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Preface

We are delighted to introduce the proceedings of the 11th edition of the 2019 European
Alliance for Innovation (EAI) International Conference on Simulation Tools and
Techniques (SIMUtools). The conference focuses on a broad range of research chal-
lenges in the field of simulation, modeling, and analysis, addressing current and future
trends in simulation techniques, models, practices, and software. The conference is
dedicated to fostering interdisciplinary collaborative research in these areas and across
a wide spectrum of application domains.

The technical program of SIMUtools 2019 consisted of 92 full papers. Coordination
with the steering chair, Imrich Chlamtac, was essential for the success of the confer-
ence. We sincerely appreciate the constant support and guidance. It was also a great
pleasure to work with such an excellent Organizing Committee team and we thank
them for their hard work in organizing and supporting the conference. In particular, we
thank the Technical Program Committee, who completed the peer-review process of
technical papers and compiled a high-quality technical program. We are also grateful to
the conference manager, Kristina Lappyova, for her support and all the authors who
submitted their papers to the SIMUtools 2019 conference.

We strongly believe that the SIMUtools conference provides a good forum for all
researchers, developers, and practitioners to discuss all scientific and technological
aspects that are relevant to simulation tools and techniques. We also expect that the
future SIMUtools conference will be as successful and stimulating as indicated by the
contributions presented in this volume.

September 2019 Houbing Song
Yuguang Fang
Dingde Jiang
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Bisecting K-Means Based Fingerprint
Indoor Localization

Yuxing Chen1(B), Wei Liu1, Haojie Zhao1, Shuling Cao1, Shasha Fu1,
and Dingde Jiang2

1 State Key Labs of ISN, Xidian University,
Xi’an 710071, Shaanxi, People’s Republic of China

{yxchen 2,hjzhao,slcao cn,ssfu}@stu.xidian.edu.cn,
liuweixd@mail.xidian.edu.cn

2 School of Astronautics and Aeronautic,
University of Electronic Science and Technology of China, Chengdu 611731, China

jiangdd99@sina.com

Abstract. This paper presents a fingerprint indoor localization system
based on Bisecting k-means (BKM). Compared to k-means, BKM is a
more robust clustering algorithm. Specifically, BKM based indoor local-
ization consists of two stages: offline stage and online positioning stage.
In the offline stage, BKM is used to divide all the reference points (RPs)
into k clusters. A series of experiments have been made to show that our
system can greatly improve localization accuracy.

Keywords: Fingerprint · Bisecting K-means · WiFi · Indoor
localization

1 Introduction

With the rapid development of wireless communication technologies and the
Internet industry, the demand for LBS (location-based services) is also growing.
LBS has developed rapidly and received extensive attention and has been widely
used in social networks, advertising services, travel, shopping, public safety ser-
vices, and emergency assistance [1].

In terms of its application scenario, localization can be distinguished into
indoor localization and outdoor localization. GPS is a commonly used outdoor
wireless positioning technology, and has been relatively mature. Owing to the
fact that GPS signal becomes weak after passing through the building, the satel-
lite positioning cannot give reliable position information [2]. Therefore, tradi-
tional outdoor positioning technology cannot be used in indoor environments [3].
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of Shaanxi (Grant No. 2018GY-017) are gratefully acknowledged.
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Consequently, wireless indoor positioning technology emerged. The commonly
used wireless indoor positioning technologies include: ultrasonic positioning tech-
nology, ultra-wideband positioning technology, Bluetooth technology, and WiFi
technology. Among them, WiFi is one of the most commonly used wireless com-
munication technologies that covers a wider area, and has the advantages of
easy-to-install, low cost, and relatively stable. A variety of terminal devices such
as mobile phones, computers, and pads support WiFi communication, so WiFi
indoor positioning technology is portable.

Fingerprint-based localization has become one of the most attractive and
promising techniques due to its performance of high accuracy and stability [4–
6]. The core idea of fingerprinting positioning is to map the location information
that is difficult to measure to the characteristics of the radio signal that are easy
to measure [7].

In [8], a system based on database partition and Euclidean distance-weighted
pearson correlation coefficient is proposed, and this system is the combination
of fingerprint database and machine learning. Support Vector Machine (SVM)
is also an efficient algorithm that makes a great improvement in localization [9].
A mixture Gaussian distribution model can be used to minimize the error of
the measured RSSI data and neural network plays the role in excavating the
relationship between RSSI data and the position [10].

In this paper, we propose an improved fingerprinting localization algorithm
based on the localization method in [11]. This system consists of two stages:
offline stage and online localization stage. In the offline stage, a fingerprint
database or a radio map is constructed that stores the relationship between
Received Signal Strength Indicator (RSSI) data and Reference Points (RPs).
BKM is adopted to divide all the RPs into clusters based on the fingerprint
database [12]. In the online stage, RSSI data collected at test points are matched
to the database to infer the concrete position.

The rest of our paper is organized as follows. In Sect. 2, a description about
the system architecture is presented. In Sect. 3, the concrete approach we adopt
in our system is presented. The experiment and result are illustrated in detail
in Sect. 4. Finally, we list out our conclusion and look for the future.

2 System Model

In the indoor localization area, multiple Access Point (AP ) signal can be detected
at each location. With a mobile terminal equipped with wireless network card,
we can record the AP MAC address and RSSI data. The AP MAC address
and corresponding RSSI data at each location constitute a fingerprint. We can
represent and determine a concrete location if we collect adequate fingerprints.
Fingerprint indoor localization system is composed of two stages: offline stage
and online stage. Offline stage is a procedure that maps locations to fingerprint.
We process the raw RSSI data collected at each RP, and build a fingerprint
database. In online stage, we sample online RSSI data. Then we compare and
match the online data with the fingerprint database to determine the specific
location. Figure 1 shows the architecture of our system.
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In indoor localization environment, we receive RSSI data at positions from
different AP s. To make better use of existing AP s in the building, we do not
install additional AP s. We pick out efficient AP s, and classify positions into
several clusters, then we build a decision tree for each cluster in offline stage. In
online positioning stage, we lump the test point with the cluster whose cluster
center is nearest to the test point. And then we use decision tree to determine
its concrete position.

Fig. 1. System architecture.

3 BKM-Based Indoor Localization Approach

Assuming that there are N RPs in the indoor environment and each RP can
receive signals from part of AP s. The fingerprint database stores the coordinate
of each location and the RSSI data from AP s, which can be marked as:

Di = {i, APj ,RSSIij} (1)

In formula (1), i represents the ith RP in the localization area, (APj ,RSSIij)
means that APj can be detected at the ith location, and the RSSI data received
at the ith position from APj . Each Di is a sampling fingerprint. Fingerprints can
be stored in a database that maps RSSI data to positions.

In order to guarantee the precision of localization, we need to sample a large
number of RSSI data at each location. It is clear that more data we have, the
longer time it takes to fix the location. So it is necessary for us to take measures
to shorten localization time. In this paper, we adopt three methods to reduce
computation and space complexity: AP selection, clustering, and decision tree
[11,13].

When row RSSI data are collected at each position, we need to select some
AP s which will increase the localization accuracy. Then RSSI data collected
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from these AP s are stored as fingerprint database. According to the similarity
between different RPs in the database, we divide the RPs into several clusters
by clustering method. To guarantee the localization accuracy in a fine grain, we
need to build a decision tree for each cluster. Each leaf node of a tree represents
a position in the environment. Figure 2 is the offline stage process.

3.1 AP Selection

Due to multi-path effect and signal reflection, signal may suffer from path loss,
attenuation, and time delay in indoor environment. RSSI data collected from
long-distance AP s are greatly interfered by noise. And these RSSI data may
lead to the decrease in localization accuracy. Furthermore, with more AP s, we
need to handle more data, which will affect the real-time behavior. Thus, the
process of selecting AP s is an important approach and guarantee for improving
positioning accuracy, and reducing the complexity of positioning algorithms. We
adopt maximum information gain to select AP s [11].

We take the resolution capability as the evaluation standard, and choose the
AP s with the strongest resolution capability. That is, after the formulas below
being calculated, we select mAP s with the maximum information gains and
constitute a N by m dimensional fingerprint information database.

For each position G, we can treat RSSI data from APi as a feature. In this
system, a certain position Gj can be expressed as (G1

j , G
2
j , ...G

m
j ) by those fea-

tures. And Gi
j indicates the average signal strength from APi collected over a

period of time as a feature of Gj . If APk cannot be detected in Gj , then we set
Gk

j the default value −90 dBm.
Once we determine the localization area, we get to know the entropy of the

environment. We can get the information entropy with the formula (2) [11]:

H(G) = −
n∑

j=1

P (Gj) logP (Gj) (2)

When we get the RSSI data from APi, the entropy will change into [11]:

H(G/AP
i
)

= −∑
v

n∑
j=1

P (Gj , APi = v) logP (Gj/APi = v) (3)

Then the variation of the information entropy, which indicates the loss of
position uncertainty, or information gain is [11]:

InfoGain(APi) = H(G) − H(G/APi) (4)

In the above formulas, P (Gj) is the prior probability of position Gj . When
all RPs are uniformly distribued, P (Gj) is a constant 1/n; P (Gj , APi = v) is
the joint probability under condition when RSSI data collected from APi is v at
the position Gj , and P (Gj/APi = v) is the conditional probability of location
Gj when RSSI data collected from APi is v.
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3.2 BKM Based Clustering

A cluster is the convergence of points in the test space [12]. The distance between
any two points of the same cluster is less than the distance between any two
points of different clusters; the cluster can be described as a space with a rela-
tively high density. In fact, clustering is an unsupervised classification and usu-
ally does not require the use of training data for learning. We adopt BKM as
the clustering method in this paper [12].

BKM can be regarded as an optimization version of k-means. The difference
between BKM and k-means is that BKM reaches a global optimum, while k-
means just reaches a local optimum. K-means can be greatly affected by the
initial cluster centers and may lead to a nonideal division, which leads to a local
optimum. Moreover, because it operates less similarity computing, BKM can
accelerate the execution speed of clustering.

This algorithm first takes all the points as a cluster, and then divides all the
points into two clusters. When partitioning, one point is chosen randomly as the
first initial cluster center. Then the point which is farthest from the set center
is selected as the second initial cluster center. The next procedure is to perform
K-means algorithm to divide points into two clusters. Then one of the clusters
that has the maximum value of the Sum of Squares for Error (SSE) is selected
to continue the partition. The partitioning process is repeated until k clusters
are formed for the points.

In n-dimensional Euclidean space, SSE can be calculated by the formula
below

SSE =
k∑

i=1

∑

p∈Ci

dist(p, ci)2 =
k∑

i=1

∑

p∈Ci

(p − ci)2 (5)

ci =

∑
p∈Ci

p

nci

(6)

In formulas above, Ci is the ith cluster, p is the point in cluster Ci, nci is the
element number in cluster Ci, dist(p, ci) is the Euclidean distance between p
and ci . The ith cluster center ci is updated after each iteration.

The specific implementation process of the clustering algorithm is described
in Algorithm 1.

3.3 Decision Tree Algorithm

After constructing k clusters, we can just estimate the approximate position
of the user roughly. If we construct a cluster for each position, the amount of
calculation will be very large and it will be very time-consuming, seriously affect
the real-time positioning. So we need to use other algorithms to locate precisely.
The decision tree can classify samples with a series of attributes and has the
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Algorithm 1. BKM algorithm for finding k clustering
Require: The mean RSSI vectors p for all RPs G;
Require: The number of clusters k;
Ensure: k clusters: C1, C2,... Ck

m ← 1
Cm ← G
while m < k do

Compute SSEm

j∗ = arg max
j

(SSE1, SSE2, ...SSEj , ...SSEm)

Use k-means algorithm to split C∗
j into two clusters: C∗

j , Cm+1

m ← m + 1
end while

advantage of high efficiency. In this paper, we use C4.5 decision tree for precise
localization [11,13].

There are two steps to build a decision tree: selecting splitting attributes
and choosing splitting points. We can simplify the procedure of building a deci-
sion tree for deciding which attribution to choose and how to split data at each
splitting point. Different attributes are selected at different branches. We select
information gain ratio as standard to choose splitting attributes. And it is nec-
essary to decide segmentation points for each attribute. Suppose that we have
dataset D = {D1 ,D2 , . . . Dn

}, in which Di means fingerprints at position Gi.
And mAP s are detectable at all n positions in the cluster. We can divide D into
k subsets {T1 , T2 , . . . , Tk

}. And Ti is the subset when RSSI data are collected
from APi. Then we need to select splitting attributes with the maximum Ratio
(APi).

Step 1. When we have already clustered the RPs, we should make a decision tree
for each cluster. For a certain cluster A , we adopt all RSSI data collected
at positions in cluster A . We adopt information entropy Info(D) to
demonstrate the uncertainty of each position [11,13].

Info(D) = −
n∑

j=1

P (Gj) ∗ logP (Gj) (7)

Step 2. We can learn from information gain that the information entropy
decreases when we get more information. When we get the information
of M attributes for each position, the entropy becomes Info(D/APi)
[11,13].

Info(D/APi) = −
∑

v

n∑

j=1

(P (Gj , APi = v) logP (Gj/APi = v)) (8)
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Step 3. So we can get to know that the information gain [11,13].

Gain(APi) = Info(D) − Info(D/APi) (9)

Step 4. The information entropy of attribute APi is H (APi) [13].

H (APi) = −
Ti∑

v

P (v) ∗ log2P (v) (10)

Step 5. The ratio of attribute APi is Ratio(APi) [13].

Ratio(APi) =
Gain(APi)
H(APi)

(11)

In the formulas, P (Gj) is the probability of Gj in the environment.
P (Gj , APi = v) indicates the joint probability when RSSI value collected from
APi is v at position Gj ; P (Gj/APi = v) is the conditional probability of Gj

when RSSI value collected from APi is v; v is the element in Tj , and P (v) is the
probability of v in Ti.

The RSSI data are consecutive values, so we need to discretize the data first.
Discretization refers to selecting some appropriate segmentation points in RSSI
data and dividing them into several ranges. If some segmentation point X is
chosen, data will be discretized into ranges (RSSI data ≤ X ) and (RSSI data
≥ X ). The principle of choosing segmentation points is as follows. First, we
systematically arrange the RSSI data obtained at n positions from APi from
small to large. And then we preselect one segmentation points (l ≤ m, and we
do not constitute segmentation points inside the same RSSI data subset). We
compute the information gains corresponding to the condition of the preselected
segmentation points. And the preselected segmentation point with the largest
information gain is selected as the final segmentation point of APi.

3.4 Online Positioning Stage

In the actual online positioning process, when the user moves in the environment,
the mobile terminal first detects the signals sent by the surrounding AP s, records
RSSI data, and then traversals the fingerprint database to perform matching.
Once the best match is found, the location of the user is estimated as the location
of the best matching fingerprint.

The online positioning process can be regarded as the inverse process of
constructing clusters and building decision trees. We first calculate the distance
between the user’s RSSI data and each cluster center, then select the cluster with
the smallest distance as the position set the user belongs to. We use decision
tree in that cluster for judgment. The feature values are compared with the
corresponding split point and then compared with the left subtree and right
subtree. We continue this process until it reaches the leaf node.
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Fig. 2. Experimental environment

4 Experiment

We perform this experiment on a part of the corridor of the 4th floor of the main
building. Owing to the fact that there already exist a certain number of AP s
in the environment, we did not install any AP s to the environment. Figure 2
shows the schematic diagram of the corridor on the fourth floor. Each position
area is 0.8 m * 0.8 m, so the interval between two measurement positions is 0.8 m.
We use WirelessMon to detect AP s and collect RSSI data. We choose positions
1–100 to collect RSSI data. At each position, we collect 50 groups of data.

In the experiment, we first collect RSSI data at 100 positions to build a
database. Then we adopt AP selection method to filter out the bad performance
AP s. We classify the RPs using clustering method with better performance AP s.
For each cluster, we build a decision tree to do precise localization. Finally, we
test this algorithm with online test set.

Localization accuracy is the correct rate at a certain precision. Localization
accuracy highly depends on the maximum allowed distance between actual posi-
tion and the tested position (dmax allowed). The accuracy can be obtained with
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formula below:

accuracy(dmax allowed) =

n∑
i

1 {dist(ri, ti) ≤ dmax allowed}
n

(12)

where we set dmax allowed as 0.8 m, 1.6 m, and 2.0 m in the experiment; ri is the
real location of the ith point, and ti is the test location of the ith point; dist(ri, ti)
is the Euclidean distance between ri and ti; 1{} is the indicator function. With
(12), we can get to know the accuracy under different precision range.

Since maximum information gain is used to select the AP s that are less
affected by the noise in the environment, different numbers of AP s indicate
different degrees the data in database are affected. To investigate the accuracy
of AP selection method, we compare our algorithm with the one without AP
selection. Furthermore, we choose different numbers of AP s to compare the
localization accuracy. The position accuracy of different numbers of AP s are
listed in Fig. 3. We set the number of AP s as m. In our environment, there
are 17 AP s in total. The result shows that AP selection method improves the
performance of localization accuracy, and the localization accuracy decreases
once m is too large or too small. In Fig. 3, the lines show the localization accuracy
in 0.8 m, 1.6 m, and 2 m when we set k as 5 respectively.

It can be observed that localization accuracy changes with different AP num-
bers. And when we select 16 AP s, we gain the best localization accuracy in 0.8 m,
1.6 m and 2 m with BKM algorithm. The result shows that the localization accu-
racy improves with AP selection method.

Fig. 3. Performance of AP selection

We adopt BKM to perform clustering in this paper. To compare the per-
formance of BKM with k-means, we set the k-means as a comparision group.
Figure 4 presents the results when we choose different k in clustering algorithm.
And we select 16 APs during the experiment. When k is too large, the points
that are Relatively relevant might be devided into different clusters. And this
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Fig. 4. Performance of clustering

decreases the divergence between different clusters. Furthermore, when k is too
small, the points that are less relevant are much more likely to be devided into
a same cluster, which will decrease the resolution of a cluster. Thus, the local-
ization accuracy decreases with k being too large or too small.

Table 1 shows the comparison about localization precision between BKM and
k-means. Average error is the average of localization error, which is computed
using (13). Max error is the maximum localization error distance.

Table 1. Comparison of localization between BKM and k-means.

Algorithm Average error Max error

BKM(m) 1.51 5.60

k-means(m) 1.58 5.60

Average error =
n∑

i

∑

Dist

(dist(ri, ti))·P (dist(ri, ti)) · P (ri) (13)

where Dist is the set composed of all distances between real locations and test
locations, and dist(ri, ti) ∈ Dist, ∀ i=1, 2..., n; P (dist(ri, ti)) is the probability
of dist(ri, ti). P (ri) is the probability of location ri. The result shows that the
BKM significantly reduces localization errors. It is clear that BKM outperforms
k-means.

As we can see from Figs. 3 and 4, BKM almost always performs better than
k-means. The result indicates that BKM can markedly improve the localization
accuracy. BKM is a better performance algorithm than k-means.
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5 Conclusion

This paper adopts an efficient indoor localization which utilizes AP selection,
clustering and decision tree. We adopt maximum information gain to filter out
the AP s that do not perform well in lessening the uncertainty of localization.
Clustering is presented to locate roughly. And decision tree is introduced to
streamline the positioning. The result proves that our algorithm gains much
better performance in improving positioning accuracy.

The future works is to utilize CSI (channel state information) in indoor local-
ization, which is a finer-grained and more stable channel characteristic. We may
also combine CSI with machine learning to improve localization accuracy.
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Abstract. In recent years, indoor localization base on fingerprint has
become more and more common. In many fingerprint-based indoor posi-
tioning algorithms, it’s very popular to use WiFi signal characteristics
to represent the location fingerprint. However, with the great improve-
ment of IEEE 802.11 protocols, WiFi has been broadly used. So there
are numbers of WiFi access points (APs) have been deployed everywhere
which can be used for localization purpose. The large amount of AP can
greatly increase the dimension of the fingerprint and localization com-
plexity. In this paper, we propose a novel indoor positioning algorithm
MTAPS (indoor localization algorithm based on multiple times access
point selection). MTAPS can effectively reduce the complexity of local-
ization computation, and improve the performance of localization with an
efficient access point selection algorithm. This indoor localization algo-
rithm can get a better subset of APs through multiple times AP selection
method. These selected APs will be more stable and can provide a bet-
ter discriminative capability to reference locations. In addition, MTAPS
uses k-means algorithm to cluster reference locations, and makes up a
decision tree for every location cluster. After location clustering, MTAPS
re-selects a suitable AP subset for every cluster. This method can fur-
ther improve localization performance. Experimental results show that
MTAPS has better localization performance than the indoor localiza-
tion algorithm which is based on classical AP selection algorithm. And
MTAPS can achieve the accuracy of over 90% within 2 m localization
error.
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1 Introduction

In recent years, location-based services (LBS) are more and more popular, and
people have higher demands for localization and navigation. The GPS has high
accuracy in open environment, but in indoor environment GPS signal can’t pass
through the wall. And GPS also experiences severe multipath effects, which seri-
ously weaken the signal strength of GPS. These problems make GPS difficult to
provide accurate indoor localization service. Recently, WiFi is becoming ubiqui-
tous, and we can connect to WiFi in most common place, such as supermarkets,
campuses or airports, In addition, our smart phones can easily connect WiFi and
get WiFi signal RSSI (Received Signal Strength Indication). Therefore, there are
a lot of indoor localization algorithms proposed based on WiFi, among which
indoor localization algorithm based-fingerprint is popular.

Indoor localization algorithm based on fingerprint can be divided into two
phases: offline phase and online phase. In the offline phase, the localization envi-
ronment is divided into equal-sized grids, and the center of the each grid is used
as a reference location. Then, collecting WiFi information in these reference
locations, such as RSSI or CSI (Channel State Information). Using these WiFi
information to represent fingerprint for each reference location, and make up
location fingerprint database. In the online phase, fingerprint-based localization
algorithm matches real-time localization data with all reference location’s fin-
gerprints in the fingerprint database. Choosing the reference location as target
location, which has the highest similarity with real-time localization data.

Now WiFi is ubiquitous, when collecting WiFi data on offline phase, we can
detect big numbers of WiFi access points in each reference location. If we directly
use all detected access points to represent the reference location fingerprint. It
means that each reference location fingerprint is a vector with big dimensions,
and it also greatly increases the dimensions of the fingerprint database. Fur-
thermore, the study in [1] found that when the number of the APs is large, the
increase of AP will no longer results in any significant improvement of the loca-
tion precision. Therefore, it’s very important to select a suitable set of access
points to represent the location fingerprint.

There are numerous AP selection algorithm proposed in recent years. Which
could be divided into two main categories, as Highest Signal algorithm [2,3] and
Information Gain-based AP selection [4]. In [2,3], the authors used the AP’s
RSSI to represent the importance of AP. The higher the signal strength, the
more important the access point is. This AP selection algorithm is very easy,
but WiFi RSSI changes frequently, and it is very sensitive in the indoor envi-
ronment. So signal strength is not suitable to represent the importance of the
AP. In [4], the author proposed an intelligent AP selection algorithm InfoGain
(Information Gain-based AP selection). InfoGain algorithm uses position infor-
mation entropy and conditional entropy to indicate the localization capabilities
of different AP. In [5], AP selection was based on the principle of minimizing
redundancy, using the correlation of APs to define redundancy. The correlation
is got by computing two AP’s divergence measure. Paper [6] proposed a real-time
AP selection algorithm. Like [5], it was also focus on how to minimize redundancy
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between APs. Paper [6] proposed two algorithms to get Ideal AP subset. In [7],
the AP selection algorithm combines information gain with mutual information
entropy, and uses mutual information entropy to express the similarity of APs.
If the mutual information entropy of two APs is big, this paper just chooses
the one with higher information gain. Paper [8] proposed RBF-based location
algorithm, in which the covariance matrix of RSSI is used to select AP. This
paper combines RSSI covariance matrix with weight matrix, and uses scaling
parameters represents the importance of AP. Then, rank APs in terms of their
scaling parameters, and pick out the APs with the highest scaling parameters
to form an AP set.

The statistical distribution of RSSI of APs is always been required in the
above AP selection algorithm [4–8]. Because they select AP or make up the
decision model based on statistical distribution of RSSI of AP. However, in the
process of collecting AP data, we often can find that, some APs only could be
detect for a few time. This means for some APs, we only can get a few data of
them, as show in Fig. 1. Figure 1 is a histogram to show the number of APs that
could be detected for different times at a reference location in our experimental
environment. We sampled fifty times at this reference location, and over one
hundred APs were detected. In Fig. 1, the horizontal axis is the times of AP
detected during the sampling period. And the vertical axis indicates the number
of APs whose detection times is within a certain range. For example, in Fig. 1,
the first column represents the number of APs, who are detected one to five
times during the sampling period.

From Fig. 1, we could find that nearly half of the access points are collected
less than five times, and more than 70% of the access points are collected less
than twenty-five times during sampling period. If an access point appears too
few times during the sampling period, we get few AP data of this AP, and using
those small amounts of data cannot correctly describe AP’s RSSI probability
distribution. However, those algorithms [4–8] all depend on the AP’s RSSI prob-
ability distribution to some extent, so those algorithm is not always useful.

In this paper, we propose a novel indoor localization algorithm MTAPS. This
indoor localization algorithm is based on multiple access point selection method.
MTAPS can effectively solves the above problems. And MTAPS can get a reliable
APs subset by multiple access point selection method, which make the signal to
be more stable and to obtain higher location accuracy. At the same time, MTAPS
can effectively reduce complexity of localization computation, and improve the
performance of localization in the meantime. In addition, MTAPS also uses k-
means algorithm to cluster reference locations, and make up a decision tree for
every location cluster. After clustering reference locations, MTAPS re-selects
APs subset for every cluster, obtain a suitable APs subset for every cluster. This
can further improve localization performance.

The rest of the paper is organized as follows: Sect. 2 describes MTAPS in
detail. Section 3 is about the experimental results and the analysis of the results.
Section 4 is a conclusion of MTAPS.
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Fig. 1. A histogram of all APs detected at a reference location

2 Algorithm Description

MTAPS can be also divided into two phases: offline phase and online phase.
In the offline phase, the MTAPS contains five steps, collecting AP data, AP
selection, location clustering, AP re-selection and building decision tree.

2.1 Collecting AP Data

Collecting access point data is the basis of MTAPS. This step includes the fol-
lowing process: First, the localization environment is divided into equal-sized
grids, and the center of the grid is used as a reference location. Then, collecting
AP data for a period of time at each reference location.

Select Pre-selected AP Set. In this sub-step, we aim to delete access points
that appear less frequently during the collecting process of AP data, and select
a stable AP subset. The details of the process are as follows:

(1) Obtain the primary pre-selected AP subset.

Using APi represents AP set detected at reference location i,
APi =

{
AP 1

i , AP
2
i , AP

3
i , . . . , AP

f
i

}
AP j

i denotes access point j detected at
reference location i, and f is AP’s number detected at reference location i.
Calculating AP j

i ’s number nj
i collected at reference location i, so we can get

AP’s number set ni, ni =
{
n1
i , n

2
i , n

3
i , . . . , n

f
i

}
. Such as AP j

i is collected 30 times

at location i during the data collecting period, so nj
i is equal to 30.

Then, we set a threshold th1. If nj
i less than th1, we remove AP j

i from AP
set of reference location i. Finally, we use the rest set of AP f to form primary
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pre-selected AP subset PRAP . PRAP = {AP1, AP2, AP3, . . . , APg}, and g is
the number of APs that satisfy the above-mentioned condition in localization
environment.

(2) Obtain final pre-selected AP subset.

Calculating the sum times of APl at all reference locations, marked as Nl.
Such as, suppose APl only appears at reference location i and j, the number of
APl collected above 2 locations are numi and numj respectively. So Nl is equal
to the sum of numi and numj . Therefore, we can get the set of corresponding
values N , N = {N1, N2, N3, . . . , Ng}.

Then, we set another threshold th2. If Nl is less than th2, we delete APl

from PRAP . Those remaining APs make up the final pre-selected AP subset
FPAP , FPAP = {AP1, AP2, AP3, . . . , APh}, and h is the size of FPAP .

Obtain Final Target AP Set. In paper [4], the author proposed InfoGain
algorithm to select AP set. InfoGain algorithm uses AP’s information gain to
represent the AP’s discriminative power to location. The more discriminative
power, the more important AP is. Such as, ’s Information gain is calculated as
follow:

InfoGain (APi) = H (G) −H (G|APi) (1)

where InfoGain (APi) is APi’s discriminative power. H (G) is the entropy of all
reference locations without know APi’s RSSI information.

H (G) = −
p∑

i=1

P (Gi) logP (Gi) (2)

where Gi is reference location, and p is the number of reference point. H (G|APi)
is the conditional entropy of location given AP’s RSSI information.

H (G|APi) = −
∑
v

p∑
j=1

P (Gj , APi = v) logP (Gj |APi = v) (3)

where v is RSSI value of APi. P (Gj , APi = v) and P (Gj |APi= v) can be
obtained based on collected AP data.

In this step, we calculate every AP’s information gain of FPAP . Choosing
the top k APs with the largest information gain to form fingerprint AP set
FingerAP, F ingerAP = {AP1, AP2, AP3, . . . , APk}.

Then, we get every reference location’s fingerprint based on AP data in
FingerAP , and obtain fingerprint database formed by all reference location’s
fingerprint. Set Fj is the location fingerprint of location j,

Fj =
{
RSSIj1 , RSSIj2 , RSSIj3 , . . . , RSSIjk

}
, where RSSIji is RSSI of APj in

reference location i.
From formulas (2) and (3), we can know that we need to know the RSSI’s

probability distribution of every AP, when calculating H (G|APi). However,



18 P. Huang et al.

when collecting AP’s data, we find some APs only are detected occasionally,
so there is a few those AP’s data, as Fig. 1. Therefore, for those access points
detected occasionally, we cannot get reliable AP’s RSSI probability distribution.
Paper [1] does not consider this problem when the author proposes InfoGain
algorithm. So only using information gain to select AP subset not always work
well. In our algorithm, AP selection contains two step. The first step removes
those APs, which are detected occasionally during AP data collecting period,
and obtains pre-selected AP set. The second step gets final target AP set based
on InfoGain algorithm. Those APs are stable in the pre-selected AP set, and
can get their good probability distribution through their collected RSSI data.
Therefore, our algorithm removes unstable APs. This method can better play
the advantages of information gain algorithm.

2.2 Location Clustering

In the online phase, Indoor localization algorithm based on fingerprint match
real-time position data with all fingerprints in the fingerprint database. There-
fore, the elapsed time of real-time location is the linear relationship with the
number of the reference locations in localization environment. If we divide all
reference locations into some clusters, real-time positioning need just match with
all fingerprints in a cluster that is most similar to it. So clustering location can
effectively reduce the locating time. In our algorithm, we use a classical cluster
algorithm, k-means algorithm [9], to cluster reference locations based on location
fingerprint. Suppose there are M reference locations in location environment, and
L clusters, and Cj is cluster center of cluster j, Cj =

{
cj1, c

j
2, c

j
3, . . . , c

j
k

}
, where

k is cardinality of FingerAP .
The process of location clustering as followed:

(1) Randomly selecting L locations as clusters’center Cj = Fj , so Cj = Fj ={
RSSIj1 , RSSIj2 , RSSIj3 , . . . , RSSIjk

}
.

(2) Divided all reference locations into L clusters base on Euclidean distance
between reference locations and all cluster centers. Such as, when deciding
which cluster reference locations i belongs to, calculating Euclidean distance
of reference location i to each cluster center. Then dividing reference location
i to the cluster whose Euclidean distance to reference location i is minimal
in L clusters. Euclidean distance is as followed:

Dis (Fi, Cj) =
k∑

h=1

(
cjh −RSSIih

)2

(4)

where Dis (Fi, Cj) is the distance of reference location i and cluster j.
(3) Updating the center of each cluster. When all reference locations are divided

into clusters, calculating the average value of location fingerprints that the
cluster contains as the new center of the cluster. Such as, cluster j has w
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reference locations, so new center can be calculated as followed:

Cjnew =
1
w

×
{

w∑
h=1

RSSIh1 ,

w∑
h=1

RSSIh2 , . . . ,

w∑
h=1

RSSIhk

}
(5)

(4) Determining whether to stop location cluster iteration, and updating each
cluster’s center with those average values. Calculating Euclidean distance
between the new clusters’ center and the old clusters’ center. If the Euclidean
distance less than a certain threshold, stopping iteration, and let Cj equal
to Cjnew; else let Cj equal to Cjnew and back to step (2), continuing to
iteration.

2.3 AP Reselection and Making up Decision Tree

After clustering, our algorithm re-select APs for each cluster again. Before clus-
tering reference location, we select FingerAP based on our AP selection algo-
rithm. MTAPS aims to obtain a good AP set, which has high discriminative
power. So FingerAP is a reliable AP set for the indoor localization environment.
However, our localization algorithm divides all reference locations into some clus-
ters. Each cluster has its characteristics and there are some differences between
clusters. Therefore, using a same AP set cannot well represent the characteristics
and differences of each cluster. For this problem, our algorithm re-select AP set
for each cluster. Therefore, through our re-select algorithm, one cluster’s AP set
can have some differences with the other cluster’s AP set. The process of APs
re-select in cluster as followed:

Suppose Clusteri is the set, which is made up by reference locations that
divided into cluster i. So Clusteri =

{
Loci1, Loc

i
2, Loc

i
3, . . . , Loc

i
K

}
, where Locij

reference location j, and K is the number of reference locations in cluster i.
According to those locations AP data collection in Clusteri, calculating each
AP’s information gain in FPAP , and obtaining the re-selection AP set of clus-
ter i, ClusterAPi =

{
AP i

1, AP
i
2, AP

i
3, . . . , AP

i
c

}
, where c is the number of AP

selected from FPAP .
After AP re-selection, we make up the decision tree for each cluster according

to C4.5 algorithm [10] based on ClusterAP . The C4.5 algorithm is a classical
algorithm for machine learning, and belongs to supervised learning algorithm.
Using the C4.5 algorithm, we get the final decision tree of each cluster.

So let’s do an example, as show in Fig. 2, there is a decision tree of a certain
cluster. From Fig. 2, we can see that in this decision tree, the leaf nodes are the
reference positions and the child nodes are APs from the ClusterAP . The range
values on the decision tree’s branches are the judgment condition to real-time
data for location. For example, for the root node AP4, it has three branches,
and each branch has a value range. It has three branches, and each branch has
a value range. If there is a test data, the value of AP4 is 53, it satisfies the
judgment condition on the second branch obviously. So it will go down to the
second branch of the decision tree, and reach the next node AP5.
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Fig. 2. Decision tree model

2.4 Online Phase

When the decision tree is established for each cluster, this means the offline
phase has finished, and this localization algorithm can be used to identify the
location of the user. The process of localization as followed:

Suppose the user’s real-time localization data is T,

(1) Decide which cluster T belongs to. Getting localization fingerprint on the
basis of ClusterAP , Tfinger =

{
ÃP1, ÃP2, ÃP3, . . . , ÃPc

}
. Calculating

Euclidean distance from T to each cluster, and choosing the cluster with
the smallest Euclidean distance to T as T’s target cluster. The location of
T can be got from target cluster.

(2) Localization based on decision tree. In the previous sub-step, we obtain the
target cluster that T belongs to. Then we use the target cluster’s decision
tree to determine T’s precise location. Suppose the target cluster is cluster
i, Table 1 is a user’s localization data which is obtained based on from T.
Decision tree of cluster ClusterAP showed as Fig. 3.

From Fig. 3, we notice that the root node is AP4. From Table 1, the value of
AP4 is 70 right between the range from 68 to 78. Obviously, next node is AP1.
From Table 1 the AP1’s value is 63 in the range from 53 to 71, so next node is
AP6, and so on. As the red line shows in the Fig. 3 the target location is L6.

Table 1. User’s localization data

AP1 AP2 AP3

63 56 45

AP4 AP5 AP6

70 61 57
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Fig. 3. The process of localization by using decision tree

3 Experimental Evaluation

In this section, we describe our experimental testbed, and assess the perfor-
mance of the indoor localization algorithm based on multiple times access point
selection.

Our experiment is carried out in the fourth-floor corridor of main building
of Xidian University, as Fig. 4 showed. The experimental testbed include 177
reference locations, and every reference location is a 0.8 m * 0.8 m grid. In the
phase of collecting AP data, we collect 50 samples at every reference location.
Each sample lasts six seconds. And we can scan more than one hundred APs at
every reference location in our localization environment.

Fig. 4. Experimental testbed

Under the condition that the number of location clusters is 5, Fig. 5 indicates
the localization accuracy of our localization algorithm changes with the number
of APs within different positioning errors. From Fig. 5, we can see that our
indoor localization algorithm has better localization accuracy. The algorithm
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in this paper can achieve the best accuracy of over ninety percent within 2 m
localization error. And within 1.6 m localization error, MTAPS also almost has
the best accuracy of eighty percent.

Fig. 5. The performance of MTAPS within different localization error under different
AP number

Under the condition that the number of location clusters is 5, we compare
MTAPS with InfoGain algorithm [1] within 2 m location error, as Fig. 6 shows.
Figure 6 illustrates that the performance of our algorithm far exceeds that of
the information gain algorithm. Therefore in the same condition, our algorithm
always has better performance.

Under the condition that the number of location clusters is 5, we also did
several experiments to observe the performance of InfoGain algorithm within
different localization error. As Fig. 7 shows, the performance of InfoGain algo-
rithm is very bad in our experimental environment. The main reason for this

Fig. 6. Comparison of localization performance for MTAPS and InfaGain under dif-
ferent AP number
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result is that in paper [1], their testbed is relatively simple, and a total of 25
access points can be detected in the environment. Duo to the number of APs is
so small in their experimental environment, so there is less interference in their
experimental environment. Therefore, information gain algorithm gets a good
performance in their experiment.

Fig. 7. The performance of InfoGain algorithm within different localization error under
different AP number

However, today WiFi is everywhere, and we can detect hundreds of WiFi
in my university or in a mall. Therefore, there is serious interference between
APs, and at the same time the state of APs is more complex. Especially in the
sampling process, some access points are merely detected. As a result, we can’t
correctly get those APs’ probability distribution base on collected AP data under
serious conditions of interference. But the performance of InfoGain algorithm is
heavily dependent on probability distribution. So only using information gain
algorithm to choose APs can’t obtain satisfactory results. Our algorithm can
remove unstable APs, and use reliable APs represent fingerprint. Therefore, our
algorithm gets better performance.

4 Conclusion

In this paper, we propose an indoor localization algorithm MTAPS. This algo-
rithm can get a reliable AP subset to represent fingerprint, and effectively remove
unstable APs based on multiple access point selection method. In addition, our
algorithm re-select AP subset for each location cluster, to get a special AP
subset for location cluster. This localization algorithm divides all reference loca-
tions into some clusters by k-means algorithm, which can effectively decrease the
cost-time of localization and improve efficiency. The results of the experiments
show that our algorithm has the better performance. On the other side, we also
analyze the causes of the bad performance for information gain algorithm. Our
algorithm can effectively solve the defect of information gain algorithm, and
obtains satisfactory positioning performance.
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Abstract. A recent approach to tackle the ever increasing complexity of mil-
itary simulation system is model-driven engineering (MDE). However, it is used
mostly to produce simulation software tools, and seldom can perform formal
analysis on models, resulting in a low degree of simulation model engineering.
Consequently, this raises many issues such as inefficient development as well as
poor qualities of product, and falls short of non-functional requirements like
extensibility, maintainability, and reuse. In general, many of the success of
MDE are dependent on the descriptive power of modeling languages and how
conceptual models are transformed toward final implementations. Hence, this
paper presents contributions in two main aspects of MDE: customizing domain
specific language by metamodeling and engineering model continuity by for-
malizing model transformations. A military simulation application called group
fire control channel system is used as a motivating example to illustrate the
whole process, transforming conceptual models into other formalisms that have
precise definitions of semantics until they reach final executable simulation
models.

Keywords: MDE � Metamodeling � Model transformation � Model continuity

1 Introduction

Traditional military simulation models are usually represented by UML which has not
precise and unambiguous semantics defined using a mixture of OCL (Object Constraint
Language) and informal text, or the semantics of simulation models are left to model
interpreters or simulators which are defined by general-purpose programming lan-
guages, which is clearly unacceptable for formal analysis [1]. Meanwhile, although the
syntax of current domain specific modeling languages (DSML) are formally described
with a lot of general metamodeling tools like UML Profile [2], EMF [3], and GME [4]
etc., the semantics are left toward other less than desirable means [5]. All of these
accompanying with the lack of formal model transformations contribute to difficult
formal analysis at a model level. Hence, it is a real challenge to describe simulation
models formally, and to improve the model continuity that exist between different
models in different development stages at different levels of abstraction [6], so as to
reuse existing model assets and simulation services to a great degree.

Inconsistent terminology in the model-driven engineering (MDE) context [7]
means it is necessary to define basic meanings of important frequently used terms to
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provide a common understanding. Many of these terms are used alternatively in
specific contexts, but providing their definitions and/or subtle distinctions is helpful to
understand the methodologies, techniques, and tools used in model-driven develop-
ment. For different modeling goals, there exist three typical issues, i.e. model com-
posability, model heterogeneity, and model continuity.

Firstly, model composability [8] concentrates on the syntactical matching and
semantic relations between different simulation models. Unlike the other two issues, it
is usually discussed in a MDE context and emphasizes the integration of multiple
simulation models to form an effective and meaningful simulation application.

Secondly, model heterogeneity comes from the joint use of several DSMLs dedi-
cated to particular domains or applications. In many cases, it refers to the syntactical
incompatibility between different used DSMLs during the language customization
process and has four sources in general [9, 10]. First, the different technical or appli-
cation domains involved in a simulation system under design require different model
specifications, modeling formalisms, or simulation protocols [11]. Second, the different
levels of abstraction need suitable modeling techniques. Third, a simulation system is
always studied from different points of view, and lastly different stages of a devel-
opment cycle may use different languages for different activities.

Thirdly, Model continuity refers to the generation of an approximate morphism
relation between different phases of a development process [12]. In general, model
continuity is obtained if the initial and intermediate models are effectively consumed in
the later steps of a development process and the modeling relation is preserved.

In a sense, model continuity is similar to the consistency between the source and
target models, involving the syntactical correctness of target model, the completeness
of source model consumed in model transformation, and the semantic relations pre-
served in target model [13]. We use Mcom to represent model composability, Mh to
model heterogeneity, and Mcon to model continuity, such that Mh [Mcon � Mcom and
Mh \Mcon 6¼ £, as shown in Fig. 1. It means, on the one hand, if simulation models in
a simulation application development satisfy the model composability, then it also
satisfy the model heterogeneity and model continuity. On the other hand, model
heterogeneity and model continuity may not be disjoint in some cases, which means
model heterogeneity is somehow equal to the syntactical discontinuity between dif-
ferent development stages.

Fig. 1. Three typical issues identified in the MDE context.
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This paper proposes a set of formal theories of model transformations for engi-
neering model continuity, transforming models represented by various modeling lan-
guages into other formalisms that have precise definitions of semantics until they reach
final executable simulation models [14]. A motivating example named group fire
control channel system (GFCCS) [15] is used through this paper, commencing with its
customization of DSML and transforming its conceptual models represented in this
DSML to final executable simulation models. After that, a military simulation system
in support of engineering modeling and composable simulating is capable of inte-
grating those executable simulation models and reusing them for multiple simulation
applications.

2 Model Transformations

2.1 The Basic Mode of Model Transformation

Model transformation is a process that takes a source model in a specific form as inputs
and outputs another form of the target model according to a set of predefined rules. This
process does not build new models from scratch, but reuse existing information when
conducting a model transformation. A formal model transformation requires that the
models involved in the transformation are represented clearly by well-defined modeling
languages that have accurate syntax and unambiguous semantics. Furthermore, it
requires that the transformation rules are written by a well-defined transformation
language to ensure the transformation is conducted under a well-defined transformation
template [16]. To ensure model continuity, the target model should preserve as much as
possible the initial model information and modeling relations that are embedded in the
source model [17].

Figure 2 shows the basic mode of model transformation. In this mode, each node at
a certain layer conforms to or is an instance of the node at a higher layer. The middle
column is the transformation mechanism that inputs the left source nodes and outputs

Fig. 2. The basic mode of model transformation.
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the right target nodes. For example, the transformation engine is an instance of the
transformation template which is further an instance of the transformation language,
which means the transformation template is written by the transformation language and
prescribes the internal mechanism of the transformation engine. This engine inputs the
source model which is an instance of the source metamodel and outputs the target
model which is an instance of the target metamodel, and both metamodels are
respectively taken as the inputs and outputs of the transformation template.

According to the concrete form of target model, model transformation has two
typical categories: model to model (M2M) and model to text (M2T). In practice, M2T
transformation is also called code generation when the text is in the form of source
code. In general, a model-driven development process contains a sequence of M2M
transformations and a final code generation. In addition, model transformation is
endogenous when the source metamodel is similar to the target metamodel, and
exogenous when they are different [18].

2.2 MDA Based Model Transformations

MDA (model-driven architecture) introduces three model development roles, and two
transform mechanism types [19]. Using these MDAmodels, i.e. conceptual independent
(CIM), platform independent (PIM), and platform specificmodels (PSM), developers can
be classified into comparable roles, i.e. conceptual and simulation modelers, and simu-
lation programmers, respectively, where later stages only can commence when devel-
opers for the former stages reach a consensus on an artifact. For example, once the
problem owner and the conceptual modeler agree on a conceptual model, the simulation
modeler can transform it into a formal model. In addition, M2M and M2T model trans-
formation mechanisms are used as a bridge to reduce the gap between these roles. We
adopt the formal MDA process as depicted in Definition 1 [12].

Definition 1. A MDA process is defined as

mda ¼ n;MML;ML;MO; SL; pl;MTP; STP;MT ; SM; TOf g

– n ¼ 3ðCIM;PIM;PSMÞ,
– MML ¼ ll0; ll1; ll2f g is an ordered set of metamodeling languages,
– ML ¼ l0ðmmCIMÞ; l1ðmmPIMÞ; l2ðmmPSMÞf g such that

confromToðmmCIM ; ll0Þ;
confromToðmmPIM ; ll1Þ;
confromToðmmPSM ; ll2Þ;
This means metamodels must conform to their corresponding metamodeling

languages.

– MO ¼ CIM;PIM;PSMf g such that CIM is the initial model, PSM is the final
model, and
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instanceOf ðCIMÞ ¼ mmCIM ;

instanceOf ðPIMÞ ¼ mmPIM ;

instanceOf ðPSMÞ ¼ mmPSM ;

This means models must conform to their corresponding metamodels.

– SL is a set of model transformation languages,
– pl is a programming language with simulation capabilities,
– MTP ¼ pCIM ; pPIM ; pPSMf g such that

pCIM ¼ l0ðmmCIMÞ; l1ðmmPIMÞ; r0f g;
pPIM ¼ l1ðmmPIMÞ; l2ðmmPSMÞ; r1f g;
pPSM ¼ l2ðmmPSMÞ; pl; r2f g;
This represents model transformation patterns that a source language to a target

language through some rules.

– STP is a set of other supplementary formal model transformation patterns,
� MT ¼ f

transformToðCIM; pCIMÞ ¼ PIM;

transformToðPIM; pPIMÞ ¼ PSM;

transformToðCIM; pPSMÞ ¼ SM

g;
This means model transformations that a source model to a target model using some

patterns.

– SM is the final executable simulation model,
– TO is a set of tools to ease the activities.

Above definition is suitable for general model development base on the MDA
principles. Given this definition, we can conclude a process for the GFCCS develop-
ment as Definition 2, which will be illustrated by later sections. In the GFCCS process,
we take the GFCCS DSML as the conceptual modeling language to describe CIM, P-
DEVS [20] as the modeling formalism to define PIM, and JAVA as the programming
language to build PSM. Hence, the GFCCS process involves the following types of
metamodels and model transformations.

1. The CIM metamodel is GFCCS metamodel
2. The PIM metamodel is P-DEVS metamodel
3. The PSM metamodel is JAVA metamodel
4. The CIM-PIM transformation is GFCCS to P-DEVS transformation
5. The PIM-PSM transformation is P-DEVS to JAVA transformation
6. The PSM-SM transformation is JAVA to java code transformation.
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Definition 2. A GFCCS simulation modeling process is defined as

gfccs ¼ n;MML;ML;MO; SL; pl;MTP; STP;MT ; SM; TOf ginstance

– n ¼ 3ðCIM;PIM;PSMÞ,
– MML ¼ Ecore;Ecore;Ecoref g is an ordered set of metamodeling languages,
– ML ¼ l0ðmmGFCCSÞ; l1ðmmDEVSÞ; l2ðmmJAVAÞf g such that

confromToðmmGFCCS;EcoreÞ;
confromToðmmDEVS;EcoreÞ;
confromToðmmJAVA;EcoreÞ;

– MO ¼ CIM;PIM;PSMf g, and
instanceOf ðCIMÞ ¼ mmGFCCS;

instanceOf ðPIMÞ ¼ mmDEVS;

instanceOf ðPSMÞ ¼ mmJAVA;

– SL ¼ fATL;Acceleog is a set of model transformation languages,
– pl ¼ JAVA is the final programming language
– MTP ¼ pCIM ; pPIM ; pPSMf g such that

pCIM ¼ l0ðmmGFCCSÞ; l1ðmmDEVSÞ; gfccs2devs:atlf g;
pPIM ¼ l1ðmmDEVSÞ; l2ðmmJAVAÞ; devs2java:atlf g;
pPSM ¼ l2ðmmJAVAÞ; JAVA; java2code:mtlf g;

– STP ¼ £ dictates there exists no other supplementary formal model transformation
patterns,

� MT ¼ f
transformToðCIM; pCIMÞ ¼ PIM;

transformToðPIM; pPIMÞ ¼ PSM;

transformToðCIM; pPSMÞ ¼ SM

g;
– SM is the final executable simulation model,
– TO ¼ fATL;Acceleo;EMF;GMF;Eclipse IDEg.

2.3 Criteria for Evaluating Model Continuity

Model transformation is an automated process of modifying and creating one or several
target models from one or several source models. The aim of model transformation is to
save effort and reduce information loss as much as possible by automating model
building and modification where possible. The key to designing a successful model
transformation is a set of formal transformation rules to improve model continuity.
Although there is no general guidance to define a good model transformation, we can
evaluate model continuity according to the following criteria.
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1. Correctness. A model transformation is syntactically correct if the target model
conforms to the target metamodel specification [21], and semantically correct if the
target model contains information as much as possible from the source model [22].

2. Completeness. A model transformation is complete if the target model has a cor-
responding element for each element in the source model.

3. Uniqueness. A model transformation is unique if there are no two identical elements
in the generated target model.

4. Determinism. A model transformation is determinate if it produces a uniquely
defined target model output for each specific source model input.

3 Customizing a DSML Based on Metamodeling

3.1 Metamodeling Based on EMF

Metamodeling is an important mean to design DSMLs [23, 24], especially for EMF
usually has close relationships with a set of OMG standards, like UML, MOF, XMI,
and MDA, etc. Firstly, UML is widely used to capture various concerns of a certain
system by an object-oriented method, emphasizing multi-view to describe the structure,
behavior, function, and deployment, etc. While, EMF as a way of defining metamodels
is only concerned with one aspect of a system, i.e. class structure. Secondly,
EMF/Ecore focuses on the tool sets not the metadata warehouse management, thus
avoiding some of the complex issues such as data structure, package relationships, and
associations compared to MOF. Thirdly, XMI is a widely accepted serializing standard
which is not only used as the format for serializing EMF models, but also suitable for
serializing the metamodel, i.e. Ecore itself. This method is very different with the UML
profiling mechanism because it defines metamodels from scratch without considering
the UML rules [25]. Hence, it has the potential for the most direct and succinct
expression of domain concepts. Furthermore, it has a collection of supporting tools
(e.g. GEF and GMF) thanks to the Eclipse open source architecture. Recently, some
researches also have identified the need of domain specific metamodeling to avoid the
general metamodeling facilities like UML and EMF [26].

Figure 3 shows the metamodel of GFCCS. This metamodel consists of a basic
diagram node named GroupFireControlSystem and two mutually related nodes named
Node and Connection respectively. The Node derives a set of domain concepts such as
Group, GroupNode, Weapon, Target, and Channel, which are connected by specific
relationships. For example, two groups can share common information by the relation
tagged as COPShare that represents common operation picture (COP) [27]. A group
can have one or multiple members and zero or multiple weapons which can also be
equipped by a group member. A group member may be disjoint with or affiliated by
itself, and can control zero or multiple fire control channels. Each channel may be
mutually exclusive with itself. It embraces two dynamic entity lists, i.e. weaponList and
targetList. These two lists are used to manage weapons and targets that are alive or may
be already ruined. Only one target can be assigned to one weapon for building a
running fire control channel.
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In fact, except the abstract syntax as described above, there are other aspects need
to be detailed for a well-defined metamodel [28]. Table 1 defines the static semantics of
GFCCS metamodel, written by OCL [29], explaining how those elements of the
abstract syntax model can be organized as a valid GFCCS metamodel.

Fig. 3. The GFCCS metamodel.

Table 1. GFCCS domain specific constraints using OCL (part).

OCL static semantics Descriptions
context Group
inv: hasNotDisjointGroupNodes
self.node->forAll(n1,n2|n1.disjointWith-
>select(dis|dis.name=n2.name)->isEmpty() and 
n2.disjointWith->select(dis|dis.name=n1.name-
>isEmpty())

A group can never own 
two disjoint members.

context GroupNode
inv: hasNotDisjointChannels
self.fireControl->forAll(c1,c2|c1.mutualExclusive-
>select(dis.name=c2.name)->isEmpty() and 
c2.mutualExclusive->select(dis|dis.name=c1.name)-
>isEmpty())

A group node can never 
own two mutual exclu-
sive fire control chan-
nels.

context GroupNode
inv: notDisjointWithItself
self.disjointWith->select(dis|dis.name=self.name)-
>isEmpty()

No group node can be 
disjoint with itself.

context GroupNode No group node can be 
inv: notDisjointWithItsDownLevelNode
self.affliated->forAll(n|self.disjointWith-
>select(dis|dis.name=n.name)->isEmpty())

disjoint with its senior 
node.
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3.2 Graphical Definitions of GFCCS Using GMF

Figure 4 shows a guidance of the definition, mapping, and generation of a graphical
editor for GFCCS using GMF. According to the GMF dashboard, one can define the
domain model, domain gen model, tooling model, graphical model, mapping model,
and gmf gen model step by step, then generate the diagram editor.

Fig. 4. Graphical definitions of GFCCS using GMF.
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1. Tooling model. In usual, the tooling model definition provides six ways to define a
tool palette of a graphical editor, including creation tool, standard tool, generic tool,
tool group, palette separator, and image. In GFCCS, we created a tool for each
element of the domain model except the abstract element Node, and bundled a
representative image for each element.

2. Graphical model. It defines the concrete display of modeling elements that will be
used in the graphical editing environment. In general, GMF provides default display
based on the domain model, but one usually needs to define the figure gallery, figure
descriptor, and polyline decoration in practice. In GFCCS, we set the Group and
GroupNode as compartments to be able to contain other elements, for example,
Group can contain GroupNode and Weapon, and GroupNode can contain Weapon.
Additionally, we set the Channel as a scalable polygon, adding template points (0,
0), (40, 0), (40, 30), (30, 30), (30, 40), (40, 30), (30, 40), (0, 40).

3. Mapping model. When the domain model, tooling model, and graphical model are
ready, it is necessary to map them into a whole. Usually, we need to select the
corresponding tooling nodes and diagram nodes for each node mapping, and pro-
vide the correct compartment figure for each compartment node. In the properties of
Channel node, for example, we select the Node Channel (Channel Figure) for the
diagram node, and the Creation Tool Channel for the tooling node.

4. GMF gen model. If the mapping model is defined correctly, it can generate correct
gmf gen model without much modifications. In many cases, it is possible to modify
some parameters, such as the fixed background, the list layout, and the suffix of a
diagram project.

3.3 The GFCCS DSME

Figure 5 shows a simple example of building an engagement scenario using the
GFCCS DSML. On the tool palette, this domain specific modeling environment
(DSME) contains a set of buttons decorated with professional denotations, including
the basic language elements such as GroupFireControlSystem, Group, GroupNode,
Channel, Weapon, and Target as well as various relationships. Using this environment,
it is possible for domain experts to use these language elements intuitionally and
friendly. For example, one can draw an arrow from Channel List 1 to Enemy Fighter 1
BLUE only by ChannelTargetList, disabling the use of other relationship buttons.

In the editor, we create a scenario of many to many combat between two opposite
sides RED and BLUE. The RED side consists of two defense groups, i.e. Defense
System RED and Remote Surveillance System RED, which refers to the local defense
system (e.g. air defense base) and the remote surveillance system (e.g. satellite). The
local system is composed of a warship platform, a ground-to-air missile base, and a
helicopter platform, which are armed with two surface-to-air missiles, a ground-to-air
missile, and a homing torpedo, respectively. The BLUE side consists of three coming
threats which are denoted by Enemy Fighter 1 BLUE, Enemy Fighter 2 BLUE, and
Enemy Submarine BLUE. In addition, there exist two lists of fire control channel which
are denoted by Channel List 1 and Channel List 2, respectively. The former list is

34 Z. Zhu et al.



managed by the warship platform and has a weapon-target pair, i.e.
Surface2AirMissile1-Enemy Fighter 1 BLUE. The latter list is managed by the heli-
copter platform and has two weapon-target pairs.

4 Model Transformations: GFCCS Implementations

4.1 The Process of GFCCS Implementation

Assume we need to build the process of GFCCS implementation as illustrated in the
conceptual sample of Fig. 6. Our aim is therefore to define a set of transformation rules
facilitating the transformation from CIM to PIM to PSM, then to final source code. The
transformation has two kinds across three levels.

In the first kind, all CIM_GFCCS model elements are expected to be transformed
into specific PIM_P-DEVS model elements, and all connections are transformed into
internal couplings from an output port in the source component to an input port in the
target component. Ports are also generated. But in most cases, this does not apply
because the connections in the source model do not always connect the elements of the
same layer [30]. Therefore, it is necessary to refine such connections which cross more
than one layer, and define the external input couplings (EICs) and external output
couplings (EOCs) for the compartmental components. For example, while the group
named Defense System RED and the group nodes named Warship Platform and
Helicopter are transformed into coupled components, the weapon named Sur-
face2AirMissile1 is transformed into an atomic component.

In the second kind, a transformation from PIM_P-DEVS to PSM_JAVA is defined
according to a set of predefined transformation rules. In this transformation, all P-
DEVS components are transformed into JAVA classes. Coupled components are
transformed into files that include the package imports, class, constructor, port, con-
tained component, and couplings. Atomic components are transformed into files that
include package imports, class, port, and constructor.

Fig. 5. The GFCCS DSME. (Color figure online)
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4.2 Detailed GFCCS to P-DEVS to JAVA Transformations

The matching rules of GFCCS to P-DEVS transformation is defined by using the
GFCCS metamodel and P-DEVS metamodel, as detailed in Table 2. The basic diagram
node GourpFireControlSystem matches with the DEVSModel element. The compart-
mental nodes like Group and GroupNode match with coupled components named
DEVSCoupledComp. The connections that connect the modeling elements of the same
layer are transformed into internal transitions named DEVSOutToIn_ICConnection,
while those cross different layers are transformed into external transitions and output
functions with a set of ports.

Fig. 6. A sample of GFCCS to P-DEVS to JAVA transformations based on MDA.

Table 2. The matching rules of GFCCS to P-DEVS transformation (part).

GFCCS metamodel P-DEVS metamodel

GroupFireControlSystem DEVSModel
Group DEVSCoupledComp
Weapon DEVSAtomicComp
Target DEVSAtomicComp
COPShare DEVSOutToIn_ICConnection
fireControl DEVSOutToOut_ICConnection

+Source.out: DEVSOutputPort
+Target.in: DEVSOutputPort
+SourceParents.EOCPorts: DEVSOutputPort

mutualExclusive DEVSOutToIn_ICConnection
taretList DEVSOutToIn_ICConnection
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The matching rules of P-DEVS to JAVA transformation is defined by using the P-
DEVS metamodel and JAVA metamodel, as detailed in Table 3. The basic element
DEVSModel matches with a JAVA package named JAVAPackage which includes
javaClasses, javaConstructors, and javaExpressions. Both the coupled component
DEVSCoupledComp and the atomic component DEVSAtomicComp match with
JAVA classes which include JAVAVariables, javaConstructors, and javaExpressions.
DEVSInputPort, DEVSOutputPort, and StateVariable are all transformed into
JAVAVariables. The connections like DEVSOutToIn_ICConnection, DEVSInToIn_
EICConnection, DEVSOutToOut_EOCConnection as well as Expression are trans-
formed into JAVAExpressions. The remaining functions like DeltaIntFunction,
DeltaExtFunction, LambdaFunction, TimeAdvanceFunction, DeltaConFunction are all
transformed into JAVAMethods.

Such transformation rules are written in ATL, as proposed in Definition 2. ATL,
the Atlas Transformation Language, is a model transformation language specified as
both a metamodel and a textual concrete syntax. In the MDE field, ATL provides
developers with a means to specify the way to produce a number of target models from
a set of source models. An ATL transformation program is composed of rules that
define how source model elements are matched and navigated to create and initialize
the elements of the target models. Besides, ATL Integrated Development Environment
(IDE) provides a number of standard development tools (syntax highlighting, debug-
ger, etc.) that aim to ease the design of ATL transformations. The ATL development
environment also offers a number of additional facilities dedicated to models and
metamodels handling. These features include a simple textual notation dedicated to the
specification of metamodels, but also a number of standard bridges between common
textual syntaxes and their corresponding model representations.

Table 3. The matching rules of P-DEVS to JAVA transformation (part).

P-DEVS metamodel JAVA metamodel

DEVSModel JAVAPackage
+javaClasses: JAVAClass
+javaConstructors: JAVAConstructor
+javaExpressions: JAVAExpression

DEVSInputPort JAVAVariable
DEVSOutputPort JAVAVariable
StateVariable JAVAVariable
DEVSOutToIn_ICConnection JAVAExpression
DEVSInToIn_EICConnection JAVAExpression
DEVSOutToOut_EOCConnection JAVAExpression
Expression JAVAExpression
DeltaIntFunction JAVAMethod
DeltaExtFunction JAVAMethod
LambdaFunction JAVAMethod
DeltaConFunction JAVAMethod
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Figure 7 shows the transformations of GFCCS to P-DEVS to JAVA instances
based on ATL. On the left contains two projects named GFCCS2P-DEVS and P-
DEVS2JAVA, each of which includes three packages, i.e. Metamodels, Models, and
TransoformationEngine. On the upper right includes three instances for the GFCCS, P-
DEVS, and JAVA metamodel respectively, while the lower right is two ATL files for
the GFCCS to P-DEVS and to JAVA transformations.

4.3 Source Code Generation

Figure 8 shows a screenshot of the M2T transformation model as well as its source
model and the generated code framework for the node Defense_System_RED. The
transformation model design should incorporate all the source model required infor-
mation to satisfy completeness. The target code framework is automatically generated,
but the concrete logic details must be manually implemented. In practice, not every
concrete detail should be considered when designing M2T transformation models,
because they may heavily burden the design phase.

Following the M2T transformation principles, the general source model is some
instance models that must conform to a certain metamodel, and the target model can be
text, e.g. java, C++, python, etc. Transformation model design is vital to implement the
M2T transformation. This paper performed M2T transformation using Acceleo, a
template based code generator incorporating a code generation editor with syntax
highlighting, completion, real time error detection, and refactoring. The source model
was a collection of JAVA instance models, represented by an instance file named
JAVAcase.xmi, and the target model was described in Java programming text.

Fig. 7. GFCCS to P-DEVS to JAVA transformations based on ATL.
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4.4 Model Continuity in GFCCS

The process of GFCCS implementation showed that model continuity between dif-
ferent development stages is obtained when applying the formal transformation defi-
nition successfully. As stated earlier, it is possible to provide model continuity in a
development process when transforming the initial and intermediate models, and
preserving the modeling relations during the transformations. To evaluate model
continuity, we already presented the criteria for model transformations in Sect. 2.3.
According to these criteria, we describe how the model continuity is obtained for the
process of GFCCS implementation when the formal transformation rules are applied. In
fact, except these criteria as listed, there are some other non-functional requirements
such as termination and readability satisfied. Also note that maintainability, scalability,
reusability, evolvability, efficiency, etc. are partially supported since these requirements
need more experiments for a better evaluation.

The process of GFCCS implementation has two kinds of model transformation,
with different expressions and output types. As the source input or target output of
model transformations, the formal definition gives three model types: independent of
computing details, independent of the computing platform, and specific to a particular
computing platform, and two model transformation categories.

In the M2M category, the transformation focuses on the design of a set of formal
rules to ensure model continuity when transforming CIM to PIM and to PSM. The
transformation usually incorporates three steps.

1. All source concepts, relationships, and domain specific rules are transformed into
particular target elements, connections, and domain specific constraints,
respectively.

2. Compare all target elements, connections, and constraints to delete identical
expressions.

Fig. 8. JAVA xmi to code transformation based on Acceleo.
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3. Check the target model conforms to the target metamodel.

Completeness can be ensured in step (1) since all source elements are transformed,
and a corresponding target element can be found for each source element. Step (2) is
helpful and necessary to reduce target element redundancy, thus uniqueness is guar-
anteed. Syntactical correctness can be satisfied in step (3) since the target model will be
expressed in a given formalism, and its semantic correctness will be evaluated in later
stages of model transformation. Determinism is guaranteed implicitly in the model
transformation editors, such as ATL IDE, which eases development and execution of
ATL transformations [31].

In the M2T category, the transformation converts a source model into a text file, i.e.
PSM to source code. If the text is in source code form, then the transformation is also
called code generation, and the transformer is also called a code generator. The process
of a M2T transformation is similar to that of a M2M transformation. The only dif-
ference is that step (ii) in the M2M transformation can be skipped in a M2T trans-
formation, since uniqueness has already been checked. Therefore, the three criteria
listed above are achieved according steps (i) and (iii). Similarly, determinism is sat-
isfied because model transformation editors, such as Acceleo [32], implicitly guarantee
a unique output for each particular input.

5 Conclusions

Abstraction is now widely admitted as an effective means to reduce the complexity of
system specification. It is also generally agreed that ontology as an important form of
abstraction can be employed in MDE to describe the existing world, the environment,
and the domain of system. However, this consensus has not lead to a coherent research
on how to enhance the semantic composability of simulation models yet. Hence, this
study attempts to adopt an ontological metamodeling method for engineering the
semantic composability of simulation models within MDE. We believe that the
experience collected from this study can bring some new visions of simulation models
development and of the state of art that relate to the semantic composability. A benefit
of this study is that the formal definition of model transformation can be viewed as a
referenced experience to guide other practices that have the needs of formal analysis.
However, as a drawback some effort for further evaluations are required.
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Abstract. The audio and video applications based on Real Time Pro-
tocol (RTP) have been exploded in recent years. To develop low latency
congestion control algorithms for real time traffic to provide better qual-
ity of experience and to avoid network congestion has gained much atten-
tion. RTP Media Congestion Avoidance Techniques (RMCAT) work-
ing group was initiated for proposal draft. Currently, there are three
algorithms under this group, Network Assisted Dynamic Adaptation
(NADA), Google Congestion Control (GCC) and Self-Clocked Rate
Adaptation for Multimedia (SCReAM). This paper integrates the three
algorithms into simulated platform and their performances are compared
and analyzed. Results show GCC has well fairness property and can
maintain quite reasonable packet sending rate in loss link but converges
a bit slowly in dynamic link, NADA stabilizes its rate quickly but suffers
from “late-comer” effect, SCReAM has the lowest queue occupation but
also lower link capacity utilization.

Keywords: Congestion control · RTP media congestion control · Real
time traffic · ns3 simulation

1 Introduction

Pioneered by Jocobson’s work [1], which later developed into TCP Reno algo-
rithm, network congestion control has been an unfading topic in computer net-
works research. The control law proposed by Jocobson is to regulate TCP send-
ing rate according to additive increase and multiplicative decrease (AIMD) rule,
which developed as TCP Reno. It takes packet loss as network congestion signal.
On every RTT, the sender could send one more packet into network to probe
more available bandwidth and multiplicatively reduces congestion window size
by half when packet loss happens to alleviate link congestion.
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From then on, most of the research works such as Bic [2], Cubic [3], were
proposed to improve TCP performance and adapted the basic AIMD control
law to different network environment.

The congestion control algorithms in TCP are mainly compliant with bulk
data transfer. The additive increase of TCP during its congestion avoid phase
cause packet sending rate showing saw-tooth feature. If such mechanism is
applied directly to real time video applications, the AIMD rate control would
cause the instability of video encoder. Further, the packet lost retransmission
and in order delivery in TCP would introduce further latency, which makes it
unfit for time stringent traffic transmission. The real time video traffic is quite
sensitive to connection latency but can suffer some packets loss to some extent.
So RTP-based media is usually streamed over UDP.

In an early stage, the implementation of congestion control on UDP for video
streaming is quite scarce, due to the consideration that an insufferable QoE
(Quality of Experience) of connection would make the users give up video call,
which can be seen as a mechanism of congestion avoidance. The network condi-
tion has changed in better direction and is used in a different manner as it was
ten years ago.

If large scale video stream flows do not implement any congestion control
mechanism, the bandwidth competition would lead Internet into congestion. The
extra packets would be buffered in the intermediate router when the link is in
congestion. Once the queue length has increased above the link queue threshold,
the router would follow active queue mechanism by dropping packets and the
link transmission delay will increase. Even though there were some works [4,5]
making an effort to exploit congestion control for UDP streaming media before,
none of these algorithms have been applied in practice.

To develop new congestion control algorithm for real time traffic has gained
renewed attention in recent years, especially since the open source of Web
Real-Time Communication (WebRTC) which enables real time communication
between browsers. As pointed by [6], all the flows across internet should imple-
ment congestion control scheme for internet congestion avoidance and promote
fair bandwidth occupation. The IETF has initiated The RTP Media Congestion
Avoidance Techniques (RMCAT) Working Group to develop congestion stan-
dards for interactive real-time media. And there are mainly three congestion
control drafts under this working group, namely, GCC [7], NADA [8], SCReAM
[9].

In this paper, we work our way to get the three RMCAT algorithms running
in ns-31 and make a full comparison in terms of fairness, aggressiveness, band-
width utilization and link queue occupancy. The simulation code of NADA2 on
ns3 was already released by its author. So the work is mainly focused on the
implementation of GCC, SCReAM. The simulation code of this work can be
downloaded at3.

1 https://www.nsnam.org/.
2 https://github.com/cisco/ns3-rmcat.
3 https://github.com/SoonyangZhang/rmcat-ns3.

https://www.nsnam.org/
https://github.com/cisco/ns3-rmcat
https://github.com/SoonyangZhang/rmcat-ns3
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The main contribution of this work is the algorithms code transplantation on
simulated platform and the final results can be taken for reference for interested
readers.

The rest of this paper is organized as follows. Section 2 describes the principle
of these algorithms involved in simulation in detail. Section 3 is the simulation
results and analysis. The conclusion is in Sect. 4.

2 Algorithm Description

This part briefly describes the algorithms involved in our experiments. The GCC
algorithm exploits one-way delay gradient as control signal. The old version of
GCC has two components: a delay based congestion controller, running at the
receiver side, computes a rate Ar based on Kalman filter according to frame
delay signal which is fed back through RTCP Receiver Estimated Maximum
Bitrate (REMB) report; a loss based controller running at sender side, com-
putes a target bitrate As which shall not exceed Ar. Kalman filter is adopted
at the receiver side to compute the link queue delay gradient. In newer release
version of WebRTC, the congestion control logics have all been moved to the
sender side. A trend line filter has been introduced for congestion inference. We
refer here the old version WebRTC congestion control based on Kalman filter
as REMB-GCC and the newer version based on trend-line filter is referred as
TFB-GCC (transport feedback GCC). The algorithm designers have published
several papers on REMB-GCC, please refer to [10] for more information. We
analyze the TFB-GCC in detail considering there is no public available paper
on its working principle. In GCC, the receiver will feedback packets arrival time
to the sender through the RTCP extensions for transport-wide congestion con-
trol [11]. The feedback message will be sent at an adaption interval according
to bandwidth. When the feedback message arrives, the sender extracts out the
arriving time of a sent packet, and divides them into groups by length of five
milliseconds.

The packets group is similar to the frame notation in [10] for the purpose
of channel overuse detection. The time stamp is the time sending out the first
packet and complete time is the time of last packet arriving to the destination of
the same group. The j-th group one-way delay gradient is computed as follows:

delta msj = (Gj .complete time − Gj−1.complete time)
− (Gj .timestamp − Gj−1.timestamp).

(1)

Then compute the accumulated delay:

acc delayi =
i∑

j=1

delta msj . (2)

And then smooth the delay signal with a coefficient alpha by default 0.9.

smoothed delayi = smoothing coef ∗ smoothed delayi−1

+ (1 − smoothing coef) ∗ acc delayi

(3)
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A linear regression was carried out in trend-line filter with input values of
(x, y).

(x, y) ⇒ (Gi.complete time − G1.complete time,

smoothed delayi).
(4)

trendline slope =
∑

(xi − xavg)(yi − yavg)∑
(xi − xavg)2

(5)

The trend line slope is a reflection of link queue status. When the link queue
length increases, the inter-arriving space among packets tends to increase also.
The overuse detector compares the value of trend line slope with a dynamic
threshold to decide if the channel is in the state of underuse or overuse. The
dynamic threshold is explained by the designer [12] to tune the sensitivity of the
algorithm. A small threshold will make the detector quick detect the channel
state changes but with the drawback of overreacting in case of noise. A large
threshold would make the algorithm robust to noise but sluggish to channel
state change. And a constant threshold would make the GCC flows starvation
in competing with loss based TCP flows as reported by [13]. After the overuse
detector computes out the channel state, the AIMD controller adjusts the bitrate
according to the equation:

A(ti) =

⎧
⎨

⎩

A(ti−1) + A Increase
βR(ti−1) Decrease,

A(ti) Hold.
(6)

where β = 0.85, and R(ti−1) is the average receiving rate estimated at the
sender side based on feedback message. The value of A is depended on the rate
control region. After the rate is decreased, the controller would set the rate
control region in state of near-max. After the channel is detected underuse and
the control region is in near-max state, the AIMD controller would additively
increase rate, otherwise, the rate is multiplicatively increased.

There is a detailed description and comparison between GCC and NADA on
the WebRTC codebase platform in [14]. Their experiment was conducted on real
network testbed.

The NADA has experienced several updates since its original release [8].
Basically, the NADA algorithm control its packet sending rate according to an
aggregated congestion signal as shown in Eq. (7). ploss and pmark are the penalty
prices when a sent packet is dropped or marked by the intermediate router to
indicate the link in congestion status. The mark signal has the same purpose
as the explicit congestion notification in TCP to enable end to end congestion
notification without dropping packets.

xn(ti) = d̃(ti) + ploss ∗ Dloss + pmark ∗ Dmark (7)

Here, the term d̃(ti) is computed as Eq. (8) and QTH is 50 ms. dq is computed
as the following. The receiver would send feedback message every 100 ms. The
feedback message contains the timestamp Rts that a sent packet arrives the
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destination. The sender would record the history packets sent within 500 ms and
could compute the one way delay value d(i) = Rts − Sts. Then one way delay
variance is computed owdv(i) = d(i) − dmin, which is an indication of the link
congestion status. dmin is the minimal one way delay during the session. And
the minimal owdv during the last 500 ms is assigned to dq.

d̃(ti) =

{
dq dq < QTH

QTHe−λ
dq−QTH

QTH otherwise
(8)

The rate control law of NADA is a piece function shown as Eq. (9). According
to the link status, it would follow different control function. When the session is
just established, rmode = 0, the sender is in accelerated ramp up state, and the
sending rate is the product of the computed packet receive rate and a gain 1+γ,
where γ = min(0.5, QTH

rtt+δ ). The rate gain is exploited for available bandwidth
probe purpose. The accelerated ramp up state is quite similar to TCP slow start
phase. Once a packet loss event is detected during this observation period or the
one way delay variance exceeds 10 ms, the sender would enter into the gradual
rate update state.

Rn(tk) =

{
(1 + γ)Rn(tk−1) rmode = 0
Rn(tk−1)(1 − K1xo(tk) − K2xd(tk)) rmode = 1

(9)

And K1, K2 are two constants, and xo, xd are the offset value from a reference
xref and difference value, where xref is 10 ms.

xo(tk) = xn(tk) − xref
Rmax

Rn(tk)
(10)

xd(tk) = xn(tk) − xn(tk−1) (11)

The rate control function of NADA in the gradual rate update state is similar
to a PID (proportional–integral–derivative) controller. If the aggregate conges-
tion signal has a decrease tendency (xd < 0), the sender would increase its
packet injecting rate according to the control function. When the current rate
decreases to a small value, the component xo would control the sender to inject
burst packets into network to make a quickly convergence to the available rate.
When the sending rate approaches the link available rate, the action of rate
increase would link queue length increase and the extra sent packet would at
a high risk in lost, which would make the control term xo, xd positive value,
and NADA sender would actively decrease its rate to avoid congestion and self-
inflicted queue delay. Such feature of NADA makes highly network bandwidth
utilization, which is verified by simulation results.

SCReAM basically controls the upper limit packets in flight by sliding con-
gestion window. The receiver will feedback the timestamp of received packet
with the highest sequence number and an acknowledgement vector to indicate
the reception or loss of previous packets. Its congestion control method based
on queue delay signal was inspired by LEDBAT, which has claimed for the low



48 S. Zhang et al.

network queue delay purpose by inferring congestion earlier. When the one-way
queue delay under the target queue delay, the algorithm will increase the con-
gestion window, otherwise decrease the window.

3 Simulation Comparison

The version of simulation platform is ns-3.26. A point to point link as suggested
by [15] was created with link bandwidth 2 Mbps, one way delay 100 ms and buffer
length (300 ms * 2 Mbps).

3.1 Protocol Responsiveness

Considering the popularity of mobile devices, the RTP-based media over mobile
phone is quite common. The cellular access network link can present drastic
change in channel bandwidth in a short time span due to noise interference
and fading. The rate control algorithm for conversational video over wireless
links should react quickly to network change and operates in a wide range of
bandwidth. When the link bandwidth decreases, the video generator keeping the
rate before would make the link queue build up and the end latency increase.
When the link bandwidth increases, the sender could not make fully use of
network resource if the rate do not change. The increased latency, the packet
dropping event and the low video encoding rate is harmful to QoE for users.

In experiment, the link bandwidth is changed every 20 s from 500 kbps to
2 Mbps. The link is exclusively occupied by a single GCC, NADA, SCReAM.
During the simulation process, the rate adjustment of the congestion control
algorithm is logged and the one way delay of received packet was recorded. The
one way delay is an indication of link queue occupation. When the link is in
congestion status and the sent packet would be queued in router buffer, which
results in high one way delay. The results in Fig. 1 have clearly shown the reaction
difference of these protocols when link capacity changes. The AIMD controller
in GCC for rate adjustment is the reason of its rate saw-tooth feature. When
the link capacity decreases, GCC makes a quick rate adjustment to prevent link

Fig. 1. The responsiveness of three
algorithms

Fig. 2. Packet one way delay
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from congestion. NADA can quickly respond to network change. SCReAM is
sensitive to capacity decrease, but reacts sluggishly to capacity increase.

The average link bandwidth utilization is shown in Table 1. The link utiliza-
tion is computed according Eq. (12), in which the term x is the average simulated
encoder video packets generating rate determined by congestion algorithm and
BW is the link capacity during the test period. NADA has the highest channel
utilization and SCReAM makes the lowest channel utilization which may cause
by its rate ramp-up parameter.

bw u =
x

BW
(12)

Table 1. Average link utilization

Protocol

Utilization Time(s)
0-20 20-40 40-60 60-80 80-100

GCC 56.79% 88.10% 89.28% 86.19% 71.58%
NADA 80.41% 95.54% 95.80% 98.69% 92.65%

SCReAM 43.41% 61.08% 87.54% 62.79% 76.76%

From the one-way delay variation curve in Fig. 2, SCReAM reaches its
claimed goal by having the lowest queue delay occupation close to one-way link
transmission delay. NADA and GCC make link queue build up to some extent.
All three protocols show instantaneous delay spike when faced sharp bandwidth
decrease.

3.2 Intra Protocol Fairness

Protocol fairness is an important indication to reflect whether an end user con-
verges to a fair bandwidth rate when sharing link with other flows. In this exper-
iment, three flows exploiting the same congestion control protocol were initiated
at different time point over a bottleneck link. The second flow was started after
40 s and the third flow was started at 80 s. The link capacity keeps to be a
constant value 2 Mbps during the simulation.

In Fig. 3, the rates of all three GCC flows after 150 s are very close, indicating
the GCC protocol has fine fairness property. It’s worth noticing the NADA
protocol suffers from “late-comer effect” in Fig. 4, the late coming flow data
sending rate is higher than the flows initiated before. This result is different
from the conclusion in [10]. The “late-comer effect” may be caused by that not
all flows have equal aggregate congestion price in gradual rate update phase. The
SCReAM protocol in Fig. 5 shows no sign that the flows converge to a fairness
rate. Due to the effect of link queue building up, the rate adjustment of SCReAM
shows oscillation.
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Fig. 3. Sending rate of GCC flows Fig. 4. Sending rate of NADA flows

Fig. 5. Sending rate of SCReAM flows Fig. 6. RMCAT flow sharing links with
TCP

3.3 Inter Protocol Competition

In real network, a routing path can be shared by many flows, which may exploit
different congestion control protocol. When sharing links with background traffic,
the ability to make a reasonable bandwidth occupation of a protocol is quite
important. For testing purpose, an experiment was designed for a RMCAT flow
sharing link with a TCP Reno flow. The TCP flow was started at 20 s and
stopped at 100 s. Even though the REMB-GCC was deprecated in new version
of WebRTC, we test its performance here. The result is shown in Fig. 6.

When the TCP connection flows into the link, REMB-GCC flow keeps yield-
ing its bandwidth until reaching the smallest point. TFB-GCC and NADA in
Fig. 6 can maintain a reasonable sending rate. SCReAM also decreases its rate to
the minimal default rate due to link delay increase caused by the loss based rate
control TCP flow. When the link buffer on the merge of full, packet loss event
would happen and the TCP flows would half its congestion window to relieve the
link from further congestion, the queue delay decrease signal would make NADA
and TFB-GCC increase its rate. This explains why the rate curves of NADA and
TFB-GCC have increase tendency even in the presence of TCP flow. When TCP
flow exits off the network at the time point 100, NADA can make faster increase
to reach a rate near the link capacity than TFB-GCC. It should be pointed out
NADA flow shows small oscillation even when the tcp flow withdraws from the
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link, which is caused by its piecewise rate control function. This is caused by its
rate control function in gradual rate update phase for congestion avoidance.

3.4 Packet Loss Resistance

In wireless links, packet loss may cause by wireless link interference, channel
contention and errors. A protocol takes random packet loss as congestion sig-
nal and reacts it by rate decreasing will have degenerated performance and low
channel utilization. In this experiment, the link is configured with different ran-
dom packet loss rate, and the link is monopolized by a single flow during the
simulation.

In experiment, GCC flow is not quite affected by random packet loss. As the
packet loss rate increases, NADA and SCReAM decrease bitrate quite obvious.
In the case of 5% packet loss, GCC can hold 82.05% channel utilization on
average, and both NADA and SCReAM have quite low link utilization shown in
Table 2.

Table 2. Capacity utilization in lossy link

Protocol

Utilization loss rate
0.0% 1% 5%

GCC 86.32% 85.81% 82.05%
NADA 94.28% 92.65% 14.40%

SCReAM 57.62% 15.30% 13.04%

4 Conclusion

The main work of this paper makes a full comparison and analysis of these con-
gestion control algorithms for RTP media in respect of protocol responsiveness,
intra protocol fairness, inter protocol competence and performance in loss link.

The results from simulation are summarized here. GCC works well in intra
protocol fairness but has saw tooth feature in dynamic links. NADA can quickly
stabilize its rate in dynamic links and has the most efficient network capacity
utilization when the link is not affected by random loss, but suffers from “late
comer effect”. SCReAM retains the link queue delay in a low level but has low
channel utilization. GCC has better performance in loss link, which makes it
particularly suitable for wireless network. To design a protocol with advantages
of these algorithms should be our future work.
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With the popular of video based applications, to design new congestion con-
trol algorithm for real time traffic will further draw researchers’ attention. And
the old tree of congestion control research areas always springs new sprouts such
as TCP BBR.
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Abstract. With the development of communication networks, a lot of new
applications emerge in the power telecommunication access networks, which
have many new features and properties of the network traffic. These features are
important for modeling the network traffic in the network-level. This paper
propose a new feature extraction and network traffic model method. Firstly, we
analyze the features of network traffic in time-frequency domain. Then, we use
discrete wavelet transform to exploit the features of network traffic in the time
domain and frequency domain. We run multi-fractal discrete wavelet transform
(MDWT) for network traffic to decompose them into different frequency
component and train an artificial neural network to predict the low- and high-
frequency components of network traffic, and use them to reconstruct the
network traffic. Finally, in order to validate our network traffic model, we
conduct the network traffic prediction on the actual data. Simulation results
show that our approach is feasible.

Keywords: Network traffic � Multi-fractal � Discrete wavelet transform �
Power telecommunication access networks

1 Introduction

With development of the communication network, there are many new applications
appeared in power telecommunication access networks and the network architecture
has become more complexity in the recent years, so there are more features has
appeared in the telecommunication networks, which leads to a huge challenge for the
network management [1, 2]. There are many researches show that flow traffic in the
network has important statistical characteristics, such as correlation and self-similarity,
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as well as in the power telecommunication access networks [3, 4]. The complex
behavioral characteristics of network traffic are usually manifested in bursts on time
domain and frequency domain.

In order to increase the performance of the network, it is important for network
managements to obtain the accurately model to demonstrate the features of network
traffic. Accurate traffic prediction models can influence the planning and optimization
of the network. The end-to-end traffic in the network shows the data transmission in the
network-level behaviors, this is very significant for the network planning, network
management and service quality improvement which provided by the operators and
service providers. So the end-to-end network traffic has attracted much attention of
researchers and operators around the world [5]. The network traffic in the network are
changed over time and there are many features for different types of applications and
network devices.

Flow traffic model in the network is very hard. However, the flow traffic in the
network has multi-scale features, so we can learn more information about network
traffic and construct an approximate model for the end-to-end traffic in the network
through feature analysis and feature extraction. The back propagation (BP) neural
networks and multi-population quantum genetic algorithm are used to improve the
prediction precision of network traffic. Since the neural network has a long conver-
gence time, so the multi-population quantum genetic algorithm is proposed to adjust
the initial weights and thresholds of the BP neural network to decrease the convergence
time [6]. The dynamic programming (DP) based time-normalization algorithm is
proposed to detect anomaly traffic in the network [7]. The spatio-temporal correlation
of normal traffic and the sparse nature of anomalies are used to detect the anomalous
traffic in the network with lacking of sufficient flow-level measurements [8].

The feature analysis is used to detect the anomalous traffic in the network [9].
Moreover, the model-based network event detection framework is built by analyzing
and extracting the feature of network traffic [10]. The continuous wavelet transforms
based on multi-scale analysis are performed to detect the anomalous in the high-speed
backbone networks [11]. The combination of unsupervised feature extractor and
anomaly detector to construct an anomaly detection model for high-dimensional spaces
[12]. Additionally, from the network-wide traffic perspective, the anomalous of the
network traffic can be correctly detected via signal transformations [13]. The manifold
similarity index and manifold learning technology are used to study the spatial-
temporal characteristics of highway traffic flow [14]. The time-frequency analysis of
end-to-end traffic is used to localize traffic features of time-frequency properties and
reconstruct network traffic in large-scale communication networks [15]. There are
many methods to extract the network traffic and use them to model the network traffic,
however, the prediction errors of these proposed methods are large.

This paper proposed a new scheme MDWT to accurately and effectively predict the
network traffic in the network. Network traffic modeling and predicting of network
traffic is very hard due to the network traffic has highly fluctuation over the time. In this
paper, we analyze the features of the network traffic in the time-frequency domain.
Then, we use the discrete wavelet transform to exploit the features of the network traffic
in the time domain and frequency domain. Then, we run MDWT for network traffic to
decompose the network traffic and train an artificial neural network to predict the
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low- and high-frequency component, and use them to reconstruct the network traffic.
Simulation results show that our approach is effective and promising.

The architecture of this paper as follow. In Sect. 2, we describe the scheme pro-
posed and analysis the features of the network traffic, and propose the algorithm
MDWT. In Sect. 3, we do some simulations and compere the performance of different
methods for modeling the network traffic. In Sect. 4, we make a conclusion about our
work in this paper.

2 Problem Statement

Flow is also defined as a sequence of packets which are sent from origin nodes to
destination nodes. We usually call the origin node and the destination node as an
origin-destination (OD) pair. In the power telecommunication access networks, the
flows of OD pairs have the characteristics such as correlations, self-similarity and
time-varying. The traffic of flows changes over the time, therefore, it is very difficult to
use mathematical models to depict the network traffic of flows in the network. The
network traffic changes over time, then we represent the network traffic in the power
telecommunication access network at time t as xðtÞ where t ¼ 1; 2; 3; . . .. Since the
traffic in the network has the correlations on the frequency-domain and time-domain,
respectively, so we characterize the time-frequent features of the network traffic. Due to
the complex of the flow traffic, we extract the some features firstly from the network
traffic. In the signal process domain, wavelet transform is often used to analyze the
multi-scale feature of signals. Then, we use the wavelet method to process the flow
traffic in the network.

Discrete wavelet transform (DWT) is a mathematical transformation of the one-
dimensional discrete signal xðtÞ, it decomposes the signals into the some orthogonal
one-dimensional signals. For the network traffic which has the time-frequent features,
so we decompose it into two orthogonal one-dimensional signals to decompose the
signals, namely time-domain and frequency-domain. In DWT, signals are usually
decomposed into the smooth signal after time shifting /ðtÞ in the time-domain and the
detail signals of the scale changing hðtÞ in the frequency-domain. As we know that the
network traffic at different slots have then correlations and self-similarity. Then, the
smooth signals /ðtÞ the time-domain are low-pass signals and the detail signals at
frequency-domain hðtÞ are high-pass signals. So, signals can be written with the basic
function as

/l;kðtÞ ¼ 2�l=2/0ð2�lt � kÞ; k 2 Z ð1Þ

hl;kðtÞ ¼ 2�l=2h0ð2�lt � kÞ; k 2 Z ð2Þ

where h0 and /0 are the basic function bases which are orthogonal with each other,
l is the scale coefficient, and k is the index of basic orthogonal basis.

Network Traffic Model with MDWT in Power Telecommunication Access Networks 55



The network traffic xðtÞ can be reconstructed with basic orthogonal basis as

xðtÞ ¼
X
k

cðkÞ/l;kðtÞþ
X
k

XL
l¼0

dðkÞhl;kðtÞ ð3Þ

where l is the level coefficient, cðkÞ and dðkÞ are the scaling and translation coefficient,
respectively. k is the index of basic orthogonal basis. Then, we can obtain the scale
coefficient and wavelet coefficient of wavelet transform with iteration method:

clðkÞ ¼ 2�1=2ðclþ 1ð2kÞþ clþ 1ð2kþ 1ÞÞ ð4Þ

dlðkÞ ¼ 2�1=2ðclþ 1ð2kÞ � clþ 1ð2kþ 1ÞÞ ð5Þ

where clðtÞ donates the scale coefficient, and dlðtÞ donates the wavelet coefficient.
Then, from the Eq. (3), we can obtain the scale coefficient

clþ 1ð2kÞ ¼ 2�1=2ðclðkÞþ dlðkÞÞ ð6Þ

clþ 1ð2kþ 1Þ ¼ 2�1=2ðclðkÞ � dlðkÞÞ ð7Þ

The flow traffic from origin node i to destination node j can be expressed as
xijðtÞ ¼ xijð1Þ; xijð2Þ; . . .

� �
, where t is the measured slot. So, the network traffic can be

represented as a waveform transform with limited duration and frequency

xijðtÞ ¼
X1
k¼�1

clijðkÞ2�L=2/ð t
2L

� kÞþ
X1
k¼�1

XL
l¼1

dlijðkÞ2�l=2hð t
2l
� kÞ ð8Þ

where /ðtÞ and hðtÞ are basic orthogonal basis of smooth signals and detail signals.

xlowij ðtÞ ¼
X1
k¼�1

cijðkÞ2�1=2/ð t
2
� kÞ ð9Þ

xhighij ðtÞ ¼
X1
k¼�1

dijðkÞ2�1=2hð t
2
� kÞ ð10Þ

then, we use xlowij ðtÞ and xhighij ðtÞ to express the low frequency components and high
frequency components, respectively.

The network traffic in the network-level can be collected by sampling the end-to-
end flow, and the collected network traffic in the network-level is actually a time series
signal xijðtÞ, so the multi-fractal analysis of the network traffic becomes into analyze the
network traffic sampling sequence.
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xijðtÞ ¼ xijð1Þ; xijð2Þ; . . .
� � ð11Þ

where xijðtÞ is the network traffic from origin node i to destination node j at time slot t.
From Eq. (9), we use the Haar wavelet as the origin signals, so the /ðtÞ and hðtÞ can be
expressed as

/ðtÞ ¼ 1; 0� t� 1
0; otherwise

�
ð12Þ

hðtÞ ¼
1; 0� t� 1=2
�1; 1=2� t� 1
0; otherwise

8<
: ð13Þ

The network traffic xijðtÞ exhibits different scale features on each orthogonal basis.
Then we use the Haar wavelet to execute the wavelet transform on the network traffic
xijðtÞ to find the scale coefficient clðkÞ� �

and wavelet coefficient dlðkÞ� �
, respectively.

Then we use the network traffic xijðtÞ as the input and use the as the clðkÞ� �
and

dlðkÞ� �
as the output to train an artificial neural networks to obtain the model which

predict the coefficient of xlowij ðtÞ and xhighij ðtÞ. Then, we reconstruct the network traffic as
follow:

x̂ijðtÞ ¼ xlowij ðtÞþ xhighij ðtÞ ð14Þ

With low- and high-frequency components which are predicted by artificial neural
network, we con model the network traffic in the network. This model can accurately
predict network traffic, and help operators to manage the network. Now we show the
process of our algorithm as follows:

Step 1: Obtain the discrete network traffic xðtÞ as the initial traffic data set.
Step 2: Based on Eqs. (3)–(7), carry the wavelet transform with Haar wavelet to
obtain the scale coefficients clðkÞ� �

and wavelet coefficient dlðkÞ� �
.

Step 3: By Eqs. (11)–(13), make the scale coefficients and wavelet coefficient as the
output and make the measured network traffic xijðtÞ

� �
as input to train an artificial

neural networks which used predict scale coefficients and wavelet coefficient.
Step 4: Use the prediction result of the scale coefficients and wavelet coefficient in
step 3 to calculate the low frequency components xlowij ðtÞ and high frequency

components xhighij ðtÞ.
Step 5: According to Eq. (14), we reconstruct the network traffic x̂ijðtÞ.
Step 6: Save the results to file and exit.
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3 Simulation Results and Analysis

In this section, we make some simulations to verify the performance of the algorithm
MDWT proposed in this paper. Then, we use the actual data in the simulations to
compare the performance of our algorithms. The actual data is collected from the
Abilene backbone network in the United States validate MDWT. Then, we make a
comparison about the performance with other methods that principal component
analysis (PCA), WABR [15] which have been widely studied for the network traffic
modeling. The network traffic prediction results of MDWT method has been discussed
in the following. Then, we talk about the relative errors of the network traffic prediction
of different methods. Finally, we discuss the prediction errors of them. In the simu-
lation, the front 500 points data are used to train the model we proposed and the last
1500 points are used to compare the prediction errors of the network traffic for different
methods.

Figure 1 curves the actual traffic and prediction results network traffic of network
traffic flows 67 and 107, where the flows 67 and 107 are randomly selected from the
144 ODs in the Abilene backbone network, as well as the network traffic of other ODs
has the similar trend in our simulations. Then, we make a discussion about prediction
results of the OD 67 and 107 as an examples here. The end-to-end traffic of flows in the
network-level can reflect the data transmission of the network. Figure 1(a) indicates
that the actual network traffic has the time-varying nature, and the prediction results is
similar with the actual traffic in the network, this means that the model proposed in this
paper can extract the network features accurately of OD 67. Likewise the flows 107, the
prediction results of flow 107 is closed with the actual network traffic and it also show
our method is feasible. From Fig. 1, we very clearly know that the network traffic in
each slot has the vary-time nature and the vary-time nature of network traffic of OD 67
is much larger than the network traffic of flow 107, however, our algorithms can also
capture the network traffic with the high accuracy.

Then, we talk about the prediction errors of our algorithm and other methods. Since
the end-to-end traffic in the network changes over time, it is very hard and meaningless
to compare the absolute errors of the network traffic. Inspired by the existing resear-
ches, we compare the relative errors of different methods over the time. In order to
reduce the randomness of the prediction process, we run many times to calculate the
average relative errors here. The relative errors of the prediction traffic can be expressed
as:

reiðtÞ ¼ 1
N

XN
n¼1

ŷiðtÞ � yiðtÞj j
yiðtÞ ð15Þ

where N is the running times, we set it as 300 here, and yiðtÞ is the network traffic of
end-to-end flow i at time t, ŷiðtÞ is the prediction result of network traffic of flow i at
time slot t.
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Figure 2 exploits the average relative errors of the network traffic prediction results
of OD 67 and 107 for different methods. From Fig. 2(a), we know that the network
traffic prediction results of OD 67 hold lowest relative errors for MDWT, while the
relative errors basic of the prediction results for PCA is the largest of them, this shows
that the traffic prediction performance of MDWT is well. Importantly, the fluctuation of
the relative errors over time is more stable for the MDWT than PCA and WBAR, and
the average relative errors of MDWT is the lowest of them. Thus, the MDWT can more
accurately and effectively model the features of end-to-end traffic in the network. With
the model MDWT, we can predict the network traffic more accurately than previous
methods in the network.

In the following, we use the Root Mean Square Error (RMSE) to further compare
the performance for above three algorithms. The RMSE are given as follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
K

XK
k¼1

ðreiðtÞÞ2
vuut ð16Þ

where K is the length of the sampling windows. reiðtÞ is the relative errors of the flow i
at time slot t. The RMSE can more clearly shows the accuracy and the stability of the
model.
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Fig. 1. Prediction results of network traffic of OD 67 and 107.
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Figure 3 exhibits the RMSE of relative errors of prediction results of end-to-end
network traffic of OD 67 and 107 for different models. Figure 3(a) shows the RMSE of
relative errors f prediction results for OD 67, when the average relative errors is about
0.5, the probability of MDWT, WABR and PCA are 95%, 30% and 5%, respectively.
This shows that the relative errors of prediction results of MDWT is smallest of the
three methods. The CDF curve of the MDWT is very steep, it means the network traffic
prediction results of MDWT is more accurate than PCA and WABR, and the perfor-
mance of network traffic prediction of the MDWT is stable. Similarly, for network
traffic of OD 107, the green curve shows that MDWT can more accurately model the
network-level network traffic. When the average relative errors is about 0.3, the
probability of MDWT, WABR and PCA are 95%, 10% and 5%, respectively. This also
shows that the relative errors of prediction results of MDWT is smallest of the three
methods. Then, from Fig. 3, we know that the proposed method MDWT can accurately
model the network traffic and keep better modeling performance for network traffic
than the previous method PCA and WABR.
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Fig. 2. The average relative errors for network traffic of OD 67 and 107.
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4 Conclusions

This paper studies the network traffic modeling and prediction in the power telecom-
munication access networks. Because network traffic fluctuates greatly over time, so it
is very hard to model the network traffic. This paper propose a method to model and
predict the network traffic. Firstly, we analyze the time-frequency features of the net-
work traffic in the time-frequency domain. Then, we use the discrete wavelet transform
to exploit the features of the network traffic in the time domain and frequency domain.
Then, we run MDWT for the network traffic to decompose the network traffic and train
an artificial neural network to predict the low-frequency component and high-
frequency component. Finally, we do some simulations to verify our network traffic
model and predict the network traffic. Simulation results show that our approach is
effective and promising.

References

1. Jiang, D., Xu, Z., Chen, Z., et al.: Joint time-frequency sparse estimation of large-scale
network traffic. Comput. Netw. 55(10), 3533–3547 (2011)

2. Jiang, D., Xu, Z., Xu, H.: A novel hybrid prediction algorithm to network traffic. Ann.
Telecommun. 70(9), 427–439 (2015)

3. Soule, A., Lakhina, A., Taft, N., et al.: Traffic matrices: balancing measurements, inference
and modeling. In: Proceedings of SIGMETRICS 2005, vol. 33, no. 1, pp. 362–373 (2005)

0 0.5 1 1.5 2 2.5 3
0

0.5

1

RMES

(a
) 

th
e 

C
D

F
 o

f O
D

 6
7

Empirical CDF

 

 

PCA

WABR
MDWT

0 0.5 1 1.5 2 2.5 3
0

0.5

1

RMES

(b
) 

th
e 

C
D

F
 o

f O
D

 1
07

Empirical CDF

 

 

PCA

WABR
MDWT

Fig. 3. The REMS of network traffic of OD 67 and 107. (Color figure online)

Network Traffic Model with MDWT in Power Telecommunication Access Networks 61



4. Zhang, Y., Roughan, M., Duffield, N., et al.: Fast accurate computation of large-scale IP
traffic matrices from link loads. In: Proceedings of SIGMETRICS 2003, vol. 31, no. 3,
pp. 206–217 (2003)

5. Takeda, T., Shionoto, K.: Traffic matrix estimation in large-scale IP networks. In:
Proceedings of LANMAN 2010, pp. 1–6 (2010)

6. Zhang, L., Zhang, X.: Network traffic prediction based on BP neural networks optimized by
quantum genetic algorithm. Comput. Eng. Sci. 38, 114–119 (2016)

7. Yu, Q., Gu, X.: Network traffic anomaly detection based on dynamic programming. In:
Proceedings of International Conference on Computing Intelligence and Information
System, pp. 62–65 (2017)

8. Morteza, M., Giannakis, G.: Estimating traffic and anomaly maps via network tomography.
IEEE/ACM Trans. Network. 24(3), 1533–1547 (2016)

9. Jiang, D., Yuan, Z., Zhang, P., et al.: A traffic anomaly detection approach in communication
networks for applications of multimedia medical devices. Multimedia Tools Appl. 75,
14281–14305 (2016)

10. Eriksson, B., Barford, P., Bowden, R., et al.: BasisDetect: a model-based network event
detection framework. In: Proceedings of IMC, pp. 451–464 (2010)

11. Jiang, D., Yao, C., Xu, Z., et al.: Multi-scale anomaly detection for high-speed network
traffic. Trans. Emerg. Telecommun. Technol. 26(3), 308–317 (2015)

12. Erfani, S., Sutharshan, R., Shanika, K., et al.: High-dimensional and large-scale anomaly
detection using a linear one-class SVM with deep learning. Pattern Recogn. 58(2106), 121–
134 (2016)

13. Jiang, D., Xu, Z., Zhang, P., et al.: A transform domain-based anomaly detection approach to
network-wide traffic. J. Netw. Comput. Appl. 40(2), 292–306 (2014)

14. Liu, Q., Cai, Y., Jiang, H., et al.: Traffic state spatial-temporal characteristic analysis and
short-term forecasting based on manifold similarity. IEEE Access 6, 9690–9702 (2018)

15. Jiang, D., Zhao, Z., Xu, Z., et al.: How to reconstruct end-to-end traffic based on time-
frequency analysis and artificial neural network. AEU-Int. J. Electron. Commun. 68(10),
915–925 (2014)

16. Jiang, D., Wang, W., Shi, L., Song, H.: A compressive sensing-based approach to end-to-end
network traffic reconstruction. IEEE Trans. Netw. Sci. Eng. (2018). https://doi.org/10.1109/
tnse.2018.2877597

17. Jiang, D., Huo, L., Song, H.: Rethinking behaviors and activities of base stations in mobile
cellular networks based on big data analysis. IEEE Trans. Netw. Sci. Eng. 1(1), 1–12 (2018)

18. Jiang, D., Huo, L., Li, Y.: Fine-granularity inference and estimations to network traffic for
SDN. PLoS ONE 13(5), 1–23 (2018)

19. Jiang, D., Huo, L., Lv, Z., et al.: A joint multi-criteria utility-based network selection
approach for vehicle-to-infrastructure networking. IEEE Trans. Intell. Transp. Syst. pp(99),
1–15 (2018)

62 Y. Lu et al.

http://dx.doi.org/10.1109/tnse.2018.2877597
http://dx.doi.org/10.1109/tnse.2018.2877597


Smartphone-Based Lifelogging:
An Investigation of Data Volume Generation

Strength of Smartphone Sensors

Inayat Khan(&) , Shaukat Ali , and Shah Khusro

Department of Computer Science, University of Peshawar,
Peshawar 25120, Pakistan

{inayat_khan,shoonikhan,khusro}@uop.edu.pk

Abstract. The lifelogging enable people to digitally record information about
their daily life events for a variety of purposes including human memory aug-
mentation. However, the lifelogging systems have several challenges regarding
capturing, managing, semantic analyses, indexing, and retrieval of error-prone
and noisy data produced by the sensors. The ubiquitous nature and technological
developments makes smartphone as de-facto lifelogging device. The smart-
phone integrates a rich set of sensors, which provide unique opportunities for
capturing contents and contextual information into a comprehensive lifelog
archive. However, the continuous use of sensors can generate large amount of
data that could raise problems for smartphone-based lifelogging systems. In
addition, insight understanding of smartphone sensors data generation strength
is needed for effective smartphone-based lifelogging systems development.
These estimations will also help in understanding of smartphone sensors
capability of fulfilling lifelogging systems objectives. To fulfill objective of this
paper, an Android based application namely Sensors dAta Volume Estimator
(SAVE) is developed using a proposed architecture. The SAVE utilizes
smartphone sensors to capture and estimate sensors data from different real
world scenarios. The results indicated that smartphone sensors can generate
significant amount of data that can create storage, retrieval, and battery power
issues for smartphone-based lifelogging systems.

Keywords: Smartphone � Sensors � Lifelogging � Personal big data �
Information overload � Memory augmentation

1 Introduction

Acquiring and keeping of valuable information is a fundamental property of human
behavior. However, unfolding users’ lives could generate large volume of information
resulting into information overload problem that could make storage, organization, and
retrieval of information increasingly difficult [1]. Lifelogging is “a form of pervasive
computing, consisting of a unified digital record of the totality of an individual’s
experiences, captured multi-modally through digital sensors and stored permanently as
a personal multimedia archive” [2]. Personalized lifelogging systems are augmented
memory applications, which would ease people by automatic and continuous recording
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and storing of a person’s life events information [3]. Lifelogging devices/systems have
used sensors for capturing information about peoples and their contexts/environments,
and forward the captured information to a backend server/PC for storage and retrieval.
However, most of the lifelogging devices were custom-built devices or applications
relying on external sensors [4].

Smartphone is the highly ubiquitous computing device that is formed by combining
the features of mobile phones and personal digital assistances (PDAs). Smartphone is
becoming the commonplace and its popularity can be measured from its presence in the
pocket of almost every individual today [5]. It is our constant companion due to being
with us all the time and has the potential to know us very well beyond our imagination
[5, 6]. A smartphone integrates enormous capturing and computing capabilities in a
single jacket and making it a de-facto lifelogging device [7, 8]. A smartphone integrates
a rich set of built-in specialized physical, logical, and informational sensors, which
extends it capability than sensors found in dedicated commercial wearable lifelogging
devices (e.g., SenseCam, etc.) and the list is likely to increase in the near future [9]. The
smartphone sensors can be advantageous over commercial wearable sensors and
devices [9, 10]. The sensors enables smartphone to continuously and unobtrusively
capture information about us and our contexts and environments, and use the captured
information as contextual cues to augment our episodic memories [10]. For example,
smartphone based lifelogging systems can employ different sensors such as motion
sensors (i.e., accelerometer and gyroscope), positional sensor (i.e., GPS), acoustic
sensor (i.e., microphone), optical sensor (i.e., camera), biomedical sensor (i.e., heart
rate), etc. to capture information into a lifelog [11]. The applications of smartphone
sensors for lifelogging are shown in our previous research work [9]. However, the
number of sensors used depends on the types of lifelogging. A focused lifelogging
(e.g., activity monitoring for self-quantified analysis) would use one or two sensors
sufficiently to capture information about some aspects of a person’s life experiences but
extreme lifelogging would require using of a number of sensors to capture lifelog
information as complete picture of life experiences as possible [12].

The storage capacity is increasing with the increasing demand of lifelogging, as
indicated by the Kryder’s Law [13]. The smartphone storage is also increased and
smartphone with 256 GB storage is commonly available, which is enough to store
images for more than 3 years if taken with a frequency of 1.65 million images per year
[12]. The processing power is increased and smartphone with quad core processor are
commonly available. The networking technologies are improved and massive amount
of data can be received and transferred wirelessly from a smartphone. The smartphone
sensors can generate tones of information (e.g., accelerometer can generate up to 21
million readings per year if operated at the lowest 1 Hz frequency) for rich lifelogging.
Despite of advancements, the storage, managing, analyzing, indexing, and retrieval of
stream of multimodal information from the noisy, error-prone, and gaps in continuity,
etc., smartphone sensors data can poses serious challenges for smartphone-based
lifelogging [14]. Furthermore, storing massive amount of unusable sensory data would
be wastage of storage and resources from researchers’ point of view. Therefore,
researchers are interested in finding and storing patterns in continuous stream of
multimodal sensory information instead, that is enough to effectively diagnose and
describe user experiences in real time. However, to lay down effective criteria for
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recognition and selection of sensory patterns, a thorough investigation of smartphone
sensors is essential to determine their strength, weaknesses, and reading speeds in real-
world scenarios.

In this paper, we have investigated for detailed estimations and analysis of data
volume generation strength of smartphone sensors for lifelogging. To support objective
of the paper, an Android app namely Sensors dAta Volume Estimator (SAVE) is
developed to automatically monitor, record, and analyze data volume generated by
smartphone sensors. during daily life activities. A comprehensive test bed has been
defined that is consisting of tests for estimating of sensors data volume captured during
different daily life activities in different real-world scenarios. The results have indicated
that smartphone sensors can generate huge personal big data (i.e., lifelog) due to their
sampling frequency rates and inherent working mechanisms.

2 Lifelogging: History and State-of-the-Art

The history of personal lifelogging research area starts from the publication of Van-
nevar Bush’s famous article “As We May Think” in 1945. He suggested an imaginary
mechanized device called Memex (Memory Extender) [15] that will act as human
memory prosthesis and will optimize humans’ lives by increasing peoples’ ability to
record, organize, search, and exchange the massive amount of information generated
during their daily lives experiences. Bush described Memex as “enlarged intimate
supplement to one’s memory” whose technical interpretation hints for the first lifel-
ogging system [12]. Years later, the introduction of advanced digital technologies
enabled the release of several manifestations based on the idea of recording all of a
person’s life time experiences in visual and audible formats by using cameras and
microphones. Steve Mann (father of wearable computing) coined the idea of wearable
computing and developed increasingly smaller wearable devices with innovative
increasing sensing, capturing, and displaying hardware components for manipulating
lifelog information and enjoyed the media status as “the world’s first cyborg” [16]. To
solve several of the fundamental problems in wearable lifelogging technologies, Steve
Mann invented several generations of wearable camera technologies from early per-
sonal imaging to the EyeTap system [16], which could be viewed as precursor of
Google Glass. Later researcher demonstrated using of high valued sensors for capturing
and identifying of a complete set of contexts types (e.g., using GPS for location, etc.) to
be used either as a trigger to capture pictures or as metadata for indexing and retrieval
of the visually captured data [17]. A number of cheap wearable commercial products
are also available in the market for monitoring certain aspects of a person’s life such as
SenseCam, Vicon Revue, Narrative Clip, Fit Bit OneTM, Nike FuelBandTM, and
LarkTM. They are composed of combination of basic sensors (i.e., accelerometer,
magnetometer, gyroscope) to monitor and log activity levels (e.g., steps count, distance
travelled, and caloric output) on-board and subsequently forwards the captures wire-
lessly to a cloud service via laptop or PC.

The ubiquitous computing devices showed their importance in lifelogging because
occurrence of many significant activities and events cannot be restricted to a particular
schedule or location. Smartphone allows lifelog systems by offering new opportunities
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to unobtrusively record nearly all aspects of a person’s life to construct a digital
memory [18]. Smartphone based lifelogging applications can exploit its rich sensing
capabilities for determining contextual cues to effectively depict peoples’ daily life
activities and events such as where we go, what we do, who we interact with, what
information we consume, etc. Nokia Lifeblog project [19] was the earliest smartphone
based lifelogging application. Nokia Lifeblog inspired many research efforts in both
industry and academia which resulted into emergence of a new breed of lifelogging
applications that showed feasibility of integrating more and more sensing and logging
functionalities such as Pensevie [14], MyExperience [20], UbiqLog [8]. SenseSeer [6],
Digital Diary [21], and Experience Explorer [22], etc. Each of these systems have used
a bunch of smartphone sensors for capturing specific contents and contextual infor-
mation as per their idea and requirement. However, none of them has provided any
insight to the smartphone sensors data generation strength.

3 Methodology

This paper focuses on presenting a methodology for gaining insight knowledge of data
volume generation strength of smartphone sensors for lifelogging. An explicit archi-
tecture is proposed to effectively estimate, record, and analyze the data volume gen-
erated by each sensor explicitly and in combination with other sensors. The proposed
architecture is composed of three layers: interface layer, processing layer and physical
layer as shown in Fig. 1. Each layer is composed of several sub-components that
exploit the capabilities of the layer below. A precise description of each of the layers is
presented in the following headings.

Fig. 1. The proposed architecture.
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3.1 User Interface Layer

User interface is the space where users interact with the system. The user interface is
easy to use, easy to understand while having lower learning curves, having professional
aesthetics, and requiring minimum steps to obtain the desired results. User interface
layer is composed of three modules including volume control, volume visualizer, and
volume analyzer. The volume control module is responsible to adjust a sensor reading
frequency and time interval between consecutive readings to minimize and maximize a
sensor’s data volume generation speed. The volume visualizer module displays a
sensor’s readings as well as maximum and minimum frequencies, maximum and
minimum interval between readings, and data volume per reading. The volume ana-
lyzer module is responsible for displaying each sensor accumulative data volume with
per second time stamp.

3.2 Processing Layer

Processing layer encompasses all of the technical operations. Processing layer is
composed of three modules namely sensor, calibrator, and recorder. The sensor module
accesses the physical layer for retrieving data from the sensors and processes the
captured data. The calibrator module adjusts the reading rate of a sensor as per
instructions from the user interface layer. The recorder module is getting sensors data
from the sensor module and stores it in a local database along with reading frequency
and time interval information from the calibrator module. The flow chart of calibrator
module and recorder module are show in the Figs. 2 and 3 respectively.

3.3 Physical Layer

The physical layer encompasses Android’s built-in sensors and storage capabilities and
uses Android’s libraries (i.e., SensorManager, etc.) to turn sensors on/off, adjust the
sensors reading frequencies, and store the data generated by the sensors. SqlLite is used
by the recorder module for creating database to store sensory data and associated data
for analysis purposes. From SqlLite, the database can be imported to PCs for con-
ducting more detailed and powerful analysis using applications such as MS Excel, etc.

4 SAVE Implementation and Sensors

Using the architecture, an Android-based application namely SAVE is developed.
The SAVE is aimed running with Ice Cream Sandwich 4.0.3 or higher and is developed
using Android SDK tools revision 22.6.3 with Eclipse IDE and SensorSimulator-2.0-
RC1 running on a desktop machine. The target code is mainly deployed and tested on
Samsung Galaxy SIII running with Android Jelly Bean 4.1.1 operating system.
Figure 4 represents snapshots of SAVE user interface. The data volume generated by a
sensor is calculated using formula shown in Eq. (1) where TV represents the total
volume, US represents unit sample size of a sensor (e.g., accelerometer generates 12
bytes data per sample, and GPS generates 24 bytes per sample etc.), T represents the
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total usage time of a sensor, and S represents the number of sample taken by a sensor
within the T. Reading frequency (F) of a sensor is the no of readings (N) per second
(Sec) as shown in Eq. (2). Number of samples (S) of a sensor depends on the reading
frequency (F) of a sensor and the time interval (TI) between consecutive samples as
shown in Eq. (3). In current version of SAVE, the sensors, which are available in most
of the smartphones are used to validate and execute our tests. The sensors used are:

TV ¼ US�
X

ðT � SÞ ð1Þ

F ¼ N
Sec

ð2Þ

S ¼ F
TI

ð3Þ

4.1 Accelerometer Sensor

The tri-axial accelerometer sensor can have maximum reading frequency of 102 Hz
and minimum reading frequency of 1 Hz or 2 Hz. The data volume generated by each
accelerometer sample is 12 bytes. In case of maximum frequency (i.e., 102 Hz),

Fig. 2. Flowchart of calibrator module Fig. 3. Flowchart of recorder module.
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accelerometer could generate data volume of 1224 bytes/sec and 105.75 MB/day.
Furthermore, if accelerometer’s data is collected for a year continuously, it could
generate data up to 38 GB per year. However, generating such a huge volume of data
raises questions related to storage and retrieval of specific patterns of data for
smartphone-based lifelogging applications.

4.2 Orientation Sensor

The orientation sensor can have minimum reading frequency of 1 Hz and maximum
reading frequency of 8 Hz. The data volume generated by each orientation sensor
sample is of 12 bytes. Due to having low reading frequency, the data volume generated
by a smartphone orientation sensor is much less as compared to accelerometer sensor.
If orientation sensor’s data is captured continuously with its maximum reading fre-
quency, the total data volume generated could grow up to 3 GB per year.

4.3 Magnetic Field (MF) Sensor

The MF sensor continuously read data from its surroundings to recognize the NORTH
for defining directions. Like orientation sensor, the MF sensor can have minimum
reading frequency of 1 Hz and maximum reading frequency of 8 Hz. The data volume
generated by each sample is 12 bytes. Therefore, like orientation sensor, the MF can
generate maximum of 3 GB data, if used continuously for a year.

4.4 Proximity Sensor

The proximity sensor is event based sensor and captures data upon the occurrence of a
target event. It has been observed that proximity sensor’s reading frequency cannot be
customized as per needs. The maximum reading frequency is 4 Hz and minimum
reading frequency is 0 Hz and the data volume generated by a sample is 12 bytes.

4.5 GPS Sensor

The GPS sensor is used for users’ localizations by receiving signals from satellites.
The GPS sensor is event based sensor and updates location coordinates (i.e., latitude
and longitude) by receiving signals from satellites accordingly. The GPS sensor reading
frequency cannot be customized as per need. However, the maximum reading fre-
quency is 1 Hz and minimum reading frequency is 0 Hz and the data volume generated
by a reading sample is 24 bytes.
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4.6 Ambient Light Sensor

The ambient light sensor is event based sensor and reads data from environment with
changes in the light intensity. It has been observed that ambient light sensor reading
frequency cannot be customized. The maximum reading frequency is 1 Hz and min-
imum is 0 Hz and the data volume generated by a reading sample is 12 bytes.

5 Results and Discussion

For accurate estimations of data volume generated by smartphone sensors, SAVE was
used in real-world scenarios. To fulfill objectives of the study, a comprehensive test
program was designed to collect sensors data while performing daily life activities in
different real-world scenarios (i.e., walking, driving, playing games, working in office,
etc.). However, the activities and their durations were not consistent and dependent on
the testing scenarios and test cases. All of the activities were performed uniformly and
randomly for a period of two hours during a scenario test. To carry out tests, three
participants were voluntarily selected from the junior researchers in the Department of
Computer Science, University of Peshawar. All of the participants were given Samsung
Galaxy SIII smartphones installed with SAVE and they were trained how to use SAVE.
Furthermore, the participants were instructed to perform all of the daily life activities
uniformly and randomly for a period of two hours for a week to collect maximum data
out of each sensor. The sensors data collected from each sensor after performing all of
the tests were analyzed and results were compiled. The details of the sensors data
generated by the sensors along with their time intervals and minimum and maximum
frequencies are also shown in Table 1. Analysis of the data collected from sensors
showed that accelerometer, orientation and magnetic field sensors were generating
huge amount of lifelog big data. Our results revealed that sensors lifelog big data
volume will increase exponentially with the passage of time while recoding the daily

Fig. 4. User interfaces of SAVE.
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life activities/events. This exponential increase in volume will lead to storage limitation
problem because the memory size (e.g., 128 GB) would be very much less to store the
data generated by a single accelerometer sensor for 5 year (i.e., 38 GB data/year).
However, if we got succeeded in storing such a great amount of data by using any
method, searching a specific pattern of data will be a resource intensive and cumber-
some task, which could result even in completely jeopardizing the underlying smart-
phone platform.

6 Conclusion and Future Work

The smartphone-based lifelogging systems require proper management of sensors and
sensors data. The investigation of the data generation strength of smartphone sensors is
provided in this paper for smartphone-based lifelogging systems. An Android-based
application (i.e., SAVE) is developed using proposed architecture to accurately capture
and analyze the data from the smartphone sensors. After performing the tests, the
results indicated that smartphone sensors can produce huge data volume of contents
and contextual information for the smartphone-based lifelogging systems. The sensors
data generation strength depends on their sampling frequency rates and inherent
working mechanisms. Comparatively, sensors with continuous data capturing nature
are found much data prone as compared to event-based sensors. Furthermore, sensors
with high reading frequencies can generate huge amount of data in a short span of time.
Generating more and more sensors data is advantageous for accurate measurement and
presentation of tiny changes in the measuring phenomenon and determining the states
and contexts of a user. However, it would raise battery power, storage, and retrieval
problems for the smartphone-based lifelogging systems. The storage of voluminous
data either form a single sensor or from multiple sensors would be significant because
the storage provided by the smartphone is too less even to store the data generated by a
single sensor for a few years. However, if methods are investigated for storing volu-
minous sensors data in limited storage; other issues (e.g., indexing, searching, and
retrieving specific patterns of data) would pose resource intensive and cumbersome
tasks, which could jeopardize the underlying smartphone platform and quickly drain
out the battery power.

Table 1. Data volume generated by the smartphone sensors in the testing scenarios.

Sensor Name Interval Samples/second Volume/sample in
Bytes

Total volume/year

Minimum Maximum Minimum Maximum Minimum Maximum

Accelerometer 0.01 s 0.6 s 1 102 12 373.248 MB 38.07 GB
Orientation 0.12 s 0.6 s 1 8 12 373.248 MB 2.98 GB
Magnetic
Field

0.12 s 0.6 s 1 8 12 373.248 MB 2.98 GB

Proximity Not
determined

Not
determined

0 5 2 0 1.86 GB

GPS Not
determined

Not
determined

0 1 24 0 746.49 MB

Ambient Light Not
determined

Not
determined

0 1 12 0 373.24 MB
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In the future, we are interested in finding methods to detect users’ states and
dynamically adjust a sensor’s reading frequency and time interval according to users’
activities and contexts/environments. This would enable a smartphone-based lifelog-
ging application to proactively control and adapt sensors’ reading frequencies based on
user daily life events patterns. The dynamic adjustments would not only help in
reducing the sensors data volumes but would also help in solving the associated
problems.
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Abstract. Power line communication (PLC) technology can make full use of
the existing distribution network physical network for data transmission in smart
grid, with low cost, flexibility, high coverage, network reliability advantages. In
order to extend the communication distance of PLC network and improve the
reliability of network, it is necessary to research the networking and deployment
methods of PLC network and establish a reasonable optimization model for
different environments and business requirements. Therefore, in order to solve
the problem of PLC relay deployment under the business scenario of power
communication network, this paper proposes an algorithm of PLC network relay
station deployment for time delay optimization. The graph theory is used to
describe and define the reliability of the network. In order to reduce time delay,
the reliability and transmission power are defined as constraints. The mathe-
matical model of relay station deployment is proposed. The improved genetic
algorithm is designed and the relay station deployment algorithm based on the
improved genetic algorithm is proposed. The performance of the algorithm is
verified by simulation results.

Keywords: Power line communication � Smart grid � Relay station

1 Introduction

The power distribution and utilization communication network mainly completes
special-purpose user acquisition (i.e. load control system), residential user acquisition,
line monitoring, distribution automation and other services [1–4]. At present, a hybrid
network with a wireless public network as the main solution and a combination of
optical fiber and wireless private network is generally adopted as a secondary solution
[5–8]. However, the current wired optical fiber and wireless transmission methods have
certain limitations, and cannot meet the “full coverage, full acquisition” requirements
of the power collection service [9–13].

It is a common practice for multi-city power companies to lease GPRS wireless
public network to carry out electricity distribution business. Due to the mature
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development of the wireless public network, the leased public network channel has the
advantages of less initial investment and short construction period, which can meet the
requirements of rapid deployment and business development of the distribution service
[12–15]. However, with the large-scale development of power distribution services, the
commonly used GPRS wireless public network has gradually exposed many problems,
such as low acquisition success rate, low controllability, reliability, and real-time
performance, no priority for different power services and so on.

The fiber optic private network has a high cost and long construction period. The
wireless private network has high investment, complicated deployment, and limited
frequency resources, if the total number of dedicated base stations required to achieve
full coverage is large [2–5]. Therefore, at present, the integration of wireless private
network and wired private network is adopted in most areas to deploy power distri-
bution services. The architecture is shown as Fig. 1.

PLC technology can make full use of the physical network of the existing distri-
bution network for data transmission, is a common communication technology in the
distribution network. In this section, the PLC network networking and deployment
method under the scenario of distribution power communication network is studied
[8–11]. The main problem to be solved is to expand the communication range of PLC
network, improve the reliability of network, and ensure that the time delay require-
ments of distribution power communication network are met [12–15].

In this paper, considering the characteristics of PLC relay network routing, network
reliability, delay characteristics and channel characteristics of PLC and other factors, a
PLC relay station deployment algorithm for delay optimization is designed. Under the
scheme of selecting the relay station, the network routing selection will also be

Communication backbone network

Data management center

Concentrator

User meters

Wireless power network Wired power network

User meters

Fig. 1. Wireless and wired power private network architecture.
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determined, and the average transmission delay, reliability, average transmission
energy and other indicators will change accordingly. The relay station selection scheme
is proposed as chromosome coding sequence, the performance index of the corre-
sponding network after the relay station deployment is abstracted as multi-objective
deployment model, and the optimal chromosome is selected by improved genetic
algorithm to obtain the final relay station deployment scheme.

2 PLC Relay Station Deployment for Delay Optimization

2.1 PLC Network Model

The PLC power communication network model is shown as Fig. 2. PLC data relay
terminals in the network need to transmit the collected data to the upper control center,
which will transmit the control information to each data terminal in the network
through the same path. PLC network consists of data terminal and relay station. Data
terminal refers to the communication node of PLC network, which is connected with
the collection terminal of smart grid to collect and transmit the information of distri-
bution communication network. Relay stations are data terminals with relay functions.
On the one hand, they assume the functions of data terminals in the covered area; on
the other hand, they forward the transmitted data on the data terminals with relay
connection to the control center. Answer points apply the hierarchical idea, that is, the
network is divided into multiple levels, the lower data terminals communicate directly
with the upper answer points, and the answer points interact with the control center for
data. All data terminals and relay stations in the PLC network can be coordinated
two-way data exchange, without the control of the upper control center.

Data Center

Data relay terminal

Data terminal

Fig. 2. PLC power communication network model.
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2.2 Relay Station Deployment Model

The PLC network in this section is represented by undirected graph GðV ; LÞ, where the
vertices represent each communication node and the edges represent the communica-
tion links between nodes. Define the total number of all nodes in the PLC network as
N. Set Q represents the vertex set of data terminal, set S represents the vertex set of
relay station, and its relationship is as follows:

q 2 Q � V ; s 2 S � V ;Q[ S ¼ V ð1Þ

Define the set of all communication links in PLC network as L, and the set of routing
from all data terminals to all relay stations as L0. Le;r represents the routing set from
data terminal e to relay station r, and the following formula can be obtained:

Le;r � L0 ð2Þ

We define Lh ¼ l1; l2; . . .; lnf g to represent the route from data terminal q to relay
station s, and the route length is n, then we can get:

Lh 2 Le;r ð3Þ

Reliability of PLC Network. We define be;r P as the reliability of route Lh, and the
reliability of route is the reliability product of each link constituting the route:

be;r ¼
Y
I2ph

bI ð4Þ

The network consists of N routes. The reliability of the network is the average of the
N routes. At the same time, the reliability of the data terminal link where the relay
station is located is 1. The definition parameter ae;r represents the routing selection.
When ae;r ¼ 1, route Lh is selected. When ae;r ¼ 0, route Lh is not selected. The
number of relay stations is defined as M, and the proportion of network optional relay
stations is determined by parameter a, which is related to the maximum number of hops
allowed by the network. From the above parameters, the reliability of PLC network is
expressed as:

R ¼ 1
N

XN
e¼1

XM
r¼1

be;r � ae;r; lh 2 Le:r�L0 ð5Þ

In order to ensure that each data terminal belongs to only one relay station and there
is only one route between it and the relay station, the following constraints are
proposed:
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XM
r¼1

ae;r ¼ 1; 8q 2 Q ð6Þ

Link Quality. We measure link quality using link maximum transmission speed. Link
quality parameters describe the transmission quality of PLC network links, the higher
the link quality, the smaller the transmission delay. Under the same physical parameters
such as transmission frequency and bandwidth, the link quality is affected by the
transmitted signal power at the sending end, and the transmitted power will affect the
average transmission energy of the link and network. We define i is the data terminal
number of link sender and j is the data terminal number of link receiver. The channel
capacity of link Ti;j is defined as:

Ci;j ¼
Z B2

B1

log2 1þ Li;j Hi;jðf Þ
�� ��2

ðB2 � B1ÞNðf ÞC

 !
df ð7Þ

In formula (7), B1 and B2 are the lowest and highest values of channel frequency band
respectively. Ti;j is the signal transmission power from node i to node j, Nðf Þ is the
channel noise, C is the fixed ratio between the channel capacity and the achievable rate,
which is related to the channel SNR, encoding and modulation mode. Hi;jðf Þ is the
frequency response of link Ti;j. In the same PLC network, the link channel has the
characteristics of flat fading, and the link quality function Mi;j of PLC is defined as the
maximum channel capacity:

Mi;j ¼ Ci;jðLi;jmaxÞ ð8Þ

Where, Li;jmax is the maximum signal transmitting power of link Ti;j.

Transmission Delay. Assuming that there are N routes in the PLC network, the
transmission delay Ta of the average single node in the network and the energy Ea of
average transmission data of each node in the network are respectively expressed as:

Ta ¼ 1
N

XN
e¼1

Ter Ea ¼ 1
N

XN
e¼1

Eer ð9Þ

Where Ter is the total transmission delay and Eer is the total transmission energy.
Based on the above conclusions, if the threshold of network average reliability is u

and the threshold of network average transmission energy is w, the mathematical model
of relay station deployment target and constraint conditions can be obtained, as shown
in formula (10):

min Ta ¼ 1
N

XN
e¼1

XM
r¼1

Te;r � wr
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s:t:

R ¼ 1
N

PN
e¼1

PM
r¼1

be;r � ae;r �u

PM
r¼1

ae;r ¼ 1; 8q 2 Q

Ea ¼ 1
N

PN
e¼1

Eer �w

M� a � N

8>>>>>>>>>><
>>>>>>>>>>:

ð10Þ

The problem of relay station deployment belongs to NP hard problem, and heuristic
algorithm is a common method to solve this kind of problem. Among heuristic algo-
rithms, genetic algorithm is a common algorithm to solve network deployment prob-
lems because of its simple implementation and strong adaptability to multi-objective
optimization problems. However, genetic algorithm is prone to fall into the local
optimal solution, and the local search ability is not good after the population evolution
approaches the optimal interval. In order to solve these problems, the selection,
crossover and mutation operations are optimized in this section, and an improved
genetic algorithm is designed, which not only improved the genetic diversity of the
population at the early iteration stage, but also reduced the degree of change to the
excellent genes at the later stage. The flow chart is as follows:

3 Simulation

In order to verify the effectiveness of relay station deployment algorithm, Matlab is
used to carry out simulation experiments on PLC network with at least 20 nodes. The
link reliability is randomly selected within the range of [0.9, 0.99], and the initial value
of network reliability threshold u is set as 0.9. In the simulation, 0.01 is added to 0.99
at a time. The maximum proportion of nodes occupied by relay stations a ¼ 0:3. The
size of a single packet is 200bit, and the data generated by the node obeys the k ¼ 1p=s
Poisson distribution. The transmitting power of each node’s uplink is between 10 mW
and 20 mW, and the average transmission energy threshold w of the network is up to
39 mJ. Channel noise is Gaussian white noise, C ¼ 10. Population size is 100 and
maximum evolutionary algebra is 300, and the chromosome length is set as 20.
Maximum crossover probability Lc and maximum mutation probability Lm are 0.6 and
0.2 respectively. Minimum crossover probability Lcm and minimum mutation proba-
bility Lmm are 0.2 and 0.02, respectively (Fig. 3).
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Figure 4 verifies the relationship between network reliability and the number of
network relays. As known from Fig. 4, with the increase of network reliability, the
number of relay stations increases significantly when the energy threshold restriction is
not done. However, when the network reliability exceeds 0.97, the number of network
relay stations increases slowly, which becomes obvious with the increase of network
scale. Therefore, it is not necessary to deploy a large number of relay nodes in pursuit
of high network reliability.

Figure 5 shows the relationship between network reliability and network trans-
mission delay. With the increase of reliability, the transmission delay of the network
decreases obviously. This is because the reliability is affected by the distribution of
relay stations. The more the number of relay stations, the stronger the network relia-
bility and the lower the network transmission delay. When the network reliability
increases above 0.98, the change of transmission delay is no longer obvious, which is
more obvious with the increase of network size.

Figure 6 shows the change curve of transmission delay with network transmission
energy under the condition that the maximum threshold of network average trans-
mission energy is 39 mJ and the network reliability requirement is 0.95, 0.96 and 0.97,
respectively. As can be seen from Fig. 6, with the increase of transmission energy
threshold, in order to reduce the average transmission delay of the network, the links

Begin

Iteration number T=0

Initializing population 

Calculating 
chromosome fitness

Crossover, variation, 
selection

Iteration number T=T+1

Is convergence 
condition satisfied?

End

Fig. 3. The flow chart of relay station deployment based on genetic algorithm.
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corresponding to the stations with high transmission power are more selected, and the
link uplink node is selected as the relay station with a greater probability, thus sig-
nificantly reducing the transmission delay of the network. The greater the reliability,
the smaller the influence of transmission energy on the average network delay. When
the transmission energy threshold is large, the improvement effect of the increase of
transmission energy on the transmission delay decreases gradually. This is because
when the reliability is improved to a certain extent, the quality of the relaying route
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Fig. 5. Transmission delay change.
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corresponding to the link in the network is generally higher with the limitation of
energy threshold, and the influence of the relay station selection result on the delay will
be weakened.

Above all, simulation results show that the proposed relay station deployment
results under different network environments can be obtained effectively. By deploying
the relay station in a reasonable location, the network can meet the limitation of
reliability and improve the network transmission delay.

4 Conclusion

The construction of smart grid needs to develop and optimize the deployment and
scheduling methods of communication network. In this paper, the deployment and
optimization methods of PLC network in smart grid are studied, and a relay station
deployment algorithm based on delay optimization is proposed. Simulation results
show that our algorithm can well guide the deployment of PLC network relay points
and help develop a reliable, efficient, safe and friendly smart grid and its communi-
cation network.
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Abstract. The power wireless private network is a wireless broadband access
system that is deeply customized for the development of smart grid terminal
communication access, and is integrated with the power dedicated 230 MHz
spectrum to meet the wide coverage, large capacity, strong real-time perfor-
mance, high security, flexibility and easy-to-expand of the power intelligent
terminal, and provide integrated wireless communication private network
solutions for various services such as distribution automation, electrical infor-
mation collection, and precise load control. This paper proposes a data collec-
tion node planning algorithm in wireless power private network, which can
realize the data measurement of large-scale intelligent power terminals at a small
cost. Simulation results show the reliability of our algorithm.

Keywords: Power wireless private network � Smart grid � Adaptability

1 Introduction

1.1 A Subsection Sample

The power industry is the basic industry related to people’s livelihood and the coun-
try’s most important infrastructure [1–4]. In the current energy transformation, in order
to accelerate the realization of energy transformation, higher requirements are placed
on the smart grid. The wireless private network is the foundation of the smart grid,
meeting the access needs of diverse, ubiquitous, intelligent, and large-scale equipment
at the end of the grid. Power wireless private network can effectively provide security
guarantee for the smart grid, effectively monitoring and acquisition of power grid and
the communication between the user data, such as the state of the user terminal
information, equipment operation parameters, control information and other data, and
make timely response to abnormal data, sends out control instructions to maintain the
normal operation of power grid [5–8]. However, with the rapid increase of the number
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of power users and the types of power consumption, the traditional user-by-user data
collection method not only extends the time, but also tends to generate a large packet
loss rate for the power consumption data with a long distance. As a result, many
intelligent terminals in power distribution network deployment to convenient for data
acquisition, deployment of data access nodes at the same time, it will be assigned to the
corresponding data in the network, intelligent terminal access node for collection and
analysis, and then transferred to the upper data processing center, such as data
acquisition and monitoring control system, measurement data management system, etc.
[9, 10]. By connecting the intelligent terminal with the upper data management system,
the data access node can improve the real-time reliability of data acquisition in power
distribution communication network. Therefore, effective planning of access nodes is
the key to achieve reliable and complete information transmission between intelligent
terminals and access nodes, which has a profound impact on maintaining safe and
effective operation of distribution network [11–13].

At present, many researchers have begun to study the location of data access nodes
in the power grid, and most of them choose the optimal location of access nodes mainly
from the constraints of reliability and economy. However, in practical applications, we
need to consider not only the cost and packet loss rate, but also whether the data
transmission can arrive within the specified time and the network fault tolerance [11].
Therefore, this paper combines economy, reliability, real-time to select the best location
of data access node, to ensure the effective operation of power wireless private net-
work. In order to confirm the optimal location and routing table scheme of data access
nodes in power distribution communication network, this paper proposes an access
node planning algorithm for power wireless private network considering the economy
of network construction, network delay, network reliability and network fault tolerance.
Firstly, the mathematical models of network delay, network reliability and network
construction cost are established respectively. Then, an access node planning algorithm
based on immune algorithm is proposed. Finally, we use Matlab to verify our scheme,
the experiment shows that the access nodes established by this method can maintain
good network performance.

2 Access Node Planning Model

2.1 Power Wireless Private Network Introduction

The power wireless private network is mainly composed of a core network, a network
management system, a base station and a wireless terminal. The specific network
architecture is shown as Fig. 1.

Core Network Equipment (EPC). Responsible for terminal authentication, terminal
IP address management, mobility management, etc., providing interfaces directly to the
main service of the power service.

Network Management Equipment (eOMC). Responsible for remote configuration
management and status monitoring of core networks, base stations, and wireless
terminals.
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Base Station Equipment (eNodeB). responsible for communicating with wireless
terminals through a spatial interface, and implementing functions such as resource
scheduling, radio resource management, radio access control, and mobility management.

Wireless Terminal (UE). The wireless terminal provides wireless data collection and
transmission, and can be directly embedded in a power terminal such as a power
collection device and a load control.

2.2 The Role of Power Wireless Private Network in Smart Grid

Smart grids need to have high-speed, two-way, real-time power wireless broadband
communication network support. The smart grid system has three parts, as shown in
Fig. 2.One is the sensing layer,which is responsible for collecting all kinds of information
of the micro grid (through various types of terminals such as smart meters, concentrators/
collectors, negative controls, RFID electronic tags, voltage and current transformers, etc.)
The second is the network layer, which undertakes the transmission of information
(wireless private network, wireless public network, wired private network, etc.); and the
third is the application layer, which analyzes, processes, controls and decides on the
collected various types of power grid information to achieve grid specificity. The intel-
ligent application and service is located at the network layer and is responsible for the
collection of big data.

Power integrated internal 
data transmission network

 Internal data 
transmission network

 Internal data 
transmission network

Network management 
system

Dispatch center
• Metrology automation station
• Power configuration station
• Monitor centerCentral 

server

Core switch

Core network

BS
BBU

RRH RRH

Remote meter reading Power configuration Negative control 
terminal monitor Power devices monitor Communication in 

closed area

Wireless private network channel

Wireless terminals

Wireless private network channel

Wireless terminalsWireless terminals

Fig. 1. Wireless private network architecture.
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2.3 Data Acquisition Model

Undirected graph is used to represent the network topology of the distribution com-
munication network, where undercurrent and L represent the set of terminal nodes and
link sets of the network respectively. The W in the terminal node set E is the number of
terminal nodes. P represents all possible path sets from each set of terminal nodes to the
location of access node, where P represents the route from terminal node I to access
node j, with the number of hops n. As shown in the figure, the access node planning
model diagram, where the black node is the data access node, connected with the upper
data management center; the white node is an ordinary intelligent terminal node to
assist in data measurement. Under this model, we consider the constraints of network
construction cost, network reliability, network delay, network fault tolerance and other
four aspects facing the selection of data access nodes (Fig. 3).

Network Construction Cost. In the planning problem of this section, it is assumed
that the construction cost of network lines and common intelligent terminals is the same
in different networks, and is set as CL. Data acquisition location is the key to access
node planning, and it needs to be protected when deployed, that is, to ensure its good

Application layer

Transmission layer

Sensing layer

Wireless private network Private network

Collection of power 
network status Load control Electricity 

information collection

Smart meter Sensor

Negative control 
terminal

Switch station

Smart card

Fig. 2. The role of wireless private network.
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performance even in bad weather such as rain and snow. cj represents the construction
cost required to deploy the data access node at node j, and the construction cost of the
entire network is:

C ¼ CL þ
XM

j¼1

cj � xj ð1Þ

where xj 2 0; 1f g, xj ¼ 1 means node j is selected to deploy an access node; when
xj ¼ 0, it means location j does not need to deploy an access node; and M means the
number of candidate access nodes.

Network Reliability. rv represents the reliability of communication link v, and the
reliability of a communication link is generally the ratio of its normal working time in a
certain period of time to the total time. This section sets that the link reliability obeys
uniform distribution on [0.9, 0.99]. The reliability of the route Pi;j between terminal
node i and access node j is the product of the reliability of all links connected by the
route, which can be expressed as:

rpi;j ¼
Y

v2pi:j
rv ð2Þ

In addition, we specify an access node for each terminal and give routing infor-
mation between the two nodes. Therefore, after obtaining the overall information of the
routing table, the average reliability of the network can be obtained:

�R ¼ 1
N

XM

i¼1

XN

i¼1

yi;j � rpi;j; p 2 P ð3Þ
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Fig. 3. Data acquisition model.
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where yi;j 2 0; 1f g, yi;j ¼ 1 means that the traffic of terminal node i is forwarded by
routing Pi;j under the normal state of all the devices, while yi;j ¼ 0 means that it is not
forwarded by routing Pi;j. In order to ensure that the initial terminal node can transmit
information to the specified access node through only one route, the design constraints
are as follows:

XM

j¼1

XN

i¼1

yi;j ¼ 1 ð4Þ

Network Delay. In the network, the end-to-end delay is to node to a message in the
source system and purpose of the time required to pass between two applications,
mainly including a packet through a routing table to reach the purpose of access nodes
each node traversal by data processing time (including the queue time) and in each
transmitted on a communications link the sum total of time consuming. Therefore, in
order to simplify the calculation in this section, we only calculate one packet trans-
mitting time after k jump sent to the access node, ignoring forward consume time by
purpose access nodes to the upper data management system. The sum of time delay can
be calculated of a packet from a terminal node transmitted to the upper data man-
agement system by:

tkp ¼ k � ttra þ tpro �
Xk

p¼1

lp ð5Þ

Where, ttra refers to the transmission delay on the link, and k is the total hops of the
routing table. tpro refers to the delay of packet in processing state, and lp refers to the
queue length when packet is ready state. It is assumed that there is no difference in
nodes and links. Therefore, the average delay of transmitting one packet from each
terminal node to the upper data management system is:

�t ¼ 1
n

Xn

i¼1

ðk � ttra þ tpro �
Xk

p¼1

lpÞ ð6Þ

Based on the above three constraints, the mathematical model for the optimization
of access node location of distribution communication network is as follows:

minC ¼ CL þ
XM

j¼1

cj � xj

s:t: �R�u

XM

j¼1

XN

i¼1

yi;j ¼ 1

�t� k

ð7Þ
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where, u and k refer to the reliability and the threshold of information transmission
delay required by the business of a distribution communication network.

It can be seen from the formula (7) that the proposed access node location planning
problem is a multi-objective optimization problem, and the heuristic algorithm can
solve this problem in a limited time. Among them, the immune algorithm is not only
simple and flexible in application, but also can use “vaccine” to represent the access
node location strategy. Moreover, the algorithm will not fall into the local optimal
solution, but can search for the global optimal solution. The steps of the access node
location planning method of distribution communication network based on immune
algorithm are as follows:

Step 1: Parameter setting. According to the network size of distribution communi-
cation network, the population size is set as 100, the number of vaccines extracted in
each iterative evolution is 15, and the probability of crossover and mutation are 0.9 and
0.05, and the maximum number of iteration optimization is 300. According to the
structure of distribution communication network, the coding length L, similarity
parameter e, reliability, and the threshold of network delay are determined.

Step 2: Initialization. The network data of distribution communication network are
imported to randomly generate the initial antibody groups in the location planning
scheme of access nodes, and the iterative evolution times are set as 0.

Step 3: Antibody evaluation. The affinity between the access node location planning
scheme and the problem model and the affinity between different schemes are calcu-
lated for the antibody concentration and the expected reproduction probability.

Step 4: Make a vaccine. The affinity between the access node location planning
scheme and the problem model is sorted in descending order, and the fixed gene
fragments from the first Nm antibodies are taken as vaccines.

Step 5: Form a parent subgroup. The reproductive probability of antibodies in this
algorithm is sorted from high to low, and the first NR � Nm antibodies are extracted as
parent subgroups.

Step 6: Group renewal. The new antibody group in Step 5 is mutated and updated, and
the vaccine is added to form a new generation antibody group according to the affinity
ratio.

Step 7: If t[M, then the optimal solution is output; Otherwise, let t ¼ tþ 1, go to
Step 3.

3 Simulation

In order to verify the effectiveness of the proposed access node location algorithm
based on immune algorithm, we conduct a simulation experiment on the system with
20 nodes at least, and the simulation software is Matlab. In this algorithm, the encoding
length is set as 20, the similarity parameter e ¼ 1, the reliability of communication link
r 2 ½0:9; 1�, the node data transmission rate is 32 Kbps, and the cost of building a data
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access node is assuming as 10000. The change of network construction cost with
network reliability is shown in Fig. 4.

As can be seen from the figure above, first of all, assuming that the network runs
normally and only considering the network reliability constraints, the value of u is
adjusted from 0.9 to 1 to calculate network construction cost. According to the figure,
the construction cost and reliability are similarly proportional to each other. When the
reliability requirements of the network increase, the communication quality require-
ments in the network become higher, so more data access nodes are needed to collect
data information to prevent data loss and damage at a distance. At the same time, when
the number of nodes doubles, the network cost is less than the doubling growth, it can
be predicted that the average cost of large-scale network is lower than that of small-
scale network.

Next, end-to-end delay is studied. As shown in Fig. 5, end-to-end delay decreases
with the increase of data rate and network reliability. When the network reliability is
high, it means that there are more access nodes, so the number of hops of data
forwarding between terminal nodes and access nodes can be reduced, thus reducing the
time of data transmission.

It can be seen from the above results, under the guide of our algorithm, with the
increase of access nodes, can not only measure for more terminals, at the same time can
effectively reduce the network delay, reduce the time of data transmission, when the
number of nodes doubles, the network cost is less than the doubling growth, shows the
good of our algorithm.

Fig. 4. Network construction cost changes.
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4 Conclusion

Power wireless private network is an integrated wireless communication private net-
work aiming at the deep customization and development of intelligent power grid
terminal communication access requirements, realizing the integration of power dis-
tribution automation, power information collection, precise load control and other
businesses. This paper proposes a data measurement node access planning algorithm in
wireless power private network, which can realize the data measurement of large-scale
intelligent power terminals at a small cost. Simulation results show the reliability of our
algorithm.
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Abstract. Most of network management tasks in traffic engineering such as
traffic scheduling, path planning, both of them are required the accurate and fine-
grained network traffic. However, it is difficult to capture and estimate the
volume of network traffic due to its time-varying nature. In this paper, we study
the network traffic estimation scheme to estimate the fine-grained network
traffic. Firstly, the network traffic is constructed as a time series and the
autoregressive moving average (ARMA) method is used to characterize and
model network traffic. Secondly, in order to decrease the estimation errors of the
ARMA model, we use the optimization theory to adjust the estimation results.
We construct an objective function with constraints. We find that objective
function is an NP-hard problem, then we introduce a heuristic algorithm to find
the optimization results. Finally, to evaluate the performance of our proposed
scheme, we construct a simulation platform and compare our scheme with that
of the other methods in an SDN simulation platform. The simulation results
indicate that our approach is effective and our method can reflect the network
traffic characteristics.

Keywords: Network traffic � Traffic estimation � Software-defined network �
Optimization � ARMA

1 Introduction

With the rapid growth of applications in the power telecommunication network, net-
work performance and quality of service issues are increasing. In the case of limited
network resources, establishing a network traffic model, predicting network load, and
timely controlling or adjusting will greatly improve network performance and service
quality [1, 2]. Software defined network SDN is a new network innovation architecture
which is an implementation of network virtualization [3]. SDN separates the control
plane of the network device from the data plane and centralizes the control plane into
the controller for centralized management. The controller is the brain of the network
and has the global view of the network, and then it is flexible control the network traffic
and makes the network more intelligent as a pipeline, providing a good platform for
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innovation of core networks and applications. For time-frequency synchronization
applications in (SDN), the network traffic, especially end-to-end network traffic in the
network, represents the network-level behavior of users and applications. In the net-
work, the network traffic from the origin node to the destination node is called an OD
pair. There are many OD pairs in the network and the traffic for each OD pair directly
affects the performance of the SDN. However, the network traffic in networks is
difficult to be estimated and predicted due to their high variability over time. Therefore,
network traffic estimation has become one of the hottest topics and has received
increasing attention [4].

Liu et al. proposed two iterative algorithms to estimate TM between tomogravity
space and gravity space, and use similar-Mahalanobis distance as a metric to control
estimation errors in DCN(Data center network) [5]. Hashemi et al. presented a real-time
traffic network state estimation and prediction system with built-in decision support
capabilities for traffic network management [6]. Kawasaki et al. proposed a state-space
model that estimates traffic states over a two-dimensional network with alternative
routes available by a data assimilation technique that fuses probe vehicle data with a
traffic flow model [7]. Dias et al. presented a classification module for video streaming
traffic, based on machine learning, as a solution for network schemes that require
adequate real-time traffic treatment [8]. Nie et al. propose a novel network traffic
prediction approach based on a deep belief network [9]. Ermagun et al. studied
examines the spatiotemporal dependency between traffic links and model the traffic
flow of 140 traffic links in a sub-network of the Minneapolis-St [10]. Jiang et al.
investigated how to estimate and recover the end-to-end network traffic matrix in fine
time granularity from the sampled traffic traces which is a hard inverse problem [11].
Some of these methods had relatively large estimation errors, while others were very
sensitive to prior information [6, 11]. Hence, the above models and methods are
difficult to accurately capture network flow traffic, so it is still significantly necessary to
find more accurate model to depict network flow traffic, to lower the complexity of
algorithms, and to improve the estimation accuracy.

Different from these algorithms, this paper proposes a new estimation approach to
model the network traffic in power telecommunication network. Firstly, the network
traffic is described as linear-correlation random process over time and constructed as a
time series. Then, we use the autoregressive moving average (ARMA) to characterize
and model network traffic. Secondly, the ARMA model is trained to describe network
traffic changes over time. Additionally, network traffic sample data are used to establish
and determine the model parameters. In such a case, the ARMA model can be effec-
tively and correctly capture the dynamic nature of network traffic in power telecom-
munication networks. We can effectively estimate network traffic in the next time.
Then, we construct an objective function with constraints. We find that objective
function is an NP-hard problem, then we introduce a heuristic algorithm to find the
optimization results. Finally, to evaluate the performance of our proposed scheme, we
construct a simulation plat-form and compare our scheme with that of the other
methods in an SDN simulation platform.

The rest of this paper is organized as follows. Section 2 is a problem statement.
Section 2.1 is to derive our prediction approach. Section 3 is simulation results and
analysis. Finally, our work in this paper is concluded in Sect. 4.
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2 Problem Statement

Origin-Destination (OD) traffic refers to traffic between two nodes in the network.
Given the training set D : fXi; tigNi¼1 as the network traffic in power telecommunication
networks, where Xi is the number of training samples, Xi is the vector of network traffic
corresponding to time ti, then the network traffic can be represented as

X ¼ fxðt1Þ; xðt2Þ; . . .:; xðtNÞg ð1Þ

The flow traffic in the network is aggregated into the link on the transmitting path,
then the relationship between link load and traffic can be expressed as that

Y ¼ AX ð2Þ

where Y is a column vector representing link traffic, X is also a column vector rep-
resenting the traffic matrix and A is the routing matrix. The problem of flow calculation
is an inverse problem solving of an underdetermined and ill-conditioned system.

In the network, the flow traffic in networks can be presented as a time-series model
and has time correlation. The autoregressive moving average (ARMA) model is used to
predict the time series; it consists of the autoregressive (AR) model and the moving
average (MA) model. However, ARMA is more widely used and has lower prediction
errors than AR model and MA model. The AR model presents the correlation of flow
traffic in time, so the traffic sequence xð1Þ; xð2Þ; . . .; xðtÞ of a flow can be written as

xðtÞ ¼
Xp
i¼1

/ixðt � iÞþ ZðtÞ ð3Þ

where xðt � iÞ is the observed value of the predicted object, ZðtÞ is the error; /iði ¼
1; 2; . . .; pÞ are the autoregressive coefficients; p is the order. As the prediction object
xðtÞ is affected by its own change. The error ZðtÞ is the white noise, it is a random
sequence. The MA model of random error can be expressed as

ZðtÞ ¼ uðtÞþ h1uðt � 1Þþ h2uðt � 2Þþ � � � hquðt � qÞ

¼ uðtÞþ
Xq
i¼1

hiuðt � iÞ ð4Þ

where uðtÞ is the white Gaussian noise, so the mean and variance of uðtÞ are EðuðtÞÞ ¼ 0
and EðuðtÞ2Þ ¼ r2, respectively; q is the moving average order; hjðj ¼ 1; 2; . . .; qÞ are
the moving average coefficients. Then, the ARMA(p, q) model can be written as

xðtÞ ¼
Xp
i¼1

/ixðt � iÞþ uðtÞþ
Xq
i¼1

hiuðt � iÞ ð5Þ
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The accuracy of the ARMA(p, q) prediction is determined by the order p and
q. When q ¼ 0, the ARMA model becomes the AR model; and when p ¼ 0 the ARMA
model degrades the MA model. Then, we introduce the AIC (Akaike Information
Criterion) principle and BIC (Bayesian Information Criterion) principle to determine
the order of the ARMA model. The AIC criterion is a weighting function of the fitting
precision and the number of orders, and the model that makes the AIC function
minimum is considered to be the optimal model. Define the AIC criterion function as
follow:

AIC ¼ N log r̂2 þ 2ðpþ qþ 1Þ ð6Þ

BIC ¼ AICþðlogðNÞ � 2Þðpþ qþ 1Þ ð7Þ

where N is the number of sampling points; r̂2 is the variance of the filling residual.
Then, we take the order of the best ARMA(p, q) model.

In the SDN-based network, we use the pull-based scheme to collect coarse-grained
network traffic statistic. We use the ARMA(p, q) model to predict the network traffic

x̂ðtÞ = ARMA(xðtÞÞ ð8Þ

With the ARMA model, we estimate traffic with the measured time series xðtÞ.
However, estimation results of flows have big errors with the actual flow traffic. In the
network, the link load reflects the integrated traffic transmission in the network. So, we
use the pull-based method to obtain the fine-grained link load Y in networks. We try to
decrease the network traffic error, the objective function can be written as

f ¼ Y � AX̂
�� ��

2 þ X̂
�� ��

2 ð9Þ

In order to decrease the deviation between the estimations and the actual traffic
results, we construct an objective function to optimize the estimation results. The
objective function with constraints as

minf
s:t:
C1 : X � 0
C2 : Ym � P

n
amnX̂

C3 :
PN

i¼1 xij ¼
PN

j¼1 xji

8>>>>><
>>>>>:

ð10Þ

where X̂ is estimated by the ARMA model. Constraint C1 shows the link load is non-
negativity; constraint C2 is a limitation of flows on each link; constraint C3 represents
that the traffic that input and output a switch are constants, i is the source node and j is
the destination node. In the network, the routing matrix A has M rows and N columns.
However, the OD pairs are much larger than links, namely: M � N, then the routing
matrix A is an underdetermined matrix, therefore, there are infinite traffic matrices X.
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The objective function (10) is an NP-hard problem and is difficult to solve directly.
Then, we use a heuristic method to solve it.

2.1 Particle Swarm Optimization Algorithm

Particle swarm optimization (PSO) algorithm is one of the heuristic algorithms which
utility the swarm intelligence computational model based on the natural swarm sys-
tems. The particle swarm optimization is an optimization technique based on the
sociological behavior associated with birds flocking, which is a population-based
stochastic optimization technique, so it is suitable to solve the non-linear optimization
problem. The particle swarm optimization algorithm is a robust swarm optimization
method which dynamically adjusts according to the particle movement velocity and the
particle companions’ status.

PSO is initialized with a population of random solutions and searches for optimal
by updating particles’ positions. The velocity of particles is influenced by three com-
ponents namely, initial, cognitive and social components. Each particle updates its
previous velocity and position vectors according to the following model.

mkðtþ 1Þ ¼ wmkðtÞþ c1r1ðPbestkðtÞ � xkðtÞÞ
þ c2r2ðGbestðtÞ � xkðtÞÞ

ð11Þ

xkðtþ 1Þ ¼ xkðtÞþ mkðtþ 1Þ ð12Þ

which xkðtþ 1Þ and mkðtþ 1Þ represent the particle position and the particle moving
velocity respectively. The term c1 and c2 denote the personal and global learning
factors respectively which are also defined as constants. Pbestk and Gbest are the
personal best and global best of each particle respectively. r1 and r2 are both random
values in the range ½0; 1�. The term w is the inertia weight.

For PSO, the personal best status and the goal best statue are the two terms which
should be shared among all the particles. We assume that there are K particles in the
swarm, due to that there are N flows in the network, so each particle has expressed a
vector with the set of flows, then each particle can be written as the vector xk ¼
½xk1; . . . ; xkn; . . . xkN � for each particle position and the velocity vector can be written
as vk ¼ ½vk1; . . .; vkn; . . .vkN �. Each particle flying based on its personal best status and
the global best status during each iteration.

3 Simulation Result and Analysis

3.1 Simulation Environment

In this section, we perform some simulations to evaluate the performance of our pro-
posed algorithm AMPSO. In order to justify the performance of our method, we con-
struct a simple network topology with Mininet, and use Ryu as a controller. We use Iperf
to generate some origin-destination (OD) pairs and measure the traffic at different nodes
deployment at different places in the network. The PCA, SRSVD [12], WABR [8]

98 R. Huang et al.



are the methods studied has better performance. Here we compare AMPSO against
them. The mean absolute error (MAE), mean relative error (MRE) for the network in
traffic are for different methods. Finally, we discuss the performance improvement of
AMPSO against PCA, SRSVD, WABR. In our simulation, we use the first 300 time
slots as the training set to train the prediction model, and then we embed the prediction
model into optimization module and insert them into the controller to measure the
network traffic and validate the performance of all algorithms.

Figure 1 shows the prediction results of network traffic flows, where network traffic
flows f is selected randomly from the origin-destination (OD) pairs in the network. As
our simulation tests, other OD traffic pairs holds similar results. Without loss of gen-
erality, we only discuss the network traffic flows f1 in this paper. In Fig. 1, we find that
the network traffic flow is fluctuation over time as the blue line in Fig. 1. The network
traffic estimation results of AMPSO can catch the trend of network traffic. Next, we
will further discuss the performance of our algorithm, and compare our method against
other algorithms. Although network traffic in Fig. 1 can intuitively reflect the charac-
teristics of network traffic, it is difficult to observe the fluctuation characteristics of
network traffic in detail. To further verify the performance of the proposed algorithm,
we use the indicators MAE and MRE to analyze the estimation error of the network
traffic. We repeated the simulation 100 runs to avoid the randomness of the simulation
process.
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Fig. 1. Measurement results of network traffic.
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The mean absolute errors and mean relative errors over time for the network traffic
are defined as:

MAE ¼ 1
K

XK

i¼1
x̂iðtÞ � xiðtÞj j ð13Þ

MRE ¼ 1
K

XK

i¼1

x̂iðtÞ � xiðtÞj j
xiðtÞ ð14Þ

where i ¼ 1; 2; . . .;K, K indicates the number of repetitions in the simulation process,
and x̂iðtÞ indicates the network traffic measurement, and xiðtÞ is the actual network
traffic generate by Iperf in the network.

The mean absolute errors of the network traffic over time are shown in Fig. 2. We
can find that for network traffic WABR and SRSVD exhibit lower relative errors while
PCA holds the larger prediction bias. For Fig. 2, we can also see that that SRSVD
holds the lowest relative errors. This shows us that in contrast to PCA, WABR and
SRSVD, AMPSO holds a better performance of the network traffic prediction, while
AMPSO holds the best prediction ability. We can also find that the AMPSO has the
lowest fluctuation over time in terms of mean absolute errors than the other three
algorithm, and has mean absolute error is smallest than the other three algorithms.
AMPSO can more effectively model the network traffic with time-varying and corre-
lation features.
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Figure 3 depicts the mean relative errors of the network traffic. The mean relative
errors reflect the ratio of estimation errors. Figure 3 shows that AMPSO has the lowest

mean relative errors than that of the PCA, WABR and SRSVD, and most of the mean
relative errors of AMPSO is smaller than 0.1, which means that the estimation error is
smaller than 10%. Then, the AMPSO is effective to estimate the network traffic in the
power telecommunication networks.

Figure 4 depicts the curve of the CCDF (Complementary Cumulative Distribution
Function) of mean relative errors for the different measurement methods. Mean relative
errors are the standard deviation of the residuals, it shows how concentrated the data is
around the line of actual flow traffic. The CCDF of the measurement Mean relative
errors error in Fig. 4 reflects that 10% mean relative errors of the flow of the AMPSO,
SRSVD, WABR, PCA is more than 0.078, 0.146, 0.229 and 0.435, respectively. So,
the network traffic measurement scheme of AMPSO is stable and can reflect the
network traffic with the mean relative error lower than 0.078.

Now, we analyze the performance improvement of AMPSO relative to the other
three algorithms for the network traffic. Figure 5 exhibits the performance improve-
ment ration of network traffic flow. In Fig. 5, AMPSO attains the performance
improvement of about 7.4%, 12%, 25% against SRSVD, WABR, PCA, respectively.
This clearly denotes that compared with PCA, WABR, and SRSVD, our algorithm can
more accurately model the network-level network traffic. Moreover, Fig. 5 also tell us
that relative to PCA and WABR, our scheme can reach larger performance
improvement.
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Fig. 5. Improvement ratio of network traffic.
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4 Conclusions

This paper uses the ARMA method to model network traffic in power telecommuni-
cation networks. By the ARMA model, we can capture the dynamic and time-varying
features over time of the network traffic. Network traffic is converted into a time series
which can be predicted by the ARMA model with some history data. Then we use the
optimization theory to decrease the estimate errors. Because the objective function of
the optimization process is an NP-hard problem, we propose to use a heuristic algo-
rithm to find the solution. Then, we introduce the PSO to optimize the network traffic.
Finally, we perform some simulation to verify the performance of the proposed
algorithm in this paper. Simulation results show that the proposed approach in this
paper is feasible.
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Abstract. Smart power distribution network refers to the network that realizes
information transmission among the power generation, transmission, transfor-
mation, consumption. With the rapid development of the power distribution
network, the network topology becomes more and more complex. The
scheduling of measurement, protection and control information can be realized
by routing selection. However, the traditional routing algorithm cannot be
applied due to its poor adaptability to the structural of the modern intelligent
power system. In order to meet the requirements of low latency and high reli-
ability in data communication of power distribution network, this paper utilize
the weighted graph theory to describe the power distribution network. Then, an
intelligent routing algorithm is proposed based on the analysis of the connec-
tivity, delay, reliability and other parameters. Simulation results show that the
proposed routing scheme is feasible and effective, which can also realize the
load balancing of the power distribution network.

Keywords: Power distribution network � Routing algorithm � Weighted graph
theory � Load balancing

1 Introduction

Power grid is one of the important part of national energy industry comprehensive
transportation system [1]. Smart grid use digital information network to optimize the
power grid control, including energy resources development, conversion, transmission
and distribution, power supply, scheduling [2, 3]. The power distribution network is
part of the grid system, which is a two-way communication network platform, using a
variety of smart sensors, automation equipment, electronic devices to realize the
optimization of information transmission and the reasonable use of resources [4]. The
smart power distribution network belongs to the bottom of the power system, which is
directly connected to the user and meets the customer demand for electricity [5]. In
order to ensure the reliability of the power distribution network system, the network
architecture needs to be designed in combination with the structural characteristics of
the distribution network and the communication requirements of the power grid net-
work. In intelligent power distribution network, the distribution network is composed
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of a number of local communication subnets. There are a lot of sensor nodes in every
communication subnet [6]. The wireless sensor nodes have formed a wireless sensor
network in a local geographic area, using multiple hops links. Therefore, it is necessary
to study reliable routing algorithm in smart distribution network, which can not only
meet the data transmission requirements of low delay, but also realize the load balance
of the whole network [7]. In recent years, more and more researchers have been starting
their projects on routing design of power distribution network and there have been
some important studies.

Wang et al. [8] considered the energy constraints of clustered power distribution
network and proposed an improved routing protocol to achieve a global optimization in
energy consumption for all cluster head nodes, which reduce the effects of hot spots in
some nodes near the sink node and prevent the hot head nodes to be overloaded for data
communication. But the latency of the link was not considered. The authors in [9]
thought that it was a challenge to decrease the risk of different services efficiently in
power distribution network. One of the method was route distribution. They proposed a
routing optimization mechanism based on load balancing for power communication
networks to address the abovementioned problems. Although the load balance was
achieved, the reliability of the network was reduced because of the unevenly distributed
network structure. The authors in [10] presents a routing algorithm to long the network
lifetime oriented to the intelligent power distribution network, which can balance the
energy consumption of network node, and extend the network lifetime. Similarly, the
stability of this network architecture with fewer nodes was not analyzed. In order to
solve the above shortcomings, this paper considers the optimal path selection problem.
In particular, the transmission delay, network reliability and load balancing are ana-
lyzed in particularly.

In this paper, we study the problem of routing design for power distribution net-
work. The rest is arranged as follows. Section 2 presents the mathematical model and
proposes the routing algorithm. Section 3 displays the simulation results and analysis.
We then conclude our work in Sect. 4.

2 Mathematical Model

In the topology of power distribution network, path stability is affected by the inter-
ference of wireless channel, path correlation, influence of geographical location, and
energy efficiency of nodes, etc. In this section, the influence of node energy efficiency
and path correlation on path stability is studied.

2.1 The Probability of Link Fracture

It is assumed that two links transmit information together and the probability of failure
of each node is pð0� p� 1Þ. Generally speaking, the routing scheme can be divided to
two methods, as shown in Fig. 1. If there are no public nodes in the path, the proba-
bility of link fracture is p0:

A Routing Algorithm Based on Weighted Graph for Power Distribution Network 105



P0 ¼ P1�breakðV1V2. . .VnÞP2�breakðX1X2. . .XmÞ
¼ ½1� ð1� pÞn�½1� ð1� pÞm� ð1Þ

If there is a common node in the link, the probability of link fracture is:

P1 ¼ P1�breakðQ1Q2. . .QnÞP2�breakðU1U2. . .UmÞ
¼ ½1� ð1� pÞn�1�½1� ð1� pÞm�1� þ p

ð2Þ

The stability comparison of these two paths is shown as f1ðpÞ:

f1ðpÞ ¼ P1 � P0

¼ 1� ð1� pÞn�1
h i

1� ð1� pÞm�1
h i

þ p� 1� ð1� pÞn½ � 1� ð1� pÞm½ �
¼ p� pð1� pÞn�1 � pð1� pÞm�1 þ pð2� pÞð1� pÞnþm�2

¼ p 1� ð1� pÞn�1 � ð1� pÞm�1 þð2� pÞð1� pÞn�1ð1� pÞm�1
h i

� p 1� ð1� pÞn�1 � ð1� pÞm�1 þð1� pÞn�1ð1� pÞm�1
h i

¼ p 1� ð1� pÞn�1
h i

1� ð1� pÞm�1
h i

� 0

ð3Þ

where P1 [P0. So the stability of node-independent routing is higher than that of link-
independent routing when public node is 1. When comparing the link stability with k
public nodes, The stability comparison of two paths is shown as fkðpÞ:
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Fig. 1. The comparison of two routing methods.
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fkðpÞ ¼ Pk � P0

¼ 1� ð1� pÞn�k
h i

1� ð1� pÞm�k
h i

þ kp� 1� ð1� pÞn�1
h i

1� ð1� pÞm�1
h i

� p

¼ p� pð1� pÞn�k � pð1� pÞm�k þ ½1� ð1� pÞ2k�2�ð1� pÞn�kð1� pÞm�k

¼ p 1� ð1� pÞn�k � ð1� pÞm�k þ 2ðk � 2Þ � C2
2k�2pþC3

2k�2p
2 � � � � � p2k�3

h i
� p 1� ð1� pÞn�k � ð1� pÞm�k þð1� pÞn�kð1� pÞm�k

h i
¼ p 1� ð1� pÞn�k

h i
1� ð1� pÞm�k
h i

� 0

ð4Þ

where Pk [P1 [P0. It can be seen that the more nodes are public, the less stable the
link is, so node-independent routing has the better stability. Therefore, the multi-path
routing algorithm proposed in this section will adopt the node-independent model.

2.2 The Model Construction of Network Topology

In intelligent power distribution network, the distribution network is composed of a
number of local communication subnets. There are a lot of sensor nodes in every
communication subnet. The wireless sensor nodes have formed a wireless sensor
network in a local geographic area, using multiple hops links. The multiple wireless
sensor networks are connected to form the whole intelligent power distribution net-
work. We use V to express the set of nodes in intelligent distribution network com-
munication network, E to express the set of communication paths, T to express the set
of the delay weights in communication paths, R to express the set of reliability weights
in links, Thus, the whole network can be described by one connected graph GðV ;EÞ,
which can express the communication effectiveness between nodes as Fig. 2 shows.
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Fig. 2. The connected graph of intelligent power distribution network.
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Meanwhile, an adjacency matrix can be denoted by E ¼ ðeijÞN�N to express the
availability between nodes, which can be formulated as:

eij ¼ 1 vi; vj
� � 2 E

0 otherwise

�
ð5Þ

where eij ¼ 1 express there is a transmission link and eij ¼ 0 means no available link.
We define adjacency matrix T ¼ ðtijÞN�N to express the delay weight of nodes as:

tij ¼ twij vi; vj
� � 2 E

1 otherwise

�
ð6Þ

The reliability weights of links can be expressed as R ¼ ðrijÞN�N :

rij ¼ rwij vi; vj
� � 2 E

0 otherwise

�
ð7Þ

Considering in the power distribution network, there are strict requirements on
reliability and real-time of data communication. Therefore, the analyses of alternative
links for delay and reliability is necessary, so as to choose the link both satisfying the
low latency and reliability for data transmission.

2.3 The Weight Analysis of Network Model

In the power distribution network, the communication delay between nodes mainly
includes (1) path transmission delay; (2) node switching delay; (3) random jitter delay.
The delay index between path nodes can be expressed as tij:

tij ¼ Aij

c
þBtv þDt ð8Þ

where tij represents the communication delay between nodes vi and vj, Aij express the
communication distance, c represents the data transmission rate, B represents the
number of nodes passed between two nodes, tv is denoted as the time consumed by
node switching equipment, and Dt represents the random jitter delay.

The path can be regarded as a combination of links and nodes, so the delay weight
value of the path TLk is the sum of the delay weight values of all nodes:

TLk ¼
Xn�1

i¼1

lei
c
þ ntvi þDt ð9Þ

The link reliability rij of smart distribution network can be expressed as the average
of network node availability over a period of time. The value of rij can be calculated
from the data collected by the sensor:
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rij ¼ l
lþ k

ð10Þ

where k represents the failure rate and l represents the repair rate. Then, the link
reliability Lk of the path can be expressed as:

RLk ¼ Rvn

Yn�1

i¼1

ReiRvið Þ ð11Þ

where RLk represents the reliability value on path Lk; Rvn represents the reliability value
of the node n in path Lk; Rvi represents the reliability value of the node i passing
through path Lk, and n represents the number of nodes in path Lk . Rei represents the
reliability value of the link i passing through the Lk.

2.4 The Path Selection Scheme

The congestion often occurs in the power communication network because of the
sudden and unbalanced distribution of power services. Therefore, in order to reduce
congestion, it is necessary to study routing strategies, optimize network resources and
realize reasonable distribution of network traffic to ensure the performance of power
communication network. Based on the analysis of the connectivity, delay, reliability
and other parameters mentioned above, we can transform the path selection problem
into the optimization problem, utilizing the directed connected graph theory. The
objective function is Z:

Z ¼ min
X
k2K

ATk þBx

" #
ð12Þ

where:

Tk ¼
XLk
l¼1

Sl
c
gklij þ ntv þDt ð13Þ

gklij ¼ f 1
0

ð14Þ

Lk ¼ f 1
2

ð15Þ

n ¼
X
ði;jÞ2E

gklij ð16Þ

x ¼ max
XK
k¼1

XLk
l¼1

gklij kk=Cij

" #
ð17Þ
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The aim of the objective function is to find the minimum value of the latency and
the maximum utilization of the traffic link. K represents the number of business
requests in the network, Tk represents the sum of the delay of main path and alternative
path in the k flow, Sl represents the length of path l, n is the number of nodes from node
i to node j; x represents the maximum link utilization rate, kk represents the traffic of
the k flow, Cij represents the link capacity, and A and B are two constant coefficients.
There are other constraints including:

X
jði;jÞ2E

gkij �
X

jði;jÞ2E
gkji ¼

1 k 2 K; l 2 Lk; i ¼ sk
�1 k 2 K; l 2 Lk; i ¼ tk
0 k 2 K; l 2 Lk; i 6¼ sk; tk

8<
: ð18Þ

X
k2K

X
t2Lk

kkg
kl
ij �Cijx ði; jÞ 2 E x� 0 ð19Þ

n ¼
X
ði;jÞ2E

gklij � hk k 2 K l 2 Lk ð20Þ

X
i2S;j 62S

gklij þ gklji

� �
¼ 2 8S 2 N; S 62 ; ð21Þ

The formula (18) represents flow conservation. Formula (19) represents the max-
imum link load constraint. Formula (20) represents the hop number constraint of the
path l of k business flow. Formula (21) are reliability constraints.

It can be seen from the above mathematical model that the selection of commu-
nication path by the algorithm in this section is based on connectivity, delay, reliability
and load balancing. In this paper, we use genetic algorithm to optimize the path-finding
process to find the optimal path that meet the requirements.

3 Simulation Analysis

3.1 Simulation Environment and Parameters

The simulation environment of the routing algorithm are Matlab 2017a and Qualnet
2014. The 100 nodes in the network are randomly generated in the Qualnet simulator to
establish the power distribution network. The transmission bandwidth of every link
between two adjacent nodes is allocated 200 M. The network traffic distribution takes
the normal distribution and generates randomly in the network. Then we connect the
Qualnet with Matlab to obtain the dataset, where our weight-based routing (WBR) al-
gorithm and other current main methods including minimum spanning tree algorithm
(MST) and greedy algorithm (GRA) are carried out.
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The average link hops can reflect the network size and delay to some extent.
Figure 3 shows the change of average link hops of three methods with the increase of
the number of tasks. It can be seen that the MST As the number of tasks increases, the
average link hops of the three methods also increase. The average link hop number of
MST method is always the highest among the three kinds, followed by GRA.
The WBR method is the least. This is because the network reliability is considered in
link planning in WBR scheme. More hops will increase data packet loss rate and
reduce network reliability. Therefore, the link in WBR scheme has fewer hops, which
guarantees the quality of data transmission (Fig. 4).

Similarly, the link delay is measured for three methods with the increase of the
number of tasks. It can be seen that the link delay is relatively low for three methods at

Fig. 3. The comparison of average link hops.

Fig. 4. The comparison of link delay.
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the beginning. However, as the number of tasks increases, the link delay of GRA
algorithm far exceeds the other two methods. This is because the GRA algorithm
pursues the shortest path for data transmission, but does not consider the network load
balancing. All data is transferred over fewer paths, overloading the node cache and
causing maximum link latency.

The stability of the network can be expressed by the availability and robustness of
the network. Figures 5 and 6 respectively show the availability and robustness of the
network. From the two figures, we can find that the link rebuild time of WBR is the
smallest of three methods. This is because the reliability is served as one parameter to

Fig. 5. The comparison of network availability.

Fig. 6. The comparison of network robustness.
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guide the link deployment. Meanwhile, the average connection time of WBR is the
longest of the three methods, which shows a good network robustness.

From the analysis above, we can find that the proposed routing scheme has better
performance in link delay and network availability and robustness, which will also
realize the load balance of the whole network.

4 Conclusion

In this paper, a weight graph based routing scheme is proposed to improve the per-
formance of delay and availability in smart power distribution network. The routing
planning problem is changed to an optimization problem to carry out link selection.
Simulation results show that compared with other methods, the proposed algorithm can
effectively improve the network performance.
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Abstract. In Software Defined Networking (SDN), the fine-grained measure-
ments are crucial for network management and design. However, the mea-
surement overhead and accuracy are contradiction, how to accurately measure
the network traffic with low overhead has become a hot topic. Artificial Intel-
ligence (AI) has been used to predict the traffic in networks. Then, we propose
an AI-based Lightweight Adaptive Measurement Method (ALAMM) for traffic
measurement in SDN with low overhead and high measurement accuracy.
Firstly, we use measurements in the front to train the AI-based traffic prediction
model and utilize the model to predict traffic in SDN. Then, we obtain the
sequence of sampling points by judging the change of traffic prediction and send
the measurement primitive to switches to obtain coarse-grained measurements.
At last, we utilize the interpolation theory to fill the coarse-grained measurement
and propose an optimization function to optimize the fine-grained measurement.
Simulation results show that the ALAMM is feasible, and the measurement
overhead of ALAMM is low.

Keywords: Software Defined Networking � Adaptive network measurement �
Traffic matrix � Artificial Intelligence

1 Introduction

Accurate traffic measurement is the foundation for network planning and management.
It not only displays the current status of networks but also helps operators manage
networks to detect network failure and abnormal traffic. The network traffic measure-
ment is the basis of network monitoring and management. With the expansion of
network scale and the emergence of new network applications such as cloud com-
puting, edge computing and big data, this poses a huge challenge to the management of
the network. SDN decouples the data plane and control plane of the traditional switch,
and centralizes the control plane into a controller for unified management, improving
network scalability and management flexibility. The network traffic measurement of
SDN is different from the traditional network.

In networks, there are some direct measurement methods, such as sFlow, NetFlow,
they need the support of network devices and additional software, and consume a lot of
storages and computing resource in network devices. In contrast to the measurement
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scheme of traditional networks, SDN provides flow-based measurement methods by
collecting the statistics from switches, this scheme is more convenient, efficient, and
flexible. The pull-based scheme is an active measurement mode and the push-based
scheme is a passive measurement mode. However, when the network scale and the
number of active flows are very huge in SDN, the flow-based traffic measurement will
face an enormous challenge due to a large number of flow statistics from switches and
increase huge overhead in the network components. So we pay attention to the pull-
based mechanism with low overhead in SDN.

Artificial Intelligence (AI) has been widely used in smartphones, voice recognition
and authentication, which has been changed human’s behavior patterns and lifestyle.
AI is a junior intelligent system that requires some knowledge and reasoning to be
added to the existing applications, database, and environment to make it friendlier,
smarter and more sensitive to the environment. There is a large amount of data in the
communication system, which provides rich history data for training the AI model. The
application of AI in communication system has attracted the interest of many
researchers [1]. Javier et al. have a comprehensive survey of AI-based optical net-
working, from low-level devices to high-level management [2]. AI in the optimal
network not only improves the utilization of the wavelength but also improve man-
agement efficiency. Proietti et al. utilize machine learning-aided Quality of Transmis-
sion (QoT) estimation for lightpath configuration of intra-inter-domain traffic and
obtain high accurate Optical Signal to Noise (OSNR) prediction [3]. Hagos et al.
present a robust, scalable and generic machine learning-based method which may be of
interest for network operators that experimentally infers congestion window and the
underlying variant of loss-based TCP algorithms within flows from passive traffic
measurements collected at an intermediate node [4]. Latah et al. investigated the
application of AI to SDN paradigms, such as load balancing, network security, and
intelligent network applications [5]. We also have some researches about the traffic
matrix prediction and estimation with the deep learning in the data center network [6].
Our previous work can be found in [11–13].

Inspired by the AI-based traffic prediction and the adaptive flow traffic measure-
ment, we propose an adaptive lightweight measurement scheme by predicting the traffic
characteristics to measure the traffic effectively and accurately. ALAMM is pull-based
active flow measurement. The main contribution of this paper as follows:

(1) We propose that using the measurement data in the front in the network to train
the AI-based model.

(2) We use the trained AI-based model to predict the traffic in SDN and obtain the
sampling points. Then, we use the sequence of sampling points to obtain the
coarse-grained measurement.

(3) We use interpolation method to fill the coarse-grained measurement and construct
an optimization function which has multiple constraints to optimal the obtained
fine-grained measurement.

(4) We do some simulations to verify the performance of the proposed method.
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The rest of this paper is organized as follows. Section 2 describes the measurement
model ALAMM and introduces the adaptive sampling frequency and fine-grained
interpolation and optimization of measurements. Section 3 makes simulations to verify
the performance of ALAMM and the conclusion are stated in Sect. 4.

2 Problem Statement

In SDN, the control plane runs in the controller which is independent of switches. So,
the flow-based measurement in SDN is much easier and more flexible than traditional
networks, but the overhead of the measurement is a key issue that should be considered
in the measurement process. We consider a simple mesh network with a controller
fC0g and four switches fS1; S2; S3; S4g, as shown in Fig. 1. Each switch has at least
one physical link which connects with the other switches. There are two flows ff1; f2g
in the network, f1 through switches (S1; S2; S4), f1 through switches (S1; S2; S3; S4), and
there are five physical links in the network fL1; L2; L3; L4; L5g.

Each switch connects into the controller directly in logical. There are two kinds of
methods to deploy the controllers in SDN, in-band and out-of-band. In the In-band
deployment scenario, the controllers are deployed inside the network, some switches
directly connect into the controller. Control messages and data messages are exchanged
between controllers and switches over the same network. In out-of-band deployment
scenario, the controllers are external to the network and each switch is connected to the
controller through a dedicated link. Data messages and control messages exchanged
between the controllers and switches over different links. In out-of-band deployment
scenario, controllers can exchange messages directly with switches. For simplicity, we
consider an out-of-band scenario here.

C0

S2

S1

S4

S3

Packet_In
Packet_Out

Physical link
Logical link

f 1
f 2

L1

L2

L4

L3 L5

Fig. 1. The network topology and flows of SDN

An Adaptive Measurement Method for Flow Traffic in SDN 117



2.1 Network Traffic

In this deployment scenario, each switch is directly connected to the controller, and
exchange control messages through the control channel. The controller periodically
sends LLDP packets to discover the links in the network, so the controller has a global
view of the network topology. Flow is the traffic between each pair of the source node
and the destination node, and the flow forwarding action in switches are programmed
by the controller, so the controller knows all the routing information of the networks,
we use A to represent the routing matrix. x and y are the traffic of flow and link,
respectively. So we can represent the traffic in the network as

yj ¼
X

i

aijxi ð1Þ

where xi is the traffic of flow i and yi is the traffic on the link j. aij is the route of flow i.
If aij ¼ 1, it means that the flow i through the link j.

The traffic of flows and links in the network has a relationship that

y1 ¼ x1 þ x2
y3 ¼ x1
y4 ¼ x2
� � �

8
>><

>>:
ð2Þ

From Eq. (2), we have the relationship of traffic in switch S2 as

y1þ � y3� � y4� þ y2þ � y2� � h ð3Þ

where h is the error threshold of flow traffic. y2þ and y2� are the traffic of S2 which
transmitted from S2 to S2. y2þ and y1þ are the input traffic, y2�, y3� and y4� are the
output traffic. In each switch, the traffic meets the principle of conservation. Then we
represent (3) the traffic of switch k as

X
ykþ �

X
yk�

���
���� h ð4Þ

The traffic in the network changes over time, so we can represent the traffic of links
and flows in the network as

xi ¼ fxiðtÞg ¼ fxið1Þ; xið2Þ; xið3Þ; . . .:g
yj ¼ fyjðtÞg ¼ fyjð1Þ; yjð2Þ; yjð3Þ; . . .:g

�
ð5Þ

where xiðtÞ is the traffic of flow i at time t, yjðtÞ is the traffic of flow i at time t.
The Eq. (1) can be rewritten as

yjðtÞ ¼
X

i

aijxiðtÞ ð6Þ
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In the network, measuring all the traffic of links will consume much computing and
transmit resource. Su et al. proposed the CeMon method which selects the subset of
switches which coverage the most active flows [7], then we can sample the flow traffic
in some switches to reflect all the traffic in the network. However, the traffic mea-
surement in switches should last a long time, so a lot of measurement overhead will be
generated in this process. Then, how to find the optimal sampling sequence with high
measurement accuracy and low overhead become a key issue which should be studied.
There are many methods, such as unified sampling, random sampling, but both of them
has high measurement overhead and not flexible. In this paper, we proposed a light-
weight measurement scheme, we train an AI model to predict the network traffic
feature, and sample network traffic based on the prediction. Then, the sampling method
to measure the network can be written as

x̂ ¼
X

i

xðtÞdðtÞ ð7Þ

where dðtÞ is a sampling sequence.

2.2 Adaptive Sampling

Flows with the features of high density and high dynamic bring about a huge challenge
for the accurate, fast, and fine-grained traffic measurement. Through short time slot
sampling, we can obtain the instantaneous rate of flows and links. However, the tra-
ditional flow-based fine-grained network measurements in SDN require the controller
to frequently send Read-state messages to OpenFlow-based switches and also generate
a large number of report messages to the controller, which would consume much
computing resource of the controller. So, we use a coarse-grained measurement method
to reduce measurement overhead.

ANN is one of the most widely used methods of AI, it is a popular model for
solving the multi-dimension traffic prediction issues, such as network traffic, vehicle
traffic. The structure of ANN is flexible, users can change the ANN structure based on
their requirement. ANN consists of one input layer and N hidden layers and one output
layer, it is a stack of many neurons. In addition to the input layer, each neuron is a
weighted sum of the previous layer of neurons, the neurons in the hidden and output
layer are statistics variables. So the traffic prediction model of ANN can be written as

hmðtÞ ¼ FðP
N

n¼1
wm�1nhm�1nðtÞÞ;m ¼ 2; 3; . . .;M

RpðtÞ ¼ FðP
N

n¼1
wMnhMnðtÞÞ

8
>><

>>:
ð8Þ

where wmn are weighted factors between neurons in a different layer, and hmðtÞ are the
middle results. There are M hidden layers in the ANN model. Fð�Þ is the activation
function of neurons, RpðtÞ are prediction results of network traffic at time slot t.

The traffic prediction RpðtÞ has the features of the traffics, so we can use the features
to adaptively adjust the sampling points, and help us to improve the measurement
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accuracy and decrease the measurement overhead. Then, we design an adaptive
sequence of the sampling points in the following, it can be written as

dðtÞ ¼ 1;RpðtÞ � Rpðt � 1ÞD or Rpðtþ TÞ � RpðtÞ[D
0; otherwise

�
ð9Þ

where dðtÞ is a sampling point or not at time slot t, RpðtÞ is the traffic prediction at time
slot t. If the change of flow prediction values is bigger than the threshold D, we send a
sampling primitive; otherwise, we think the flow is stable, and not send the sampling
primitive; T is a fixed period which is used to ensure the maximum sampling interval
not exceed T.

2.3 Fine-Grained Matrix Filling and Optimization

The fine-grained measurement result of flow j is xi, it is obtained by filling the coarse-
grained measurement with the cubic interpolation method, and the actual flow traffic of
flow j is x̂i. Due to the cubic interpolation is the smoothest possible approximations of
actual flow traffic, so there is a gap between the measurement results and the actual
flow traffic. In order to obtain accurate measurements, we optimize the filling data to
decrease the gap between the measurement results and the actual results of flows. Then,
we propose an optimal function as follows:

min Y � AX̂
�� ��

2 þ k Xk k2
s:t:

C1 : Yi �AiX̂; A ¼ ðA1;A2; . . .;AMÞT
C2 : xj � 0; Yi � 0
C3 :

P
xiþ �P

xi�j j � h
C4 :

P
xiþ �P

xi� [ 0

8
>>>>>><

>>>>>>:

ð10Þ

where k is a Lagrange multiplier. Contrast to Eq. (10), the equation above can easily be
solved by the following heuristic algorithm proposed in this paper.

Constraint C1 represents the constraint between link load and flow traffic; Con-
straint C2 denotes that the traffic in the network is non-negative. Constraint C3 and C4
means that the output traffic of node i is no more than input traffic of node i, this is the
traffic conservation principles. Under constraint C1, we know that link load and flow
traffic mapping relationship matrix A has M rows and N columns, and M�N when
multiple flows transmission through a link. Then, the routing matrix A is an
underdetermined matrix, there are infinite solutions for the linear constraint C1. Then,
we use some heuristic method to solve it.

3 Simulation Result and Analysis

We evaluate the performance of the proposed measurement scheme by building a SDN
test platform. In the simulation scenario, we use Ryu [8] as the controller and utilize
Mininet [9] to construct the network topology. For simplicity, the network topology as
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Fig. 1 shows. Iperf is used to generate TCP packets to fill each link from origin host to
destination host, and all the links in the network are set as the duplex transmission
mode. We analyze the traffic of flow f1 and f2, and compare the ALAMM to uniform
sampling method under different intervals (Uniform60, Uniform240) and Principal
Component Analysis (PCA) method, where Uniform60 and Uniform240 are the uni-
form sampling method with the sampling interval 60 and 240 slots, respectively. It is
well known that the measured granularity is usually inversely proportional to the
measurement interval. For the uniform sampling method under different sampling
interval, when the sampling interval is small, we think it as the fine-grained mea-
surement, and the sampling interval is big as the coarse-grained.

Relative Errors (RE) and Root Mean Square Error (RMSE) are mainly used
parameters depict the performance of the methods [10]. For the ALAMM proposed, the
sampling sequence is very important traffic measurement. Figure 2 shows the average
RE of measurement under different threshold and interval of the measurement step. We
find that when the interval and measurement interval are both small, the average RE of
measurement is very small. When the sampling interval is larger than 150 slots, the
average measurement RE trends to stable, but when the interval is larger than 200 slots,
the average measurement RE becomes fluctuating. In addition, as the measurement
threshold increases, the average RE also increases. When the measurement threshold is
larger than 200, the average RE becomes fluctuating. Then, in the following, we use the
measurement threshold and interval as 50 and 200, respectively.

Figure 3 shows the RE cumulative distribution function (CDF) of flow f1 and f2,
respectively. From Fig. 3(a), we can see that the about 80% RE of the ALAMM and
Uniform sampling method are less than 0.3, while the RE is about 60% for the PCA
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Fig. 2. The average RE under different threshold and interval of the measurement step
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method. Figure 3(b) has a similar trend with Fig. 3(a). However, the average RE of
ALAMM is smaller than Uniform60 and larger than Uniform240 and PCA, the curves
show that the ALAMM is slightly inferior to Uniform60 but better than Uniform240
and PCA. Figure 3(b) shows that the ALAMM is better than Uniform60, Uniform240,
and PCA. Figure 4 curves the RMSE of different measurement methods, we note that
RMSE of the ALAMM is much steeper than the other methods, this means the average
measurement RE of ALAMM is much more stable than other methods. As well as, we
find that the RMSE of ALAMM is close to the performance of Uniform60.

We compare the measurement overhead and the measurement error in Fig. 5. The
bars are the measurement overhead, the left y-axis is their scale. The star on the blue
line is the measurement errors of the corresponding measurement method, and the right
y-axis is their scale. From Fig. 5, we note that the measurement errors of ALAMM are
a little larger than the Uniform60 and smaller than the Uniform240, however, the
measurement overhead of ALAMM is similar as the Uniform240 and far less than
Uniform60. We know that ALAMM has lower overhead than Unifrom60, however, the
average measurement errors are similar to it. For PCA, its average measurement error is
about 0.35, which are larger than the ALAMM, Uniform60, and Uniform240.
Although the measurement overhead of PCA is almost zero, its measurement perfor-
mance is poor. Through the above analysis, we know that our ALAMM is feasible and
it accurately measures the network traffic with low overhead.
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4 Conclusions

Accurate flow-based network measurement has a great impact on network traffic
management in SDN. We propose the ALAMM for traffic measurement in SDN.
In ALAMM, we use measurement results in the front to train the AI model, then use the
model to predict the traffic in the network. Then, we obtain the sequence of sampling
points based on prediction results and send sampling primitives to switches to obtain
the coarse-grained measurement. Then, we perform the interpolation method on the
coarse-grained measurement and utilize the optimization method to decrease the fine-
grained measurement errors. At last, we make some simulations to verify the mea-
surement method proposed in this paper. The simulation results show that the proposed
ALAMM can accurately measure the traffic with low overhead.
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Abstract. Currently power telecommunication access networks have many
new requirements to meet the low-power WAN with smart electric power
allocations. In such a case, network traffic in the low-power WAN has exhibited
new features and there are some challenges for network managements. This
paper uses the linear regression model to propose a new method to model and
predict network traffic. Firstly, network traffic is modeled as a linear regression
model according to the regression model theory. Then the linear regression
modeling method is used to capture network traffic features. By calculating the
parameters of the model, it can be decided correctly. Then, we can predict
network traffic accurately. Simulation results show that our approach is effective
and promising.

Keywords: Network traffic � Low-power WAN � Linear regression �
Traffic modeling � Traffic prediction

1 Introduction

With current network technology development increasingly quickening and new
applications quickly appearing in low-power WAN with smart electric power alloca-
tions, more and more new features have embodied in network traffic. This leads to a
larger challenging for network engineering in low-power WAN [1–3]. To effectively
guaranteeing electric power network performance, we need to accurately model net-
work traffic characteristics. Low-power WAN traffic holds many properties, such as
burst, self-similarity, spatio-temporal correlations and so on, which has a direct impact
on network performance and management [4–7]. The low-power WAN traffic holds
network-level behaviors. Hence, from a global view, network-level traffic modeling has
received more and more attention from researchers, operators, and developer over the
whole world [8–14]. This has become a hot research topic.

The traffic behaviors in low-power WAN for smart electric power allocations hold
network-level nature, which is often used to describe kinds of network behaviors, such
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as path loads, network throughput, network utilization, and so on. The statistical
methods [1, 3], gravity model [4], generic evolvement [5–7], mix method [2], and
compressive sensing [12] are utilized to capture the properties of the network-level
traffic in low-power WAN. Although these methods attain better prediction and esti-
mation performance for network-level traffic, they produced larger errors and often
additional link load information. Hence, it is necessary to research new traffic pre-
diction approach for low-power WAN with smart electric power allocations. The time-
frequency analysis was used to describe multi-scale features of network traffic [1, 9].
Neural network models were utilized to model network-level traffic [10–15]. Moreover,
network traffic prediction methods are extensively applications [16–20]. These methods
still hold a larger prediction error.

In this paper, we propose a novel method to characterize and analyze network
traffic accurately. Our method is based on the linear regression modeling theory.
Generally, we have difficulties in modeling and describing network traffic because of
their highly time-varying nature, which is difficult to be described via the analytical
formulation. In this paper, we exploit the linear regression model to characterize net-
work traffic. The linear regression theory is used to build the model parameters via the
sample data about network traffic. To the end, firstly we denote a linear regression
model over time. Secondly, by calculate the model parameters, we correctly create the
prediction model for network traffic based on the linear regression model. Thirdly, we
propose a new prediction algorithm to estimate and forecast network traffic accurately.
Simulation results show that our approach is effective and promising.

The rest of this paper is organized as follows. Our method is derived in Sect. 2.
Section 3 presents the simulation results and analysis. We then conclude our work in
Sect. 4.

2 Problem Statement

The model of the time-varying network traffic for the power telecommunication access
network is very hard to build. The traffic in the network is fluctuation along with the
business volume and time, and the features of flow is very hard to express it directly, so
it is a huge challenge to model the traffic in the power telecommunication access
network. Here, we donate the traffic in network-level as y ¼ fyð1Þ; yð2Þ; . . .; yðtÞg,
where yðtÞ is the traffic value of flow y at the time slot t. We assume that the traffic value
yðtÞ in the network satisfies the independent identically distributed random process.

According to the linear regression analysis theory, linear regression model can be
written as follow

y ¼ b0 þ b1x1 þ . . .þ bmxm þ . . .þ bnxn þ e
EðeÞ ¼ 0; 0\DðeÞ ¼ r2\þ1

�
ð1Þ

where b0 represents the constant variable, e represents the random error. bm (where
m ¼ 1; 2; . . .; n) represents the partial regression coefficient, xm (where m ¼ 1; 2; . . .; n)
represents the values of many experiments. EðeÞ is the mean value of the random error,
and DðeÞ is the variance of the random error. The random errors is a normal distribution
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whose mean and variance are zero and r2, respectively. So, the distribution of the
random error can be expressed as

pðeÞ ¼ 1ffiffiffiffiffiffi
2p

p expð� e2

2r2
Þ ð2Þ

In the network, we know that there are many users connect into the network at the
same time, many flows are transmitted in the network from one node to another at the
same time. The end-to-end traffic y is regarded as a statistical variable which can be
expressed as the Eq. (1). According to the analysis in [10–12], we know that the traffic
in the access network has the correlation over time. In order to retrieve the feature of
traffic in the power telecommunication access networks, we express the network traffic
with the linear regression theory, so the traffic in the network can be expressed as

y ¼ b0 þ
Xn
i¼1

bixðiÞþ e; e�Nð0; r2Þ ð3Þ

where bi (where i ¼ 1; 2; . . .; n) denotes partial regression coefficient. e represents the
residual error when process network traffic. xðiÞ is the related features of flow traffic.

As we assumed earlier, yðtÞ (where t ¼ 1; 2; . . .) is the traffic instance at time slot t.
From Eq. (3), we know that the statistic traffic at slot t is correlation with characterizes
of flows. Equation (3) shows the statistics of traffic yðtÞ and the characterizes of flows
xðiÞ (where i ¼ 1; 2; . . .; n). xðiÞ denotes the network traffic which can be obtain at time
slot i. And the residual error between the estimation and the actual traffic is e, so we can
obtain the traffic yðtÞ at slot t. Due to the residual error of the estimation is normal
distribution. Based on the liner regression model, the traffic at slot t can be expressed as

yðtÞ ¼ b0 þ
Xn
i¼1

bixtðiÞþ e; e�Nð0; r2Þ ð4Þ

where b0 and bi (where i ¼ 1; 2; . . .; n) are the regression constant and partial regres-
sion coefficient, respectively. xtðiÞ is the characterizes of flow xðiÞ at time slot t. So the
mean of traffic satisfies that

EðyðtÞÞ ¼ Eðb0 þ
Xn
i¼1

bixtðiÞÞ ð5Þ

where Eð�Þ is the expression of expectation value. If there are k measurements and the
characterizes n[ k, so the linear regression can be expressed as

yð1Þ ¼ b0 þ b1x1ð1Þþ b2x1ð2Þþ . . .þ bnx1ðnÞþ e1
yð2Þ ¼ b0 þ b1x2ð1Þþ b1x2ð2Þþ . . .þ b1x2ðnÞþ e2
. . .
yðkÞ ¼ b0 þ b1xkð1Þþ b1xkð2Þþ . . .þ b1xkðnÞþ ek

8>><
>>:

ð6Þ

A Linear Regression-Based Prediction Method to Traffic Flow for Low-Power WAN 127



Then, we express (6) as a matrix

Y ¼ XBþH ð7Þ

where Y ¼ ½yð1Þ; . . .; yðkÞ�T , B ¼ ½b0; b1; . . .; bn�T , H ¼ ½e1; . . .; ek�T and

X ¼
1 x1ð1Þ x1ð2Þ . . . x1ðnÞ
1 x2ð1Þ x2ð2Þ . . . x2ðnÞ
. . . . . . . . . xjðiÞ . . .
1 xkð1Þ xkð2Þ . . . xkðnÞ

2
664

3
775.

The elements xjðiÞ of matrix X can be obtain from history data. We assume that the
estimates of partial regression coefficients are fb̂0; b̂1; . . .; b̂ng, so the Eq. (4) can be
written as

ŷðtÞ ¼ b̂0 þ b̂1xtð1Þþ b̂2xtð2Þþ . . .þ b̂nxtðnÞ ð8Þ

where ŷðtÞ is the estimates of yðtÞ.
The residual error at time slot t is

et ¼ yðtÞ � ŷðtÞ
¼ yðtÞ � ðb̂0 þ b̂1xtð1Þþ b̂2xtð2Þþ . . .þ b̂nxtðnÞÞ

ð9Þ

Then, we use the ordinary least square (OLS) to estimate the residual errors. Here,
we firstly make some assumptions in the following.

Assumption 1: the mean value of residual errors is zero.

EðHÞ ¼ Eð½e1; . . .; ek�TÞ ¼ ½Eðe1Þ; . . .;EðekÞ�T ¼ 0 ð10Þ

Assumption 2: residual errors have the same distribution.

VarðejÞ ¼ Eðe2j Þ ¼ r2; j ¼ 1; 2; . . .; k ð11Þ

Assumption 3: There is no correlation between residual errors.

Covðli; ljÞ ¼ EðliljÞ ¼ 0; i; j ¼ 1; 2; . . .; n ð12Þ

Assumption 4: The residual error and characteristics of flow xtðiÞ have no relevance.

CovðxjðiÞ; ljÞ ¼ EðxjðiÞljÞ ¼ 0; j ¼ 1; 2; ::; t; i ¼ 1; 2; . . .; n ð13Þ

Based on the least square method, we know that the regression constant and partial
regression coefficients should minimize sum of squares of residual errors, so
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RSSðb̂0; b̂1; . . .; b̂nÞ ¼ argminð
Xt

k¼1

e2kÞ

¼ argminð
Xt

k¼1

ðyðkÞ � ŷðkÞÞ2Þ
ð14Þ

For an example, we make experiments that when n ¼ 3 here. So, the traffic at time
slot t can be rewritten as

yðtÞ ¼ b0 þ b1xð1Þþ b2xð2Þþ b3xð3Þþ e; e�Nð0; r2Þ ð15Þ

and the estimates of yðtÞ can be written as

ŷðtÞ ¼ b̂0 þ b̂1xð1Þþ b̂2xð2Þþ b̂3xð3Þþ e; e�Nð0; r2Þ ð16Þ

According to Eqs. (14)–(16) and Eq. (2), we make a optimization to find the
regression coefficients and the residual error.

f ðb0; b1; b2; b3; eÞ
s:t: ŷðkÞ ¼ b̂0 þ b̂1xð1Þþ b̂2xð2Þþ b̂3xð3Þþ e

pðeÞ ¼ 1ffiffiffiffi
2p

p expð� e2
2r2Þ

RSSðb̂0; b̂1; . . .; b̂nÞ ¼ argminðP
t

k¼1
ðyðkÞ � ŷðkÞÞ2Þ

e ¼ yðkÞ � ŷðkÞ
ðb0; b1; . . .; bnÞ ¼ ðb̂0; b̂1; . . .; b̂nÞ

8>>>>>>>><
>>>>>>>>:

ð17Þ

Equation (17) is a multi-constraint and multi-object optimization issue. The first
constraint of Eq. (17) indicates estimate ŷðkÞ of flow traffic at time slot k. The second
one donates the distribution of residual errors, and the third one means the optimal
estimates of partial regression coefficient and yðkÞ is the measured traffic value at time
slot k. The fourth equation in (17) calculate residual errors between the measured value
of traffic and the prediction under the partial regression coefficient ðb̂0; b̂1; . . .; b̂nÞ. By
training the model of (4) and adjusting the residual errors with the (2), we can obtain
the prediction model and the set of parameters.

We present our prediction algorithm based on linear regression model, called
Linear Regression Model Theory Traffic Modeling Algorithm (LMTMA). Based on the
analysis and derivation above, the steps of algorithm LMTMA are as following.

Step 1: Given t initial measured value of the end-to-end network traffic in the network-
level y ¼ fyð1Þ; yð2Þ; . . .:; yðtÞg in the front t time slots.
Step 2: Based on the linear regression model theory and the statistical analysis
methods, we initialize network traffic yðtÞ and parameters of r2, respectively.
Step 3: Build the traffic prediction model (4) and distribution of the residual errors (2)
to find the estimate of the partial regression coefficient b0; b1; b2; b3.
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Step 4: In objective function (17), minimize the residual errors e and update the partial
regression coefficient b0; b1; b2; b3.
Step 5: obtain the optimal parameters b0; b1; b2; b3; e from objective function (17).
Step 6: The traffic prediction model is constructed over, then exist the process of
modeling.

3 Simulation Results and Analysis

Now, we conduct many tests to demonstrate our algorithm LMTMA. In order to justify
the accuracy of our algorithm, we need to use real network data. Here, the real data
needed in the simulation experiment is collected by the network nodes deployed at
different place; we use the real data from the real Abilene backbone network in the
United States to validate LMTMA. PCA [3], WABR [7], and HMPA [2] algorithms for
the network traffic modeling have been reported as the better performance. Here we
compare LMTMA with them. In the following, the prediction results of the network
traffic are analyzed for LMTMA algorithm. The average relative errors for the network
traffic are indicated for four algorithms. Finally, we discuss the performance
improvement of LMTMA against PCA, WABR, and HMPA. In our simulation, the
data of the first 500 time slots are used to train the models of four approaches, while
other data are exploited to validate the performance of all algorithms.

Figure 1 shows the prediction results of network traffic flows 78 and 118, where
network traffic flows 78 and 118 are selected randomly from the 144 end-to-end traffic
flow pairs in our simulation network. Without loss of generality, we only discuss the
network traffic flows 78 and 118 in this paper. The network traffic flows is also called
as the Origin Destination (OD) pair. Figure 1(a) indicates that LMTMA can effectively
capture the dynamic changes of the network traffic flow 78. For different time slots, the
real network traffic exhibits the significant time-varying nature. From Fig. 1(a), we
have seen that LMTMA can seek the trend of the network traffic flow. Likewise, the
network traffic flow 118 shows the irregular and dynamic changes over the time as
indicated in Fig. 1(b). From Fig. 1(b), it is very clear that although LMTMA holds the
larger prediction errors for the network traffic flow 118, it can still capture its change
trend. This further indicates that LMTMA can effectively predict the change of the
network traffic over the time.

Next, we discuss the predict errors of four algorithms. Generally, we have diffi-
culties in seizing the dynamic nature of the network traffic over the time via the model.
To further validate our algorithm, we compare the relative prediction errors over the
time for all algorithms. To avoid the randomness in the simulation process, we perform
500 runs to calculate the average relative prediction errors.

The average relative prediction errors over the time for network traffic reflect the
performance of the methods for predicting network traffic, they are donated as:

dðtÞ ¼ 1
N

XN

i¼1

jjŷiðtÞ � yiðtÞjj2
jjyiðtÞjj2

ð18Þ
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where i ¼ 1; 2; . . .;N, N is the number of runs in the simulation process, �k k2 is the
norm of L2, and ŷiðtÞ indicates the traffic prediction value of run i at time slot t.

Figure 2 shows the average relative prediction errors of four algorithm over the
time for network-level traffic flows 78 and 118. We can find that for network traffic
flows 78 and 118, WABR, HMPA, and LMTMA exhibit the lower relative errors while
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Fig. 1. Prediction results of network traffic flows 78 and 118.
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Fig. 2. Average relative errors for network traffic flows 78 and 118.
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PCA hold the larger prediction bias. For Fig. 2, we can also see that that LMTMA
holds the lowest relative errors. This tells us that in contrast to PCA, WABR, and
HMPA, LMTMA holds the better prediction ability for the network traffic, while
LMTMA holds the best prediction ability. More importantly, WABR, HMPA, and
LMTMA indicate the lower fluctuation over the time in terms of relative errors than
PCA. This shows that compared with other three algorithms, LMTMA can more
effectively model the network traffic with time-varying and correlation features.
Moreover, this also tell us that LMTMA can more accurately predict network-level
traffic than previous methods.

Now, we analyze the performance improvement of LMTMA relative to other three
algorithms for the network traffic. Figure 3 exhibits the performance improvement
ration of network traffic flow 78 and 118. For network traffic flow 78, LMTMA attains
the performance improvement against PCA, WABR, and HMPA, respectively. Simi-
larly, for network traffic flow 118, LMTMA obtains the performance improvement
against PCA, WABR, and HMPA, respectively. This clearly denotes that compared
with PCA, WABR, and HMPA, our algorithm LMTMA can more accurately model the
network-level network traffic. Moreover, Fig. 3 also tell us that relative to PCA and
WABR, LMTMA can reach the larger performance improvement. Compared with
HMPA, LMTMA also reaches to the better performance improvement. As mentioned
in Fig. 2, this further illustrates that our algorithm LMTMA holds the better modeling
capability for the network-wide network traffic. Moreover, LMTMA and HMPA hold
the similar performance, while LMTMA exhibits the better performance improvement.
This also shows that LMTMA can correctly model the network traffic and hold better
modeling performance for network traffic.
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Fig. 3. Improvement ratio of network traffic flows 78 and 118.
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4 Conclusions

This paper proposes a linear regression theory-based method to model and predict
network traffic. Different from previous methods, the linear regression model is used to
construct and determine the model parameters effectively. Firstly, the network traffic is
described as an independent identically distributed exponential distribution process.
Secondly, the linear regression method is exploited to capture the network-level net-
work traffic. By calculating the parameters of the model, we build the corresponding
network traffic model. Simulation results show that our approach is promising and
effective.
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Abstract. The LEO constellation has been a valuable network framework due
to its characteristics of wide coverage and low transmission delay. Utiliz-
ing LEO satellites as edge computing nodes to provide reliable computing
services for accessing terminals will be the indispensable paradigm of integrated
space-air-ground network. However, the design of resource division strategy in
edge computing satellite (ECS) is not easy, considering different accessing
planes and resource requirements of terminals. To address these problems, we
establish the resource requirements model of various terminals. Meanwhile, the
advanced K-means algorithm (AKG) is provided to realize ECS resource allo-
cation. Then, a fleet-based adjustment (FBA) scheme is proposed to realize
dynamic adjustment of resource for ECSs. Simulation results show that the
proposed dynamic resource adjustment scheme is feasible and effective.

Keywords: Edge computing � LEO satellite network � Resource adjustment �
Space-air-ground network

1 Introduction

The Low earth orbit (LEO) constellation network is making an important role in the
space-air-ground integrated communication network. Compared with about 500 ms
communication delay utilizing geosynchronous earth orbit (GEO) satellites, LEO
constellation has the advantages of low delay, high capacity, full coverage and man-
ageability [1, 2]. Moreover, it can guarantee the efficient communication in the areas
such as polar region, desert, oceans and air that are difficult to reach by GEO satellite or
terrestrial base stations, so as to achieve global network coverage [3]. With the
development of intelligent terminals, the demand for real-time data processing is
impending. LEO satellite has been difficult to meet the real time data computing for
terminals [4]. Therefore, the fusion of LEO constellation and the edge computing
paradigm to enhance the real-time management of intelligent terminals has gradually
attracted attention. As Fig. 1 shows, the edge server can be deployed in the LEO
satellite, making LEO satellites become edge computing satellites (ECSs), where the
data processing module for terminals are installed. Computing resources of ECS can be
split into virtual machines (VMs) with different specifications to implement data

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
H. Song et al. (Eds.): SIMUtools 2019, LNICST 295, pp. 135–145, 2019.
https://doi.org/10.1007/978-3-030-32216-8_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32216-8_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32216-8_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32216-8_13&amp;domain=pdf
https://doi.org/10.1007/978-3-030-32216-8_13


processing for various terminals [5]. However, the design of resource division strategy
in edge computing satellite (ECS) is not easy, considering different accessing planes
and resource requirements of terminals. Since LEO satellites are moving at a relatively
high speed, its topology and coverage area in the next time slot may change, leading to
the reconfiguration of the resources in ECSs. The resources and time spent on
reconfiguration may affect the ability of ECS for real-time data processing. Therefore, a
dynamic resource adjustment scheme is needed to help the ECS realize real-time data
processing for intelligent terminals.

The scheduling of resources in satellite networks is an ongoing research area and
there have been some important studies. Authors in [6] considered the cooperative
mechanism of relay satellites deployed in GEO and LEO and proposed a multiple
access and resource allocation strategy for GEO relay in LEO satellite network. But
they didn’t consider the high data transmission latency of GEO satellites, about 500 ms
round trip time. Sinha et al. [7] presented a multi-agent based modeling of LEO satellite
network. Satellites were modeled as autonomous agents and could collaborate with
other satellite agents. The allocation of tasks by the agents was modeled as a distributed
constraint optimization problem. But small-scale self-organizing networks may affect
other satellites, causing unnecessary link congestion. Sheng et al. [8] constructed a
novel graph model to describe the evolution of multi-dimensional resources in satellite
network. They proposed a resource allocation strategy to facilitate efficient cooperation
among various resources. Although the performances of the LEO satellite network
were improved, these studies could not provide dynamic management schemes for
resources in each LEO satellite. In order to solve the above shortcomings, this paper
considers the resources management in ECSs. In particular, the dynamic management
strategies in ECS are provided. Traffic modeling [9], traffic estimation [10], network
selection [11], energy efficiency [12] and network behaviors [13] are studied in pre-
vious work.

The rest is arranged as follows. Section 2 constructs the mathematical model of
resource division in ECS and propose the dynamic resource adjustment scheme. The

Edge Computing Control

ECS

LEO satellite plane

Air-ground plane

Fig. 1. The edge computing satellite network model.
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simulation results and analysis are shown in Sect. 3. Finally, we conclude our work in
Sect. 4.

2 Mathematical Model

In edge computing satellite network, each ECS can connect multiple terminals by the
user data links (UDLs). The ECS generates the corresponding VM to provide com-
puting services for the terminal. Therefore, a problem need to be considered that how to
allocate the computing resources of ECSs for the terminals, so as to not only meet the
computing demand, but also realize reasonable resource configuration.

2.1 Resource Allocation in ECS

Different terminals have different data computing demands. For example, due to the
relatively high-speed motion between UAVs and satellites, low delay data transmission
is required to reduce signal distortion. Considering the data center has fixed location
and need to receive various types of terminal data, there is a high bandwidth demand
for it when accessing ECS. Frequent link switching may result in partial data loss, so
for sensor nodes and ships, it is necessary to select ECS for data processing with long
connection time. Therefore, intelligent terminals can be divided into three types: delay
sensitivity, bandwidth sensitivity and connection time sensitivity.

Delay Sensitivity: Without considering the time taken by the signal transmission and
reception, the time taken by transmitting the information from the terminal to the ECS
is assumed as the transmission delay diEðtÞ:

diEðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxEðtÞ � xiðtÞÞ2 þðyEðtÞ � yiðtÞÞ2 þðzEðtÞ � ziðtÞÞ2

q
c

ð1Þ

where ðxiðtÞ; yiðtÞ; ziðtÞÞ and ðxEðtÞ; yEðtÞ; zEðtÞÞ respectively represent the three-
dimensional coordinates of ECS E and terminal i, and they are all functions of time. c is
the speed of light. If terminal i has a fast speed it will has a large value of d0iEðtÞ

d0iEðtÞ ¼
DdiEðtÞ
Dt

ð2Þ

The value of d0iEðtÞ is denoted by DiE to express the delay sensitivity of terminal i.

Bandwidth Sensitivity: The data transmission rate always depends on the bandwidth
provided by the ECSs’ transceiver and the unit is Mbps. If the communication link is
established between ECS E and terminal i, the maximum available bandwidth BEi is the
smaller available bandwidth value B for both nodes:

BEi ¼ minðBE;BiÞ ð3Þ

The value of BEi can be used to describe the bandwidth sensitivity of terminal i.
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Connection Time Sensitivity: Frequent link switching may result in partial data loss
of terminals like sensors and ships, so these terminals have high connection time
sensitivity. The link connection time starts with the establishment of transmission links
and ends with the satellites lost their physical visibility. We define the critical time
when link establishment as T0 and when two nodes lose physical visibility as Tmax, the
link connection time TEi can be expressed as follows:

TEi ¼ Tmax � T0 ð4Þ

The three types of sensitivities of n terminals can be expressed as
fD1E;D2E; . . .DnEg; fB1E;B2E; . . .BnEg and fT1E; T2E; . . .TnEg. For convenient com-
parison with the other indicators, we normalize the DiE as D�

iE;BiE as B�
iE and TiE as T�

iE:

D�
iE ¼ DiE � Dmin

Dmax � Dmin
� 100 ð5Þ

B�
iE ¼ BiE � Bmin

Bmax � Bmin
� 100 ð6Þ

T�
iE ¼ TiE � Tmin

Tmax � Tmin
� 100 ð7Þ

where Dmax Bmax Tmax and Dmin Bmin Tmin are the maximum and minimum values in the
dataset. Finally, the terminal indicator set can be expressed as X:

X ¼ fx1; x2; . . .xng ð8Þ

where xi ¼ ðD�
iE;B

�
iE; T

�
iEÞ is a three-dimension vector to represent the sensitivity

characteristics of terminal i. In order to achieve the terminal clustering, Disij is defined
as the Euclid distance between terminals of the same cluster:

Disij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðD�

iE � D�
jEÞ2 þðB�

iE � B�
jEÞ2 þðT�

iE � T�
jEÞ2

q
ð9Þ

Suppose the classified cluster is fC1;C2; . . .Cng, the average distance Dis in the
same cluster can be expressed as

Disij ¼
Pn

i¼1

Pn
j¼1;j6¼1 Disij
Ci
n

ð10Þ

According to above equations, the standard deviation SDi of the terminals in the
same cluster is:

SDi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1

Pn
j¼1;j 6¼1 ðDisij � DisijÞ2

Ci
n

s
ð11Þ
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In the cluster i, the smaller the SDi value, the higher the similarity of the terminals.
In the results obtained by the clustering algorithm, the minimum of the maximum
standard deviation of all clusters is pursued:

minfmax SDig; i ¼ 1; 2; 3; . . . ð12Þ

The clustering algorithm will choose k-means algorithm, which has simple and fast
clustering ability. At the same time, the number of initial clusters and clustering centers
can be preset to reduce the computation complexity and clustering error. The quadratic
mean of each dimensional data is used to generate the initial cluster center:

Dsq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D�2

1E þD�2
2E þ � � � þD�2

nE

n

r
ð13Þ

Bsq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B�2
1E þB�2

2E þ � � � þB�2
nE

n

r
ð14Þ

Tsq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T�2
1E þ T�2

2E þ � � � þ T�2
nE

n

r
ð15Þ

The initial coordinates are ðDsq; 0; 0Þ, ð0;Bsq; 0Þ and ð0; 0; TsqÞ. In this paper, the
advanced K-means algorithm (AKG) is used to cluster the terminals. The detailed steps
are as follows:

Step 1: Select ðDsq; 0; 0Þ; ð0;Bsq; 0Þ and ð0; 0; TsqÞ as the centers of three clusters;
Step 2: Calculate the distance from the remaining terminals fx1; x2; . . .xng to each
cluster center and classify these terminals into the nearest cluster center;
Step 3: Calculate the average values Disij of terminals in each cluster respectively and
designate them as the new cluster centers.
Step 4: Iterate Step 2 and Step 3 until reaching the threshold or cluster centers are not
changed.

Through the AKG algorithm, terminals are divided into three categories. The ECS
calculates resource requirements of each type of terminals for VM resource allocation,
so that each terminal can obtain appropriate computing resources.

2.2 Dynamic Adjustment

The above scheme help the ECS to realize the reasonable division of resources.
However, the resource configuration of one ECS is different when flying over different
regions. Therefore, a fleet-based adjustment (FBA) scheme is proposed to reduce the
unnecessary consumption of ECSs. Actually, the ECS network can be modeled by the
IM matrix like:
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IM ¼ ðxijÞm�n ¼
x11 x12 � � � x1n

x21 x22 � � � x2n

..

. ..
. � � � ..

.

xm1 xm2 � � � xmn

2
6664

3
7775 ð16Þ

where xij is denoted as the weight of satellite j in orbit i. Meanwhile, xij is the function
of parameter Dij;Bij; Tij; degij:

xij ¼ f ðDij;Bij; Tij; degijÞ ð17Þ

where degij is the accessing number of terminals in each ECS. The xij can be regarded
as a multi-dimensional vector. Among the parameters, Dij and Tij may not be inde-
pendent for each other. So the principal component analysis (PCA) method is utilized
to reduce the data dimension and improve the accurate of evaluation for each ECS. The
covariance matrix of the two variables is calculated as:

C ¼ c11 c12
c21 c22

� �
ð18Þ

where

c11 ¼ covðDij;DijÞ ¼ E Dij � E Dij
� �� �2 ð19Þ

c12 ¼ covðDij; TijÞ ¼ E ðDij � E½Dij�ÞðTij � E½Tij�Þ
� � ð20Þ

c21 ¼ covðTij;DijÞ ¼ E ðTij � E½Tij�ÞðDij � E½Dij�Þ
� � ð21Þ

c22 ¼ covðTij; TijÞ ¼ E Tij � E Tij
� �� �2 ð22Þ

After that, the eigenvalues k1 and k2.of the matrix C is calculated. The corre-
sponding eigenvectors are a1 and a2. Then the eigenvector corresponding to the largest
eigenvalue is selected, such as a2 to k2. Finally, the random variable Y is obtained as:

Y ¼ aT2 � ðDij; TijÞ ð23Þ

where Y is the final random variable with only one dimension:

Y ¼ ðy1; y2; . . .; ynÞ ð24Þ

So the function of xij is further transferred as:

xij ¼ f ðYij;Bij; degijÞ ð25Þ

To compare the similarity of each ECS, firstly the values of three parameters should
be converted from different dimensions into one-dimensional weight value. The
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weighted average method is used to calculate the final weight value of each ECS. The
calculation process is as follows:

Pij ¼
Xl
i¼1

xidij þ
Xk�1

i¼1

xid
0
ij

 !
=
Xk
i¼1

xi ð26Þ

where

dij ¼ xij � xðsÞi

xðhÞi � xðsÞi

;

i ¼ 1; 2; � � � ; k; j ¼ 1; 2; � � � ; n
ð27Þ

d0ij ¼
xðhÞi � xij

xðhÞi � xðsÞi

;

i ¼ 1; 2; � � � ; k; j ¼ 1; 2; � � � ; n
ð28Þ

Pij is the performance evaluation of ECS Eij. k is the total number of the parameters
selected. l is the number of positive parameters selected. n is the number of ECSs in the
evaluation. wi is the weight of the parameters i. xij is the value of the parameters i in Eij.

xðhÞi is the optimal value of the parameters i. xðsÞi is the average value of the parameters
i. dij is the evaluation score of the parameters i in Eij. d0ij is the evaluation score of the
inverse parameters i in Eij. The inadmissible value of a parameter is the worst value that
should not appear in the evaluation. The optimal value is the best value that the
parameter can achieve. The ECS network evaluation can be calculated as:

PN ¼
Xn
i¼1

PLixi

 !
=
Xk
i¼1

xi ð29Þ

where PN is the performance evaluation of the network. n is denoted as the number of
ECSs. xi is the performance weight of Eij. Meanwhile, supposing that the ECS fleet is
X ¼ ðx1; x2; . . .xmÞ and the control time of xi is ti:

x1 ¼ t1; x2 ¼ t2; x3 ¼ t3; . . .; xm ¼ tm ð30Þ

Then the whole control period Pe is

Pe ¼
Xm

i¼1
ti ð31Þ

It means satellite xi will be the ECS of the region once again after Pe time. The
evolution of the configuration for one certain region will be carried out after Pe time.
During Pe, ECSs with similar xij have similar computing requirements. Configurations
of ECSs can be inherited from the above ECSs in the fleet, as shown in Fig. 2. The
resource for ECSs achieve dynamic management in spatio-temporal dimension.
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3 Simulation Results and Analysis

The simulation is carried out in the integrated simulators where the space-air-ground
network has established. A predictable LEO satellite network is constructed with the
use of the Satellite Tool Kit (STK) simulator. The satellite model is established with
reference to iridium constellation to guarantee the practical application. Meanwhile, we
randomly created 100 UAV terminal nodes, 200 ship nodes and 200 sensor nodes in
the Pacific Ocean initially using STK. Then we connect STK with MATLAB to obtain
the satellites and terminal data, where the calculation and comparison of the proposed
scheme and other methods are also carried out. Meanwhile, the node data is imported to
the Qualnet simulator to establish the heterogeneous network for network performance
evaluation. Each terminal node is assigned different values of three sensitivities
according to their characteristics of resource demand.

00 00 00 00 12 23 01 25 21 01 49 08

ECS Plane

1

2
3

4

1
2

3

1

2 1

Configuration transfer

Fig. 2. The dynamic configuration transfer model.

Fig. 3. Error comparison of two clustering
algorithm.

Fig. 4. The clustering result of AKG.

142 F. Wang et al.



In the simulation, we first verified the classification precision of the proposed
advanced k-means algorithm (AKG). As shown in Fig. 3, we compare the clustering
errors of the basic k-means algorithm, meanshift clustering algorithm (MCA), density-
based clustering algorithm (DCA) and the proposed AKG algorithm with the increase
of terminal numbers. The trends of error change is plotted by curves. It can be seen that
the clustering error of AKG is significantly lower than the other three algorithms. This
is because the clustering center at the initialization of the AKG has been calculated
regularly, while the basic k-means algorithm and the other two methods just randomly
select the clustering center. The selection of clustering center will greatly affect the
accuracy and computational complexity of the algorithm. The clustering result is
expressed as Fig. 4, which shows a good terminal classification result.

The additional calculation of the ECS network for dynamic resource adjustment
will be analyzed. As Fig. 5 shows, the methods of basic K-means, AKG and fleet-based
adjustment (FBA) are compared. The additional calculation of method basic K-means
rises rapidly with the increase of the number of involved ECSs, followed by AKG.
The FBA method occupies the least amount of additional calculation. This is because
the configuration of FBA is obtained from the previous ECS in the fleet, so there is no
need to reuse the clustering algorithm for terminal classification. It only requires the
adjustments based on the obtained configuration. Therefore, the FBA method can save
more computing resources for ECSs.

The resource utilization of ECSs has a great influence on the performance of the
satellite network. Next we will analyze the resource usage of ECSs under different
methods to reflect the change of load balancing, total resource usage and robustness of
the ECS network. In addition to the methods of AKG, DCA, MCA, Basic k-means, the
TEG method in [14] is added to the comparison, which separated the computing
resources and cache resources to realize efficient resource usage. Actually, the variance
of resource usage of ECS nodes can reflect the load balancing of the ECS network to
some extent. Figure 6 compare the variance change of different methods. It can be seen
that the variance values of all five methods is increasing with ECS number increase.
This is because different ECS has undertaken different amounts computing services of
terminals. But the variance of the AKG method grows the slowest. Referring back to
the above, the AKG method can help ECS to partition computing resources accurately,
so that the uneven utilization of resources caused by allocation errors is reduced.
Similarly, Fig. 7 shows the difference of total resource usage of the five methods. It can
be seen that the total resource usage of AKG method is always the lowest. Therefore,
accurate resource allocation can reduce resource waste and improve load balancing
performance of the whole network. Meanwhile, we use the number of high capacity
nodes to reflect the robustness of the ECS network in Fig. 8. The threshold of uti-
lization of each ECS node is set to 0.7. We can see that the AKG method always has
the most available ECSs with terminal number increase, which maintains the robust-
ness of the ECS network. All the above show that the proposed scheme provides higher
clustering precision and resource utilization, compared with other methods.
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4 Conclusions

This paper studies the resource management in the edge computing satellite network.
We jointly consider the dynamic resource division and adjustment strategies in edge
computing satellite (ECS). An advanced K-means algorithm (AKG) is proposed to
guide the resource division in ECS. Meanwhile, a fleet-based adjustment
(FBA) scheme is designed to realize dynamic adjustment of resource for ECS. The
simulation results show that the proposed dynamic resource adjustment scheme is
promising.

Acknowledgment. This work was supported by National Natural Science Foundation of China
(No. 61571104), Sichuan Science and Technology Program (No. 2018JY0539), Key projects of
the Sichuan Provincial Education Department (No. 18ZA0219), Fundamental Research Funds for
the Central Universities (No. ZYGX2017KYQD170), and Innovation Funding (No. 2018510007
000134). The authors wish to thank the reviewers for their helpful comments.

Fig. 7. The comparison of total resource
usage.

Fig. 8. The comparison of robustness.

Fig. 5. The comparison of additional
calculation.

Fig. 6. The comparison of load balancing.

144 F. Wang et al.



References

1. Qu, Z., Zhang, G., Cao, H., et al.: LEO satellite constellation for Internet of Things. IEEE
Access 5, 18391–18401 (2017)

2. Liu, J., Shi, Y., Zhao, L., et al.: Joint placement of controllers and gateways in SDN-enabled
5G-satellite integrated network. IEEE J. Sel. Areas Commun. 36(2), 221–232 (2018)

3. Zhang, Z., Jiang, C., et al.: Temporal centrality-balanced traffic management for space
satellite networks. IEEE Trans. Veh. Technol. 67(5), 4427–4439 (2018)

4. Tang, F., Zhang, H., Fu, L., et al.: Multipath cooperative routing with efficient
acknowledgement for LEO satellite networks. IEEE Trans. Mob. Comput. 8(1), 179–192
(2019)

5. Li, H., Ota, K., Dong, M.: Learning IoT in edge: deep learning for the internet of things with
edge computing. IEEE Netw. 32(1), 96–101 (2018)

6. Du, J., Jiang, C., Wang, J., et al.: Resource allocation in space multiaccess systems. IEEE
Trans. Aerosp. Electron. Syst. 53(2), 598–618 (2017)

7. Sinha, P.K., Dutta, A.: Multi-satellite task allocation algorithm for earth observation. In:
Proceedings of TENCON 2016, pp. 403–408 (2016)

8. Sheng, M., Wang, Y., Li, J., et al.: Toward a flexible and reconfigurable broadband satellite
network: resource management architecture and strategies. IEEE Wirel. Commun. 24(4),
127–133 (2017)

9. Jiang, D., Wang, W., Shi, L., et al.: A compressive sensing-based approach to end-to-end
network traffic reconstruction. IEEE Trans. Netw. Sci. Eng. 5(3), 1–12 (2018)

10. Jiang, D., Huo, L., Li, Y.: Fine-granularity inference and estimations to network traffic for
SDN. PLoS ONE 13(5), 1–23 (2018)

11. Jiang, D., Huo, L., Lv, Z., et al.: A joint multi-criteria utility-based network selection
approach for vehicle-to-infrastructure networking. IEEE Trans. Intell. Transp. Syst. PP(99),
1–15 (2018)

12. Jiang, D., Zhang, Y., Song, H., et al.: Intelligent optimization-based energy-efficient
networking in cloud services for multimedia big data. In: Proceedings of IPCCC 2018,
pp. 1–6 (2018)

13. Jiang, D., Huo, L., Song, H.: Understanding base stations’ behaviors and activities with big
data analysis. In: Proceedings of Globecom 2018, pp. 1–7 (2018)

14. Wang, P., Zhang, X., Zhang, S., et al.: Time-expanded graph based resource allocation over
the satellite networks. IEEE Wirel. Commun. Lett. 8(2), 360–363 (2019)

Dynamic Computing Resource Adjustment in ECS Networks 145



A Security Traffic Measurement Approach
in SDN-Based Internet of Things

Liuwei Huo1, Dingde Jiang2(&), and Hui Qi3

1 School of Computer Science and Engineering, NEU, Shenyang 110819, China
2 School of Astronautics and Aeronautic, UESTC, Chengdu 611731, China

jiangdd@uestc.edu.cn
3 School of Computer Science and Technology, CUST,

Changchun 130022, China

Abstract. In the Internet of things (IoT), a large amount of data are exchanged
through IoT networks between devices and cloud computing. However, the
legacy architecture of IoT networks is not flexible and scalable for the increment
of devices. Software defined networking (SDN) separates the control plane from
the data plane in the legacy switches and centralizes the control plane as a
logical control center, making network management more flexible and efficient.
In SDN, the controller is very easy to be attacked, then, we use the Blockchain
technology into the measurement framework to ensure the security and con-
sistency of the statistics. To obtain the measurement results with low overhead
and high accuracy, we collect the statistics of coarse-grained traffic of flows and
fine-grained traffic of links and estimate the flow traffic with an ARIMA model.
We propose an objective function to decrease the estimation errors. The
objective function is an NP-hard problem, we present a heuristic algorithm to
obtain the optimal solution of the fine-grained measurement. Finally, some
simulations are performed to verify the validity of the proposed scheme.

Keywords: Internet of things � Software defined networking � Network
measurement � Traffic matrix

1 Introduction

The Internet of things (IoT) connects many kinds of devices in urban areas, such as
transportation, schools, and hospitals. A huge amount of data are integrated into cloud
computing through the IoT network which is designed to provide the highest possible
degree of flexibility, scalability, and security to all interconnected entities [1]. Cloud
computing is a universal computing platform which has powerful computing, it sup-
ports the operation of different applications at the same time [2]. There are large
amounts of data in networks should be processed and exchanged, so the network
quality monitoring is very important for network maintenance.

In the legacy IoT network, its architecture is not scalable and not satisfy the
requirement of the increment devices. Software Defined Networking (SDN) intends to
simplify network management and improve the flexibility of the IoT. SDN separates
the control plane from the underlying forwarding device and integrates the control
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plane into the logically center to simplify network management and dynamically
configure network rules [3]. In SDN, the controller has a global view of the networks,
so the controller can program the global optimization rules for the traffic dispatching.
SDN provides a novel flow-based statistical measurement method, it is very flexible
and convenient to collect the traffic statistics information from switches.

SDN has one of the most important drawbacks is its increased attack surface
compared to traditional networking deployments and the increased effect any suc-
cessful attack will have. In distributed systems, Blockchain is a means of ensuring data
security, reliability, and transparent exchange and storage, ensuring the security and
consistency by having all participants share ledger. If the controller is hijacked or some
nodes masquerade as controller nodes and send improper flow forwarding rules or
malicious read switch information to the network, it may cause erroneous traffic or
network storms in the network, causing the entire network to crash. In [4], Sharma et al.
provide to use Blockchain to increase the security SDN. The information in the black
chain cannot be modified unless all participants have reached a consensus to modify the
ledger, this is because that all the participants share the same information in private
ledger to maintain the consistency and completeness of the information. Traffic mod-
eling [10, 11], traffic estimation [12], network selection [13], energy efficiency [14] and
network behaviors [15] are studied in previous work.

According to the analysis above, we propose a pull-based and flow-based network
traffic measurement in IoT network with lower measurement overhead. We measure
some data of the network traffic directly and estimate the fine-grained network traffic.
Then, we propose an objective optimization model to decrease the fine-grained mea-
surement error inferred and present a heuristic algorithm to seek the optimal solution of
the model. Our main contributions in this paper are as follows:

(1) We propose a framework for network traffic measurement in the IoT networks. To
ensure the security and consistency of the statistics, we introduce the Blockchain
technology into the measurement framework of SDN-based IoT networks. To
obtain the measurement results with low overhead and high accuracy, we collect
the statistics of coarse-grained traffic of flows and fine-grained traffic of links.

(2) We model the network traffic as an ARIMA model and forecast the flow of traffic
with the coarse-grained flow measurement. Then, we propose an objective function
to decrease the estimation errors.

(3) The objective function is an NP-hard problem, we present a heuristic algorithm to
obtain the optimal solution of the fine-grained measurement. Finally, we conduct
some simulations to verify the validity of the proposed measurement scheme.

The rest of this paper is organized as follows: Sect. 2 states the main security
challenges of SDN networking, then we provide a fine-grained measurement scheme
with Blockchain scheme, and describes the fine-grained traffic estimation and opti-
mization in the IoT paradigm. Section 3 presents the simulation of the performance of
the fine-grained measurement. Finally, Sect. 4 concludes our works in this paper.
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2 Problem Statement

Cloud computing frequently requests the resource from cloud computing to decrease
the network. Network measurements such as load balancing, path planning, and
anomaly detection are required. In this section, we propose a cloud computing network
measurement architecture based on SDN architecture.

2.1 System Model

In the IoT, a large number of devices are typically dynamically connected to the
network, which requires the network to be very flexible and scalable. The flow-based
measurement in SDN is much easier and more flexible than the legacy network.
Network measurement is the key of the network management, then, we propose an
SDN-based network measurement architecture for cloud computing networks that uses
a sampling method to obtain coarse-grained measurements, then uses estimation and
optimization methods to recover fine-grained measurements. In this architecture, we
use Blockchain approach to ensure the security of information exchanged between the
controller and switches. The measurement components are installed into the controller
and are compatible with the other existing software defined measurement frameworks.
The key technologies for the novel measurement architecture include coarse-grained
measurements, traffic modeling and estimation, and traffic optimization. The flow-
based coarse-grained measurements in SDN can be obtained by collecting the flow
statistics in OpenFlow-based switches; the traffic matrix consists of link load, flow
traffic, and the routing matrix, which reflects the traffic in the network, and has been
widely researched in traffic engineering; estimation is a common method of data
estimation; and the optimization methods are widely used to find the best solution for
the complex issues.

2.2 Blockchain Application

In recent, most evidence preservation systems which based on a centralized repository
structure have serious security issues. Centralized structures always require strong
safety requirements. In SDN, the controller becomes a critical node, it will lead to
serious consequences for the whole network once the controller is hijacked. For
example, once a malicious application is installed in the controller or a malicious node
inside the network masquerades as the controller, malicious traffic will constantly be
generated in IoT networks, which takes up a large amount of bandwidth, causing link
congestion and making the request of the legitimate node unresponsive, even bringing
down the entire network. In order to ensure the authenticity and credibility of the
network statistics collected by the controller, we propose to combine Blockchain
technology with SDN in IoT networks. In SDN, all the device are accountants and
update the data from the controller, and each accountant maintains a ledger. Each time
data is written to the ledger, then a block is created. The header of each block contains
the hash value of the previous block, blocks linked together forming a chain. Trusted
timestamps can be immediately attached to newly created blocks. Most importantly, it
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is possible to avoid trust issues by spreading the authority of the auditor. It demon-
strates the integrity, accuracy, and timeliness required for preservation.

A special number needs to be attached to the end of each block and use a hash
function to generate a hash value which is difficult to decipher, as Fig. 1 shows. So, the
output data is completely unpredictable unless you know the full input data and the
hash function. The node who first get proof of work will broadcast the block with its
proof of work, and all other nodes in the network will append this block to their own
Blockchain. So if a malicious node in the network tries to tamper the information and
broadcast a fake block. So, there are two different blocks will be exchanged in the
network, and the Blockchain will branch in a short time. The admissibility rule for
Blockchain is always to trust the longest Blockchain. However, the Blockchain branch
of the malicious node is only maintained by partial nodes, while the real branch chain is
maintained by most of all nodes in the network together except malicious nodes. Based
on this data structure, if a malicious node attempts to modify a previous block, the hash
value of that block changes. In order to make subsequent blocks connect to it, all
subsequent blocks must be modified in turn, otherwise, the altered block will not be
accepted by other nodes. The Blockchain technology ensures that the network statistics
information collected by the controller in SDN is truly unimpeded, which greatly
improves the security of the SDN network.

2.3 Traffic Matrix and ARMA Model Construction

Origin-Destination (OD) traffic refers to traffic between any two nodes in the network
and describes the distribution of network traffic between OD pairs. The flow traffic can
be calculated based on the measured link traffic and the network routing matrix. The
relationship can be expressed as a linear equation:

Y ¼ AX ð1Þ

where Y is a column vector representing link traffic, X is also a column vector rep-
resenting the traffic matrix, and A is the routing matrix. The problem of flow calculation
is an inverse problem-solving of an underdetermined and ill-conditioned system.

In IoT networks, the volume of large amounts of data in IoT networks is very small
and require low latency, and the flow traffic fluctuates sharply, but the flow traffic in
IoT networks can be represented as time series. By studying the time series and
discovering changes of flows, the modeling method belongs to the field of time series
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Fig. 1. The Blockchain model
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analysis. The Autoregressive Integrated Moving Average Model (ARIMA) model is
the most commonly used time series analysis model [5]. The ARIMA model is the
extension of the ARMA model, and ARIMA model is mainly used for non-stationary
time series modeling. The ARMA model can be written as

xðtÞ ¼ dþ/1xðt � 1Þþ/2xðt � 2Þþ þ � � � þ/pxðt � pÞ
þ uðtÞþ h1uðt � 1Þþ h2uðt � 2Þþ � � � hquðt � qÞ ð2Þ

In time series analysis, the Lag operator (L) on a value of a time series to produce
the previous value. So the traffic with the lag operator can be written as

xðt � kÞ ¼ LkxðtÞ ð3Þ

where L is the Lag operator, and k is the lag order. So, the ARIMA(p, d, q) model with
the Lag operator can be written as

xðtÞ ¼ dþ/1xðt � 1Þþ/2xðt � 2Þþ � � � þ/pxðt � pÞþ uðtÞ
þ uðtÞþ h1uðt � 1Þþ h2uðt � 2Þþ � � � hquðt � qÞ

¼ dþ
Xp
i¼1

/iL
ixðtÞþ uðtÞþ

Xq
j¼1

hjL
juðtÞ

¼ dþ
Xp
i¼1

/iL
ixðtÞþ ð1þ

Xq
j¼1

hjL
jÞuðtÞ

ð4Þ

where xðtÞ is the predictive value; xðt � iÞði ¼ 1; 2; . . .; pÞ are the actual values; /iði ¼
1; 2; . . .; pÞ and hjðj ¼ 1; 2; . . .; qÞ are the parameters of autoregressive coefficients and
random errors coefficients, respectively; uðt � jÞðj ¼ 0; 1; 2; . . .; qÞ are the Gaussian
white noise, their means and constant variance of 0 and r2, respectively; d is a constant;
p and q are the orders of the AR model and MA model, respectively. Then, the ARIMA
model with d-order difference of data series can be expressed as

ð1�
Xp
i¼1

/iL
iÞð1� LÞdxðtÞ ¼ dþð1þ

Xq
j¼1

hjL
jÞuðtÞ ð5Þ

where d is the difference order; xðtÞ; uðtÞ are the estimation of the traffic and random
errors following Gaussian distribution, respectively. /, h are the coefficients of
autoregressive and random errors, respectively; d is a constant.

In the ARIMA model, the d-order difference of data series is an ARMA model, then
we use ARMA model to estimate the network traffic with the time series ð1� LÞdxðtÞ
instead of the original network traffic series xðtÞ. However, estimation results of flows
have big errors with the actual flow traffic. In the edge network, the link load reflects
the integrated traffic transmission in the network. So, we use the pull-based method to
obtain the fine-grained link load Y in networks. The traffic of flows in the network can
be written as
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f ¼ a Y � AX̂
�� ��

2 þ b X̂
�� ��

2 ð6Þ

where A is the routing matrix, a and b are the weight coefficient of the measurement
results. In order to decrease the deviation between the estimations and the actual traffic
results, we construct an objective function to optimize the estimation results. The
objective function as the function (7) shows.

mina Y � AX̂
�� ��

2 þ b X̂
�� ��

2
s:t:

C1 : Y¼AX̂
C2 : X̂� 0
C3 : Ym � P

n
amnX̂

C4 :
PN
i¼1

xij ¼
PN
j¼1

xji

8>>>>>>>>>><
>>>>>>>>>>:

ð7Þ

where X̂ is estimated by ARIMA. Constraint C1 represents the constraint between link
load and flow traffic; constraint C2 shows the link load is non-negativity; constraint C3
is the limitation of flows on each link; constraint C4 represents that the traffic that input
and output of the switch are constant, i is the source node and j is the destination node.
In the IoT networks, the routing matrix A has M rows and N columns. However, the
OD pairs are much larger than links, namely: M � N, then the routing matrix A is an
underdetermined matrix, there are infinite traffic matrices X which satisfy the constraint
C1. The objective function (7) is an NP-hard problem and is difficult to solve directly.
Then, we use a heuristic method to solve it.

2.4 Ant Colony Algorithm

The ant colony algorithm (AC) is a probabilistic algorithm for solving the hard opti-
mization problem [6], and it is inspired by the utilization of pheromone as a com-
munication medium to find the optimal path in the food search process. Pheromone
update is the core of AC. Ant colony algorithm process is as follows:

(a) Initialization: Initializing the control parameters, the maximum number of itera-
tions, and the pheromone concentration value for each candidate.

(b) Construction of solutions: Each ant starts from its own start, and the go through
each node in the network. Suppose that the pheromone concentration corre-
sponding to the ath candidate traffic value of the jth variable is sði; jÞ. When
pheromone concentration is updated, the pheromone concentration value corre-
sponding to each candidate traffic of each OD pair in the network will also be
updated. The ant selects the candidate traffic according to the following equation:

Si ¼
argðmax½sði; jÞ�Þ; q� q0
sði;jÞPN

k¼1

sði;jÞ
; q[ q0

8><
>:

ð8Þ
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(c) Pheromone concentration update: When ants pass through the solution space of
traffic, change the pheromone concentration value corresponding to the candidate
traffic value (s) selected by the ant in the passing traffic. The update rule of local
pheromone concentration is

sði; jÞ¼ ð1�qÞsði; jÞ ð9Þ

(d) Global pheromone concentration update: After all ants complete the pathfinding
process (G), updating the pheromone concentration in the network according to the
global pheromone concentration updating rule which can be expressed as

skðjÞ¼ ð1�aÞskðjÞþDskðjÞ ð10Þ

DskðjÞ¼
a=fbest; optimal
�a0=fworst; worst
0; others

8<
: ð11Þ

(e) Analysis and calculation: The solutions constructed by ants need to be analyzed,
and after all ants have constructed solutions, it is necessary to judge whether these
solutions are new ones. If it is a new path, the corresponding target function value
is calculated. Otherwise, the function value will be set to given default values.

(f) Looping: Performing the loop from step (b) to (e) until the termination condition is
reached.

3 Simulation Result and Analysis

3.1 Simulation Environment

In order to evaluate the performance of the measurement scheme proposed, we built an
SDN test platform and wrote the measurement module in python. We use Ryu [7] as
the controller and simulate the switches, hosts and links by Mininet [8]. We generate
the flows in the network by Iperf and set the maximum link load as 10Gbps.

To verify the performance of the measurement scheme proposed, we introduce the
Relative error (RE) and Relative Error (RE). The AE reflects the deviations between the
actual traffic and the measurement results. The smaller the AE, the more accurate the
measurement. The RE is the ratio of measured AE to the actual value, reflecting the
credibility of the measurement. Root Mean Squared Error (RMSE) is usually used to
evaluate the measurement accuracy in simulations.

3.2 Simulation Evaluation

We use Iperf to generate packets to fill each link from origin host to destination host in
the network and measure all the flow traffic with different methods. We randomly
choose two flows as an example for discussion. In this paper, we combine the ARIMA
model and AC model to estimate and optimize the fine-grained network traffic and use
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ARIMA-AC to it. Then, we compare ARIMA-AC to Fine-grained measurement
(FGM), the Principal Component Analysis (PCA) and SRSVD [9].

Figure 2 shows the flow of traffic for different estimation method. The red line is
the actual traffic generated by Iperf. The blue line, pink line, and green line represent
the measurement methods ARIMA-AC, SRSVD and PCA, respectively. We notice that
the ARIMA-AC, SRSVD and PCA measurement methods all reflect the change of
flows f2 and f3. The PCA fluctuates more sharply than that of other methods. Figures 3
and 4 show the AE and RE cumulative distribution function (CDF) of flow f2 and f3,
respectively. From Fig. 3, we can see that the about 80% AE of the ARIMA-AC,
SRSVD are less than 1000 Mbps in the 40 min measurement process, while the per-
formance of PCA method is the worst. However, the average AE of the ARIMA-AC is
smaller than that of SRSVD and PCA. Figure 4 is the RE of different measurement
methods, and we find that about 80% AE of the ARIMA-AC, SRSVD is less than 0.2
in the 40 min measurement process, which means that the network traffic measurement
is stable and effective. The performance of PCA is the worst of four measurement
methods.

Figure 5 shows the curve of CCDF (Complementary Cumulative Distribution
Function) of RMSE for the different measurement methods. CCDF reflects the
RE RMSE of the measurement error, and it also shows that when RMSE is bigger than
0.2 of ARIMA-AC, the measurement error is very small. The performance of ARIMA-
AC is better than that of ARSVD and PCA, and a little worse than that of FGM. So,
when the measurement accuracy requirement is no more than 20%, the ARIMA-AC is
feasible. In the measurement process, we just measure the coarse-grained flow traffic
and the fine-grained link traffic, there is smaller overhead than that of FGM.
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Fig. 2. The network traffic measurement of different methods. (Color figure online)
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4 Conclusions

In this paper, we propose a novel low-overhead measurement scheme and construct the
measurement architecture of IoT network. Security is one of the most important issues
in SDN, then we introduce the Blockchain to ensure the security and consistency of the
statistics exchanged between the controller and switches. Then, we measure the coarse-
grained traffic of flows and fine-grained traffic of links. In order to obtain the fine-
grained flow traffic, we model the network traffic as an ARIMA model and forecast the
network traffic, and propose an objective function to decrease the estimation errors. The
objective function is a NP-hard problem, we use a heuristic algorithm to obtain the
optimal solution. At last, we perform some simulations to verify the measurement
architecture and scheme proposed in this paper.
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Abstract. The Space-air-ground integrated network (SAGIN) has been a
valuable architecture for communication support due to its characteristics of
wide coverage and low transmission delay. Both low earth orbit (LEO) satellites
and UAVs can serve as relay nodes to provide reliable communication services
for ground devices. However, the design of relay node selection scheme in
SAGIN is not easy, considering different accessing layers and resource usage of
network segments. Moreover, network topology, available resources and rela-
tive motion need to be analyzed comprehensively. To address these problems, a
traffic prediction method based on autoregressive moving average (ARMA)
model is utilized firstly to forecast the resource usage of SAGIN segments. After
the analysis of link performance, the Adaboost algorithm is used to classify
network nodes for optimal relay node selection. Simulation results show that the
proposed intelligent relay node selection scheme is feasible and effective.

Keywords: Space-air-ground integrated network � Traffic prediction �
Adaboost model � Relay node selection

1 Introduction

Utilizing ultramodern communication technologies and interconnecting space, air,
ground network segments, the space-air-ground integrated network (SAGIN) has
attracted many attentions from academia to industry [1]. LEO constellation has the
advantages of low delay, high capacity, full coverage and manageability. DJI, the
world leader in UAVs and aerial photography technology, has exhibited its new
SkyCells communication solutions to optimize the current ground network. The UAV
and LEO satellite networks can extend network coverage in highly congested city
areas. The UAV and LEO satellite node will serve as the relay node to help transmit
data among the ground devices. However, in the LEO satellite layer and air vehicle
layer, the segments move at a high speed and the network topology is constantly
changing [2]. As a result, the network performance, such as network traffic, link delay,
bandwidth, and connection time, will change sequentially with the movement of
segments, which causes difficulties in the selection of relay nodes [3]. Meanwhile, the
ground device is always covered by multiple UAVs and LEO satellites. How to choose
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the appropriate accessing node according to the communication requirements to ensure
the load balance of the integrated network also needs to be considered [4].

In recent years, more and more researchers have been starting their projects on
traffic prediction, network control and path planning in SAGIN. Authors in [5] tried to
combine wavelet transform and autoregressive integrated moving average (ARIMA)
algorithm to predict self-similar traffic in satellite-ground networks. The self-similarity
of satellite network traffic is proved. In general, the SAGIN can be modeled with a
directed connected graph for network analysis and control. Authors in [6] mainly
considered the link planning from small satellite networks (SSNs) to ground devices.
An extended time-evolving graph was exploited to characterize the network resources.
The network profit was formulated as a mixed-integer linear programming model.
Authors in [7] developed a new dynamic CPD algorithm while considering the time-
varying property of contacts in broadband data relay satellite networks. The flow
optimization problem in the time-spread graph was treated as a random optimization
problem. The relay selection algorithm could improve the throughput, but the com-
putational complexity of the proposed scheme was high, which could occupy more
network resources. Most methods above did not consider the computational complexity
of the scheme. A lightweight relay node scheme needs to be designed, considering the
dynamic topology of SAGIN. Traffic modeling [8], traffic estimation [9], network
selection [10], energy efficiency [11] and network behaviors [12] are studied in pre-
vious work.

In this paper, the network traffic is considered as an important reference because it
can reflect the current load of network segments. Therefore, a network traffic prediction
scheme based on ARMA model is utilized to evaluate the node performance. Fur-
thermore, the network performance metrics such as link delay, bandwidth and con-
nection time are all take into consideration for segment evaluation. In order to realize
fast relay node selection, an Adaboost based link planning (ALP) algorithm is pro-
posed. All relay nodes are divided into 4 levels according to their data transmission
capacity (DTC). As a result, devices with different communication requirements can be
assigned to the optimal relay nodes, and the load balance of the SAGIN network is also
improved.

The rest of this paper is organized as follows. Section 2 constructs the mathematical
model of ARMA for traffic prediction of SAGIN and then proposes the ALP algorithm.
The simulation results and analysis are shown in Sect. 3. We then conclude our work in
Sect. 4.

2 Mathematical Model

In this section, we mainly talk about network performance evaluation of space-air-
ground integrated network (SAGIN). Firstly, a traffic prediction method based on
autoregressive moving average (ARMA) model is utilized to forecast the resource
usage of SAGIN segments. After the analysis of link performance, the Adaboost-
algorithm is used to classify network nodes according to their data transmission
capacity. Then, an Adaboost-based link planning (ALP) algorithm is proposed for relay
node selection.
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The ARMAðp; qÞ model is a commonly used time series model to realize the optimal
traffic prediction. By analyzing the structure and characteristics of time series, the
minimum variance is obtained. The ARMAðp; qÞ model is composed of the ARðpÞ and
MAðqÞ models. The ARðpÞ model utilizes a linear combination of present disturbance
data and past observation data for traffic prediction, which can be formulated as
follows:

Xt ¼ a1Xt�1 þ a2Xt�2 þ � � � þ apXt�p þ nt ð1Þ

Xt is the time series and aiði ¼ 1; 2; � � � ; pÞ are the undetermined coefficients of the
ARðpÞ model. p is the order of ARðpÞ, and the prediction error is denoted by nt. The
MAðqÞ model makes use of a linear combination of present and past disturbance data to
help traffic prediction. The model can be described as:

ut ¼ et � b1et�1 � b2et�2 � � � � � bqet�q ð2Þ

where ut is the observed value, eiði ¼ t � q; t � qþ 1; � � � ; tÞ are the prediction errors of
the Xi, and q is the order of MAðqÞ. biði ¼ 1; 2; � � � ; qÞ are the undetermined coeffi-
cients. As a result, ARMAðp; qÞ is a combination of ARðpÞ and MAðqÞ, which can be
expressed as:

Xt ¼ a1Xt�1 þ a2Xt�2 þ � � � þ apXt�p

þ et � b1et�1 � b2et�2 � � � � � bqet�q
ð3Þ

In order to utilize the ARMAðp; qÞ model for traffic prediction, it is necessary to find
the best fitting, that is, to determine the order ðp; qÞ and other coefficients. The order
ðp; qÞ can be determined by verifying the autocorrelation function (ACF) and partial
correlation function (PACF) of the time sequences Xt.The ACF and PACF of Xt can be
calculated as qk and Ukk:

qk ¼
CovðXt;Xtþ kÞ

r2X
ð4Þ

Ukk ¼
qk �

Pk�1

i¼1
Uk�1;iqk�i

1�Pk�1

i¼1
Uk�1;iqi

k ¼ 2; 3; . . . ð5Þ

Where

U11 ¼ q1 ð6Þ

Uki ¼ Uk�1;i � UkkUk�1;k�1 ð7Þ

An Intelligent Relay Node Selection Scheme in SAGIN 159



When the PACF of Xt meets Uki ¼ 0 ðk[ pÞ, the value of p is k � 1. Similarly, if
the ACF of Xt meets qk ¼ 0 ðk[ qÞ, the value of q is k � 1.

The moment estimation method is used to calculate the coefficients, which has the
advantages of simple calculation and high estimation accuracy. Firstly the ARMAðp; qÞ
model can be expressed as:

Xt ¼
Xp
i¼1

aiXt�i þ et þ
Xq
i¼1

biet�i ð8Þ

where fetg is normally distributed as Nð0; r2Þ. a and b meet:

aðzÞ ¼ 1�
Xp
i¼1

aiz
i ð9Þ

bðzÞ ¼ 1þ
Xq
i¼1

biz
i ð10Þ

The aðzÞ and bðzÞ are prime of each other and meets aðzÞbðzÞ 6¼ 0; zj j � 1.
Meanwhile, aðzÞ can be calculated as:

Xqþ 1

Xqþ 2

..

.

Xpþ q

2
666664

3
777775 ¼

Xq Xq�1 � � � Xq�pþ 1

Xqþ 1 Xq � � � Xq�pþ 2

..

. ..
. ..

.

Xqþ p�1 Xqþ p�2 � � � Xq

2
6664

3
7775

a1
a2

..

.

ap

2
666664

3
777775 ð11Þ

X̂t is used to represent the ACF of the time sequences Xt, and the moment estimate
value of a can be calculated as follows:

a1
^

a2
^

..

.

ap
^

2
66666664

3
77777775
¼

X̂q X̂q�1 � � � X̂q�pþ 1

X̂qþ 1 X̂q � � � X̂q�pþ 2

..

. ..
. ..

.

X̂qþ p�1 X̂qþ p�2 � � � X̂q

2
6664

3
7775
�1 X̂qþ 1

X̂qþ 2

..

.

X̂qþ p

2
666664

3
777775 ð12Þ

The value of coefficient b is obtained similarly. As a result, the estimate value X̂t of
Xt at time t can be acquired. Actually, X̂t is utilized to predict the network traffic in the
next moment, but the value cannot be directly used for relay node selection. If the total
bandwidth is denoted by Btotal, the normalized available bandwidth of the network can
be defined as Ba:
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Ba ¼ Btotal � X̂t

Btotal
ð13Þ

The network traffic prediction can obtain the network resource usage in the next
moment. But the data transmission capacity of segments cannot be determined by one
index. In order to accurately evaluate the node performance, the link delay, bandwidth
and link connection time should also be comprehensively taken into consideration.

Link Delay: Without considering the time taken by the signal transmission and
reception, the time taken by transmitting the information from the device to the relay
node is assumed as the link delay diE tð Þ:

diE tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xE tð Þ � xi tð Þð Þ2 þ yE tð Þ � yi tð Þð Þþ zE tð Þ � zi tð Þð Þ2

q
c

ð14Þ

where xi tð Þ; yi tð Þ; zi tð Þð Þ and xE tð Þ; yE tð Þ; zE tð Þð Þ respectively represent the three-
dimensional coordinates of relay node E and device i, and they are all functions of time.
c is the speed of light. The value of diEðtÞ is denoted by DiE

Bandwidth: The data transmission rate always depends on the bandwidth provided by
the node’s transceiver and the unit is Mbps. For example, the total bandwidth BEtotal of
relay node E is 20 Mbps, and 5 Mbps has been used to forward other tasks. Mean-
while, the transceiver capacity Bitotal of device i is 18 Mbps. If the communication link
is established between E and i, the maximum available bandwidth BEi is 15 Mbps,
which is the smaller available Bvalue for both nodes:

BEi ¼ min BE; Bið Þ ð15Þ

where the value of BEi can be used to describe the bandwidth of device i.

Connection Time: The link connection time starts with the establishment of trans-
mission links and ends with the satellites disappeared, where the disappearance means
that two nodes have lost their physical visibility. It depends on the relative position of
satellites, ground targets, and the Earth. The critical time when link establishment is
defined as T0 and when two nodes lose physical visibility is Tmax. The link connection
time TEi between relay node E and device i can be expressed as:

TEi ¼ Tmax � T0 ð16Þ

For convenient comparison with the other indicators, we normalize Ba as B�
a, DiE as

D�
iE
, BiE as B�

iE , TiE as T�
iE:
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B�
a ¼ Ba � 100 ð17Þ

D�
iE ¼ DiE � Dmin

Dmax � Dmin
� 100 ð18Þ

B�
iE ¼ BiE � Bmin

Bmax � Bmin
� 100 ð19Þ

T�
iE ¼ TiE � Tmin

Tmax � Tmin
� 100 ð20Þ

where Dmax and Dmin, Bmax and Bmin, Tmax and Tmin are the maximum and minimum
values in the dataset. Finally, the dataset can be expressed as X:

X ¼ x1; x2; . . .; xnf g ð21Þ

where xi is a 4-dimensional vector that represents the four characteristics of node i.
Utilizing the four parameters, the performance of the node can be evaluated.

However, the calculation is too complex because the parameters are not independent of
each other and require further processing. Therefore, it is necessary to find efficient and
rapid evaluation methods. The Adaboost classifier is as an adaptive classifier. It trains a
series of weak classifiers and combining them into a strong classifier to quickly meet
the classification requirements of datasets in different dimensions, as shown in Fig. 1.
Dataset X is divided into NþP values. The dataset y1; y2; � � � ; yN ; � � � ; yNþP are

calculated as classification labels of nodes. Finally, the dataset T is obtained:

T ¼ fðX1; y1Þ; ðX2; y2Þ; � � � ; ðXNþP; yN þPÞg ð22Þ

where Xi 2 v�Nn, yi 2 f1; 2; 3; 4g. The first N sets of data are divided as the training
set TN , and the last P sets of data are used as the testing set TP. The training set TN is
used to train the strong classifier as:

Data
set

X1=(x11,x12,x13,x14)

Adaboost

model

DTC
level

X2=(x21,x22,x23,x24)

Xn=(xn1,xn2,xn3,xn4)

Fig. 1. The Adaboost model for relay node selection.
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Hfinal ¼ signðf ðxÞÞ ¼ sign
XT
t¼1

atHtðxÞ
 !

ð23Þ

According to the above, each node in SAGIN is classified to 1, 2, 3, 4 levels. The
higher the level, the stronger the DTC. Meanwhile, the entire network topology can be
described using the directed connected graph. For all nodes, there are:

IM ¼
E11;E12; . . .;E1j

E21;E22; . . .;E2j

. . .
Ei1;Ei2; . . .;Eij

8>><
>>:

9>>=
>>; ð24Þ

where the value of each Eij is 1, 2, 3, or 4. The value expresses the DTC of link
between node i and node j. If two nodes have no physical visibility, the value is 0. It
only needs to select the nodes with the optimal level to form the data transmission links
(DTL), as shown in Fig. 2. The important value of ALP is that it has low computational
complexity. Further, it can promote the load balance of the whole SAGIN, so as to
prevent the link congestion caused by segment overload.

3 Simulation Analysis

The simulation is carried out over a predictable three-layer SAGIN network with the
use of the Satellite Tool Kit (STK) simulator. The LEO satellite model is established
with reference to iridium constellation. 30 ground devices and 20 UAVs are deployed
at Chengdu city in STK simulator. Since traffic data of SAGIN network cannot be
obtained, this paper will use the dataset in [6] for traffic prediction, where the authors
have proved the reasonability and self-similarity of the traffic data. Each link of the

Level 4

Level 3

Level 2

Level 1

Ground network

UAV cluster

LEO 
satellite 
network

DTL

Cross-layer
connection

Fig. 2. The relay node selection according to available capacity levels.
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SAGIN scenario corresponds to an origin destination (OD) flow in the dataset. Then we
connect STK with MATLAB to obtain the other network data including link delay,
bandwidth, and connection time. The calculation and comparison of the proposed
scheme and other methods are also carried out in MATLAB. In the simulation scenario,
each device is covered by multiple UAVs and LEO satellites in each time slot.

In the simulation, we first analyze the traffic prediction results. Figure 3 shows the
prediction results of network traffic flows F1 and F2. In our simulation tests, other end-
to-end traffic pairs holds similar results. As shown in Fig. 3(a) and (b), the real network
traffic exhibits significant time-varying characteristics under different time slots.
The ARMA model can capture dynamic changes of the network traffic flow F1 and F2
effectively. Although there are errors, we have seen that the ARMA model can better
look for the traffic trends. These further indicates that the utilized ARMA model can
effectively predict the change of the network traffic over the time.

Next we discuss the classification results of the Adaboost model. 50 data sets is
selected randomly, 30 for training, 20 for testing. Figure 4(a) express the change of
classification error (CE) in model training stage. It can be seen form Fig. 4(a) that the
CE shows a downward trend as the weak classifier number increases, from 20% in 1
weak classifier to 0% in 18 weak classifier. The classification results of different
capacity levels is expressed in Fig. 4(b). It can be seen that each set of data was
classified to the correct level. This reflects that the training model is effective.

Figure 5 expresses the training results of Adaboost model with different training
samples and different dataset proportions. Figure 5(a) and (b) respectively use 25
training data and 100 training data. It can be seen that Fig. 5(a) utilize 18 weak
classifiers to reduce the CE to 7%, while Fig. 5(a) makes use of 20 weak classifiers to
reduce the CE to 5%. It can be found that more training samples need more weak
classifiers to complete feature recognition so as to achieve better classification accu-
racy. Particularly, the CE may fluctuate when the training samples are small. Therefore,
the training sample with 50 data sets is enough to meet the requirements of Adaboost
model training. Different proportions of training and test data may also affect the
accuracy of the Adaboost model. Figure 5(c)–(d) represent the model training results

0 200 400 600 800 1000 1200
0

20

40

time(s)

)spb
M(etar

1F)a(

Predictive value
Real value

0 200 400 600 800 1000 1200
0

20

40

time(s)

)spb
M(etar

2F)b(

Predictive value
Real value

Fig. 3. Prediction results of network traffic flow F1 and F2.
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under different proportions in 50 data sets. It can be found that the classification result
is better when the proportion of training set is higher. But this may also produce
unreliable models because of less test data. However, if the training set is reduced, the
stability of the model will be challenged. Therefore, after comprehensive consideration,
we select the Adaboost model with the best accuracy, including 30 training data and 20
test data. The remaining nodes in SAGIN are classified by this model.

Next, we will evaluate the proposed ALP scheme in terms of link congestion,
compared with current mainstream link construction schemes including the shortest
path Dijkstra algorithm (SPDA) and the traveling salesman algorithm (TSA). We

Fig. 4. The classification result of ALP algorithm.

Fig. 5. The impact of sample size and proportion on classification error.
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define the sum of overloads of all nodes in one link as the link congestion, and examine
three schemes. Figure 6 displays the link congestion of three schemes with the increase
of number of tasks. It can be seen that the SPDA method has the fastest increase in link
congestion value, followed by TSA method, and ALP method has the slowest growth.
This is because the node with the largest available capacity is considered first in
ALP. The other two schemes put the shortest path in the first place and rarely consider
the link congestion. As a result, it is easy to cause link congestion and serious packet
loss, affecting the quality of data transmission. So the communications link of ALP
scheme is relatively unimpeded.

4 Conclusion

This paper studies the relay node selection problem in the Space-air-ground integrated
network (SAGIN). In contrast to the previous studies, we jointly consider traffic pre-
diction and segment classification in SAGIN. We utilize the autoregressive moving
average (ARMA) model for traffic prediction, and the results of prediction are imported
the Adaboost model with other link performances to realize the classification of
involved nodes. The simulation results show that the proposed relay node selection
scheme is promising.
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Abstract. Cyber-Physical Systems (CPS) are often mission-critical,
therefore, they must be high-assurance. High-assurance CPS require
extensive formal verification. Formal verification techniques can dis-
cover subtle design errors where simulation fails. However, due to the
state explosion problem, formal techniques usually cannot handle large
designs. This paper introduces a semi-formal verification methodology in
which formal co-verification and co-simulation are tightly coupled. We
propose an online-capture offline-replay approach to improve the use-
fulness for formal verification. We analyze these simulation traces, find
some critical states and assisted with formal verification under these cir-
cumstances. The experiment results show that our approach has major
potential in verifying system level properties of complex CPS, therefore
improving the high-assurance of CPS.

Keywords: Cyber-Physical Systems · Semi-formal · Co-simulation

1 Introduction

Cyber-Physical Systems(CPS) enable objects to be sensed and controlled
remotely across network infrastructure, thereby creating opportunities for more
direct integration of the physical world into the cyber world [2,6]. Depending
on the applications, their failures could have dire consequences. Therefore, ver-
ification of correctness properties is a key step in developing high assurance
CPS. Formal verification attracts great attention because of their ability to find
subtle design errors where simulation fails. However, due to the state explosion
problem, formal verification usually cannot handle complex system.

In this paper, we present a semi-formal cyber/physical co-verification method
using co-simulation and formal co-verification to ensure the high-assurance of
CPS. We analyze these simulation traces, find some critical states and assisted
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with formal verification under these circumstances. This online-capture offline-
replay approach combines the benefits of going deeper and expore exhaustively
the state space of the system. The semi-formal verification approach can be used
to overcome the drawbacks of both co-simulation and formal co-verification.

The major contributions of our approach include the semi-formal co-
verification for CPS that unifies control and embedded software, and seam-
less integration of co-simulation and co-verification into CPS development. It
has great potentials in building high-assurance CPS by enabling effective co-
verification.

The rest of this paper is organized as follows. Section 2 presents the
semi-formal co-verification framework. Section 3 introduce the semi-formal co-
Verification execution. Section 4 presents the implementation of this approach.
Section 5 elaborates on case studies we have conducted and discusses the exper-
imental results. Section 6 reviews the related research. Section 7 concludes this
paper and discusses future work.

2 Semi-formal Co-verification Framework for CPS

The correctness of the safety-critical scenarios plays a very important role in
developing high-assurance CPS. On the one hand, due to the increasing com-
plexity of the CPS system, formal verification has become more and more dif-
ficult. On the other hand, the simulation has been widely used in engineering
practice. But simulation test can only observation incomplete system behavior
in the case of a certain input operation system, and unable to test of all possible
input and scenarios. Simulation test method uses concrete value to performance
test scenarios and expected results, while bounded model checking uses sym-
bolic system model to describe the expected and unexpected system behavior.
Bounded model checking depends on the strict mathematical process. Simula-
tion method is complementary to formal verification method which could be
used to found unsafe events whether and under what conditions will happen in
specific dynamic operation. These information can be used to improve design
and the requirements. So integrated simulation and formal verification in the
CPS system verification is essential, especially for complex CPS.

Therefore, Semi-Formal co-verification method which combining co-
simulation and formal co-verification is proposed in this paper. On the basis
of our previous work [11,12], this semi-formal co-verification approach combine
simulation execution and k steps bounded model checking to verify this key
scenes. As illustrated in Fig. 1, drive system starting from the initial state into a
critical key state through co-simulation, and then combined with bounded model
checking from the critical key state in k steps.

In the actual system, engineers will pay more attention to some key scenes
or some time instead of the whole process. Such as the key point for satellite
launch is whether the satellite can enter the normal orbit. If pay attention to the
behavior of the system at this stage, we can first generate the simulation trace
in the scenario through co-simulation, and then perform formal verification to
the key scenario.
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Fig. 1. Semi-formal co-verification for CPS.

3 Semi-formal Co-verification Execution

In our previous work [11,12], we define three types of primitive components in
the co-verification: cyber component, physical component and cyber/physical
interface component model. Cyber model is essentially a discrete event model,
and its operational semantics refers to the execution sequence with a time stamp;
Physical model is essentially a continuous time model, the model is formulated
for differential equation. For integration of discrete event model and continuous
time model, its execution sequence in the operational semantics is interaction
protocols between the two heterogeneous models.

Below we characterize the dynamic of the main components in detail and
discuss how their integration is handled.

Definition 1. A CPS model is denoted as a tuple S = (Scps,HAcps), where
Scps =

⋃n
k=1 Scyber +

⋃k
k=1 Sinterace +

⋃m
k=1 Sphsical is static structure of CPS

model, HAcps = TA1 ‖TA2‖ · · · ‖TAn‖ HA1 ‖HA2‖ · · · ‖HAm is a cartesian
product of automata.

Definition 2. A state of CPS model is denoted as a tuple S =
(Scyber, Sinterface, Sphysical), where Scyber is a set of cyber model, Sphysical is
a set of physical model, Sinterface is a set of interface model,

Definition 3. Timing parameters of a control task is denoted as a tuple
(tk, ti, to), where tk = T ∗ k, T is the fixed sampling interval of the controller, k
is the number of controller iterations, ti and to represent the A/D and D/A con-
version periodical instants, respectively. Due to preemption and blocking from
other tasks in the OS, the actual start of the task may be delayed for some time
Ls. This is called the sampling latency of the controller. After some computa-
tion time and possible further preemption from other tasks, the controller will
actuate the control signal. The delay of the actuation is called the input-output
latency, denoted Lio.
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Fig. 2. Semi-formal co-verification for CPS.

The transaction condition of CPS is denoted as r = ϕ ∪ t, where ϕ is a set
of events, t is a set of clock. r can be expressed either event trigger or time
trigger. A trace S0, S1, S2, · · · , Sk−1, Sk, · · · , Sn can be denoted as π = S0

r0→
S1

r1→ S2 · · · rk−2→ Sk−1
rk−1→ Sk · · · rn−1→ Sn. From the view of the CPS system,

the CPS model is consisted of a series of discrete states, and each discrete state
itself may be a continuous time model.

As shown in Fig. 2, we analyze a simulation trace π = S0, S1, S2, · · · , Sk−1,
Sk, · · · , Sn. For example, take Sk−1 as a key state. Combined with the rk−1

condition, we conduct four steps bounded model checking from start state Sk−1.
We will construct semi-formal execution by Algorithm 1. i is loop iteration,

Sn is a simulation trace in simulation trace set ST , num is the amount of states
which need to be verified. Firstly, get the i-th state Si from simulation trace Sn

by the function Get State(Sn, i). Secondly, initial the state Si,0 by the function
Reset State(Si). Si,0 is the initial state in the model checking. And then perform
bounded model checking within deadline until the timeout for the next state
which is needed to be verified.

4 Semi-formal Co-verification Environment

As a proof of concept, the Semi-Formal co-verification environments are
developed. Below introduces these environments. As shown in Fig. 3, the co-
verification algorithm has been realized in the environment which integrates
corresponding prototype tools: formal collaborative verification tools Co-VerCPS
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Algorithm 1. Semi-formal Execution

1 Input: Simulation trace Sn ∈ ST , Deadline Time Bound;
2 Output: Verification result Result
3 i ← 0; //loop iteration;
4 Sn ← Load Simulation Trace(ST );
5 num ← number of state in checking states;
6 forall the i¡=num do
7 Si ← Get State(Sn, i);
8 Si,0 ← Reset State(Si);
9 forall the t¡num do

10 Si,k+1 ← Compute Next State(Si,k);
11 Result ← Check State(Si,k+1);
12 k ← k + 1;

Fig. 3. Implementation of Semi-formal Co-verification.

and collaborative simulation tools Co-Sim [13]. Co-Ver is primarily for abstract
model of C program (Labeled Pushdown System) and abstract model of a phys-
ical system (hybrid automata). Co-Sim focuses on the application, the physical
simulation model (Simulink model), and virtual device platform. These models
are widely used in related fields.

First, execute the test cases and record system information in the Co-Sim.
Second, export simulation data into system simulation trace. Finally, execute
bounded model checking and output verification results in the Co-Ver. The Exe-
cution Harness is a set which consists of system model and simulation data set
(these data has been configured). Execution Harness makes a system run under
different conditions, and monitor its behavior and output. It has three main
parts: execution engine Co-Ver, system model and simulation state sequence
set.
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5 Evaluation

To evaluate the proposed co-verification approach, we have applied the approach
to real-world control systems. In all experiments, we want to check whether the
system meet the constrains or not with slight perturbations in the inputs and out-
puts to the system. All experiments were performed on a machine with 3.40 GHz
Intel(R) Core(TM) and 16 G memory. As shown in Fig. 4, a co-simulation envi-
ronment is developed for TableSat. A X86 processor model is utilized to emulate
the Athena II SBC in QEMU. The embedded control program is written in
C language. The plant components are modeled mathematically according to
respective physical characteristics in Matlab/Simulink.

Fig. 4. Co-simulation environment for TableSat.

In these experiments, we select two simulation test scenarios to verify system
constrains. The first experiment is in the case of a single control target rotary
velocity, the second one is in the case of the multi control target rotary velocity.
Single control target rotary velocity means the expected target rotary velocity
value remains the same during the simulation. In each experiment, we select
a set of key state to support formal verification and certified the validity of
semi-formal verification.

5.1 Single Control Target Rotary Velocity

In the simulation, the initial angular velocity of TableSat is concrete value. In
a sense, the start instantaneous response of system is a key scenario. First, we
constructed the program and plant model based on the cyber/physical inter-
face. Then we formulated the constrains of the system with LTL, and con-
ducted bounded model checking. We chose the fixed execution time type of
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cyber/physical interface in this experiment. The following initial set of param-
eters is used in the experiment: the sampling interval (T = 2 s), the A/D con-
version instant (ti = 0.4 s), and the D/A conversion instant (to = 1.6 s). We spec-
ified a target rotary velocity (TargetV elocity = 30◦/s) as TableSat input. We
set the initial value of angular velocity ([0, 40]) as a symbolic variable. Figure 8
summarised the results. The verification result shows that the TableSat sat-
isfies the last six LTL constrains. For the first LTL property, bounded model
checker revealed a simple bug of the controller that: If the initial value of angular
velocity is 39.960621◦/s, then the rotary velocity reaches (63.649414◦/s) above
a threshold (V elocityUpBound= 60◦/s) at 2.324336 s. The verification run took
7015.26 s. The running time largely depends on the backend SMT solver (Fig. 5).

5.2 Multi Control Target Rotary Velocity

In the period of [0 s, 40 s), the control target rotary velocity is 30◦/s; in the
period of [40 s, 80 s), the control target rotary velocity is 50◦/s; in the period of
[80 s, 120 s), the control target rotary velocity is 70◦/s; in the period of [120 s,
160 s), the control target rotary velocity is 20◦/s; in the period of [160 s, 200 s),
the control target rotary velocity is 50◦/s; in the period of [200 s, 240 s), the
control target rotary velocity is 30◦/s. The following initial set of parameters is
used in the experiment: the sampling interval (T = 0.4 s), the A/D conversion
instant (tki ∈ [0, 0.1]), and the D/A conversion instant (tko ∈ [0, 0.1]). We record
measurements in every 0.01 s. The simulation result are shown in Fig. 6.

As shown in Fig. 6, the simulation result indicates that system satisfy the
bounded input bounded output stability. In the simulation, the delay is gen-
erated by the random function on an interval and is actually a constant dur-
ing the simulation. So the simulation test is not complete since it only observe
limited system behavior. The initial state in the system is zero, there is no
guaranteed that the controller can correct control plant when the sampling jit-
ter js and input-output jitter Jio under uncertainty condition. Combined with
the simulation data, we will verify the seven LTL constrains used in the model
checking. We select eight key states on a simulation trace. The Timeout is set
to 30000 s. The experimental results showed that each key state can perform 3
step bounded model checking. The followings are two scenarios to illustrate our
approach (Table 1).

Scenario i. Recorded the system information when the system response curve
across the steady-state and reach a peak point moment for the first time. And
then based on this state execute bounded model checking. According to the
simulation data, at the moment t = 3.5 s, the system response curve across the
steady-state value and reach the peak point(ω = 36.7298◦/s). Set js and Jio as
symbolic variable. As shown in Fig. 7, the verification result shows that the
TableSat satisfies all LTL constrains.

Scenario ii. Recorded the system information when the control target rotary
velocity change from 20◦/s to 50◦/s. And then based on this state exe-
cute bounded model checking. According to the simulation data, at the
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Table 1. Design constraints for TableSat

No LTL constraint Result

(within 4 s)

1 G(Rotary.V elocity ≤ V elocityUpBound): The controller never accelerates

the TableSat over the rotary velocity limit V elocityUpBound

⊥

2 G((Time ≥ TimeBound) → (Rotary.V elocity ≥ V elocityDownBound)):

When running more than a threshold TimeBound, the controller will always

accelerate the TableSat over the rotary velocity limit V elocityDownBound

�p

3 G((Rotary.V elocity < 0.4 ∗ TargetV elocity) → (Actuator.FanV oltage ≡
12)): When the rotary velocity below 0.4 times of its expected value

TargetV elocity, the controller will set the fans to 12V

�p

4 G((Rotary.V elocity > 1.5 ∗ TargetV elocity) → (Actuator.FanV oltage ≡
0)): When the rotary velocity exceeds 1.5 times of its expected value

TargetV elocity, the controller will set the fans to 0V

�p

5 G((Time ≥ TimeBound) → |Rotary.V elocity − TargetV elocity| ≤
SteadyStateError)): When running more than a threshold TimeBound, the

rotary velocity must be stable at TargetV elocity within the error

SteadyStateError

�p

6 G((Rotary.V elocity < T ) → F(Actuator.FanV oltage = full)): after the

Rotary velocity belows its bound, Actuator will set the motors to the full

voltage

�p

7 G((Rotary.V elocity > T ) → F(Actuator.FanV oltage = fullNeg)): after

the Rotary velocity exceeds its bound, Actuator will set the motors to the

full negative voltage

�p

Fig. 5. Test results.

momentt = 160 s, ω = 25.06078◦/s), the speed of fan is 1789 RPM. Set js ∈ [0, 0.1]
and Jio ∈ [0, 0.1] as symbolic variable. As shown in Fig. 8, the verification result
shows that the TableSat satisfies all LTL constrains.
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Fig. 6. Simulation Test results.

Fig. 7. Test results.

The above experimental results indicate that directly using formal verifica-
tion to realize the CPS has become more and more difficult. In TableSat, we can
only just check three system steps form the initial state. So formal verification
and simulation should effectively complement each other. The semi-formal veri-
fication method is essential to establishing the correctness of a complete system,
therefore improving the high-assurance of CPS.
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Fig. 8. Test results.

6 Related Work

Many scholars have did much work and gained their research results on CPS
verification [7–10].

Various formal verification methods have been proposed for Cyber-Physical
Systems. Well-known tools for verifying such systems include HyTech and
Uppaal. In[3] and [5] they propose an approach to formally analyzing such control
software using model checking of UPPAAL. In [4], they propose a delta-complete
algorithm for solving satisfiability of nonlinear SMT over real numbers. This app-
roach has a key drawback: The focus has been on control logic design on high
level with simplifying assumptions. Therefor they can’t handle complex systems.

Due to the scalability of formal verification is not high, simulation is a low-
cost and efficient method in detecting shallow bugs. The most closely related
work is presented [1], a comprehensive co-simulation platform for CPS and exam-
ples showing the capabilities of the platform were presented. The simulation
platform is built on Modelica and ns-2 tools.

7 Conclusions

An approach has been presented to semi-formal Cyber/Physical co-verification
based on the integration of co-simulation and formal co-verification. We analyze
these simulation traces, find some critical states and assisted with formal veri-
fication under these circumstances. This online-capture offline-replay approach
combines the benefits of going deeper and expore exhaustively the state space
of the system. The semi-formal verification approach can be used to overcome
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the drawbacks of both co-simulation and formal co-verification. We have vali-
dated our approach by applying it to TableSat. It combines advantages of formal
verification and simulation. The experiment results show that our approach has
major potential in verifying system level properties of complex CPS, therefore
improving the high-assurance of CPS.
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Abstract. The user behavior characteristics of mobile social network services
are beneficial for evaluating the user experience, and the test cases and test
scenarios should be designed according to the user behavior characteristics. The
current researches have been heavily addressed on the action sequence and the
frequency distribution of user behavior. There is little research on the user’s
action triggering network flow under different scenarios. This paper analyzes the
distribution character of user actions, and tests the waiting time of different user
actions in different scenes. The results suggest that the complex scenarios can be
consisted of some typical user behaviors.

Keywords: Quantify of user experience � Social network service � User
behavior � Communication scenarios � Mobile internet

1 Introduction

With the development of 4G/5G communication technology, a large number of Social
Network Services (SNS) have emerged. Mobile operators and equipment providers pay
more attention to the Quality of User Experience (QoE) of such services, and improve
the user experience through more intelligent scheduling strategy [1]. Some scheduling
strategies adopt Deep Packet Inspection (DPI) technology to identify the specific ser-
vices the packets belong to, and then use different scheduling strategies according to
different services. This reflects that the communications industry has recognized that
different services impact on user experience in different way. The traditional evaluation
system mainly measures the service quality of large-scale business with indistin-
guishable general indicators. However, many test systems are still based on the data
flow model [2–4], and cannot effectively trigger intelligent scheduling strategies, so it
is impossible to evaluate the effectiveness of these intelligent scheduling strategies.
Many communication enterprises have to use manual dial-up method to verify the new
scheduling strategy, which is unable to simulate large-scale scenarios. A possible
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approach is to replay the real data packets captured from networks in simulation system
[5]. These packets might be generated by user actions, such as login, sending message,
comment, and so on. A complex test scenario should consist of these actions according
to user behavior. Therefore, the new problems are how the user behavior affects the
QoE, and how to reconstruct user behavior using the captured data packets.

Through the analysis of the user behavior characteristics of the main SNSs, some
researchers found the concentrated distribution of common actions, action frequency
and information length of users [6, 7]. Some studies suggest that the traffic model of
traditional communication network can be used for reference to analyze the commu-
nication behaviors of computer network users [8]. In the model, the network user
behaviors can be described by the Poisson distribution of parameter k:

Pu i; tð Þ ¼ ktð Þi
i!

e�kt ð1Þ

where, i is the number of services during t. The amount and length of data flow of each
service follow the geometric distribution of Ef and El respectively:

Pf nð Þ ¼ 1
Ef

1� 1
Ef

� �n�1

ð2Þ

Pl kð Þ ¼ 1
El

1� 1
El

� �k�1

ð3Þ

where, n and k are the number and length of data flows, respectively. The network
traffic nij(T) can thus be obtained, according to the number of users nij(T), the number
of data flows fi(T) and the length of data flow nij(T) during (0, T):

N Tð Þ ¼
Xu Tð Þ

i¼1

Xf iðTÞ
j¼1

nijðTÞ ð4Þ

And the network traffic during t; tþ sð Þ can be written by:

NtðsÞ ¼ Nðtþ sÞ � NðtÞ ð5Þ

In this traffic model, the parameter k depends on the user density and usage habits
of users in the scene, Ef depends on the operation sequence and action frequency of the
users, and E1 is determined by the distribution of user action. If there is centralized
distribution in user behaviors, a few typical action sequences can be used to simulate
the entire communication scenario and form impact scenarios similar to the real
scenarios.
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2 User Behavior Analysis of SNS

According to the above model, it is possible to reconstruct the real scene with a small
number of typical user behaviors, if the data length and frequency of user behaviors
obey a central distribution. Related studies have found the centralized distribution of
user behavior in SNS. In this paper, we analyze the online time and operation fre-
quency of SNS users. To observe the impact of user behaviors to QoE, we also test the
appreciable indicators of the end users in different scenarios with different user density
and behavior.

2.1 Central Distribution of Online Frequency

To analyze the distribution rule of online frequency for SNS, we survey 35 college
students on their usage count per day. As shown in Fig. 1(a), the result shows that the
special user group has similar usage habit.

Figure 1(b) shows the distribution of users’ usage time of Weibo in campus. This
implies the centralized distribution of usage habit in a special communication scenario.

2.2 Central Distribution of User Data

We collect Weibo information of 60,000 users. We compute the average number of
posts these users published per day. 90% Weibo users daily post less than 10 messages.

In addition, the length of the post is also restricted by usage habit. In this paper, the
length of the 2,622 Weibo posts without links is analyzed in Fig. 2, in which the
vertical coordinate is the number of blog posts and the horizontal coordinate is the
length of posts. As shown in Fig. 2, the lengths of most posts are between 10 and 50
bytes. To eliminate the oscillation caused by the double-byte representation of Chinese
characters in the computer system. Figure 2 retains only double-byte data. This result
shows centralized distribution and heavy-tailed distribution.

Fig. 1. Online characters of Weibo
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3 Impact of Scenario on QoE Indicators

We survey the degree to which the communication scenario affects the user experience.
In this paper, the appreciable indicators of SNS are evaluated in the urban area. The
cellular network access is provided by the same communication operators. Therefore,
the infrastructure conditions of the tests are similar, and the performance fluctuation
should be caused by the behavioral features of different user groups, such as user
density, operation frequency, and other operation habits.

Figure 3 shows the delay test of QQ message sending in different scenarios. The
test results show that the distribution range of delay is approximately the same.
However, the number of delays with a significant deviation from the main distribution
range is obviously different. In particular, Fig. 4 shows that the delay difference
between different time periods in the same place is also obvious. The test results
indicate that user behavior is key factor of communication scenarios, which has a
certain impact on the QoE indicators.

In same area, communication capacity of communication operator is more similar.
In different scenarios, the group behavior of users is different, and the usage habits are
thus different. Therefore the degree to which the user behavior affects QoE indicators
can be observed. In this paper, we chose to test the delay of posting Weibo comments
through cellular network under different scenarios in a large research and development
base. The scenarios include office area, experiment area, restaurant, lounge area, and so
on. Except that the restaurant is significantly more densely populated than other areas,
all other areas have similar user density. And the communication operators are known
to identify data packets and adopt special scheduling strategies for SNS.

The test results in Fig. 4 also indicate that in the case of same user density and
similar communication capacity user behavior causes delay fluctuation. Because the
delay jitter bigger than 0.1 s is appreciable, the delay fluctuation in Fig. 4 is obvious
for users.

Fig. 2. Distribution of post length (only even bytes)
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4 Conclusions

In this paper, we mainly analyze the distribution feature of user behavior for SNS, and
the degree of impact of user behavior on QoE indicators. The investigation results show
the centralized distribution of user behavior. The test results in real scenarios imply that

Fig. 4. Average post delay in 22 test point (5 tests for each point)

Fig. 3. QQ message delay in various scenairos
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the user behavior actually affects the user experience. Therefore, we propose that a QoE
test scenario can be built by the typical user behaviors. The relationship between user
behavior and network load should be further studied to guide the test case design.
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Abstract. Optical fiber access systems are one of the driving forces behind the
success of the Internet. Time- and wavelength- division multiplexing passive
optical network (TWDM-PON) is regarded as the key technology for future
Internet access networks. In this paper, we propose an ITU TWDM-PON
module for the ns-3 network simulator and describe its concept and design
specifications. The proposed module is developed based on the XG-PON
module for ns-3. It can simulate G.989 standard-compliant data packet trans-
mission in the upstream and down- stream directions using multiple wavelength
channels. It enables us to evaluate the performance issues that arise with the
TWDM-PON development, including various dynamic bandwidth allocation
(DBA) and dynamic wavelength allocation (DWA) algorithms. The proposed
module is expected to become a good platform for studying future access net-
works composed of TWDM-PON and mobile networks by enabling us to
simulate dynamic wavelength and bandwidth allocation (DWBA).

Keywords: ns-3 � TWDM-PON � Wavelength allocation �
Bandwidth allocation

1 Introduction

During the last few decades, the numbers of both fixed and mobile broadband sub-
scribers and their data consumption have increased greatly. Optical fiber access systems
are one of the driving forces behind the success of the Internet. Passive optical net-
works (PONs) are the key technology for providing low-cost access services.

The architecture of PON based access networks is shown in Fig. 1. The optical line
terminal (OLT) is usually located in a central office. The optical net- work units
(ONUs) are located on the subscriber’s premises. They are connected through the
optical distribution network (ODN), which consists of optical fiber and power splitters
located in the outside plant. As the next step in relation to optical access systems, the
standardization and development of time- and wavelength- division multiplexing
passive optical network (TWDM-PON) including next generation-PON2 (NG-PON2)
[12], which is a 40 Gb/s capacity PON system [6, 7], are under way. TWDM-PON is
expected to be a multi- service platform that includes residential, business, mobile,
machine to machine (M2M), and Internet of things (IoT) services as shown in Fig. 1.
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The bandwidth and power consumption of TWDM-PON must be scalable, flexible,
and efficient to provide various services. Since work on TWDM-PON is still in its early
stages, a simulation of TWDM-PON would be useful and effective in terms of its
development and deployment. In this paper, we present an ITU TWDM-PON module
for the ns-3 [8] network simulator, which is a state of the art open source network
simulator. The proposed module is expected to become a good platform for studying
future access networks composed of TWDM-PON and mobile networks by enabling us
to simulate dynamic wavelength and band- width allocation (DWBA).

This paper is organized as follows. Section 2 describes the background and related
work. Section 3 introduces the concept of the proposed ITU TWDM-PON module.
Section 4 describes the design specification of the developed module. Section 5 pro-
vides the conclusion.

2 Related Work

The ns-3 [8] simulator is an open source based network simulator. It has been pointed
out that ns-3 uses less CPU and memory and the simulation speed is higher than other
network simulators [5, 11]. For ns-3, an XG-PON module was developed, which is
based on G.987 recommendations [14]. The XG-PON module focuses on the physical
medium dependent (PMD) and transmission convergence (TC) layers, including frame
structure, resource allocation, quality of service (QoS) management, and dynamic
bandwidth allocation (DBA) algorithms. To improve the simulation speed, the ODN
and the operations of physical layers are simplified. With this module, the XG-PON
performance can be evaluated using existing ns-3 modules, including a realistic Internet
protocol stack and various wireless networks (LTE, WiFi, WiMAX, etc.).

Several studies simulated XG-PON with this module. The need for an im- proved
DBA algorithm and scheduling mechanism was revealed from the performance eval-
uation of three TCP variants (Reno, CUBIC, and H-TCP) [2]. The X-GIANT DBA
algorithm was proposed and implemented in the XG-PON module to evaluate the delay
and throughput for different classes of traffic [3]. The group-GIANT DBA algorithm

Fig. 1. Access network architecture.
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was developed to assign group assured bandwidth to backhauling base stations with
PON [1].

There have been some cases where a TWDM-PON simulation was performed.
These include for a digital radio over fiber (DRoF) system [9], for a WDM-PON
downstream physical link evaluation using an optical transmission simulator [10], and
for a K-out-of-N scheduling technique for DBA with a discrete event simulation model
[4]. However, there has been no simulator to evaluate packet level data transmission for
TWDM-PON using various protocol stacks. The development of an ITU TWDM-PON
compatible module for ns-3 is useful for studying various DBA and DWA algorithms
and evaluating the integration of TWDM- PON and wireless networks. To develop the
module, we need to implement WDM transmission by stacking wavelength channels
based on the XG-PON module. In addition to WDM, we require ONU assignment to a
wavelength and an ONU wavelength channel handover sequence, which include
PLOAM message transfer and the ONU state transition. In addition, there have been
limitations as regards the XG-PON module. To evaluate various DBA algorithms such
as multi-thread polling and multi-cycle allocation, the DBA functions need to be
redesigned. To improve the delay measurement accuracy, we need to employ differ-
ential propagation delays for the ONUs and calculate the start time of upstream traffic at
each ONU should be implemented.

3 ITU TWDM-PON Module Concept

We describe the concept of the proposed ITU TWDM-PON module for the ns-3. The
overall purpose of the module is to simulate the data packet transmission in G.989
recommendations and evaluate the throughput and delay using various DBA and DWA
algorithms.

3.1 Overview

Basic Idea. We developed the ITU TWDM-PON module based on the XG-PON
module [14], because the concept of the XG-PON module matches the purpose of the
proposed module. Therefore, the features of the module are inherited from the XG-
PON module. This module performs stand-alone and packet-level simulation. The
physical layer is simplified, and the ODN is modeled as a simple channel. The optical
transmission is assumed to work well, and the propagation delay and line rates are
simulated. Line coding, payload encryption, cyclic redundancy check (CRC), and
header error correction (HEC) are not implemented. The bandwidth overhead and the
effect of forward error correction (FEC) are implemented, but the FEC procedure is not.
To evaluate the performance of the TWDM-PON system during normal operation,
PLOAM and OMCI channels are not fully implemented. The activation or ranging
procedure in operating TWDM-PON is also not implemented.

DWBA Simulation. To simulate the time- and wavelength- division multiplexing
(TWDM) packet transmission in the upstream and downstream directions, we decided
to employ multiple PON channels, which represent individual wave- length channels
between an OLT and ONUs. ONU assignment to a wavelength and ONU wavelength
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channel handover are performed by enabling one channel from the set of PON chan-
nels. The sequence of ONU wavelength channel handover, including the PLOAM
message transfer and the ONU state transition, is implemented to evaluate and compare
DWA algorithms.

For accurate measurement of the data packet transmission in each channel, the
DBA functions are redesigned and the accuracy of data transmission is improved
compared with the XG-PON module. We can use various DBA algorithms, including
multi-thread polling and multi-cycle allocation. The delay measurement accuracy is
improved by calculating the start time of the upstream traffic at an ONU, the propa-
gation delay between an OLT and each ONU, and their frame-processing delay.

3.2 Channel Model

In the following, we explain the concept of major implemented functions. And, we
describe the channel model. To simulate the multiple wavelength channels provided by
TWDM-PON, OLT and ONU devices are connected to multiple PON channel classes.
Each of the PON channel classes corresponds to a wavelength channel. ONUs are
assigned and handed over using these PON channel classes.

There is one PON channel between an OLT and the ONUs in the XG-PON module.
All the ONUs always use the PON channel and the bandwidth is allocated to all the
ONUs by the DBA engine of the OLT. In the TWDM-PON module, there are multiple
channels between an OLT and the ONUs. Each channel is connected to the OLT and all
the ONUs. An ONU enables one channel and disables the other channels. We assumed
that an ONU uses only one channel at a time, and the same channel is used for
upstream and downstream data transmission for simplicity. The downstream frame
transmission and DBA are performed at each channel considering the ONU wavelength
allocation.

3.3 ONU Channel Handover

The implemented ONU wavelength channel handover sequence basically follows
G.989 recommendations. The implemented ONU state transition is shown in Fig. 2a,
which is the normal operation part of the ONU state diagram. Figure 2b shows the
OLT wavelength handover states for each ONU. Simulation of the normal handover
sequence does not require the implementation of inter-channel- termination protocol
(ICTP) and rollback process.

The handover sequence is as follows. First, an ONU is operating in the Associated
state in a specific channel. The OLT is in the Hosting state at a source channel
termination (CT) and in the Unaware state at the target CT. The source OLT CT sends
Tuning Control specifying the target ONU, target channel, and scheduled SFC.
The OLT state transits to the Redirecting state at the source OLT CT and the Expecting
state at the target OLT CT. After that, a PLOAMu grant is allocated to the ONU in both
the source and target channels. If the ONU can start the handover, it sends Tuning
Response (ACK) and transits to the Pending state. When the source OLT CT receives
Tuning Response (ACK), the state becomes Seeing-off. The ONU starts the tuning
procedure at the scheduled SFC. The state transition order in the tuning is Off-sync,
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Profile learning, and US tuning state. When the tuning is finished, the ONU sends
Tuning Response (Complete u). When the target OLT CT receives the message, it sends
Tuning Control (Complete d) and downstream data. The OLT state transits to Hosting
in the target CT and Unaware in the source CT. The ONU receives Tuning Control
(Complete d) and transits to the Associated state.

3.4 DBA

DBA Procedure. Figure 3 shows the DBA procedure assumed in this paper. An ONU
sends its buffer occupancy to an OLT when it sends uplink data. We call it a request
message in this paper. The OLT calls the DBA engine in order to calculate the
bandwidth allocation for ONUs based on their requests. Then, the OLT sends the
bandwidth allocation to each ONU, which is sent using the BW map in ITU TWDM-
PON. We call it a grant message in this paper. The grant message includes the start time
and the data size assigned for each ONU. The ONU sends uplink data in accordance
with the grant. The DBA procedure described above enables ONUs to share the uplink
bandwidth flexibly.

Multi-cycle Allocation. The OLT sends a grant to ONUs every 125 µs, and this is
called the grant cycle in this paper. The DBA engine does not need to calculate the
bandwidth allocation to all the ONUs in one grant cycle as regards the reduction in the
processing time in a real machine. We call the time period between DBA calculations a
DBA cycle. A DBA cycle is k times a grant cycle, where k is a natural number. We
enabled the DBA engine to carry over its calculation result over k–1 grant cycles in the

(a) ONU (b) OLT

Fig. 2. Wavelength handover state transition.

Fig. 3. DBA procedure.
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TWDM-PON module. We call this multi-cycle allocation. Multi-cycle allocation is a
natural extension of the usual DBA process (single-cycle allocation). Multi-cycle
allocation can improve bandwidth utilization efficiency as shown in Fig. 4.

Multi-thread Polling. The sequence including a request, a DBA calculation, and a
grant is called a thread in this paper. We enabled the OLT to poll multiple threads in
parallel as shown in Fig. 5, which is called multi-thread polling [13]. Multi-thread
polling is a natural extension of the usual DBA procedure (single- thread polling).
The OLT can poll k threads in parallel when the DBA cycle of a single-thread is k times
of the grant cycle. Multi-thread polling can reduce the time between packet arrival and
the next request sent by that ONU. However, since the DBA cycle of k-thread polling is
a k-th of that of single-thread polling, multi-thread polling can place a high load on a
CPU in a real machine. The difference between multi-cycle allocation and multi-thread
polling is the frequency of the DBA calculation.

Start Time. For simplicity, the XG-PON module assumes that the propagation delays
of all ONUs are same, the equalization delays (EqD in Fig. 6) of all ONUs are zero,
and the response time of all ONUs is zero. To improve the accuracy of the delay
measurement, we implemented differential propagation delays for the ONUs and the
calculation of start time of upstream traffic at each ONU. Figure 6 shows the timing
relationships stated in G.989.3 [12]. The TWDM-PON module calculates the equal-
ization delays with [12]:

Fig. 4. Multi-cycle allocation.

Fig. 5. Multi-thread polling.

Fig. 6. Timing relationships.
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EqDi ¼ RTDi � Teqd ¼ RTTi þRspTimei � Teqd: ð1Þ

EqDi represents the equalization delay of ONUi, RTDi represents the round-trip
delay of ONUi, RTTi represents the round-trip time of ONUi, RspTimei represents the
response time of ONUi, and Teqd represents the zero-distance equalization delay.
RspTimei is set at 35 µs in this module, since it is required to be 35 ± 1 µs. We can
set Teqd based on the ODN design parameters [12].

4 Design Specifications

This section describes the design specifications of the ITU TWDM-PON module in
detail.

4.1 Channel and Network Devices

An OLT and an ONU are represented as ItutwdmponOltNetDevice and Itutwdm-
ponOnuNetDevice attached to Node. Four ItutwdmponChannel instances are attached
to them, each of which represents a wavelength channel in the ODN.

ItutwdmponOltNetDevice sends and receives the PON frames of each Itutwdm-
ponChannel using per channel ItutwdmponOltEngines, ItutwdmponOltPhyAdapter,
and ItutwdmponOltDsScheduler. The processes related to multiple ItutwdmponChan-
nel, including ONU channel handover, are managed by ItutwdmponOltDwaEngine.

ItutwdmponOnuNetDevice produces and parses PON frames with Itutwdm-
ponOnuEngines. It sends and receives them through enabled ItutwdmponChannel
using ItutwdmponOnuPhyAdapter of each channel. The enabling and disabling of
ItutwdmponChannel is controlled by ItutwdmponOnuDwaEngine.

4.2 DWA Engine

OltDwaEngine performs the DWA procedure and manages the enabled channel of each
ONU and the state transition of each channel in the OLT. The common functions for
the DWA procedure are implemented in OltDwaEngine and DWA algorithms are
implemented in subclasses. The functions of a DWA algorithm include deciding
whether or not to start channel handover, and, if it decides to start the handover,
selecting the target ONU and target channel. Various DWA algorithms can be easily
implemented and compared with this implementation. OnuDwaEngine manages the
enabled channel and state transition in the ONU.

OltDwaEngine and OnuDwaEngine cooperates with OltPloamEngine and Onu-
PloamEngine to exchange PLOAM messages. We implemented PLOAM messages,
which are used for ONU wavelength channel handover signaling, namely message type
ID 0 � 15 Tuning Control and message type ID 0 � 1A Tuning Response. The gen-
eration of a PLOAM message is driven by OltDwaEngine and OnuDwaEngine in the
DWA sequence. OnuPloamEngine processes a received PLOAMd message in 750 µs.

OltDwaEngineFixedRroundRobin is implemented as a default DWA algorithm.
With this algorithm, when a new ONU is added, it is assigned to one of multiple

192 Y. Nakayama and R. Yasunaga



wavelength channels in a round-robin manner. The wavelength assignment is static and
ONUs are not handed over to another channel.

4.3 State Transition

Here we describe the operation of an OLT and an ONU in each state as shown in
Fig. 2.

OLT Operation. In the Hosting and Redirecting states, downstream Tx and upstream
bandwidth allocation are enabled. In the Redirecting and Expecting states, PLOAMu is
always granted. Because an ONU is limited to one enabled channel in this module, the
enabled channel list is updated at the end of the Redirecting state and waits to receive
Tuning Response message at the target channel. As a consequence, in the Seeing-off
state, the frame forwarding and DBA grant are disabled. Although this operation is a
slight modification of the standard approach, it has little effect on the frame transaction.

ONU Operation. In the Pending state, frames are not fragmented. A connection whose
amount of data exceeds the available payload length is not selected by
ItutwdmponOnuUsScheduler. In the Off-sync and Profile learning state, Tx and Rx are
disabled. When the state becomes Us tuning, only Tx is disabled.

4.4 DBA Engine

Overview. ItutwdmponOltDbaEngine and ItutwdmponOnuDbaEngine are responsible
for theDBAprocedure described inSect. 3.4.Because their design is basically the same as
that in the XG-PON module, here we focus on updates from the XG-PON module.
ItutwdmponOltDbaEngine calculates the bandwidth allocation forT-CONTsbased on the
enabled channel, and the state of the ONUs, which are obtained by calling Itutwdm-
ponOltDwaEngine. ItutwdmponOnuDbaEngine calculates the start time of the upstream
traffic based on the equalization delay and the response time of the ONU. Because the
ranging procedure is not implemented in the proposedmodule, the propagation delay and
the equalization delay are calculated before starting the data transmission.

Basic Algorithms. Here we introduce the basic DBA algorithms that we employed.
These subclasses will help users to understand the basic concepts of the cycle and
thread of DBA.

ItutwdmponOltDbaEngineProportional allocates bandwidth to all T-CONTs at each
DBA cycle in proportion to their request size, as shown in Fig. 3. To allot transmission
opportunity fairly and reduce upstream delay, the total slot size (125 µs) is propor-
tionally assigned in a round-robin manner. The following algorithms are developed
based on ItutwdmponOltDbaEngineProportional.

ItutwdmponOltDbaEngineMultiCycle employs the multi-cycle allocation shown in
Fig. 4 by keeping a grant cycle counter and a grant log. Let k (1 � k) denote the initial
value of the grant cycle counter, which can be set as a variable. k represents that the
DBA cycle length is how many times of the grant cycle length, for example, k = 2 in
Fig. 4. Let c denote the counter value, and c is decremented in each grant cycle and is
reset to k when it reaches zero. If c is equal to k, Ng-pon2OltDbaEngineMultiCycle
allocates bandwidth to all T-CONTs in proportion to the latest request size in the same
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way as ItutwdmponOltDbaEngineProportional, and stores the result in the grant log.
Otherwise, it copies the grant log and the bandwidth allocation is the same as the last
cycle.

ItutwdmponOltDbaEngineMultiThread employs the multi-thread polling shown in
Fig. 5. Let K (1 � K) denote the maximum value of the grant cycle counters.

Let n (1 � n � K) denote the number of threads, and i (0 � i � n −1) denote the
thread identifier. The user can set n and K. ki denotes the initial value of the grant cycle
counter of i-th thread. ki is set at ki = n − i. Let ci denote the counter value of i-th thread. ci
is decremented in each grant cycle and is reset toKwhen it reaches zero. If ci is equal toK,
ItutwdmponOltDbaEngineMultiCycle allocates bandwidth to all T-CONTs in proportion
to the latest request size. Otherwise, it allocates no bandwidth. When n = 1, Itutwdm-
ponOltDbaEngineMultiThread acts just like ItutwdmponOltDbaEngineProportional.

5 Conclusion

In this paper, we presented an ITU TWDM-PON module for the ns-3 network simu-
lator and described its concept and design specifications. The proposed mod- ule is
implemented based on the XG-PON module and can simulate the data packet trans-
mission described in G.989 recommendations. TWDM packet trans- mission in the
upstream and downstream directions is simulated using multiple PON channels. It
enabled us to evaluate the performance issues that arise during TWDM-PON devel-
opment, including various DBA and DWA algorithms. The proposed module currently
implements the normal operation part of the state diagram. In the future, we will
develop the activation and ranging procedure using PLOAM messages to evaluate the
performance in more realistic situations.
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Abstract. At present, the State Grid Corporation switching network is evolving
from a program-controlled switching network based on circuit-switched tech-
nology to a next-generation switching network based on IP technology. The
virtualization of power communication core network has become the develop-
ment trend of grid communication. Among them, network function virtualiza-
tion (NFV) decouples the software functions and hardware functions of
traditional network equipment, reduces the investment and operation costs of the
network and improves the deployment efficiency of new services. This paper
analyzes the benefits of NFV technology architecture and NFV to power IMS
core network, proposes the implementation scheme and network evolution of
power IP multimedia subsystem (IMS) network based on NFV architecture, and
constructs the virtual network architecture as the architecture scheme of network
function virtualization. The scheme of bearer network in the virtualized envi-
ronment of power IMS core network is proposed, and the advantages and
challenges of current NFV technology are summarized.

Keywords: Power IMS � National grid � Power communication �
Virtualization

1 Introduction

As the core network of business control, IMS is built on the Internet standard at the
beginning of design, adopts open and universal session initiation protocol (SIP) control
protocol, and has good portability and easy development. The new business will not
only shorten the development cycle, but also get online faster. The system is easy to
upgrade and network operation and maintenance is more flexible. By introducing IMS
technology, the communication network of the national grid can be upgraded to the
multimedia converged communication network, and the mobile and fixed networks can
be further integrated to realize support for multi-service terminals. However, despite the
mature technology and strong capabilities, this architecture is different from the
requirements of the State Grid Corporation’s administrative and dispatch switching
networks. The State Grid Corporation serves the industry. Its application population is
fixed in size and demand is relatively simple. This makes the hardware equipment
designed for telecom operators long-term idle and the hardware usage rate is low,
which causes waste of hardware resources and energy consumption.
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On the other hand, there is a contradiction between the centralized management of
IMS and the original localized management of the State Grid Corporation. To this end,
according to the characteristics of national grid demand and requirements, the imple-
mentation scheme of power IMS network based on NFV architecture is proposed, and
the advantages and achievability are also analyzed.

NFV has changed the way existing network operators build networks: instead of
using dedicated network equipment, information technology (IT) virtualization tech-
nology is used to implement various types of networks on standard high-performance
servers, switches, and storage devices. The functionality of nodes and user front-end
devices. In [1], the NFV and software defined network (SDN) technologies are
introduced into the core network, and the core network is virtualized. At the same time,
based on the complex stream processing platform, the long-term evolution architecture
of the core network based on SDN/NFV is established. In order to study the
arrangement and placement of NFV services, the NFV service orchestration mecha-
nism and placement algorithm are proposed, and a visual NFV service orchestration
and placement system is designed and implemented in [2]. In [3], NFV is used to
adaptively monitor the IT infrastructure and provide data to the analytics engine to
detect attacks in real time while using infrastructure to block attacks. In [4], a method
based on fault injection NFV infrastructure (NFVI) reliability assessment and bench-
marking is proposed. The application of this method in virtualized IMS environment is
also discussed.

The above documents are all virtualized deployment of public network IMS, which
is rarely involved in power. Therefore, the power IMS network is deployed for vir-
tualization based on the characteristics of the national power grid and the virtualized
deployment architecture. When deploying a power IMS network, the application of
NFV can virtualize network functions, further simplify the operation and maintenance
management of the underlying network facilities, and improve the management and
control capabilities of the network. In order to meet the functional requirements
brought by the bearer network in the deployment process of the power IMS network,
the communication system resources occupied by different services are rationally
allocated and dynamically adjusted through the centralized control protocol standard,
and the power IMS network virtualization capability is further enhanced.

2 Introduction of NFV

NFV is a new type of network technology initiated by operators. It aims to carry related
network functions through common hardware and virtualization technologies. Network
costs are reduced and business development and deployment capabilities are improved.
In the NFV architecture, all network functions are in pure software mode on the unified
distribution of computing, storage and network infrastructure [5, 6]. The software
functions are no longer bundled with the original dedicated hardware platform. Its
architecture is shown in Fig. 1:
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According to this architecture, the three-part entity function of NFV is shown in
Fig. 1:

(1) Virtual Network Function (VNF): Includes software that runs on the NFVI to
perform specified network functions, such as Proxy/Interrogating/Serving Call
Session Control Function (P/I/S-CSCF) and Home Subscriber Server (HSS) in the
IMS network. The function and state of a network element node is independent of
whether it is virtualized or not. A VNF can be made up of multiple internal
components. In this scenario, the same VNF can be deployed on multiple virtual
machines or on the same virtual machine. The former virtual machine only runs
one component of the VNF.

(2) NFVI: An environment that provides deployment, management, and execution of
VNFs, including hardware and software. Hardware resources include computing,
storage, and networking resources that provide processing, storage, and connec-
tivity capabilities for VNFs through the virtualization layer. The hardware
resources are abstracted by the virtualization layer, and the software functions of
the VNF are decoupled from the underlying hardware, so that the independence of
the hardware resources from the VNFs is guaranteed.

(3) NFV management and business orchestration: including business orchestration
system, VNF management system and NFVI management system. Among them,
the business orchestration system is responsible for the layout and management of
NFV infrastructure and software resources, and provides network services on the

Fig. 1. NFV network architecture
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NFV; the VNF management system is responsible for the management of the VNF
life cycle (such as establishing, updating, expanding, and terminating); The ability
of the VNF to manage and control the computing, storage, and network resources it
requires is managed by the NFVI.

The introduction of NFV in the power IMS core network is to migrate power
equipment from the current dedicated platform to a common device. That is to say,
various network elements become independent applications, and can be flexibly
deployed on a unified platform based on standards-based servers, storage, and switches,
so that each application can rapidly reduce the virtual resources to achieve rapid
expansion and expansion. As a result, the flexibility of the network has been greatly
improved [7–9]. The key to NFV is how to decouple the traditional network functions
from the proprietary network hardware, run on a common standard server while ensuring
network performance, and implement NFV management and functional design.

3 Network Implementation Scheme of Power IMS Based
on NFV

3.1 Power IMS Network

The public IMS network consists of a service layer, a control layer, and an access layer.
Open interfaces are used between different layers. The control capability and service
providing capability of the SIP-based multimedia session service are provided on the
Evolved Packet Core (EPC) and other IP bearer networks. At the same time, the IMS
service plane and control plane network element have the characteristics of intensive
computing processing, which is consistent with the commercial off-the-shelf (COTS)
server’s strong computing capability and is suitable for processing the state transition
and signaling interaction processes, so it is especially suitable for virtualized
deployment.

Compared with the public IMS network, the power IMS network is designed
according to its concept and is carried on the integrated data network. The virtual
private network (VPN) is divided into other service networks. The IMS network
architecture and policy control architecture features are fused in the power IMS net-
work. In addition to the Layer 3 architecture service layer, control layer and network
bearer layer of the traditional IMS network, it adds a bearer control sublayer within the
control layer. And the ability of the intelligent network is called by the CSCF in the
form of a third-party capability control server, which realizes the organic combination
of the session control and the bearer control sub-layer, and improves the intelligence
degree of the network.

3.2 IMS Virtualization Solution Based on NFV Architecture

According to the needs of enterprise information development, IMS technology has
been identified by the State Grid Corporation as the next-generation administrative
switching network technology system, and the IMS switching network is promoted in
all network provinces. The network element equipment in the IMS network has a
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complete standard specification. After the core network element is virtualized, the NFV
does not change the logical architecture of the network, and each network element
function is automatically loaded or unloaded on the general hardware platform in the
form of software. The interfaces of the IMS network still exist and the signaling process
remains unchanged. This requires that the bearer network of the data center where the
virtualized network function is located automatically supports the establishment of a
virtual private network for the IMS virtualized network function. Allocate network
resources and IP addresses, provide dedicated network channels with QoS guarantees,
and ensure that the virtual private network can span data centers across domains.

The NFV technology was introduced by the State Grid IMS in [9, 10], enabling
users to obtain the necessary protection while accessing the service on a unified
hardware platform. The resource utilization rate is improved, and the equipment space
occupation and energy consumption are reduced. The NFV network model implements
specific application functions for general purpose hardware. Each node can implement
multiple functions, and the network device type is distinguished by software on a
unified hardware platform. Under normal circumstances, the unified hardware platform
is relatively independent, so that the problem of tight coupling between hardware and
software existing in traditional network devices is solved, and an effective fault
guarantee mechanism can also be obtained.

The main structure of NFV that incorporates the characteristics of the power IMS
network is shown in Fig. 2 below. Its main functional entities include: Virtualization of
call control functions: P/I/S-CSCF completes session work and service control; Vir-
tualization of network interworking functions: Media Gateway Control Function
(MGCF), Border Gateway Control Function (BGCF), Media Gateway (MGW) com-
plete analog access and interconnection of power exchange networks; Media resource
control virtualization: Multimedia Resource Function Controller (MRFC) and Multi-
media Resource Function Processor (MRFP) provide media resources for terminal
devices; User management virtualization: the storage of information such as routing
and signing of power communication services by the HSS; Virtualization of the
underlying hardware resources: including intelligent access terminals such as mainte-
nance terminals and video voice services of municipal power companies.

During this virtualization deployment process, physical network resources are
virtualized through the NFV architecture to form a virtual network. The virtual network
is opened to the IMS virtualized network function in a service manner, and is
responsible for carrying the service flow, thereby shielding the actual physical network.
The controller in the data center domain is responsible for managing physical node
devices such as switches and routers in the domain, and transmits information about the
physical network to the virtual infrastructure management system through the north-
bound application programming interface. The virtual infrastructure management
system then based on the collected physical network topology information. The net-
work topology and state of the entire virtual network are sorted out, the network
resources of the virtual network are managed, and relevant information is opened to the
virtual network function management system and the service orchestration system. The
use of NFV technology to transform the edge network elements of the grid and vir-
tualize the network functions can shorten the deployment cycle of new services, and the
corresponding workload will be greatly reduced.
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3.3 Application Scenario of State Gird IMS Network Virtualization
Technology

After understanding the power IMS network virtualization process and its network
architecture and networking solution, its application scenarios should be studied.
Combined with the actual situation of the State Grid IMS network, the specific
requirements of NFV technology are obtained, so that the key issues are studied in a
targeted manner. The actual application environment and user scale of the State
Grid IMS network and the main application environment of NFV technology are
different from those of telecom operators. It is a prerequisite for the application of NFV
technology to the State Grid IMS network:

(1) Application scenario 1: When the dispatching switching network fails, the basic
communication capability of the dispatching switching network can be quickly restored

Fig. 2. NFV architecture model of power IMS core network
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by using the IMS infrastructure of the administrative switching network in a very short
time to maximize resource utilization.

The administrative switching IMS network is used to provide communication
guarantee capability for the scheduling switching network. When the primary and
backup systems of the switching network fail simultaneously, through NFV hardware
and software decoupling and distributed computing, realize the resource sharing
between the dispatching exchange network and the administrative switching network of
the State Grid, and realize the on-demand scheduling and allocation of resources.

(2) Application scenario 2: Provide a logically independent IMS network infras-
tructure for different departments without increasing hardware investment.

NFV enables software from different vendors to run on a unified virtualized
infrastructure. Through NFV technology, it can provide customizable communication
service capabilities for different units. It will be quickly launched, flexible in config-
uration, and will not affect the communication security of other units and fast fault
recovery.

(3) Application scenario 3: The maintenance workload is not greatly increased due
to the increase of new services, and the decentralized management is developing
toward cloud management.

In the use of the State Grid IMS network, in order to reduce the hardware form, the
core maintenance force is put into software and service maintenance. The operation and
maintenance management is developed from the traditional local equipment manage-
ment to the cloud virtual resource configuration, which improves the operation and
maintenance efficiency. Reduce hardware costs by decoupling hardware and software.

(4) Application scenario 4: The old and new business alternates from device update
to service update, and changes from device operation and maintenance to service
operation and maintenance.

With the development of computer technology, in order to comply with the trend
and maintain the advantages of the State Grid Corporation in the field of information
and communication, the core position of software services should be reflected in the
IMS network of the State Grid, and the superior resources should be invested in the
software services.

(5) Application scenario 5: The NFV network and the traditional network are
mutually disaster-tolerant backups, and the NFV network has a stronger self-healing
capability.

NFV provides automatic recovery of network service functions. When a running
network service component (or function node) crashes, the management and orches-
tration (MANO) can extract corresponding mirror information (snapshot information)
according to the script policy in the predefined template. Quickly implement network
service components (or function nodes) to be redeployed and implement automatic
recovery of network functions.

(6) Application scenario 6: Flexible configuration of system capacity, flexible and
rapid deployment of new service applications, and on-demand services.

The network’s more flexible capacity adjustment capabilities have been given by
NFV. The operator can implement automatic elastic expansion of cloud resources when
the relevant network indicators reach the threshold according to the pre-configured
capacity indicators and the extended scheduling policy. Elastic expansion includes four
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methods: scale out/in and scale up/down. Out/in refers to the increase or decrease of the
number of virtual machines in the network element. Up/down refers to the change of
the size of the virtual machine of the network element.

The core of NFV is hardware and software decoupling. Applications do not rely on
hardware functions. State Grid can flexibly and rapidly develop and deploy various
services and applications according to requirements to meet the needs of various
departments.

4 Advantages of Power IMS Implementation Based on NFV
Architecture

The use of core network virtualization technology in the State Grid, combined with the
actual needs of the State Grid for targeted research, not only meets the economic and
reliability issues of power IMS network deployment, but also through the virtualization
technology part of the function can be achieved.

(1) One-click completion of power IMS virtual network function deployment in [11]:
According to predefined service templates and scripts, virtual network functions
including all IMS network elements of P/I/S-CSCF can be automatically loaded
on the cloud platform. installation.

(2) Automatic expansion of power IMS virtual network function: The virtual network
function key performance indicators operation indicator is automatically moni-
tored by the virtual network function management system. Once the monitoring of
the virtual network function load has exceeded the alert value, the virtual network
function management system applies computing, storage, network and other
resources, and automatically installs the relevant IMS virtual on the newly added
virtual machine using predefined templates and scripts. Internet function.

(3) Automatic recovery of power IMS virtual network function: Once the load of the
virtual network function is detected to be lower than the minimum value, the
virtual network function management system notifies the virtual network function
that it is ready to be shut down. After the virtual network function shutdown
preparation is completed, the virtual network function management system will
reclaim the allocated resources.

(4) Automatic disaster recovery protection of the power IMS virtual network func-
tion: When the virtual machine running the virtual network function instance fails,
a new identical virtual opportunity is automatically created to take over the call
assumed by the failed virtual machine.

5 Conclusion

With the development of virtualization and cloud computing technologies, the emer-
gence of NFV provides a good idea for solving the shortcomings of the traditional core
network architecture. NFV is based on virtualization technology, a new network pro-
duct environment is provided, IT and power industry convergence is promoted,
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operators’ network deployment capabilities are enhanced, and operational capabilities
are enhanced. At the same time, NFV technology is applied to the State Grid IMS
network, which can solve the current difficulties faced by the switching network. In
addition, the State Grid Switching Network applies network function virtualization
technology to the company’s private network, which can promote the development of
power communication technology and provide strong support for the scientific and
rational evolution of corporate switching networks including dispatching switching
networks and administrative switching networks. However, after using NFV technol-
ogy, the original hardware maintenance work of the State Grid provinces will be
greatly reduced, and new requirements will be put forward for personnel. How to deal
with new technologies and the management methods brought about by them, is also the
challenge of NFV technology in the State Grid IMS network.
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Abstract. Asynchronous data fusion is more practical than synchronous data
fusion, the model of track-to-track fusion in this case has been established and
the concept of Track Quality with Multiple Model (TQMM) was put forward,
furthermore a data fusion algorithm is proposed, in which the TQMM is used to
assign weights, to improve tracking precision in asynchronous multi-sensor data
fusion system. The simulation results show that the algorithm has a better
tracking performance compared with original algorithms.

Keywords: Data fusion � Multi-sensor � Track fusion � TQMM

1 Introduction

Generally, asynchronous track fusion is mainly divided into two categories. One is that
different kinds of sensors have different and fixed sampling periods and the other one is
the time interval of target information provided by sensors has no rule, meaning sensors
have no fixed sampling interval. Due to the limitation of the sensor itself, the first
category can also be divided into two parts according to the starting time of different
sampling periods. In both cases, sensor information can be synchronized through track
pretreatment, and then be tracked by synchronous track fusion algorithm. However, the
pretreatment process will cause errors increasing and reduce the fusion data reliability.
Therefore, researchers put forward a series of asynchronous track fusion algorithm [1–
10]. Some asynchronous fusion algorithms introduce data registration method to the
fusion algorithm for realizing the synchronization of asynchronous data before fusion,
such as the least squares method, interpolation, extrapolation and so on. Besides, some
algorithms deal with asynchronous data on the basis of receiving time, and select the
proper fusion approach for asynchronous data fusion, such as fusion algorithm under
the principle of minimum error covariance matrix trace [1, 2], asynchronous track
fusion algorithm based on information matrix [3–5], distributed weighted fusion
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estimators with random delays [6], time-varying bias estimation for asynchronous
multi-sensor multi-target tracking systems [7] and Step by Step Prediction Fusion
based on Asynchronous Multi-sensor System (SSPEA) [8, 9], etc. These algorithms
also can be used in other research domain, such as traffic analysis [11, 12], big data
analysis [13] and smart transportation [14, 15], etc. But, with these algorithms, the first
kind of asynchronous problem could be basically solved; while, the second problem
could not be solved well.

The SSPFA algorithm mainly uses the multi-sensor’s measurement information in a
fusion cycle to get the filtering estimation, in order to obtain the local state estimation
and the corresponding error covariance of each sensor at the last moment of fusion
cycle. Then after the state prediction of fusion time, the algorithm operates the order
weighting of the sensor prediction information based on the obtaining order of sensor
predictive values and the principle of minimum error covariance matrix. And finally,
the multi-sensor asynchronous fusion is achieved. According to the filtering predictive
thought of SSPFA, [9] proposes a Track - to - Track Fusion for Asynchronous Multi-
sensor based on Step by Step Prediction (TFASP) algorithm. By the local state esti-
mation of multi-sensor fusion, the algorithm predicts sampling values in the fusion
cycle. Then, after the weight fusion of same sensor’s predictive value at fusion
moment, this algorithm regards the fusion value as sensor’s equivalent observation
information at fusion moment and finally achieves the global fusion of asynchronous
multi-sensor by the step-by-step filter fusion. As the input value of the step-by-step
filter fusion, local sensor’s weight fusion decides the tracking performance of the
algorithm. However, determined by the observation precision and sensors’ prediction
error, the weight of local sensor’s weight fusion has no direct relation with the time tag
between the sampling time and fusion time. Therefore, the large error of local sensor’s
state estimation will reduce the tracking accuracy of the whole system. Besides, there is
no feedback mechanism in the entire system. These problems cause some shortcoming
in TFASP algorithm. Therefore, based on Track Quality of Kalman filtering [16, 17],
with the combination of the Track Quality with Multiple Model(TQMM) [18] and
introduction of feedback mechanism into the system [19], this paper presents an
asynchronous multi-sensor track fusion algorithm with information feedback, that is
Asynchronous Fusion based on Track Quality with Multiple Model(AFTQMM)
algorithm. AFTQMM feeds back the one-step prediction of global state estimation to
local sensors. And then after getting TQMM of all sampling points based on this
feedback, local sensors assign the weight according to TQMM of each point, which
improves the accuracy of equivalent observations of local sensors at fusion moment as
well as the performance of global state estimation.

2 Track Quality with Multiple Model and Local Tracking

2.1 Track Quality with Multiple Model

Assuming that the dynamic equation and measurement equation of multi-sensor system
are:
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Xl kþ 1ð Þ ¼ Fl kð ÞXl kð Þþwl kð Þ ð1Þ

Zl kð Þ ¼ Hl kð ÞXl kð ÞþVl kð Þ; l¼1; 2; � � � ; NUM ð2Þ

In equations, NUM is the amount of the filter models, and X j kþ 1ð Þ stands for the
state vector of model l in kþ 1 moment. Fl kð Þ represents the one-step state transition
matrix from moment k to moment kþ 1 under model l, and the system process noise
wl kð Þ is gaussian white noise sequence. Besides,

E wl kð Þ� � ¼ 0 ð3Þ

Cov wl kð Þ;wl sð Þ� � ¼ E wl kð ÞwlT sð Þ
h i

¼ Ql kð Þdks ð4Þ

In equations, Ql kð Þ is nonnegative definite matrix, and Zl kð Þ represents the sensor’s
observed values of target state under model l. Hl kð Þ is measurement matrix, and
measurement noise Vl kð Þ stands for gaussian white noise sequence. Besides,

E vl kð Þ� � ¼ 0 ð5Þ

Cov vl kð Þ; vl sð Þ� � ¼ E vl kð ÞvlT sð Þ
h i

¼ Rl kð Þdks ð6Þ

In equations, Rl kð Þ is the positive definite matrix. System process noise and mea-
surement noise are independent of each other, that is, to meet

Cov wl kð Þ; vl sð Þ� � ¼ 0 s ¼ 1; 2; � � � ; k; � � � ð7Þ

Local track quality determines the track quality of system, which means the track
quality of system after fusion will not be too high [11] if local track quality is poor.
Assuming that the one-step prediction and its covariance of the state of model
l l ¼ 1; 2; � � � ; NUMð Þ in time k are X̂l kþ 1 kjð Þ and Pl kþ 1 kjð Þ respectively, then
the state’s one-step prediction and covariance of model l l ¼ 1; 2; � � � ; NUMð Þ of
sensor i i ¼ 1; 2; � � � ; Nð Þ in kþ 1 time based on l l ¼ 1; 2; � � � ; NUMð Þ model
state in k time are

ml kþ 1ð Þ ¼ Z kþ 1ð Þ � Hl kþ 1ð ÞX̂l kþ 1 kjð Þ ð8Þ

Sl kþ 1ð Þ ¼ Hl kþ 1ð ÞPl kþ 1 kjð ÞHl kþ 1ð ÞT þRl kð Þ ð9Þ

In order to describe the track quality, a standardized distance equation [12] could be
defined
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dl kþ 1ð Þ ¼ ml kþ 1ð ÞTSl kþ 1ð Þ�1ml kþ 1ð Þ ð10Þ

Then, the track quality of model l in time kþ 1 is

Ul kþ 1ð Þ ¼ aUl kð Þþ 1� að Þdl kþ 1ð Þ ð11Þ

The value of U represents the track quality. Obviously, the smaller the U is, the
better the track quality is. Here, a is the historical power factor with the range from 0 to
1, and a ¼ 1=5 in the simulation. When kþ 1 ¼ 4, the track quality of sensor i in
model l is

Ul 4ð Þ ¼ dl 4ð Þ ð12Þ

Therefore, TQMM of sensor i in time kþ 1 is

U kþ 1ð Þ ¼
XN
j¼1

Ul kþ 1ð Þukþ 1 lð Þ ð13Þ

2.2 Local Tracking

In order to adapt the target mobility and get precise local estimate information,
Interacting Multiple Model (IMM) filtering algorithm is adopted for the local track of
sensors. Besides, three kinds of IMM filtering algorithm are applied to reduce the
computational complexity and improve the realtime performance of information pro-
cessing. Among them, the system state vector is X ¼ ½x _x €x y _y €y z _z €z�T , and the model
prior probability is U ¼ ½1 0 0�. The total output of IMM filters is the weighted
average of multi-filters’ filtering results, and the weight is the model probability. If one
model plays a dominant role, then it will enjoy higher probability (between 0.9 and 1),
and the others only obtain lower probabilities (between 0 and 0.1). Besides, the tran-
sition probability of Markov model is

Pij ¼
0:95 0:025 0:025
0:025 0:95 0:025
0:025 0:025 0:95

2
4

3
5 ð14Þ

3 Asynchronous Fusion Algorithm Based on Track Quality
with Multiple Model

3.1 Basic Flow

The main idea of this algorithm includes: the observed filter prediction at fusion
moment is gotten based on the sensors’ local estimated information; then, using the
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weight fusion of same sensor’s prediction to obtain sensors’ observed information at
fusion moment; finally, global fusion of asynchronous multi-sensor is achieved based
on step by step filtering fusion process. The process is shown in Fig. 1.

3.2 Fusion Model

According to Fig. 1, assuming that the fusion period is T, and the algorithm’s basic fusion
model is given when the amount of sensors is N in a fusion cycle, as shown in Fig. 2.
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Fig. 1. Algorithm flow chart of step by step asynchronous track fusion based on track quality

Fig. 2. Asynchronous fusion models
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3.3 Steps of Algorithm

As shown in Figs. 1 and 2, the algorithm includes four parts: multi-model prediction,
feedback element, local sensors’ weight fusion and distributed filtering fusion. The
process is shown below.

Assuming that the global state fusion estimation and the corresponding error
covariance of system are X̂f ðk � 1jk � 1Þ and Pðk � 1jk � 1Þ in fusion time tk�1. There
are N (N� 0) sensors with observed information in fusion period, and the observation
value of sensor i (i ¼ 1; 2; � � � ;N) is Mi (Mi � 0). The fusion model in Fig. 2 is built on
the basis of each sensor with more than 2 sampling points, which means Mi � 2.
However, due to the randomness of the data provided by the sensors, there are two
cases in fusion period. One is N ¼ 0, which means the fusion center cannot obtain the
continuous target information in a certain interval. Another one is N[ 0. In this case,
based on the observation number, Mi can be divided into two parts: Mi ¼ 1 and Mi � 2.
For different situations, different approaches are adopted to optimize the fusion process.

When N ¼ 0, the state estimation of current fusion moment is achieved based on
the state estimation of precious fusion moment. However, when N ¼ 0 continuously
exists, using this method to get information will reduce the fusion algorithm’s effec-
tiveness because of the accumulation of prediction error. With the improvement of their
performance, sensors will be chosen to detect tracking object in all directions, to avoid
N ¼ 0 in the fusion center. When N[ 0, if Mi ¼ 1, the prediction and the step-by-step
filtering fusion could be taken directly without weighted fusion process. While, if
Mi � 2, the algorithm can be operated following the asynchronous fusion model in
Fig. 2. Besides, if the observed information of some sensors at fusion moment exists,
the information could be applied directly to participate the step-by-step filtering fusion.

Now, there are two known issue. Firstly, the number of sensors and the observed
number in fusion period tk�1; tkð � are N and Mi (i ¼ 1; 2; � � � ;N). Besides, the target
state estimation and the corresponding covariance error of sensor i in observed time
tj;i j ¼ 1; 2; � � � ;Mið Þ are x̂iðtj;ijtj;iÞ and piðtj;ijtj;iÞ. The process of getting the state esti-
mation X̂f ðkjkÞ and the covariance error PðkjkÞ of system track in fusion center at time
tk will be introduced.

3.3.1 Multi-model Prediction
Judge the value of N. When N 6¼ 0, search all sampling points ½t1;i; t2;i; � � � ; tMi;i� of
sensor i in fusion circle, and then operate one step test based on 3 models, and predict
all sampling pinots to fusion moment tk . The process is as follow:

Dtj;i ¼ tk � tj;i; j ¼ 1; 2; � � �Mi ð15Þ

In the equation, the local state estimation and the error covariance of sensors in time
tj;i are x̂iðtj;ijtj;iÞ and piðtj;ijtj;iÞ. Based on time difference, the corresponding state
transition matrix Fl

j;i
tj;i
� � ðl ¼ 1; 2; 3Þ could be gotten by IMM filtering idea, and then

the observation predictive value could be worked out.
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Zl
i
ðtkjtj;iÞ ¼ Hl

i kð Þ � Fl
j;i
tj;i
� � � x̂

i
ðtj;ijtj;iÞ; l ¼ 1; 2; 3 ð16Þ

In the equation, Hl
i kð Þ is the observation matrix of sensor i’s model l. The multi-

model prediction could be obtained based on the observed prediction Zl
i
ðtkjtj;iÞ of

model l

Z
i
ðtkjtj;iÞ ¼

X3
l¼1

Zl
i
ðtkjtj;iÞ � uil kð Þ ð17Þ

In the equation, ui
l
kð Þ is the probability of sensor i’s model l at time tk .

3.3.2 Feedback Element
Operate one step prediction for system state estimation in time tk�1. The state vector
and the covariance of that are

X̂f k k � 1jð Þ ¼
X3
l¼1

X̂l
f ðk k � 1j Þ � ul kð Þ ð18Þ

P k k � 1jð Þ ¼
X3
l¼1

ul kð Þ � Pl k k � 1jð Þ þ X̂l
f ðk k � 1j Þ � X̂f k k � 1jð Þ

h i
� X̂l

f ðk k � 1j Þ � X̂f k k � 1jð Þ
h i0n o

ð19Þ

In equations, u
l
kð Þ is the probability of system’s model at time tk . X̂l

f ðk k � 1j Þ and
Pl k k � 1jð Þ are the one step prediction and error covariance of system track at time tk�1

based on model l. The expressions are as follows.

X̂l
f
k k � 1jð Þ ¼ Fl k � 1ð ÞX̂l

f
k � 1 k � 1jð Þ ð20Þ

Pl k k � 1jð Þ ¼ Fl k � 1ð ÞPl k � 1 k � 1jð ÞFl k � 1ð ÞT þQl k � 1ð Þ ð21Þ

Fl k � 1ð Þ, X̂l
f
k � 1 k � 1jð Þ and Pl k � 1 kj � 1ð Þ are the state transition matrix, state

estimation and error covariance of system track’s model l at time tk�1.

3.3.3 The Weight Fusion of Local Sensors
The feedback element will get one step prediction of the previous state of fusion center,
and feeds back to local sensors. Then, after getting the TQMM of local sensors’ states
prediction, the feedback could further determine the observation state’s weight and
realize the weight fusion. The deterministic process of the weight factor is shown in
Fig. 3.
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In fusion period tk�1; tkð �, the innovation and covariance of sensor i i ¼ 1; 2; � � � ;ð
NÞ’s observation from time tj;i j ¼ 1; 2; � � � ; Mið Þ to fusion time tk are

mli;j kð Þ ¼ ziðtkjtj;iÞ � Hl
i kð ÞX̂f k k � 1jð Þ ð22Þ

Sli;j kð Þ ¼ Hl kð ÞP k k � 1jð ÞHl
i kð ÞT þRl k � 1ð Þ ð23Þ

Based on Sect. 2.1, TQMM of the sensor i’s sampling point j is Ui;j kð Þ.Then the
measuring degree of TQMM of sensor i’s sampling point j could be calculated.

h j
i kð Þ ¼ expf�Ui;j kð Þg ð24Þ

The corresponding weight is

xi
j kð Þ ¼ h j

i
kð Þ=
XMi

j

h j
i kð Þ ð25Þ

Finally, by the weight fusion, the equivalent observation data of sensor i in time tk
is obtained.

ZiðkÞ ¼
XMi

j¼1

wj
i kð ÞZiðtkjtj;iÞ ð26Þ

3.3.4 Distributed Filtering Fusion
From steps above, we can get the observation information Z1ðkÞ, Z2ðkÞ, � � �ZNðkÞ of N
sensors at fusion time tk. Then, the global state fusion estimation and the corresponding
error covariance at fusion moment could be worked out with the step by step fusion
thought [16].

Fig. 3. The flow chart of the distribution of the weight factor
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X̂f ðkjkÞ ¼ X̂NðkjkÞ
PðkjkÞ ¼ PNðkjkÞ

(
ð27Þ

With the known information of X̂f ðkjk � 1Þ ¼ F k � 1ð ÞX̂f ðk � 1jk � 1Þ and
Pðkjk � 1Þ ¼ F k � 1ð ÞPðk � 1jk � 1ÞF k � 1ð ÞT þGQGT, the actual expressions of
Eq. (27) are as follows. When N ¼ 1, assuming X̂1ðkjk � 1Þ ¼ X̂f ðkjk � 1Þ and
P1ðkjk � 1Þ ¼ Pðkjk � 1Þ, then

X̂1ðkjkÞ ¼ F k � 1ð ÞX̂f ðk � 1jk � 1ÞþK1ðkÞ Z1ðkÞ � HX̂1ðkjk � 1Þ� � ð28Þ

P1ðkjkÞ ¼ I � K1ðkÞH kð Þ½ �P1ðkjk � 1Þ ð29Þ

When N � 2,

X̂NðkjkÞ ¼ F k � 1ð ÞX̂f ðk � 1jk � 1Þþ
XN
i¼1

KiðkÞ ZiðkÞ � H kð ÞX̂iðkjk � 1Þ� �� � ð30Þ

PNðkjkÞ ¼ P
N

i¼1
I � KiðkÞH kð Þ½ �

� 	
P1ðkjk � 1Þ ð31Þ

From Eq. (28) to (31), KiðkÞ is the filtering gain matrix of sensor i(i ¼ 1; 2; � � � ;N), and
its calculating formula is shown as the following

KiðkÞ ¼ Piðkjk � 1ÞHðkÞT HðkÞPiðkjk � 1ÞHðkÞT þRi kð Þ
h i�1

ð32Þ

When i ¼ 2; � � � ;N, we can get X̂iðkjk � 1Þ ¼ X̂i�1ðkjkÞ and Piðkjk � 1Þ ¼
Pi�1ðkjkÞ.

4 Simulation Analysis

4.1 Simulation Environment

For comparative analysis, Root Mean Square Error (RMSE) and Trace of Error
Covariance Matrix (TECM) are chosen as the target tracking performance index.

Assuming that six radars on the same platform observe the same target asyn-
chronously, the sampling time of track data got by fusion center may deviate from the
fixed sampling period, due to the sensor limitation and the communication time-delay
from local node to fusion center. So, we should pay attention to the offset Dt of sensor
from the actual sampling period to the fixed sampling period. Besides, there is no
sampling information at some sampling moments because of the target escaping from
the tracking area of the corresponding radar. The tracking fusion problem in this
situation is the typical second kind of asynchronous fusion problem. Each sensor
correlates the observed data to form a target track and reports the track and the data to
the fusion center. However, due to the disunity of measurement error and observation
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coordinates of each sensor, the data from each sensor needs preprocessing before
fusion, generally including data space alignment, gross error rejection and so on.

The target track time is 100 s, and the monte carlo simulation will be done for 600
times (M ¼ 600). Then the expression of RMSE and TECM are

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
n¼1

ððx� x̂nÞ2 þðy� ŷnÞ2 þðz� ẑnÞ2Þ
M

vuuut
ð33Þ

TECM =
XM
n¼1

traceðPnÞ
 !,

M ð34Þ

In the equation, x̂n, ŷn, ẑn are the location information of the n th simulation fusion
track, and Pn is the error covariant matrix of the n th simulation track.

4.2 Results and Analysis

The sampling periods of six radars are 0.2 s, 0.5 s, 0.8 s, 1.0 s, 1.2 s and 1.5 s. The
observation precisions of radars on x, y, z directions are 50.23 m, 51.15 m, 55.57 m,
50.28 m, 57.69 m, 51.59 m and their locations are (2800 m, 0 m, 0 m), (0 m, 500 m,
0 m), (0 m, 0 m, 1800 m), (50 m, 100 m, 500 m), (50 m, 100 m, 2800 m), (100 m,
500 m, 800 m). The initial position of target is (−3000 m,1000 m,−4000 m), with the
initial speed of 100 m/s. The target flies at a constant speed in 0–20 s, carry turning
maneuver at a speed of 0.157 rad/s in 20–40 s, then flies at a constant speed in 40–
60 s, and does turning maneuver at a speed of −0.157 m/s in 60–80 s. Finally, it flies at
a constant speed in 80–120 s. The total flying time of the target is 120 s, and the flight
path is shown in Fig. 4.

Fig. 4. The flight path of the maneuvering target
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Systems with the number of sensors from 3 to 6 track the maneuvering target
simultaneously (the fusion period of four systems is 1.0 s) to test the influence of the
sensor’s number on the track performance of AFTQMM (Fig. 5 and Chart 1).

The figures and the charts above proves that with the increasing of the number of
sensors, the RMSE and TECH curves of AFTQMM decline, and the system track
performance improve gradually. However, after the number is greater than 5, the
system fusion accuracy has not been significantly improved. In engineering application,
based on the relationship of track performance and systematic complexity, proper
number of sensors can achieve the higher tracking accuracy, real-time processing and
the project cost reducing as much as possible.
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Fig. 5. The relationship of RMSE and the number of sensors in AFTMM algorithm

Chart 1. The relationship of TECM average value and the number of sensors in AFTQMM
algorithm
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Abstract. Universal Serial Bus (USB) audio Devices was applied extensively
in current mobile communication equipment, at the same time the low power
consumption and high USB bandwidth must be satisfied, we design audio
equipment based on USB2.0 High Speed (HS), adopt the latest USB Link Power
Management (LPM) protocol issued by USB organization, use Field Pro-
grammable Gate Array (FPGA) as the main controller, USB2.0 HS physical
layer interface (PHY) was designed externally, and then the USB audio class 3.0
equipment was realized to play music. System analysis and test results show that
the system can transmit based on USB2.0 HS, and the average power con-
sumption is lower than the USB1.1 audio equipment, has solved the demand of
the high bandwidth and low power consumption of USB audio device
effectively.

Keywords: USB LMP � Audio class 3.0 � USB2.0 HS � Intelligent energy
saving � Low-powers

1 Introduction

USB audio devices [1] are removable external devices using USB channels and pro-
tocols for audio playback and recording. USB audio devices include many types, such
as USB speakers, USB microphones, USB microphone arrays, etc. With the devel-
opment of communication and networks technology [2–6], mobile communication
devices are becoming increasingly slim and light. Therefore, the traditional 3.5 mm
audio interface is gradually replaced by the USB interface [7], for that USB interface
can be flattened, especially the USB type-c interface. There are growing types of
peripherals based on USB interface, like USB audio device, one of the major cate-
gories. At the same time, the lightweight of mobile communication equipment strictly
requires the endurance capability and peripheral power consumption [8]. This paper
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mainly studies one USB audio device design of low power consumption and high
bandwidth based on USB LPM (USB2.0 Link Power Management).

2 Background

USB devices to be identified on host have some same features [9], including: device
enumeration, reporting configuration descriptors, reporting class descriptors, and
establishing data channels for efficient data interaction. For USB host, when enumer-
ating USB device, class descriptor is used to determine device type, and configuration
descriptor is used to select suitable driver for the device. After driver installed, the data
channel of USB device is established successfully. Then, application layer software can
access the USB drive by calling the device driver.

Taking the identification and operation project of USB headset (with microphone)
device as an example. After USB audio device connected to USB host, by enumerating,
host identifies it is audio device with function of playing and recording, belongs to
USB headset. Then, according to configuration descriptor, host installs driver for the
USB device [10] to establish two data transmission channels of iso out (synchronous
output) and iso in (synchronous input). When host playing audio, data stream will flow
from iso out to USB audio device. After decoding and ADC converting, sound can be
heard through the device. The working principle is as follows (Figs. 1 and 2).

When host recording audio, data stream will flow from iso in channel to host. After
encoding and saving by host, the recorded file can be obtained. The working principle
is as follows.

Fig. 1. Playing audio

Fig. 2. Recording audio
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3 Design

Design portfolio of USB audio devices is shown below (Table 1).
Due to limitation of bandwidth and protocol version, USB1.1 cannot be applied to

multi-channel and hi-fi. USB2.0 HS and ADC2.0 only satisfy bandwidth but not low
power because of high consumption.

USB audio class has evolved into three versions, including ADC1.0 (audio device
class 1.0), ADC2.0 and ADC3.0. Characteristics of ADC1.0 and ADC2.0 [11] are as
follows.

□ ADC 1.0:

(1) Adopt USB2.0 full-speed, bus transmission speed is 12 mbps;
(2) Support USB headphone devices
(3) Support USB microphone devices
(4) Support USB headset devices
(5) Support mute control and volume control
(6) Support audio streaming of pcm format

Basic USB audio devices can be implemented by ADC1.0. But with the devel-
opment of audio devices and the requirement from multi-channel to multi-code and hi-
fi, ADC1.0 can no longer support that. The performance of USB audio devices has
been greatly improved until the advent of ADC2.0 based on USB2.0 HS.

□ ADC2.0:

(1) Adopt USB2.0 high-speed, bus transmission speed is 480 mbps;
(2) Support mapping from physical channel to logical channel
(3) Support joint descriptor of audio interface
(4) Support sampling rate selection
(5) Support data stream of multiple encoding formats

Utilizing 480 mbps high bandwidth of USB2.0 HS and ADC2.0 standard, complex
USB audio devices could be simulated, which meets the audio requirements of multi-
channel, multi-code and hi-fi. To some extent, the ADC1.0 standard is replaced.
However, with the popularity of mobile communication devices and the requirement of
low power consumption, disadvantages of audio devices implemented by combination
of USB2.0 HS and ADC2.0 are becoming increasingly prominent. It is characterized by
high power consumption of USB2.0 HS devices [12], more than four times that of
USB1.1 under the same conditions, which is exactly what this design needs to solve.

Table 1. Design portfolio type of USB audio devices

USB connection bandwidth USB version USB audio class version

USB1.1 (USB2.0 full-speed) 12 mbps USB1.1 Adc1.0
USB2.0 high-speed 480 mbps USB2.0 Adc2.0
USB2.0 high-speed 480 mbps USB2.1 Adc3.0
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4 Design and Implementation

After USB protocol developed to V2.1, LPM (link power management) protocol was
added [13]. Its basic concept is to let USB device entering suspend state to reduce
power consumption when USB device has no data transmission requirements. The
suspend status of USB devices could be long or short, which is called L2 in USB
specification. Table 2 shows some status of USB LPM devices.

State transition of USB devices is shown in the following figure (Fig. 3).

Compared with normal USB standard, USB LMP standard has the advantage of L1
(Sleep) mode. Normal USB standard only supports L0, L2, and L3 but cannot let USB
devices into low power mode in real time and wake up quickly.

After USB device enters L1 (Sleep), its own state, power consumption and wakeup
mode are similar to L2 (Suspend) flow of normal USB. The difference is that speed of
both entering and waking up from L1 (Sleep) is faster. The following table describes
the characteristics of devices in and out of L1 (Sleep)/L2 (Suspend) (Table 3).

Table 2. Devices status of USB LPM

LPM states Description

L0 (on) Port is enabled for propagation of transaction signaling traffic
L1 (sleep) Similar to L2 but supports finer granularity in use
L2 (suspend) Port is disabled, Enter the low-power mode
L3 (off) Port is not capable of performing any data signaling

Fig. 3. USB state transition
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The table shows L1 (Sleep) is a fast mode of L2 (Suspend).
Because of 480 mbps high bandwidth of USB2.0 HS, bus idle rate is very high

during audio data streams transmission. When bus is idle, with USB LPM technology,
device can enter L1 (Sleep) low power state to reduce the power consumption of entire
USB audio device. However, ADC1.0 and ADC2.0 don’t support USB LPM.

In order to meet requirements of USB audio device in low-power applications,
recently USB organization has proposed the USB ADC3.0 standard [3]. With respect to
ADC2.0, the biggest difference is USB LPM technology supporting, which offers
possibility of low-consumption design of audio devices based on USB2.0HS. Design
of this paper is on the basis of ADC3.0.

□ Hardware implementation
System structure of low-power USB audio device in this paper is as follows (Fig. 4).

The system takes Altera Stratix III FPGA platform, low power CPU of arm-cortex-
m0 with 30 MHz running frequency. Besides, it applies jtag/swd debug interface and

Table 3. Characteristics of USB devices in and out of L1/L2

Features L1 (Sleep) L2 (Suspend)

Entry Explicitly entered via LPM extended
transaction

Implicitly entered via 3 ms of link
inactivity

Exit Device or host-initiated via resume
signaling;
Remote-wake can be(optionally)
enabled/disabled via the LPM
transaction

Device or host-initiated via resume
signaling;
Device-initiated resumes can be
(optionally) enabled/disabled by
software

Signaling Low and Full-speed idle Low and Full-speed idle
Latencies Entry: *10 ls Exit: *70 ls to

1 ms(host-specific)
Entry: *3 ms Exit >30 ms(OS-
dependent)

Link power
consumption

*0.6 mW(data line-pull-ups) *0.6 mW(data line-pull-ups)

Fig. 4. Design of design of hardware structure
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USB3.0 protocol analyzer to debug LPM protocol as well as using oscilloscope and
high-precision multimeter to measure system function consumption (Fig. 5).

□ Software Implementation
Under working mode, USB host allocates the data size delivered each time according
to the bandwidth requirement of current audio data stream [14]. In order to maintain
synchronization with audio data rate, host sends audio data stream periodically and
makes devices into L1 (sleep) state to reduce power consumption at idle time. The
software implementation process is as follows (Fig. 6).

USB2.0 FPG Oscilloscop

USB M  ultimete

Fig. 5. Testbed and instrument

Fig. 6. Software implementation process
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The software mainly implements two processes.

(1) Enter USB receiving audio data interrupt periodically, send audio data to decoder
buffer pool to ensure the continuity of audio playback.

(2) Enter USB LPM instruction request interrupt periodically, configure system clock
register and USB2.0 controller, and let the system enter L1 (sleep) state to reduce
system power consumption.

5 Test Results and Analysis

USB 3.0 protocol analyzer [10] works as concatenation between USB audio device and
host to analysis protocol. The device supports USB2.0 Link Power Management
protocol package. Test result is shown below (Fig. 7).

Host successfully identifies the audio device supporting USB LPM technology.
Data transmission of USB communication is identified by sof (Start of frame), and

USB1.1 sends one sof per ms, as shown below (Fig. 8).

Fig. 7. Test screenshot of analytical instrument for USB protocol

Fig. 8. Sending package interval of USB1.1
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USB2.0 HS sends a micro sof per 125 ls, and 8 micro sofs form one sof, as shown
below (Fig. 9).

In setting of USB2.0 HS audio driver, 521-byte data is transmitted per micro sof
(microframe). With 320 kbps bitrate, there are 40k byte data per minute which needs
80 micro sofs for transmitting. Therefore, for USB2.0 HS, the time for each micro sof is
125 us. When playing music of 320 kbps rate on host, actual power consumption is
calculated by measuring following parameters.

Io: Phy current during audio data transmission
Is: Phy current in L1 (sleep) state
Tp: Periodic time of audio data transmission
Ts: Periodic time in L1 (sleep)

Following table shows the average value of Io, Is, To, Ts of multimetering
(Table 4).

Ia ¼ 7 � 71n 1 � 71
7n 1

current formula ð1Þ

Fig. 9. Sending package interval of USB2.0 HS

Table 4. Result of actual current and packet cycle test

Measurement 1 2 3 4 Mean

Io(ma) 29.43 29.76 30.27 29.16 29.65
Is(ma) 1.84 1.92 1.87 1.96 1.89
Tp(ms) 10 10 10 10 10
Ts(ms) 990 990 990 990 990
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The following table of actual power consumption of ADC1.0/ADC2.0/ADC3.0 is
got by referring actual power consumption of normal USB1.1 audio equipment and
getting la = 2.16 ma with the current calculation formula (Table 5).

The above test data shows the average power consumption of this design is 71%
lower than that of USB1.1 audio device, which solves power consumption problem of
USB audio device on mobile communication device.

6 Conclusion

This paper mainly analyzes USB audio class 3.0 device based on USB2.0 Link Power
Management additional protocol. The device meets data flow requirement by 480 mbps
high-speed bandwidth of USB2.0 HS as all as realizing lower average power con-
sumption than USB1.1 audio devices with the advantage of USB LPM. Experimental
tests and calculations show that this study meets the need of low-power peripherals in
modern mobile communication devices, and the high-speed bandwidth of USB2.0 HS
provides solid foundation for the development of USB audio devices.

ABC3.0 technology is the latest standard proposed by USB organization for low-
power devices. Currently, audio devices supporting adc3.0 have not been officially
released on the market. This design validates the possibility of low-power USB audio
devices and provides a basic implementation method. But, USB host is another key for
the applying of low-power devices based on USB LPM technology. Host driver must
effectively allocate USB bus bandwidth to achieve the real-time and efficient
USB LPM scheduling mechanism, which is the next research of author.
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Abstract. In the last decade, various resource virtualization technologies have
been widely applied in ICT industry, particularly the cloud computing domain.
These virtualization technologies can squeeze out hardware potential and con-
sequently can save expenditure. Virtualization technologies are used in the
network emulation domain to emulate network nodes, which could be quite
heterogeneous in terms of hardware architecture. Currently, many network
emulators utilize x86 based virtual machines (VMs) to emulate target network
nodes of heterogeneous architectures, i.e. ARM, SPARC, PPC, etc., which may
introduce incompatibility to the original system and application software of the
target nodes, and will consequently jeopardize the emulation fidelity. This paper
focuses on alleviating the emulation incompatibility caused by node hetero-
geneity. Firstly, this emulation incompatibility problem is investigated and
analyzed. Then, a hybrid virtualization approach to emulate heterogeneous
nodes is elaborated and implemented in a cloud-based network emulation sys-
tem. A case study of applying the proposed approach to emulate a space-ground
integrated network (SGIN) is conducted. Functional verification and perfor-
mance evaluation experiments lead to the results, which show the hybrid
approach can effectively dispose of the incompatibility problem with an
affordable performance degradation.

Keywords: Resource virtualization � Network emulation � Heterogeneous
nodes � Incompatibility � Space-ground integrated network

1 Introduction

Modern networks are getting increasingly more complicated. Mathematic models can
not accurately evaluate network performance anymore. Consequently, various network
testing methods are regarded as more decent functional verification and performance
evaluation solutions for network architectures, protocols, and upper layer applications.
Computer simulation, live test-bed, and network emulation are the major three net-
working testing methods, among which network emulation is the focus of this work.
Network emulation is a technique for testing the real protocols and applications over a
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virtual network, which varies from network simulation where abstractly mathematical
models of traffic, network, channels and protocols are applied. A network emulator’s
major task is to emulate nodes and links with medium cost and high fidelity.

Regarding to network node emulation, physical machines are traditionally utilized
to represent the target network nodes, with high cost and low scalability. As various
resource virtualization technologies are booming in ICT industry, it is nature to use
VMs to emulate network nodes. In real network, heterogeneous nodes, such as x86,
ARM, PowerPC, Sparc, and MIPS architected, coexist. Many legacy emulator adopts
x86 architected VM to emulate all the nodes, which introduces incompatibility to the
original protocol and application software of the target nodes. For the sake of high
fidelity emulation, it is vital to elaborate a practical approach to accurately emulate
heterogeneous nodes in target networks. The contribution of this work contains the
following three points.

• A hybrid virtualization approach to emulate heterogeneous network nodes;
• Practically implementing the proposed hybrid virtualization approach in a cloud-

based network emulation system;
• Conduct a case study on SGIN emulation, to illustrate the effectivity of the proposed

hybrid virtualization approach.

This paper proceeds as follows. Section 2 discusses the state-of-the-art, followed
by the briefing of the involved cornerstone technologies in Sect. 3. The hybrid virtu-
alization approach to emulate heterogeneous nodes is derived and implemented in
Sect. 4. Then, a case study is presented in Sect. 5. Finally, Sect. 6 concludes the paper
and provides the outlook.

2 Related Work

Resource virtualization technologies have gradually been adopted to emulate network
nodes to dig up hardware potential, and to lower emulation cost. In industry, Boeing
Phantom Works in 2008 [1], presented CORE (Common Open Research Emulator), a
real-time network emulator that allows rapid instantiation of hybrid topologies com-
posed of both real hardware and virtual network nodes. CORE used FreeBSD jail
mechanism to form lightweight VMs. In 2015, Northrop Grumman Aerospace Systems
[2], researched on the need to provide a method for studying the interaction among
diverse hardware and software components and identifying potential network bottle
necks in air-to-ground networks. VMware ESXi is adopted to emulate 10 virtual
machines on a single physical server. In the same year, KISTI of Korea [3], presents a
critical analysis on existing wired testbeds with respect to the wireless network emu-
lation. Among the investigated testbeds, EMWIN and MobiNet utilize VM technolo-
gies to emulate real network nodes. In academia. In 2007, Maier et al. [4] from
University of Stuttgart focused on scalable network emulation problems, and present a
comparison of different virtual machine implementations (Xen, UML) and their virtual
routing approach (NET). In 2009, Mehta et al. [5], described a virtualization tech-
nology based emulation architecture that is scalable, modular, and responds to real time
changes in topology and link characteristics. In 2014, Balasubramanian et al. [6] from
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Vanderbilt University, described a rapid development and testing framework for a
distributed satellite system. QEMU (Quick Emulator) virtualization technology is used
to launch a configurable number of instances. In 2015, Antonio et al. [7] from
Universidad Galileo, presented the Dockemu tool for emulation of wired and wireless
networks. The tool glues together state of the art technologies of virtualization, Linux
Bridging and NS-3.

Most of the existing emulation schemes rely on x86 architected VMs or containers
to emulate heterogeneous nodes, which introduces incompatibility problems to the
protocol and application software running on the physical nodes.

3 Cornerstone Technologies

3.1 Virtual Machine

A VM is an emulation of a computer system, and was originally defined as an efficient,
isolated duplicate of a real computer. The physical hardware running the VM is gen-
erally referred to as the host, and the VMs emulated on that machine are generally
referred to as the guests. A host can emulate several guests, each of which may emulate
different operating systems and hardware platforms. The software or firmware that
creates VMs on the host hardware is called a hypervisor. Typically, the virtualization
technologies adopted by a VM include Full virtualization and Para-virtualization.

3.2 KVM

KVM (Kernel-based Virtual Machine) is a full virtualization solution for Linux on x86
hardware containing virtualization extensions (Intel VT or AMD-V). It consists of a
loadable kernel module, kvm.ko, that provides the core virtualization infrastructure and
a processor specific module, kvm-intel.ko or kvm-amd.ko. KVM supports multiple
VMs simultaneously running unmodified Linux or Windows images. By itself, KVM
does not perform any emulation. Instead, it exposes the/dev/kvm interface to a user-
space host. On Linux, QEMU is one such userspace host. QEMU uses KVM when
available to virtualize guests at near-native speeds, but otherwise falls back to software-
only emulation. Currently, KVM has been ported to S/390, PowerPC, IA-64, ARM,
etc., and can support a wide variety of guest operating systems, including Linux, BSD,
Solaris, Windows, OS X, Android, etc.

3.3 QEMU

QEMU is a free and open-source emulator that performs hardware virtualization. It
emulates the machine’s processor through dynamic binary translation and provides a set
of different hardware and device models for the machine, enabling it to run a variety of
guest operating systems. It also can be used with KVM to run virtual machines at near-
native speed, by taking advantage of hardware extensions such as Intel VT. QEMU
supports the emulation of various architectures, including: x86, x86-64, MIPS64,
SPARC, ARM, SH4, PowerPC, RISC-V, etc. QEMU has two operating modes:
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• User mode emulation. QEMU runs single programs that were compiled for a dif-
ferent instruction set. System calls are thunked for endianness and for 32/64 bit
mismatches. Fast cross-compilation and cross-debugging are the main targets;

• Full system emulation. QEMU emulates a full computer system, including
peripherals. It can be used to provide virtual hosting of several virtual computers on
a single computer. QEMU can boot many guest operating systems, including Linux,
Solaris, Microsoft Windows, DOS, and BSD; it supports emulating several
instruction sets, including x86, MIPS, 32-bit ARMv7, ARMv8, PowerPC, SPARC,
ETRAX CRIS and MicroBlaze.

3.4 NFV

NFV (Network functions virtualization) is a network architecture concept that uses the
technologies of IT virtualization to virtualize entire classes of network node functions
into building blocks that may connect, or chain together, to create communication
services. A virtualized network function, or VNF, may consist of one or more virtual
machines running different software and processes, on top of standard high-volume
servers, switches and storage devices, or even cloud computing infrastructure. In
network emulation domain, target networks nodes can be regarded as a set of VNFs,
and can be emulated by means of NFV.

4 A Hybrid Virtualization Approach to Emulate
Heterogeneous Nodes in Target Network

4.1 General Assumptions

Network nodes of various architectures coexist in practical networks. To emulate these
heterogeneous nodes, x86 architected VMs are traditionally employed, which however
may introduce incompatibility to target nodes of architectures other than x86. For
example, using an x86 based VM to emulate a practical ARM node, the system and
application software designed for the target node cannot be directly installed on the x86
based VM due to incompatibility. Thus, it is assumed that a target network contains
two types of nodes, x86 and non-x86 architected, respectively.

4.2 Principle of the Hybrid Approach

In order to solve the incompatibility problem and to emulate the target network with a
sufficiently high fidelity, an innovative hybrid virtualization approach is derived. More
preciously, two different visualization technologies are applied simultaneously, which
are QEMU-KVM technology for x86 nodes emulation and QEMU-System for non-x86
nodes emulation. Both of them work in the full system emulation mode.

QEMU-KVM is a fork of QEMU supporting using KVM acceleration when the
target architecture is the same as the host architecture. Although the fork has already
been merged into the QEMU upstream, the term QEMU-KVM is still adopted here to
refer the technology to emulate X86 nodes. To use KVM, just pass – enable-kvm to
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QEMU. QEMU-System technology implements full platform virtualization, including
one or several processors and various peripherals. It runs without a host kernel driver
and yet gives acceptable performance. It uses dynamic translation to native code for
reasonable speed. Therefore, it can be used to emulate non-x86 nodes in the target
network. For example, one can use the executable qemu-system-sparc to simulate the
sparc architected machines. Figure 1 illustrates the principle of the hybrid virtualization
approach.

4.3 Practical Implementation

The hybrid virtualization approach is practically implemented in an innovative cloud-
based network emulation system, which introduces currently prevalent cloud com-
puting and related ICT technologies including resource virtualization, NFV, SDN,
traffic control and flow steering to the network emulation domain, so to provide users
Network Emulation as a Service (NEaaS). The emulation system can be deployed on
either public or private cloud to satisfy diverse user needs. The network emulation
principle is to utilize the VMs created and allocated by the cloud platform to imitate
network nodes. Emulating network links relies on using the virtual network links in the
cloud platform. To emulate network topology is to dynamically control and adjust the
virtual network links between VMs in a fast enough manner to satisfy the emulation
needs. The architecture of the cloud-based network emulation system is designed and
presented in Fig. 2, which is divided into four layers, namely, resource virtualization,
cloud computing, emulation core, and emulation interface layers. The key points to
deploy the proposed hybrid virtualization approach in the aforementioned cloud-based
network emulation system, is to modify the lowest two layers, namely resource vir-
tualization layer and cloud computing layer.

Fig. 1. The principle of the hybrid virtualization approach.
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In the resource virtualization layer, the xml file adopted by Libvirt to depict and to
create heterogeneous VMs should be established at first. Then, for some heterogeneous
architectures, OS Kernel and Initrd files should be loaded externally when creating VM
instances. In the cloud computing layer, Legacy Openstack lacks the ability to manage
heterogeneous VMs. Therefore, the first step of the implementation is to create
heterogeneous VM images which can be recognized by Openstack. Then, front end
configuration should be carried out, including updating the supported architecture list
of each compute node in the MySQL database. In the meanwhile, Openstack API i.e.,
nova-metadata is called to configure the hardware information of heterogeneous VM
images. At last, the back-end to manage the heterogeneous VMs is also implemented,
with the logical demonstrated in Fig. 3, where os_kernel and os_initrd are the
parameters passing addresses to the aforementioned xml files.

Fig. 2. Architecture of the cloud-based emulation platform.

Fig. 3. Implementation schematic diagram.
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5 Case Study: Applying the Hybrid Approach to Emulate
a Space-Ground Integrated Network

5.1 Emulation Scenarios and Assumptions

A SGIN is considered as the target network to be emulated. The topology of a typical
SGIN is presented in Fig. 4. As is shown, in the space section, three Sparc-architected
GEO satellite nodes connected with each other forms a ring as the backbone network.
Each of the GEO satellite node covers a wide area of earth surface, and connects with a
large number of heterogeneous terminal nodes on the ground. To simplify the emu-
lation scenario, this case study only concerns three ground terminal nodes (each with a
different architecture) for each GEO node, namely one ARM, one PPC, and one x86
terminal node. In practice, there might be thousand or tens of thousands terminal nodes
served by each single GEO satellite. Besides, a gateway station node providing access
to other ground networks is connected with one of the GEO satellites; it is assumed to
be x86 architecture based. The emulated SGIN network is built in the cloud-based
emulation system, with applying the proposed hybrid virtualization. Particularly, the
x86 nodes are emulated by QEMU-KVM technology, while the sparc nodes, ARM
nodes and PPC nodes utilize QEMU-System technology.

5.2 Functional Verification and Performance Evaluation

Functional verifications are carried out as fellows. Firstly, connectivity between two
arbitrarily chosen nodes is tested by using ping tool. The results show no difference
between scenarios with and without applying the proposed hybrid scheme. Secondly,
real-time video streaming function is also verified in the emulated network. Two
heterogonous nodes are randomly chosen, and on which VLC server and client are
deployed, respectively. A H.264 encoded video file is streamed from the server to the
client, and again, no big difference is observed between scenarios with and without
using the proposed approach.

Fig. 4. Schematic diagram.
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Comparative performance evaluations are carried on for the scenarios with and
without using the proposed approach. The VM profiles for the two different scenarios
are given in Table 1. Both computation and networking performance are considered in
this case study. On one hand, for computation performance evaluation, Unix Bench is
adopted. Table 2 presents the testing results. On the other hand, for the networking
performance evaluation, the iperf and ping tools are utilized to measure TCP and UDP
bandwidth, packet loss, transmission delay and Jitter. The results are given in Table 3.

5.3 Results Discussion

According to the above experimental results, it is no surprised that the heterogeneous
VMs emulated by the QEMU-System technology are with much lower computation
and networking performance, attributed to the fact that the software-based instruction
translation is much slower than the hardware-assistant virtualization. Considering the
fact that only part of the target nodes will be emulated by QEMU-System technology,
and the fact that QEMU-KVM starts to support virtualize more architectures, the cost
of the proposed hybrid approach is still affordable.

Table 1. The VM profiles.

CPU AMD R1700X RAM 64 GB DDR4 2400

Network Card Intel 1000 Mbps * 4 Storage SSD 480 GB
QEMU Version 2.5.0 Libvirt Version 1.3.1
OpenStack Mitaka Unixbench Version 5.1.3
OS Ubuntu 14.04 LTS Kernel 4.4.0-96-generic

Table 2. Computational performance.

Metric Arch.

Qemu-kvm Qemu-system

X86 ARM PowerPC

Ncpu 1 2 3 4 1 2 3 4 1 2 3 4
TCP BW (G/s) 47.3 49.1 51.3 52.6 1.4 1.4 1.5 1.5 1.9 1.9 2.0 2.1
UDP BW (G/s) 0.81 0.81 0.80 0.81 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1
Packet loss (%) 0.46 0.75 0.61 0.44 0 0 0 0 0 0 0 0
Time delay (ms) 0.36 0.29 0.38 0.28 0.7 0.7 0.7 0.7 0.8 0.8 0.9 0.8
Jitter 0.09 0.05 0.10 0.07 0.2 0.2 0.2 0.2 0.3 0.2 0.2 0.2
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6 Conclusion

Network emulation is regarded as the most promising network testing method attrib-
uted to its low cost and high fidelity features. Most existing network emulators rely on
x86 based VMs or containers to imitate network nodes of heterogeneous architectures,
such as ARM, PowerPC, Sparc, MIPS, etc., which could bring incompatibility prob-
lems to the protocol and application software running on the real nodes. This paper
focused on solving this incompatibility problem and further improving emulation
fidelity. To that end, the paper designed an innovative hybrid virtualization approach to
emulate the heterogeneous nodes in target networks. The proposed hybrid approach
was also implemented in a practical cloud-based network emulation platform. A Case
study on emulating an SGIN illustrated that the hybrid virtualization approach effec-
tively and efficiently eliminates the incompatibility problem in practical scenarios with
an affordable performance degradation.

The planned work for the next step mainly focus on the cost of VMs. Compared to
the currently booming light-weighted container technologies, such as Docker, VM’s
cost is still too high, which promotes the authors to investigate replacement of the VMs
by containers for more efficient network emulations.

Table 3. Network performance.

Metric Arch.

Qemu-kvm Qemu-system

X86 ARM PowerPC

Ncpu 1 2 3 4 1 2 3 4 1 2 3 4

String manipulation 204.4 200.6 583.8 745.2 166.7 169.6 170.8 168.8 181.9 193.4 219.0 215.2

Floating point
processing

31.2 249.2 221.9 193.1 55.8 67.1 73.6 82.4 24.1 25.1 23.2 24.8

R/W 34.8 34.1 88.6 110.2 11.5 13.3 13.9 14.4 55.9 56.4 56.8 56.7

File replication
(small)

976.7 980.1 1567.9 1492.6 75.6 72.2 54.6 78.4 40.7 36.1 37.6 31.6

File replication
(middle)

1601.6 1585.5 2526.1 2380.7 61.1 118.4 87.0 87.8 117.0 65.0 87.3 52.8

File replication
(large)

3249.5 3229.4 5718.6 5511.6 169.6 137.6 172.2 194.5 151.2 147.5 143.0 138.3

Process
communication

1049.3 1036.3 3043.2 3886.9 98.9 97.8 96.5 101.6 33.8 36.3 35.3 25.1

Process context
switching

730.9 617.0 1889.6 2398.3 19.2 21.0 21.3 22.4 22.2 21.8 22.4 23.7

Process creation 137.3 138.3 342.1 497.1 56.8 61.9 68.5 59.7 57.8 62.4 64.3 67.8

Single script
operation

93.2 90.1 240.0 298.6 33.0 33.2 33.2 32.4 100.5 102.1 113.1 15.2

Multi script operation 86.3 74.8 220.9 271.2 28.7 28.0 26.5 24.6 90.5 91.6 90.2 93.1

System call 578.1 569.5 1585.9 3023.5 255.7 256.9 252.4 255.4 31.5 32.3 23.2 31.8

Score 300.9 343.9 769.4 876.9 59.4 64.3 63.8 64.8 57.2 60.1 59.0 63.1
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Abstract. In order to solve the problem of particle divergence caused
by deviation of sample distribution before and after resampling, a new
Markov Chain Monte Carlo (MCMC) resampling algorithm based on
minimizing sampling variance is proposed. First, MCMC transfer in
which Particle Swarm Optimization (PSO) is possessed as the transfer
kernel to construct Markov Chain is applied to the impoverished sample
to combat sample degeneracy as well as sample impoverishment. Second,
the algorithm takes the weighted variance as the cost function to measure
the difference between the weighted particle discrete distribution before
and after the resampling process, and optimizes the previous MCMC
resampling by the minimum sampling variance criterion. Finally Experi-
ment result shows that the algorithm can overcome particle impoverish-
ment and realize the identical distribution of particles before and after
resampling.

Keywords: PF-resampling · MCMC · PSO · Minimizing sampling
variance

1 Introduction

To combat the inevitable weight degeneracy caused by SIS [1,2], SIR [3,4]viewed
as a combination between SIS and resampling procedure was proposed. The basic
idea of re-sampling is to copy the large weight particles according to the size of
the weight values, and replace the small weight particles with the offspring of
the large weight particles. The essence is to redistribute the weights so that more
particles get sampling opportunities, which is based on sacrificing the diversity
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of samples. This means that, after numerous times of iterations, a large number
of particles in the sample are only concentrated on a few particular points in the
state space. This phenomenon is called “sample impoverishment” [3,4], mainly
because of the strong correlation between particles, which is not sufficient to
describe the randomness of the target posterior distribution. In order to obtain
the sufficient sample diversity, balance between the proposal distribution and the
real target posterior distribution should be paid more attention. In another word,
more particles have the chance to be resampled as they are assigned weights that
cannot be ignored. The related research on maintaining diversity of samples is
described explicitly in reference [5], which is not overstated here. It is worth
mentioning that a new MCMC resampling strategy was employed in [5], where
PSO considered as transition kernels of MCMC had been applied to each parti-
cles so that all particles, theoretically, could be adjusted to the high likelihood
areas in state-space instead of merely multiplying particles with high weights.
In the former case, the basic idea of MCMC resampling algorithm is, after a
sufficient burn-in time, constructing a Markov Chain reaching a stationary dis-
tribution, which is approximate to target posterior distribution. However, the
resampled particles can not guarantee the unbiased estimation of the real tar-
get posterior. To combat sample impoverishment, a large number of resampling
strategies including PSO-MCMC mentioned above, hybird resampling [6–8], but
not limited to, adopt resampling from alternative sampling sets rather than orig-
inal sets. Eventually, particle filters have to suffer from side effects of these biased
re-sampling strategies. This means that, SIR sample impoverishment as well as
deviation of sample distribution before and after resampling will both affect the
estimation accuracy of samples to real target posterior, which could eventually
lead to the divergence of the filter. Therefore, it is an unavoidable problem in
sample estimation to verify the deviation of samples after resampling, which is
also the research content of this paper. In this paper, a new MCMC resampling
strategy in terms of satisfying Minimum sampling variance (MSV) is proposed,
in which the former PSO-MCMC resampling algorithm has been optimized. The
MSV criterion [9] theoretically guarantee any sample subset can reach the min-
imum sampling variance on condition that the resampling process satisfies the
optimal weight condition and the specific sample number. Identical distribution
of samples after and before resampling acquired by MSV means that resampling
will not drift estimation to real target posterior resulting from reducing the loss
of information in the resampling process. As a tool for tracking the state of a
dynamic system modeled by Bayesian Network, PF also could be employed as
an estimator to predict network traffic [14,15].

2 Identical Distribution of Resampling and Relative
Evaluation Methods

Compared with parametric filters, the advantage of PF is regarded to be com-
plete approximation to target posterior distribution particularly in non-linear
and non-gaussian state models. Therefore resampled particles are expected to
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approximate the original distribution as much as possible. That is to say, dis-
tribution of resampled particles should be similar to the original distribution so
long as no other new observation considered, which is called identical distribution
attribute of resampling. However, in fact, dissimilarity of particle distribution
after and before resampling is inevitable whether in theory or in engineering prac-
tice. Accordingly, it is necessary to set up a reliable evaluation system for the
deviation or even variation of posterior distribution resulted from resampling.
In this system, the extent of deviation after resampling should be evaluated,
that is, how much resampling is competent to keep the original distribution.
Therefore, the identical distribution attribute is expected to be the basic princi-
ple of designing a resampling algorithm, and it is also required that the particles
before and after resampling are suppose to meet it. Specifically, we introduce and
compare several common metrics such as kullback-Leibler divergence [10] (K-L
divergence), kolmogorov-smirnov statistic (K-S statistic), and MSV [9] to mea-
sure differences between two probability distributions in the same state space.

2.1 Kullback-Leibler Divergence

Relative entropy, also called Kullback-Leibler divergence (K-L divergence), is
a measurement to describe the difference between two probability distributions
such as P (x) and Q(x). Then the relative entropy of P (x) and Q(x) is as follows.

D(P ||Q) =
∑

(P (x)log(P (x)/Q(x))) (1)

In Eq. 1, P (x) and Q(x) represent the probabilistic distributions before and
after resampling respectively, and D(P ||Q) provides a measure of the extent
of distribution difference caused by resampling. The larger the K-L divergence
between P (x) and Q(x) is, the lower the similarity is.

2.2 Kolmogorov-Smirnov Test

Kolmogorov-smirnov test (K-S test), also refered to kolmogorov-smirnov statis-
tic, is a non-parametric probability distribution test that is used to measure
whether a sample conforms to a certain probability distribution or to com-
pare whether the two probability distributions are identical. In our case, the
Kolmogorov-Smirnov test provides a distance between the empirical distribu-
tion functions of two samples such as P (x) and Q(x) that represent the posterior
distribution after and before resampling respectively. The empirical distribution
function Fn for the observation Xi is defined as Eq. 2.

Fx(x) =
1
n

n∑

i−1

I|−∞,x|(Xi) (2)

Where I|−∞,x|(Xi) is the indicator function, equal to 1 if Xi ≤ x and equal to 0
otherwise. The K-S statistic for a given cumulative distribution function F(x) is
described as Eq. 3.

Dn = sup
x

|F p(x) − Fq(x)| (3)
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where sup
x

is the supremum of the set of distances, Fp(x) and Fq(x) represent

empirical distribution functions of posterior distributions P (x) and Q(x) respec-
tively and Dn measures the discrepancy of these posterior distributions caused
by resampling. According to Glivenko–Cantelli theorem, if P (x) and Q(x) are
identical, then Dn converges to 0 almost surely in the limit when n goes to
infinity.

2.3 Minimum Sampling Variance

The number of particle resampling must be an integer, that is N
(m)
t . Assuming

that resampling is unbiased, the equation E(N (m)
t ) = Nw

(m)
t should be sat-

isfied. Obviously, there is a difference between the number of resampling and
its expected value. Furthermore, a higher-order moment has a better ability to
describe distribution difference than a first-order moment. Accordingly, we define
the sampling variance is equal to the square difference mean between the number
of times of the particle resampling and its definition is shown in Eq. 4.

SV =
1
M

M∑

m=1

(Nm
t −Nw

(m)
t )2 (4)

SV in Eq. 4, considered as a cost function, can provide an effective measurement
method for testing the discrepancy between weighted particle discrete distribu-
tion before and after resampling.

The smaller the value of SV in Eq. 4 is, the better the identical distribution
attribute of the resampling algorithm is. If and only if these two distributions are
exactly the same, the value of KL distance, K-S test and sampling variance are
zero. Therefore, the SV, KL and K-S test are consistent in terms of describing the
discrepancy of posterior distribution. Apart from that, SV has the advantages
in less computation time.

3 A New MCMC Resampling Strategy
Optimized by MSV

In order to minimize the sampling variance in Eq. 4, that is, to minimize the
distribution differences to the maximum extent, the weight of the resampled
particles should be set to equivalent as shown in Eq. 5.

w̃
(n)
t =

1
N

(5)

However, this condition, describing in Eq. 5, is only satisfied in the traditional
resampling method instead of the combined resampling algorithm. In this paper,
We quote the constraints of the optimal resampling algorithm as the optimal
weight conditions from related reference [9]. Under this condition, the essence of
resampling problem is equal to determine the sampling times of each particle.
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This means that, if the optimal weight condition, defined in Eq. 5, is satisfied,
Eq. 4 can provide the minimum sampling variance.

To combat the deviation of posterior distribution resulted from a cer-
tain resampling algorithm, we put forward a new resampling strategy, named
MCMC(PSO)-MSV, that the MSV is employed to optimize the previous MCMC
resampling strategy mentioned in [5].

The MCMC(PSO)-MSV mainly involves two processes. In the first stage,
PSO considered as the transition kernel of MCMC is applied to each particle
in order to move particles to the high likelihood area in state-space. Afterward,
to reduce information loss prompted by the previous MCMC resampling, MSV
should be adopted. For sample set {xi

k}i=1,··· ,N, if the condition, Neff ≤ Nth,
is satisfied, then the MCMC(PSO)-MSV resampling algorithm will be applied.
Specifically, the implementation of the algorithm is illustrated as follows.

Step1: sample set {xi
k}i=1,··· ,N adjusted by PSO.

– searching and determining Pgbest, the largest weight of particles, as well as
P i

gbest, the maximum of weights among its iteration history respectively,

Pgbest = F max({μi
k,n}i=0,···,N−M−1)

P i
gbest

= F max({μi
k,n}n=0,···,J)

Where μi
k,n is the weight of Xi

k,n.
– For each particle Xi

k,n, updating its moving rate V i
k,n and state,

V i
k,n+1 = V i

k,n + ϕ1(P i
pbest − Xi

k,n) + ϕ2(Pgbest − Xi
k,n)

∧
X

i

k,n+1 = Xi
k,n + V i

k,n+1

in which ϕ1 and ϕ2 are random numbers subordinating Gauss distribution,

and output of this process is a new set: { ∧
X

i

k,n+1}PSO
i=0,··· ,N−M−1.

Step2: Metroplis-Hastings sampling (M-H sampling).

α =
P (

∧
X

i

k,n+1 |z1:k )q(Xi
k,n;

∧
X

i

k,n+1)

P (Xi
k,n+1 |z1:k )q(

∧
X

i

k,n;Xi
k,n+1)

Where we generate a random number ρ, ρ ∼ u(0, 1).

if ρ ≤ min(1, α), then accept M-H sampling Xi
k,n+1 =

∧
X

i

k,n+1.
Else, then refuse M-H sampling Xi

k,n+1 = Xi
k,n.

Step3: Judging convergence condition.
if Pgbest ≤ ε, then stop MCMC (PSO) process and move to next stage.

Step4: Each particle is resampled MaxInteger(Nw
(m)
t ) times, and the weight

residuals, named ŵ
(m)
t , and number of particles produced in this process, named

T , are represented respectively as follows.
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ŵ
(m)
t = w

(m)
t − MaxInteger(Nw

(m)
t )/N

T =
M∑

m=1

MaxInteger(Nw
(m)
t )

Where Operator MaxInteger(·) provides the maximum integer.

Step5: For particular particles with relative larger value of ŵ
(m)
t in top

N − T area, they will be resampled one more time. Specifically, we select N − T

elements with largest weight residuals from weight set {w∧(m)
t }M

m=1, recorded as
MaxElementN−T [{ŵ

(m)
t }Mm=1], Where Operator MaxElementS [S] returns the

largest element of set S.
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Fig. 1. True state VS filter estimation.

4 Experiment

In this paper, several resampling algorithms are numerically simulated with
the classical model in [11], including an unbiased resampling, called deter-
ministic resampling [12] (Deterministic-PF), genetic algorithm after residual
resampling (RGA-PF) [13], MCMC resampling applying Metroplis-Hastings
sampling (MCMC-PF), resampling with PSO as MCMC transaction kernel [5]
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(MCMC(PSO)-PF), the new resampling strategy that MCMC(PSO)-PF opti-
mized by minimum sampling variance (MCMC(PSO)-MSV-PF). Comparison
will be carried out among these 5 resampling strategies in terms of estimation
accuracy, sampling variance as well as RMSE. System model and observation
model are presented as follows.
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Fig. 2. Sampling variances of these 5 resampling strategies.

xk = c1 · xk−1 + c2 · xk−1

1 + x2
k−1

+ c3 · cos(1.2(k − 1)) + ωk (6)

yk =
x2

k

20
+ υk (7)

in which xk and yk represent system state and observation at t time respectively;
c1 = 1, c2 = 12, c3 = 7; ωk and νk are state noise and observation noise from
distribution ωk∼N(0, σ2

ω), νk∼N(0, σ2
v) (σω = σv = 2) respectively.

In this case the number of Monte Carlo simulation, T , is 60, Ns means
number of particles, Ns = 200 and x0 represent initial state value, x0 = 0. The
state transition probability, p(xt+1 |xt ), is applied as the proposal distribution
to realize the state prediction.

In the experiment, the identical condition of sample detection is chosen as the
resampling condition, that is, if Neff ≤ Ns/3, PF enters resampling process.



A New MCMC Particle Filter Resampling Algorithm 245

Comparison of True states of targets and estimating states is shown as Fig. 1,
while Fig. 2 demonstrates sampling variances of these 5 resampling strategies.
SV is chosen as the unbiased evaluation strategy after resampling on account
of its less expensive computing. RMSE (average mean square error) is also pre-
sented in Fig. 3 in which the number of particles has changed from 20 to 100.
These figures indicate that, if the resampling algorithm satisfies the unbiased or
asymptotically unbiased conditions, different resampling algorithms will obtain
approximate estimation accuracy, especially when N0 is greater than 90. How-
ever, the resampling algorithms with better identical distribution attributes,
such as Deterministic-PF and MCMC(PSO)-MSV-PF, have obvious advantages
in RMSE evaluation only when N0 ≤ 45. This means that whether the sample
deviates from the original distribution after resampling has a greater influence
on the estimation accuracy of the small sample set.
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Fig. 3. RMSE comparison of these 5 algorithms as the number of particles changes
from 20 to 100.

Besides, resampling algorithms such as MCMC-PF, RGA-PF and
MCMC(PSO)-PF, are biased, which their sampling variances are shown in Fig. 2
respectively. Accordingly their RMSEs are obviously worse than that of decisive
resampling and MSV-PF, as shown in the Fig. 3. This also shows the validity of
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sampling variance as unbiased evaluation of resampling algorithm, this means
that whether the resampling algorithm is unbiased will affect the estimation
accuracy. However, some resampling algorithms satisfy the unbiased condition,
shown in formula 5, at the expense of sample diversity.

In Fig. 1, When the target state occurred a strong jump at t = 30, the
Deterministic-PF diverged stemming from the loss of the diversity of samples
which resulted in the filter losing ability to estimate the target posterior. While
the MCMC(PSO)-MSV-PF is able to achieve a trade-off between preserving the
diversity of samples and the identical distribution attributes. Consequently even
coming accross the strong jump of target state, the MCMC(PSO)-MSV-PF can
also estimate a posterior distribution close to the real target.

5 Conclusions

In order to solve the problem of particle divergence caused by particles deviation
after resampling, in this paper, a new MCMC resampling strategy based on
satisfying Minimum sampling variance (MSV) is proposed, in which the former
PSO-MCMC resampling algorithm has been optimized. Identical distribution of
samples after and before resampling acquired by MSV means that resampling
will not drift estimation to real target posterior thanks to reducing the loss of
information in the resampling procedure. The simulation result shows that the
MCMC(PSO)-MSV-PF is superior to its counterparts in terms of preserving the
diversity of samples and acquiring the identical distribution attributes before
and after resampling.
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Abstract. The browser is one of the most commonly used applications.
Users tend to pursue a good user experience and care more about the
performance of the browser, while ignoring the power consumption of the
browser. This paper proposes a method to reduce the energy consump-
tion of web browsing. In order to better quantify the user experience,
this paper uses the first screen load time as the evaluation metric of
user experience. First, according to the relationship between the net-
work speed and the first screen load time, find the most suitable primary
frequency at a specific network speed, and define the point as the balance
point. When the primary frequency is greater than the primary frequency
corresponding to the balance point, the first screen load time will almost
never change. The balance points of different web pages are also different.
Then adjust the CPU frequency according to the balance point of the
webpage and the network speed, which can reduce the browser energy
consumption and reduce the impact on the user experience. At the same
time, this paper proposes a simulation tool ExploreBP, which is used to
simulate the working state of the network speed and different web pages
to find the optimal energy consumption configuration.
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1 Introduction

Smartphones are widely used, but energy consumption has always been a bottle-
neck in their development. Limited by the screen, processing power and battery
life of the mobile phone [14], although the battery energy density has increased
by 3 times [2] in the same period, the endurance of most smartphones has not
been significantly improved.

The browser is the main application of smartphones. The survey shows that
more than 73% of smartphone users frequently browse the web. Google even
launched Chromium OS [5], which is an operating system that fully uses web
applications. So the browser should be the goal of optimization.

The browser is a very complex application and various studies work on
improve its performance. It has been proved that the main bottleneck in the
performance of mobile browsers is CPU computing power rather than network-
ing [12]. Wang et al. [15] found that the resource loading contributed the most to
network latency. Nevertheless, the research on energy consumption is relatively
insufficient. Bui et al. [1] proposed an application-assisted scheduling technique
to reduce energy consumption. However, the scheduling technique only adjusts
the thread based on the drawing speed, which doesn’t fully consider the charac-
teristics of the different processes of the browser and the load of the webpage.

The optimization of energy consumption for smart mobile devices should be
combined with the user experience. The browser interacts directly with the user.
We propose the first screen load time to measure the user experience. The first
screen load time is the time consumed by the browser to display the first screen
page. That is, the time when all the elements in the area that the user can see are
loaded. As for the user experience, when the first screen area is full of content,
the user can see the main content of the web page.

The first screen load time is closely related to CPU processing speed, network
speed, and web content [13]. Previous studies have shown that both network and
frequency may become bottlenecks. The network speed affects the download
speed of the browser process, and the frequency affects the processing speed of
the rendering process. Any slowdown can result in increased page load time,
affecting the user experience and increasing power consumption.

This paper proposes a method for cooperative modulation of network speed
and frequency. For a specific web page, we find the most suitable frequency for the
current network speed and web page based on the first screen load time, which is
called the balance point. Adjusting the frequency according to the balance point
can reduce the energy consumption of web page loading and reduce the impact
on the user experience, which can avoid the waste of resource and save energy.

In order to solve this problem, this paper proposes a simulation method.
For different web pages, the optimal match of network speed and frequency is
found by detecting the first screen load time under different network speeds and
CPU frequencies automatically. So the goal of energy optimization can be find.
According to this method, a simulation tool ExploreBP is designed to find the
optimal match. And the top 50 sites in Alexa Top Sites Chinese have been tested.
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The contributions of this paper are as follows: 1. We propose a method for
energy optimization by adjusting the main frequency based on the network; 2.
We design a simulation tool to test the network speed, main frequency and open
speed; 3. The tool is implemented and experiments on 50 websites are performed.

2 Background

2.1 Chromium Browser Architecture

The architecture of Chromium browser [6] is shown in Fig. 1 [1]. Chromium
includes a browser process and multiple rendering processes. The rendering pro-
cess is executed on the Blink [4] rendering engine, which is parsed and executed
by the JavaScript engine. The browser process maintains a network stack that
receives web resources from the server and shares these web resources between all
rendering processes. Every process in Chromium has multiple threads. Processes
and threads are executed asynchronously. The browser process and the rendering
process communicate with each other through the pipeline, and exchange data
through the shared memory.

Fig. 1. Architecture of the Chromium browser

First, the browser process puts the received webpage resources into the shared
resource buffer, and then the rendering process reads the data from the shared
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resource buffer to create a graphic layer corresponding to the web page. Because
the render process running in the sandbox does not have the privileges of access-
ing to the GPU directly, the generated graphics data is loaded into the command
and structure buffers through the synthesizer thread. The GPU thread processes
the graphics data to produce the final web page image.

2.2 Webpage Loading Process

The browser loads the webpage [3] as a synchronization process that renders
while parsing. As shown in Fig. 2 [3], the browser firstly parses the HTML file
to build the DOM tree, and then parses the CSS file to build the rendering tree.
After the rendering tree is built, the browser begins to lay out the rendering
tree, which is to assign each node a geometric information that should appear
on the display. The final step is to draw the nodes onto the screen.

Fig. 2. The process of loading a webpage by a browser

3 Experiment

The architecture of the browser and the loading process of the webpage are very
complicated. It is impossible to express the whole process of webpage loading
by formula, so it is impossible to find the CPU frequency that best matches the
current network speed by formula derivation. We simulate the process of loading
webpage and find the CPU frequency that best suits the specific network speed
and the specific website based on the experimental measured data.

In order to ensure the accuracy of the experimental results, it is necessary
to eliminate the interference factors in the process of loading webpage. Network
speed and caching are the two main factors. We will clear the cache and disable
the cache. Since the actual network speed may be unstable at each load, we use
Web Page Replay [8] store the web page locally to simulate different network
speeds and CPUFreq [16] to set different CPU frequencies. Then the performance
analysis tool Trace-viewer [7] is used to record the page load time and the first
screen load time.

3.1 Experimental Tools

WPR (Web Page Replay) WPR is a tool that enables web page to playback. It
is composed of the DNS server and HTTP server running locally. It generally
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works in two modes: Record mode [13]: WPR acts as a proxy server, sends an
HTTP(s) request to the server, and then records all the responses of the server.
Eventually HTTP(s) requests, responses, web content, and network delays are
stored in the local HTTP Archive. Replay mode [9]: WPR starts the simulated
DNS server and web server locally on the device. The communication between
the browser, the DNS server and HTTP server is hijacked by WPR. The browser
can only communicate with WPR.

Trace-Viewer is a data analysis tool on the Chrome browser. It records the
data of the browser and visualizes the recorded data. It saves the result as a
JSON file.

CPUFreq is a lightweight CPU tuning tool on Linux that can select a core and
adjust the frequency. It supports multiple CPU modes and can be set manually,
but the range of modulation is limited.

3.2 Measurement

There are many measurement for webpage loading. The most common is the
page load time. In the experiment, the first screen load time is used, beacuse it
better reflects the user experience.

The page load time is the time spends by the browser to initiate a request
until the page is fully loaded. All web resources are added to the DOM tree, and
all images, scripts, links, etc. have been loaded.

The first screen load time is defined as the time taken by the browser to
display the first screen page. This means that all elements in the visible area of
the user are loaded.

3.3 Dataset and Variable Settings

Dataset. The top 50 websites selected from Alexa Top Sites Chinese [10] are
used as test sites.

Network Speed Setting. We tested the first screen load time on six network
types. In order to simulate the download speed and network delay in the real
scene, the network speeds and delays of these six network types are set to the
values in Table 1 [11].

Frequency Setting. We adjust the CPU frequency to 40%, 60%, 80%, and
100% of the initial frequency.

3.4 Experiment Environment

Host: The CPU’s single core turbo frequency is 4.0 GHz, and the full core turbo
frequency is 3.8 GHz. The memory size is 8 G. Virtual machine: The system is
Ubuntu17.10, quad-core processor, and the memory is 1 G.
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Table 1. Network speed and delay for six network types.

Network type Download speed Latency

Regular 2G 250 Kb/s 300 ms

Good 2G 450 Kb/s 150 ms

Regular 3G 750 Kb/s 100 ms

Good 3G 1 MB/s 40 ms

DSL 3 MB/s 2 ms

Regular 4G 4 MB/s 20 ms

3.5 Experimental Procedure

Turn off all applications not related to this experiment to prevent them from
affecting the results of the experiment.

– Step 1. Set the CPU frequency using the CPUFreq tool. During the experi-
ment, all four cores of the processor are set to the same frequency.

– Step 2. Open the Chromium browser and clear your browser’s cache to ensure
that the experimental results are not affected by the browser cache.

– Step 3. Open Web Page Replay and set it to Record mode. Then one of
the URLs in the dataset will be entered to the browser. Web Page Replay
will receive the HTTP request from the browser and send the request to
the network. After the HTTP server responses, it sends the response to the
browser, and then automatically saves all the records as archive.wpr file.

– Step 4. Set Web Page Replay to Replay mode, sp that the browser can only
communicate with Web Page Replay at this time. Web Page Replay will reply
to the browser’s request using the saved archive.wpr.

– Step 5. Use Web Page Replay to set the download speed and delay of objects
on the critical path. Objects not on the critical path will not affect the first
screen load time and page load time.

– Step 6. Enter the test URL to the browser. Web Page Replay sends saved
web pages to the browser. At this time, the Trace-Viewer is opened to obtain
the first screen load time and the page load time, and the test results are
recorded.

4 Analysis of Results

Limited by space, the experimental results only show the top three websites in
the 50 websites, which are Baidu, Tencent and Taobao. These websites have
large traffic and different characteristics, which are very representative.

4.1 Relationship Between Load Time and Frequency at a Fixed
Network Speed

Figures 3 and 4 show the relationship between the load time and frequency of
the three websites under DSL (Digital Subscriber Line) conditions. We can see
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that as the CPU frequency increases, the load time of the three websites is
decreasing. When the frequency increases to a certain value, the page load time
and the first screen load time almost don’t change. It can be speculated that as
the CPU frequency increases further, the load time will keep at a certain value.

Fig. 3. Page load time of three websites varies with CPU frequency under DSL

Fig. 4. First screen load time of three websites varies with CPU frequency under DSL

According to the architecture of the browser, the browser process firstly
downloads the web resources from the network and puts it into the shared
resource buffer. Then multiple rendering processes start processing the resources
in the shared resource buffer. The increase of the CPU frequency means the
increase of the processing speed of multiple rendering processes. So the pro-
cessing speed is faster than the speed of loading the web resources into the
shared resource buffer, and the resources in the shared resource buffer are rapidly
reduced, causing multiple rendering processes to wait for the resource to load.
From the above experimental results, we draw the following conclusions.

Conclusion 1: At a specific network speed, there is a threshold for CPU fre-
quency. When the CPU frequency exceeds this threshold, the first screen load
time and the page load time will not change.
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4.2 Relationship Between Load Time and Network Speed at a
Fixed Frequency

As shown in Fig. 5, we set the CPU frequency to 40% of the initial frequency, and
measure the page load time of Baidu and the first screen load time of Tencent
under six network speed conditions in Table 1. It can be seen that when the
network speed is lower than 1MB/s, the page load time and the first screen load
time change drastically with the network speed. When exceeding this value, the
two load times change slowly.

Fig. 5. Load time varies with network speed under 40% CPU frequency

This is due to the lower CPU frequency, which results in a lower processing
speed for multiple rendering processes. When the network speed is higher than a
value, the web resources loaded by the browser process into the shared buffer are
always not processed in time. The shared buffer may overflow, while the browser
process and the rendering process are busy. The browser may crash.

Conclusion 2: When the CPU frequency is low, there is also a threshold for the
network speed. When the network speed exceeds this threshold, the page load
time and the first screen load time decrease slowly.

4.3 Relationship Between Load Time and Frequency Under Three
Network

From Fig. 6 we can see that whether Baidu or Taobao, with the increase of CPU
frequency, the first screen load time and the page load time decrease gradually.
And the faster the network speed, the greater the change in load time.

According to the browser kernel principle, when the network speed is low, the
browser process downloads web resources from the network at a slow speed. So
the resources placed in the shared buffer will reduce. Multiple rendering processes
preempt the web resources in the buffer, and many rendering processes will be
idle. From this we draw a conclusion.

Conclusion 3: At low network speeds, the first screen load time and the page
load time are not sensitive to CPU frequency changes.
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(a) baidu.com

(b) taobao.com

Fig. 6. Load time varies with CPU frequency under three network speeds

4.4 Network Speed and Frequency Coordinated Modulation
Scheme

According to the conclusions 1, 2 and 3, we know that the page load time and
the first screen load time are affected by the CPU processing speed and the
network speed. The ideal state is that the high network speed corresponds to a
high processor speed, and the low network speed corresponds to a low processor
speed. That is, the CPU frequency matches the network speed.

According to the experimental results and the principle of browser loading
webpage, we propose a browser energy optimization scheme: For a specific web-
page, the most suitable frequency for the current network speed and webpage
will be find based on the page load time. And this frequency is named as the
balance point. The CPU frequency will be adjusted according to the balance
point.

Based on this scheme, we design ExploreBP, a simulation tool for finding the
balance point. We tested the top 50 sites in Alexa Top Sites Chinese and got
the balance point under six network conditions. In theory, all websites will have
such a balance point, and this method can be used to test more websites. When
the browser loads the web page, the CPU frequency will be adjusted based on
the balance point to reduce energy consumption while the browser is working.
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5 Conclusion

This paper proposes a scheme for CPU main frequency modulation. For a specific
web page, the most suitable frequency for the current network speed will be find
based on the first screen load time. According to this method, a simulation tool
ExploreBP for finding the optimal matching between network speed and CPU
frequency is designed and experiments on the top 50 sites in Alexa Top Sites
Chinese have been performed. In order to better quantify the user experience,
this paper proposes using the first screen load time as an evaluation metric of
the user experience.

The energy optimization scheme proposed in this paper is mainly for
browsers, and in the future it can be extended from browsers to all applica-
tions that use client/server mode.
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Abstract. In order to improve eavesdropping detection efficiency, we propose
a quantum secure direct communication and authentication protocol based on
three-particle asymmetric entangled state and design an efficient quantum circuit
for implementing the protocol. This protocol has two modes, in message mode,
a qubit is used to transmit two bits classical information based on a Bell state, in
control mode, three-particle asymmetric entangled state is inserted into the
particle flow for detecting eavesdropper. Eavesdropping detection efficiency is
got by calculating the relationship between the amount of information and
detection probability, if eavesdroppers want to obtain all information, detection
probability is 63%, the analysis results indicate that this proposal is more secure
than other quantum secure direct communication protocol.

Keywords: Quantum secure direct communication � Three-particle asymmetric
entangled state � Quantum circuit

1 Introduction

Quantum secure direct communication (QSDC) and authentication is a remarkable
branch of quantum information. Different from the quantum key distribution
(QKD) whose object is to create a common random key between two remote autho-
rized users, the object of QSDC is to transmit a secret message directly without
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producing quantum keys. When eavesdroppers are detected, QSDC doesn’t discard the
transmitted information, so communication security is more important for QSDC, some
techniques are used to make eavesdroppers get only some random values instead of
reading useful information.

Bostrm and Felbinger presented a famous QSDC protocol called original Ping-
pong protocol (OPP) [1], in which Bell states were used to quantum secure direct
communication and detecting eavesdroppers, but researchers have found many vul-
nerabilities of Ping-pong protocol, for example, Ping-pong protocol cannot resist the
“man-in-middle” attack. Considering two qubits with four dimensional space, Gao
et al. improved eavesdropping detection efficiency of Ping-pong protocol by using four
Bell states which is called MPP [2], Li et al. proposed an QSDC protocol based on
extended three-particle GHZ State (EPP) [3], which is with higher eavesdropping
detection efficiency. Subsequently, many researchers begin to research QSDC and
authentication, Quan et al. proposed a one-way quantum secure direct communication
protocol based on single photon [4], Zawadzki et al. proposed that increasing the
security of Ping-pong protocol by using many mutually unbiased bases [5], some
researchers researched how to ensure QSDC and authentication security under the
noise environment [6–8]. Recently, more and more researchers begin to study how to
improve quantum direct communication efficiency [9–14], some researchers proposed
using W state for QSDC and authentication [15–20], subsequently, Multi-particle
entangled state were used to QSDC protocol [21–24], Zhang et al. proposed a QSDC
protocol using semi quantum for improving eavesdropping detection efficiency [25],
but researchers have found many vulnerabilities in Ping-pong protocol. In this paper,
we not only propose a quantum security detection protocol based on three-particle
asymmetric entangled state (TAPP), but also design an efficient quantum circuit for
implementing the protocol. If the eavesdropper gets the full information, the detection
rate of the original Ping-pong protocol is 50%, the detection rate of proposed protocol
is 63%. Compared with other QSDC protocols, this protocol is with higher eaves-
dropping detection efficiency.

2 The Process of the TAPP Protocol

In original Ping-pong protocol, a Bell state was used to transmit information and detect
eavesdroppers and a qubit transmitted one bit classical information, so information
transmission efficiency was not high. In proposed protocol, Alice transmits information
to Bob by dense coding, in which a qubit transmits two bits classical information. The
steps are as follows.

(1) Suppose that Alice wants to transmit an information sequence xN ¼ ðx1; . . .; xNÞ
to Bob, where xi 2 f0; 1g; i ¼ 1; 2; . . .;N. Bob prepares N pairs Bell state parti-
cles wþ�� �

AB ¼ ð 01j iAB þ 10j iABÞ=
ffiffiffi
2

p
, all the first particles in Bell states are

stored as A sequence (travel particles), all the remaining particles in Bell states are
transmitted to Alice as B sequence (home particles).

(2) In order to prevent Eve from eavesdropping and ensure the information com-
munication security, this paper proposes two communication modes, message
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mode and control mode. Bob prepares a large number of asymmetric three-particle
entangled states uj i ¼ 1

2 011j i þ 1ffiffi
2

p 100j i þ 1
2 101j i as detection particles, which

are inserted into A sequence to form C sequence, only Bob knows the position of
detection particles. Compared with B sequence, C sequence contains 3cN=ð1� cÞ
particles which are used to detect eavesdroppers, here, c is the probability of the
control mode.

(3) Bob sends C sequence to Alice and notifies her the location of detection particles.
If Alice receives detection particles, she switches to control mode and measures
detection particles based on the three-particle unsymmetrical entanglement state.
Alice sends the detection result through the public channel to Bob, if eaves-
droppers are found, Alice interrupts this communication and transmits the infor-
mation again, otherwise Bob notifies Alice no eavesdroppers and continues to
transmit information.

(4) If Alice receives travel particles, she switches to message mode. According to
transmitted information, Alice performs one of four coding operation

fI^; rz^ ; rx^ ; i ry^ g on the travel particles.

ÎðAÞ wþ�� � ¼ wþ�� � ¼ 1ffiffiffi
2

p ð 01j i þ 10j iÞ

r̂ðAÞz wþ�� � ¼ w�j i ¼ 1ffiffiffi
2

p ð 01j i� 10j iÞ

r̂ðAÞx wþ�� � ¼ /þ�� � ¼ 1ffiffiffi
2

p ð 00j i þ 11j iÞ

ir̂ðAÞy wþ�� � ¼ /�j i ¼ 1ffiffiffi
2

p ð 00j i� 11j iÞ

ð1Þ

The superscript (A) refers to the operation of the travel particle in the Bell states.
After encoding, each travel particle can indicate two bits classical information, wþ�� �
indicates 00, w�j i indicates 01, /þ�� �

indicates 10, /�j i indicates 11.
(5) Alice sends encoded travel particles back to Bob, Bob measures the encoded travel

particles and home particles based on Bell states and gets wþ�� �
, w�j i, /þ�� �

or
/�j i, respectively correspond to classical bits 00, 01, 10 or 11, Bob extracts
information and completes quantum secure direct communication.

3 Quantum Circuit Simulation of TAPP Protocol

The circuit simulation is instructive for the realization of QSDC protocol and
authentication, quantum circuit is essential to the practical realization of the protocol in
experiment. In this section, we construct an efficient quantum circuit for TAPP protocol
simulation. Firstly, TAPP protocol is decomposed unitary transformations, secondly,
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the effective quantum circuit is designed through the orderly arrangement of the
quantum gates. The quantum circuit implementation is shown in Fig. 1.

In Fig. 1, particle A and B are information carrier, firstly, 0j iB and 0j iA are sent to
H gate and Bell state wþ�� �

AB ¼ ð 01j iAB þ 10j iABÞ=
ffiffiffi
2

p
is got, then the sender Alice

implements quantum information coding through a unitary operation

ri 2 fI^; rz^ ; rx^ ; i ry^ g, the receiver Bob realizes quantum measurement through H gate
and gets the transmitted information. Three-particle asymmetric entangled state uj i ¼
1
2 011j i þ 1ffiffi

2
p 100j i þ 1

2 101j i is got by making unitary transformation for

0j ic1 ; 0j ic2 ; 0j ic3 , Alice measures the received three particle entangled state, so as to
realize eavesdropping detection. R1, R2, and R3 are respectively.

R1 ¼ Ryðp2Þ;R2 ¼ Ryðp4Þ;R3 ¼ Ryð� p
4
Þ ð2Þ

RyðhÞ ¼ cos h2 � sin h
2

sin h
2 cos h2

� �
ð3Þ

4 The Security Analysis and Simulation of TAPP

In control mode, Alice inserts asymmetric three-particle entangled state uj i ¼
1
2 011j i þ 1ffiffi

2
p 100j i þ 1

2 101j i into A sequence for eavesdropping detection. After Eve’s

attack operation E
^
, the particle state 0j i is transformed into u

0
0

�� �
, the particle state 1j i is

transformed into u
0
1

�� �
.

u
0
0

�� E
¼ E

^
0xj i ¼ a 0x0j i þ b 1x1j i; u

0
1

�� E
¼ E

^
1yj i ¼ m 0y0j i þ n 1y1j i ð4Þ

xj i and yj i are determined by E
^
uniquely, aj j2 þ bj j2¼ 1; mj j2 þ mj j2¼ 1. After Eve

attacks on the asymmetric three-particle entangled state, the state of the compose
system is.

H

Z Z

H

1R

2R 3R 3R 2R
1R

iσ
0

B

0
A

1
0

C

2
0

C

3
0

C

Fig. 1. Quantum circuit for implementation TAPP protocol
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uj iEve¼ E � E � E½1
2
011j i þ 1ffiffiffi

2
p 100j i þ 1

2
101j i�

¼ 1
2
½a 0x0j i þ b 1x1j i� � ½m 0y0j i þ n 1y1j i� � ½m 0y0j i þ n 1y1j i�

þ 1ffiffiffi
2

p ½m 0y0j i þ n 1y1j i� � ½a 0x0j i þ b 1x1j i� � ½a 0x0j i þ b 1x1j i�

þ 1
2
½m 0y0j i þ n 1y1j i� � ½a 0x0j i þ b 1x1j i� � ½m 0y0j i þ n 1y1j i�

¼ 1
2
½am2 0x00y00y0j i þ bm2 1x10y00y0j i þ anm 0x01y10y0j i þ bnm 1x11y10y0j i

þ amn 0x00y01y1j i þ bm2 1x10y01y1j i þ an2 0x01y11y1j i þ bn2 1x11y11y1j i�
þ 1ffiffiffi

2
p ½a2m 0y00x00x0j i þ a2n 1y10x00x0j i þ abm 0y01x10x0j i þ abn 1y11x10x0j i

þ abm 0y00x01x1j i þ abn 1y10x01x1j i þ b2m 0y01x11x1j i þ b2n 1y11x11x1j i�
þ 1

2
½m2a 0y00x00y0j i þ anm 1y10x00y0j i þm2b 0y01x10y0j i þm2b 1y11x10y0j i

þ amn 0y00x01y1j i þ a2n 1y10x01y1j i þmnb 0y01x11y1j i þ b2n 1y11x11x1j i�

ð5Þ

The probability that Alice not detect eavesdroppers is.

pð uj iÞ ¼ 1
4
½ bm2
�� ��2 þ an2

�� ��2 þ bmnj j2� þ 1
2
½ a2n�� ��2 þ

abnj j2 þ b2m
�� ��2� þ 1

4
½ mnaj j2 þ an2

�� ��2 þ bmnj j2�
ð6Þ

So the lower bound of the detection probability is.

dl ¼ 1� pð uj iÞ ¼ 1� 1
4
½ bm2
�� ��2 þ an2

�� ��2 þ bmnj j2�

þ 1
2
½ a2n�� ��2 þ abnj j2 þ b2m

�� ��2� þ 1
4
½ mnaj j2 þ an2

�� ��2 þ bmnj j2�
ð7Þ

Assuming aj j2¼ a; bj j2¼ b; mj j2¼ s; nj j2¼ t, a; b; s; t are positive real numbers and
aþ b ¼ sþ t ¼ 1, so dl is.

dl ¼ 1� pð uj iÞ
¼ 1� ½1

4
ð1� aÞð1� tÞþ 1

2
at2 þ 1

2
atþ 1

4
tð1� tÞþ 1

2
ð1� aÞ2ð1� tÞ� ð8Þ

When Alice sends 0j i to Bob, the amount of information which be eavesdropped by
Eve is.
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I0 ¼ �a log2 a� ð1� aÞ log2ð1� aÞ ¼ HðaÞ ð9Þ

When Alice sends 1j i to Bob, the amount of information which be eavesdropped by
Eve is.

I1 ¼ �t log2 t � ð1� tÞ log2ð1� tÞ ¼ HðtÞ ð10Þ

Eve can eavesdrop the total amount of information is.

I ¼ 1
2
ðI0 þ I1Þ ¼ 1

2
ðHðaÞþHðtÞÞ ð11Þ

Considering the equal probability of sending 0j i and 1j i in the general system, that
is a = t, we can get.

dl ¼ �2a2 þ 7
4
aþ 1

4
ð12Þ

After simple mathematical calculation, we can get a.

a ¼ 7
16

þ 1
16

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
81� 128dl

p
ð13Þ

Under the condition dl � 0:63, the relationship between the information function
I and detection probability dl is as follows.

IðdlÞ ¼ Hð 7
16

þ 1
16

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
81� 128dl

p
Þ ð14Þ

Under the condition dl [ 0:63, eavesdropped information is too large to meet the
requirements of quantum secure communication, the situation can be ignored. In order
to realize the security detection analysis, TAPP is compared with OPP, MPP and EPP
protocol, Fig. 2 shows the relationship between the information function I and detec-
tion probability dl for OPP, MPP, EPP and TAPP protocol.

Comparing with OPP, MPP and EPP, we can see that if Eve eavesdrops the same
amount of information (I), he must face greater eavesdropping detection probability in
TAPP, this also shows that TAPP is more secure than OPP, MPP and EPP.

In order to get this advantage in TAPP, Alice needs to send 2cN=ð1� cÞ particles
more than OPP, cN=ð1� cÞ particles more than MPP, in other words, Bob gets better
security at the cost of sending more particles. If Eve wants to get all information (I ¼ 1)
of Alice, dl is 0.63 in TAPP, dl is 0.5 in OPP and MPP, dl is 0.58 in EPP, so detection
probability of TAPP is higher than that of OPP, MPP and EPP.

When the probability of control mode is c, the probability of message mode is
r ¼ 1� c. Assuming Bob sends the first particle in message mode, the probability of
successful eavesdropping is 1 − c; assuming Bob sends the first particle in control
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mode and the second particle in message mode, the probability of successful eaves-
dropping is c (1 − d) (1 − c). Similarly, the probability of successful eavesdropping by
Eve can be obtained in each case. If Eve is not detected, the probability of successful
eavesdropping is.

sðc; dÞ ¼ ð1� cÞþ cð1� dÞð1� cÞþ c2ð1� dÞ2ð1� cÞþ . . .
¼ ð1� cÞ=½1� cð1� dÞ� ð15Þ

After n successful eavesdropping, Eve can get 2nIðdÞ bits information, this prob-
ability is sn, the probability for successful eavesdropping I ¼ 2nIðdÞ bit information is.

sðI; c; dÞ ¼ sðc; dÞI=2IðdÞ ¼ ðð1� cÞ=ð1� cð1� dÞÞÞI=2IðdÞ ð16Þ

When c = 0.5 and IðdÞ ¼ Hð 7
16 þ 1

16

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
81� 128d

p Þ, we get eavesdropping success
probability s as a function of the information I. Figure 3 shows eavesdropping success
probability as a function of the maximal eavesdropped information I for different
detection probabilities d.

In Fig. 3, When I ! 1, s ! 0 is got, Eve only gets part of right information but
does not even know which part, so the TAPP protocol can be thought as asymptotically
secure. If desired, the security can arbitrarily be improved by increasing the control
parameter c at the cost of decreasing information transmission rate.

Fig. 2. The comparison of the three detection results
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5 Conclusions and Future Work

In this paper, a new quantum security direct communication protocol TAPP is proposed
based on Ping-pong protocol. Two bits classical information can be transmitted by the
Bell state and the three-particle asymmetric entangled state is used to realize quantum
secure direct communication. By calculating the relationship between the eavesdropped
information and detection probability, we find that the TAPP protocol is with higher
eavesdropping detection efficiency compared with the OPP, MPP and EPP. The
detection efficiency of TAPP can meet the security requirements of quantum direct
communication, but the improvement of detection efficiency is at the cost of decreasing
information transmission rate. This protocol is mainly theoretical research and not
considering noise and Dos attack, besides, the practical application needs considering
the quantum state storage, which needs to be researched in the future work.
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Abstract. Most of the practical problems need to consider many aspects at the
same time, multi-objective optimization can be used to deal with this kind of
problems. Swarm intelligence optimization algorithm can use a simple evolu-
tionary step to find the optimal solution. Due to the advantages of swarm
intelligence optimization algorithm, many researchers focus on multi-objective
swarm intelligence optimization algorithms. Artificial flora (AF) optimization
algorithm is a recently proposed swarm intelligence optimization algorithm.
This paper proposes a multi-objective artificial flora (MOAF) optimization
algorithm based on the standard artificial flora (AF) optimization algorithm. The
algorithm uses the four basic elements and three main behavior patterns of the
migration process and adds external document to find the Pareto optimal
solution set. Simulation results show that the proposed algorithm can cover the
true Pareto front with satisfactory convergence compared with the NSGA-II.

Keywords: Swarm intelligence � Artificial flora (AF) optimization algorithm �
Multi-objective optimization

1 Introduction

In real life, there are many complex problems that various aspects should be considered
for modeling and programming, such as urban traffic, allocation of resources, capital
budget and so on [1, 2]. To find an optimal solution set for a multi-objective problem
called multi-objective optimization [3]. There are two main methods to deal with multi-
objective optimization problem. One is to weight multiple targets to make it into a
single objective problem. This method is influenced by subjective factors. The other
method is to use Pareto dominance relation to obtain a set of optimal solution, this
method is the more widespread one [4].

Researchers mainly focus on heuristic algorithm in multi-objective optimization
problem at present [5]. The basic theory of swarm intelligence optimization algorithm
is to simulate the communication and cooperation between individuals in the actual
biological group [6]. Artificial flora (AF) optimization algorithm is a recently proposed
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intelligent optimization algorithm [7]. AF optimization algorithm using the character-
istics of the plants migration to update the solutions.

This paper proposes a multi-objective artificial flora (MOAF) optimization algo-
rithm based on standard artificial flora optimization algorithm. Algorithm using four
basic elements, namely original plant, offspring plant, plant location and propagation
distance, and an external document to find the optimal solution set. The external
document is used to store non-dominated solution of each iteration. Grid is used in the
external document to produce uniform-distributed Pareto fronts and maintain the
diversity of solution set [8]. The rest of this paper is organized as follows. Section 2
introduces the multi-objective optimization problem and the related work. MOAF is
introduced in Sect. 3. Section 4 uses multi-objective functions to test the efficiency of
MOAF algorithm and compare it with NSGA-II. The conclusion is presented in
Sect. 5.

2 Multi-objective Optimization

Most practical problems require to satisfy multiple objectives which are conflicting
with each other at the same time when certain conditions are met. Suppose there are m
objective functions, the dimensions of searching space is D. Multi-objective opti-
mization problem can be expressed as finding decision variables~x� ¼ ½x�1; x�2; . . .; x�D�T
to minimize the function y:

min ~f ð~xÞ ¼ ½f1ð~xÞ; f2ð~xÞ; . . .; fmð~xÞ�T
s:t: gjð~xÞ� 0ðj ¼ 1; 2; . . .; pÞ

hjð~xÞ ¼ 0ðj ¼ 1; 2; . . .; qÞ
ð1Þ

Where decision variable xiði ¼ 1; 2; . . .;DÞ satisfy Xmin
i � xi �Xmax

i , ~Xmin ¼
½Xmin

1 ;Xmin
2 ; . . .;Xmin

D �T and ~Xmax ¼ ½Xmax
1 ;Xmax

2 ; . . .;Xmax
D �T are the lower limit and the

upper limit of decision variables respectively. gjð~xÞ� 0ðj ¼ 1; 2; . . .; pÞ and hjð~xÞ ¼
0ðj ¼ 1; 2; . . .; qÞ are p inequality constraints and q equality constraints. The multi-
objective optimization is to find an optimal solution set rather than a unique solution,
this paper uses the Pareto dominance relations to find a set of optimal solution, called
Pareto optimal set [9]. If and only if component of ~u less than~v:

8i 2 ð1; 2; . . .; kÞ; ui � vi ^ 9i 2 ð1; 2; . . .; kÞ; ui\vi ð2Þ

vector ~u ¼ ðu1; u2; . . .; ukÞ dominate ~v ¼ ðv1; v2; . . .; vkÞ, recorded as ~u �~v. For a
certain multi-objective optimization problem, Pareto optimal set ðP�Þ is defined as
follow:

P� :¼ fx 2 Xj:9x0 2 X and ~f ðx0 Þ �~f ðxÞg ð3Þ
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Therefore, a Pareto front ðPF�Þ can be defined as follow:

PF� :¼ f~u ¼~f ¼ ðf1ðxÞ; . . .; fmðxÞÞjx 2 P�g ð4Þ

More and more multi-objective swarm intelligence optimization algorithms have been
proposed. In [10], the authors present a non-dominated sorting based multi-objective
evolutionary algorithm, called NSGA-II. A dynamic sub-swarms multi-objective
particle swarm optimization algorithm is proposed in [11]. In [12], a multi-objective
optimization method based on the artificial bee colony, called the MOABC, is
presented.

3 A Multi-objective Artificial Flora Optimization Algorithm

MOAF optimization algorithm is based on the standard artificial flora (AF) optimiza-
tion algorithm. The process of finding the optimal survival position is used in this
algorithm to find the optimal solution set of problems. original plant, offspring plant,
plant location and propagation distance are the four basic elements in MOAF. Evo-
lution behavior, spreading behavior and select behavior are three main behavioral
patterns. Every plant location represents to a solution, and fitness of the locations is
used to denote the quality of the solution. Firstly, algorithm generate the original plants
randomly. Then spread seeds to the positions within the spreading scope randomly, the
spreading scope is decided by the propagation distance. Next the fitness of a seed in the
position is calculated according to the objective functions, the fitness represents to the
solution quality. Finally, roulette is used to decide survival seeds. survival seeds
become new original plants. Repeated iteration until termination condition is satisfied.
Algorithm adding external documents to store the optimal solutions.

3.1 Initialization

All the decision variables of test functions worked in this paper have upper limit
~Xmax ¼ ½Xmax

1 ;Xmax
2 ; . . .;Xmax

D �T and lower limit ~Xmin ¼ ½Xmin
1 ;Xmin

2 ; . . .;Xmin
D �T . At the

beginning, algorithm generates N original plants according to the upper and lower
limits of the decision variables randomly. Algorithm use i rows and j columns matrix
Pi:j to represent the locations of original plants, where i ¼ 1; 2; . . .;D represents
dimensionality, j ¼ 1; 2; . . .;N represents the number of original plants:

Pi;j ¼ randð0; 1Þ � ðXmax
i � Xmin

i ÞþXmin
i ð5Þ

Where randð0; 1Þ represents the uniformly distributed number in [0, 1].

3.2 Evolution Behavior

Original plants spread their offspring within a certain scope with a radius which is
propagation distance, new propagation distance imitate the propagation distance of the
parent plant and grandparent plant:
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dj ¼ d1j � randð0; 1Þ � c1 þ d2j � randð0; 1Þ � c2 ð6Þ

where c1 and c2 denote the learning coefficient, d1j and d2j represent the propagation
distance of grandparent plant and parent plant respectively, and rand(0, 1) is the uni-
formly distributed number in [0, 1]. The parent propagation distance become the new
grandparent propagation distance:

d
0
1j ¼ d2j ð7Þ

The standard AF optimization algorithm use the standard deviation between the
positions of the original plants and offspring plants as new parent propagation distance:

d
0
2j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

ðPi;j � P0
i;jÞ2=N

vuut ð8Þ

In order to retain the information of the optimal solutions found so far, MOAF opti-
mization algorithm use the plants in the external document. The new parent propa-
gation distance is the difference between the positions of plants in external document
P�
i;j and the offspring plants P

0
i;j:

d
0
2j ¼ P�

i;j � P
0
i;j ð9Þ

3.3 Spreading Behavior

Algorithm generates offspring plants according to the original plant locations and the
new propagation distance:

P
0
i;j�b ¼ Gi;j�b þPi;j ð10Þ

where b ¼ 1; 2; . . .;B, B represents the amount of offspring plants that one original
plant can propagate, P

0
i;j�b denotes the position of offspring plant, Pi;j denotes the

position of the original plant, Gi;j�b represents a random number with the Gaussian
distribution with mean 0 and variance j. Generate new original plants according to
Eq. (5) if there is no offspring plant survives.

3.4 Select Behavior

In standard AF algorithm, the survival probability determines whether the offspring
plant survived. the survival probability is as follow:

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FðP0

i;j�bÞ
.
Fmax

r����
���� � Qðj�b�1Þ

x ð11Þ
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Where Qx is selecting probability ranging between 0 and 1. Fmax is the fitness of the
offspring plant with the highest fitness. FðP0

i;j�bÞ is the fitness of (j � b)th solution.
Calculation formulas of fitness are the functions of the objective problem. In MOAF
algorithm, the Pareto dominance relations have been used. the survival probability is
defined as follow:

p ¼ 0:9 � domiðj � bÞ
B

þ 0:1 ð12Þ

Where domiðj � bÞ represents the amount of the solutions that dominated by solution
ðj � bÞ.B represents the amount of offspring plants that one original plant can propagate.

3.5 External Document

MOAF adds an external document to store the optimal solutions in the iterations. At the
beginning, the external document is empty, any non-dominated solution should be
accepted by the external document. Then the new solution generated in the iterations
and the solutions in external document were compared one by one. If the solution is
dominated by the one in external document, the solution in external document will be
deleted from the external document, and the new solution will be added into the
external document. If the new solution dominates the one in external document,
whether to delete the new one will be decided by roulette selection method. In the
iterations, if dominated solution exists in the external document, delete the solution.
When the number of solutions in external document is more than a preset document
size, the grid is used to delete the external solutions. The number of grid is set artifi-
cially at the start of MOAF. Grid must cover all the solutions, if new solutions go
beyond the scope of the grid, the grid should be redrawn. Algorithm always deletes the
solution in the grid with highest density to guarantee the uniformity of the Pareto front.

4 A Multi-objective Artificial Flora Optimization Algorithm

Some simulation results are presented in this section to show the performance of
MOAF algorithm. We use 6 benchmark functions to text the convergence of MOAF
algorithm, the functions and their bounds are shown in Table 1.

We use convergence and spacing to measure performance. The convergence can
use generational distance (GD) to express [13]. GD shows the distance between the
elements in the set of approximate solutions found by algorithm and the elements in the
Pareto optimal set. GD can be defined as follow:

GD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
E2
i =n

q
ð13Þ

Where n is the number of elements included in the found approximate solutions set. is
the Euclidean distance between the ith element in the found approximate solutions set
and the nearest element in the Pareto optimal set. The smaller the GD, the closer the
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found solutions get to the optimal solutions. GD ¼ 0 means that all the found solutions
are in the Pareto optimal set.

The distance variance of neighboring elements is used to measure the spacing (SP),
it can be defined as [14]:

Table 1. Benchmark functions

Functions Expression formula Bounds

ZDT1 f1ðxÞ ¼ x1
f2ðxÞ ¼ gðxÞhðf1ðxÞ; gðxÞÞ
gðxÞ ¼ 1þð9=29Þ �

X30

i¼2
xi

hðf1ðxÞ; gðxÞÞ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f1ðxÞ=gðxÞ

p

0� xi � 1

1� i� 30

ZDT2 f1ðxÞ ¼ x1
f2ðxÞ ¼ gðxÞhðf1ðxÞ; gðxÞÞ
gðxÞ ¼ 1þð9=29Þ �

X30

i¼2
xi

hðf1ðxÞ; gðxÞÞ ¼ 1� ðf1ðxÞ=gðxÞÞ2

0� xi � 1

1� i� 30

ZDT3 f1ðxÞ ¼ x1
f2ðxÞ ¼ gðxÞhðf1ðxÞ; gðxÞÞ
gðxÞ ¼ 1þð9=29Þ �

X30

i¼2
xi

hðf1ðxÞ; gðxÞÞ ¼ 1�
ffiffiffiffiffiffiffiffiffiffi
f1ðxÞ
gðxÞ

s
� ðf1ðxÞ

gðxÞÞ sinð10pf1ðxÞÞ

0� xi � 1

1� i� 30

Deb1 f1ðxÞ ¼ x1
f2ðxÞ ¼ gðxÞ � hðxÞ
gðxÞ ¼ 1þ x22

hðxÞ ¼ 1� ðf1ðxÞ=gðxÞÞ2; if f1 � g

0; otherwise

(

0� xi � 1

i ¼ 1; 2

Deb2 f1ðxÞ ¼ x1
f2ðxÞ ¼ gðxÞ � hðxÞ
gðxÞ ¼ 1þ 10 � x2
hðxÞ ¼ 1� ðf1ðxÞ=gðxÞÞ2 � ðf1ðxÞ=gðxÞÞ � sinð12pf1ðxÞÞ

0� xi � 1

i ¼ 1; 2

Deb3 f1ðxÞ ¼ 1� eð�4�x1Þ � sin4ð10 � p � x1Þ
f2ðxÞ ¼ gðxÞ � hðxÞ
gðxÞ ¼ 1þ x22

hðxÞ ¼ 1� ðf1ðxÞ=gðxÞÞ10; if f1 � g

0; otherwise

(

0� xi � 1

i ¼ 1; 2
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SP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
ðd � diÞ2

.
ðn� 1Þ

r
ð14Þ

Where di ¼ minjð f i1ð x!Þ � f j1 ð x!Þ�� ��þ f i2ð x!Þ � f j2 ð x!Þ�� ��Þ, i; j ¼ 1; 2; . . .; n, d is the mean
of di, n is the number of elements included in the found approximate solutions set.
SP ¼ 0 means that all the elements in approximate Pareto front are equidistantly
distribute.

NSGA-II is an effective algorithm and widely applied [15]. We compare the pro-
posed algorithm with NSGA-II algorithm. The simulation results are obtained through
50 runs and both algorithms are iterated 300 times. The default parameters are shown in
Table 2.

Table 3 shows the generational distance. According to the results in Table 3,
MOAF can find a set of Pareto optimal solutions with better convergence compare with
NSGA-II. For function ZDT1 and ZDT3, average generational distance of MOAF is 10
times less than the generational distance of NSGA-II. Average generational distance of
MOAF reduces two orders of magnitude compared with NSGA-II for function ZDT2.
For function Deb1-3, average generational distance of MOAF is smaller than NSGA-II.
Table 4 shows the spacing results. For the spacing results, NSGA-II is better than
MOAF.

Table 2. The default parameters in NSGA-II and MOAF algorithm

Algorithm Parameter values

NSGA-II N = 200
MOAF N = 200, B = 10, c1 = 1, c2 = 2

Table 3. Comparison of GD results obtained by NSGA-II and MOAF.

Functions Algorithm Best Worst Mean

ZDT1 NSGA-II 0.031441 0.090971 0.067403
MOAF 0.001348 0.002232 0.001816

ZDT2 NSGA-II 0.045386 0.160601 0.098721
MOAF 0.000550 0.001163 0.000817

ZDT3 NSGA-II 0.021018 0.073688 0.041069
MOAF 0.001068 0.002386 0.001485

Deb1 NSGA-II 0.000193 0.000268 0.000218
MOAF 0.000062 0.000173 0.000097

Deb2 NSGA-II 0.001629 0.002109 0.001887
MOAF 0.000202 0.000574 0.000399

Deb3 NSGA-II 0.000470 0.000704 0.000594
MOAF 0.000250 0.000525 0.000351
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Figures 1, 2, 3, 4, 5 and 6 show the approximate Pareto front found by NSGA-II
and MOAF, and the true Pareto front is shown in every figure. From Figs. 1, 2 and 3, it
can be seen that NSGA-II cannot cover the true Pareto front for ZDT1-ZDT3, but
MOAF can cover the true Pareto front. Although the spacing results of NSGA-II is
smaller than MOAF in Table 3, it has no meaning for the approximated Pareto front
cannot cover the true Pareto front. From Figs. 4, 5 and 6, the approximated Pareto front
found by MOAF and NSGA-II is close to the true Pareto front for Deb1-Deb3, but it
can be seen from Table 3 that the generational distance of MOAF is smaller than
NSGA-II. It is easy to know that MOAF can find a set of Pareto optimal solutions with
better convergence compare with NSGA-II.

Table 4. Comparison of SP results obtained by NSGA-II and MOAF.

Functions Algorithm Best Worst Mean

ZDT1 NSGA-II 0.002638 0.004918 0.003348
MOAF 0.021058 0.056519 0.033130

ZDT2 NSGA-II 0.000008 0.011005 0.003769
MOAF 0.022346 0.045818 0.031371

ZDT3 NSGA-II 0.002333 0.008480 0.003705
MOAF 0.011716 0.034163 0.020015

Deb1 NSGA-II 0.003066 0.004088 0.003559
MOAF 0.224659 0.526650 0.321211

Deb2 NSGA-II 0.002988 0.004265 0.003566
MOAF 0.031875 0.077694 0.048413

Deb3 NSGA-II 0.002715 0.003754 0.003191
MOAF 0.367159 1.428707 0.646577

(a) (b)

Fig. 1. Pareto fronts of ZDT1 produced by (a) NSGA-II (b) MOAF
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(a) (b)                             

Fig. 2. Pareto fronts of ZDT2 produced by (a) NSGA-II (b) MOAF

(a) (b)

Fig. 3. Pareto fronts of ZDT3 produced by (a) NSGA-II (b) MOAF

(a) (b)                             

Fig. 4. Pareto fronts of Deb1 produced by (a) NSGA-II (b) MOAF

(a) (b)      

Fig. 5. Pareto fronts of Deb2 produced by (a) NSGA-II (b) MOAF
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5 Conclusion

When dealing with practical problems in the real world, it is inadequate to consider
only a single objective optimization, this kind of problems ask people to optimize
multiple objectives equally at the same time. Multi-objective swarm intelligence
optimization algorithm is an important way to solve the multi-objective problems. AF
optimization algorithm is a recently proposed swarm intelligence optimization algo-
rithm, the process of plant breeding and migration is used to find the optimal solution.
Based on the standard AF optimization algorithm, this paper proposes a new multi-
objective swarm intelligence optimization algorithm, called multi-objective artificial
flora optimization algorithm. Algorithm uses the four basic elements and three main
behavior patterns in the process of plant breeding and migration and adds external
document to apply standard AF optimization algorithm to multi-objective optimization
problems. The simulation results show that the approximated Pareto front found by
MOAF algorithm can cover the true Pareto front and the solutions are more satisfactory
than the solutions found by NSGA-II algorithm.
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Abstract. Based the idea of original “Ping-pong” protocol, an improved
“Ping-pong” protocol based on single-particle and Einstein-Podolsky-
Rosen (EPR) entanglement is presented. The EPR entanglement is used
to detect the eavesdropping and the single particle is used to transmit
the information. During the protocol, the sender Alice transmits an EPR
entanglement pairs and a single particle to the receiver Bob at the same
time. The bit error is caused by the random position of the single particle.
In our security analysis, an eavesdropping will cause at least a bit error
rate of 16.7%, and the probability of detecting eavesdropping with bit
error rate is 50.0%. We also give a simulation which is based on law of
large numbers and Monte Carlo method. In our simulation, we use mean
square error (the value is 1.8115 × 10−5) to indicate that the simulation
data is approach to the theoretical value. Compared with the original
“Ping-pong” protocol, the presented protocol doesn’t need the control
mode, and it doesn’t need to store the quantum state.

Keywords: Single-particle · EPR entanglement ·
The “Ping-pong” protocol · Security analysis · Monte Carlo method

1 Introduction

Cryptography is the basis of information security, the task of cryptography is to
ensure that only legitimate users like Alice and Bob can read a secret message in a
secure communication, while unauthorized users like Eve cannot. To accomplish
this task, the communication protocol must ensure that only the key can encrypt
and decrypt the secret message. In 1949, Shannon proved the one-time pad
(OTP) [19] is perfectly secure with equal length of the key and secret message

This work is supported by the National Natural Science Foundation of China (Grant
No. U1636106, No. 61472048, No. 61572053).

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019

Published by Springer Nature Switzerland AG 2019. All Rights Reserved

H. Song et al. (Eds.): SIMUtools 2019, LNICST 295, pp. 278–287, 2019.

https://doi.org/10.1007/978-3-030-32216-8_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32216-8_27&domain=pdf
https://doi.org/10.1007/978-3-030-32216-8_27


Simulation on QKD Based on Single-Particle and EPR Pairs 279

[17], that means the key can protect the secret message during transmission, but
how to protect the key during distribution is still a tricky problem. [13,23,27].

Different from the classical communication, quantum communication and
quantum cryptography is based on the theory of quantum physics and quantum
entanglement which have attracted the interest of researchers in past decade,
especially Quantum key distribution (QKD) [1,14,16,18] and quantum secure
direct communication (QSDC) [9,21,22,25]. In QKD, the quantum particles is
used to transmit the key while the classical bit is used to transmit the secret
message. The key is determined until the end of the transmission, and the incom-
pleteness of the quantum bits can be tolerated [4,5,11,20]. In QSDC, not only
the key but also the secret message is transmitted in quantum channel, that
means every qubits is useful, and QSDC cannot tolerate the incompleteness of
the qubits [7,24].

In 2002, Long et al. proposed the first QSDC protocol with EPR entangle-
ment [15]. In this protocol, the method of quantum data block transmission
for security based on bit error rate analysis is introduced, before transmitting
the secret message, the protocol sends a block of quantum data to make sure
whether the quantum channel is security. It’s an excellent method of QSDC, but
it cannot detect the eavesdropping after starting transmit the secret message.

At the same year, Bostrom and Felbinger presented an excellent two-step
deterministic QKD protocol which called the “Ping-pong” protocol [2]. This
protocol contains two modes: the message mode is used to transmit the security
message while the control mode is used to detect eavesdropper’s (Eve) eaves-
dropping. During the protocol, the sender Alice randomly chooses the control
mode or the message mode, means this protocol can detect the eavesdropping
during the whole transmission process. But the “Ping-pong” protocol cannot
transmit the security message in control mode, that means the more effective of
detecting eavesdropping, the less effective of transmitting security message.

Based the idea of the original “Ping-pong” protocol (OPP) [2,10,11], we
present an improved “Ping-pong” protocol based on a single-particle and an
EPR entanglement which is called TPP. The receiver Bob randomly puts the
single-particle in the first, second or third position of the three-particle group,
that means only Bob knows the position of the single-particle, but the sender
Bob and the eavesdropper Eve not. Eve can only randomly chooses the particle
as the single-particle, that means the Eve will caused a bit error rate.

In 2016, we presented a QKD protocol based the idea of the BB84 protocol,
which is called MEQKD [10]. In MEQKD, Alice sends two EPR entanglement
pairs to Bob at one time, Bob randomly chooses the position of EPR pairs,
if there is no eavesdropping, the bit error rate only caused by Bob’s incorrect
choice, which is the same as the BB84 protocol. But the MEQKD protocol has
a higher efficiency of detecting eavesdropping. Compared with MEQKD, TPP
only sends three particles at one time, which is one particle less than MEQKD,
in other words, TPP is easier to application.

Compared with the OPP, TPP sends one single-particle and one EPR Entan-
glement every time, in other words, it sends totally three qubits once, which is
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more than OPP. The security analysis of TPP is also given, an eavesdropper’s
eavesdropping will caused at least a bit error rate of 50%. In order to achieve
the same detection effect, the TPP needs 30 quantum key bits as the detection
sequence, while the MEQKD needs 33 qubits and the BB84 protocol needs 72
qubits [10]. Compared with OPP, TPP can transmit the secret message and
detect the eavesdropper at the same time, and TPP also doesn’t need to store
the quantum states.

We also give a simulation which is based on the law of large numbers and
Monte Carlo method, In our simulation, the simulation data (the probability
proportion of measurement result) p̂ is approach to the theoretical probability
proportion p, and mean square error is used to measure the similarity between
p̂ and p, and its value is 1.8115× 10−5. In another word, our theoretical security
analysis is correct, TPP can detect eavesdropping effectively.

2 The TPP Protocol

2.1 The Relationship Between the Classical Bits and Quantum Bits

At the beginning of the paper, let’s introduce the relationship between the clas-
sical bits and quantum bits.

The TPP only uses the Z-basis: BZ = {|0〉, |1〉} and a single-particle |0〉 and
|1〉. |+〉 and |−〉 are unnecessary. Beside, the TPP protocol also uses one of the
four Bell states as follows:

|Φ+〉 =
1√
2
(|00〉 + |11〉), |Φ−〉 =

1√
2
(|00〉 − |11〉)

|Ψ+〉 =
1√
2
(|01〉 + |10〉), |Ψ−〉 =

1√
2
(|01〉 − |10〉)

(1)

Alice and Bob agree on that there is two unitary operations as follows, just as
OPP, when Bob takes a I operation, Alice knows that Bob wants to send the
classical bit 0, and when Bob takes a σx operation, that means Bob wants to
send the classical bit 1.

I =
(

1 0
0 1

)
, σx =

(
0 1
1 0

)
(2)

As we know, Eve usually takes an intercept-resend attack between Alice and
Bob, according to the Heisenberg’s uncertainty principe and no-clone theory [3],
Eve needs to re-prepare the qubit particles with her measurement result and
resend them to Bob. But the position of the Bell state is only known to Alice,
that means Eve can only choose the position randomly, which will cause a bit
error rate ε. If there is no eavesdropping, ε should be 0 [18,26], In the next
section, we will analysis the bit error rate ε caused by Eve’s eavesdropping and
we will also proved that the Eve’s eavesdropping will always be detected as long
as the quantum sequence is long enough.
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2.2 A Brief Introduction of TPP

Now, let’s introduce the process of TPP and how TPP detects an eavesdropping.
A complete process of the TPP protocol can be described as the following 9 steps.

1. Alice wants to send a message to Bob, this message can be the key or the
secret message, she firstly encode the message with classical binary and get
the classical bit sequence N in order.

2. Bob prepares an EPR pairs and a single-particle to form a three-particle
groups and remembers their position as (1, 2, 3), if all the classical bits of N
have taken out, then goto the step 9, or goto the step 3.

3. For every three-particle quantum group, the single-particle can be put in the
1st, 2nd or 3rd position. For example, Bob prepares a group {|Φ+

12〉|Φ+
12〉||1〉}

and sends them to Alice, |Φ+
ij〉 means the ith and the jth qubits in a group

make up a Bell state |Φ+〉. Bob records the location information and sends
the qubits sequence S to Alice.

4. After Alice received the group, if she wants to send a classical bit 0 to Bob,
she takes a I unitary operation on these three qubits. If Alice wants to sends
a classical bit 1 to Bob, she can take a σx unitary operation.

5. After taking an unitary operation, Alice resends the three qubits group back
to Bob.

6. Bob receives the qubits from Alice, he know the position of the EPR pairs.
And he takes BZ measurement on the single-particle, and a Bell measurement
on the EPR pairs. If there is no bit error, the bell state’s measurement should
be always the same when sends |Φ+〉 = 1√

2
(|00〉+ |11〉) and |Φ−〉 = 1√

2
(|00〉−

|11〉), the bell state’s measurement should be always different when Bob sends
|Ψ+〉 = 1√

2
(|01〉 + |10〉) and |Ψ−〉 = 1√

2
(|01〉 − |10〉). If the single particle has

been changed, Bob know that Alice sends a classical bit 1; If the single particle
has not been changed, means Alice sends a classical bit 0.

7. Only Bob knows which Bell state he sends, so the Bell state can be used
to detect the eavesdropping while the single-particle is used to transmit the
classical bit.

8. If there is a wrong Bell state measurement result, Bob know there’s an eaves-
dropping, Alice and Bob will intercept this communication and restart a new
one.

9. Alice and Bob have confirmed that the channel is safety, they will transmit
the remaining keys to obtain the finally key.

Table 1 gives an example that Alice sends a classical bit 0 to Bob without
eavesdropper.

If there is no eavesdropping, the measurement result of the EPR pairs should
always be the same when Bob sends |Φ+〉 or |Φ−〉, and the result should always
be different when Bob sends |Ψ+〉 or |Ψ−〉.

If there is no eavesdropping, the bit error rate ε should be 0. In another words,
if there is a bit error rate in ideal environment, means there is an eavesdropper,
Alice and Bob should intercept the communication and restart a new one.
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Table 1. Alice successfully transmits a classical bit 0

Number of the position 1 2 3

EPR pairs that Bob prepares |Φ+
12〉 |Φ+

12〉 |1〉
Unitary operation that Alice chooses I

The state after unitary operation |Φ+
12〉 |Φ+

12〉 |1〉
The particle that Alice resends |Φ+

12〉 |Φ+
12〉 |1〉

The measurement result (2 situations) |0〉 |0〉 |1〉
|1〉 |1〉 |1〉

Detecting eavesdropping not exist

The classical bits Alice sends 0

3 The Security Analysis and Simulation of TPP with an
Eavesdropper

3.1 The Probability of Detecting Eavesdropper

Now let’s analysis the probability of detecting the Eve’s eavesdropping, Table 2
shows that Eve gets the right and wrong position.

Table 2. Eve gets the right or wrong position of EPR pairs

Number of the position Right Wrong

1 2 3 1 2 3

EPR pairs that Bob prepares |Φ+
12〉 |Φ+

12〉 |1〉 |Φ+
12〉 |Φ+

12〉 |1〉
The position Eve chooses

√ √ √ √

The qubits group Eve resends |Φ−
12〉 |Φ−

12〉 |1〉 |Ψ−
13〉 |0〉 |Ψ−

13〉
Unitary operation that Alice chooses σx σx

The state after unitary operation |Φ+
12〉 |Φ+

12〉 |0〉 |Ψ+
13〉 |1〉 |Ψ+

13〉
The particle that Alice resends |Φ+

12〉 |Φ+
12〉 |0〉 |Ψ+

13〉 |1〉 |Ψ+
13〉

The measurement result (2 situations) |0〉 |0〉 |0〉 |0〉 |1〉 |1〉
|1〉 |1〉 |0〉 |1〉 |0〉 |0〉

Detecting eavesdropping not exist exist

The classical bits Alice sends 1 not sure

Eve randomly chooses the position of the EPR pairs, that means she has the
probability of p1 = 2/3 to choose a wrong position.

When Eve chooses the wrong position to take the Bell measurement, she will
randomly gets one of the four Bell state: |Φ+〉, |Φ−〉, |Ψ+〉 and |Ψ−〉. She has the
probability of 1/2 to correct the bit error rate caused by wrongly choice of the
position. So the probability that Bob gets a wrong EPR pairs is: p2 = 1− 1/2 =
1/2 = 0.5.
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When Bob gets a wrong EPR pairs, the Bell measurement will change, and
Eve’s eavesdropping will be detected. The probability will be easy calculated [8]:
pd = p1 × p2 = 1/3 = 0.333.

3.2 The Bit Error Rate Caused by Eavesdropping

When Eve chooses a wrong position of EPR pairs, the single particle will changed
or unchanged with a probability of 50%. That’s means when Eve’s eavesdropping
has been detected, Alice will also has the probability of 1/2 to receive the right
particle. So the bit error rate is: ε = pd × (1/2) = 1/6 ≈ 0.167

If Eve’s eavesdropping has been detected when the EPR pair isn’t entangled
or the bit error was found when the single particle is different from the expected
result, Alice and Bob know that the quantum channel has been unsafe, the
probability of this situation can be easily calculated because the detections in
single particle and EPR pair are separated.

P = pd + ε =
1
2

= 50% (3)

If Alice wants to send the length of n classical bits to Bob, the probability
of detecting the eavesdropper is:

Pd = 1 − (1 − P )n = 1 − (
1
2
)n (4)

To detect an eavesdropper with the probability of Pd = 0.999999999, Alice
and Bob need to compare n = 30 qubits in TPP while 33 key bits in MEQKD
and 72 key bits in BB84 protocol [10].

TPP costs more qubits in detecting eavesdropping, but it can detect the
eavesdropper in every transmission [12]. In another words, TPP can not only
used as a QKD protocol, but also as a QSDC protocol. To get the information,
Eve will at the risk of the probability 0.5 to be detected.

3.3 The Information that Eve Obtains

When there is an eavesdropper, the probability of detecting eavesdropping is
1/2. That’s to say, Bob has the probability of Pr = 1 − 1/2 = 1/2 to get a
classical message and the probability of Pw = 1 − Pr = 1/2 to get a another
classical message. So is Eve.

According to the theory of Shannon information entropy, we can calculate
the mutual information that Eve gets [6,15]:

I(A,E) = 2 −
(

−
1∑

i=0

Pi log2 Pi

)
= 1 (5)

Eve can still gets (1/2) = 0.5 of the mutual information which doesn’t meet the
mutual information relations of privacy amplification. If TPP is used as a QKD
protocol, Eve can only gets part of the key, and she cannot read the secret
message.
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3.4 Simulation Based on Monte Carlo Method

Based on Chebyshev’s law of large numbers and Monte Carlo method, we can
simulate the proportion of Bob’s receive measurement result.

Supposed Bob sends |0〉|Φ+
23〉|Φ+

23〉 to Alice, Alice takes an I operation and
resends the quantum pairs to Bob, Bob knows the single particle is the first
place and he takes an BZ measurement on the first place, he also takes a Bell
measurement on the second and third place. If there is no eavesdropping, the
measurement will be 000 or 011 equiprobability. If there is an eavesdropping,
the measurement should be one of the measurement result set:

S = {000, 001, 010, 011, 100, 101, 110, 111} (6)

In our prior security analysis, all the measurement result should be equip
probability. So, we can get the theoretical value of the result proportion.

p000 = p011 =
1 − P

nr
=

0.5
2

= 0.25

p001 = p010 = p100 = p101 = p110 = p111 =
P

nw
=

0.5
6

= 0.0833
(7)

In our simulation, the right results’ probability distribution should approach
to 0.25 when the wrong results’ probability distribution should approach to
0.0833.

We used Python to simulate this protocol. The Table 3 shows the simulation
result of TPP, in this table, the sum of each column is approached to 1.0, the
value of each line is approached to the theoretical value ps, s ∈ S. The Fig. 1
shows the proportion of the simulate results.

Table 3. Simulation Result, times means the simulate times, result means the simulate
result

Result/times 100 250 500 1000 2000 3000 4000 5000

000 0.1782 0.2470 0.2555 0.2476 0.2574 0.2463 0.2467 0.2476

001 0.0792 0.0797 0.0858 0.0879 0.0920 0.0890 0.0897 0.0882

010 0.1485 0.1076 0.0938 0.0859 0.0790 0.0793 0.0792 0.0788

011 0.2178 0.2191 0.2176 0.2398 0.2429 0.2456 0.2499 0.2539

100 0.0891 0.0797 0.0938 0.0879 0.0900 0.0903 0.0910 0.0870

101 0.0891 0.0966 0.0898 0.0849 0.0825 0.0833 0.0825 0.0802

110 0.0990 0.0916 0.0758 0.0789 0.0715 0.0776 0.0752 0.0766

111 0.0990 0.0757 0.0878 0.0869 0.0850 0.0886 0.0857 0.0880

From Table 3 and Fig. 1 after 5000 times of simulation, The probability distri-
bution of all the results p̂s, s ∈ S is close to stability. The probability that Alice
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receives the right result P̂r and the probability that Bob find eavesdropping P̂w

can be concluded:

P̂r = p̂000 + p̂011 → 0.5000

P̂w =
∑
s∈S

ps − P̂r → 0.5000 (8)

In a word, the theoretical value ps, s ∈ S is approach to the simulate value
p̂s, s ∈ S. The probability of detecting eavesdropping P̂r is also approach to
P = 0.5. We use mean square error MSE to determine the degree of similarity
between the simulate value and theoretical value, and set a threshold θ = 10−3.
If MSE ≤ θ, means the simulation results are very close to the actual results.

MSE(p̂) =
1
n

∑
s∈S

(p̂s − ps)2 = 1.8115 × 10−5 � θ (9)

From formula 9, MSE � θ, we can conclude that our simulation is close
to the actual. In other word, our security analysis is right and TPP is a safe
protocol.
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Fig. 1. Two lines above are p̂000 and p̂011, which is approaching to 0.25; six lines below
are the rest of the measurement results, all of them approaching to 0.0833

4 Conclusion

In this paper, we presented an improved “Ping-pong” protocol based on single-
particle and EPR pairs which is called TPP. During the transmission, TPP sends
one single particle and a pair of EPR. The TPP protocol not only can use as a
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QKD protocol, but also a QSDC protocol. Compared with the BB84 protocol,
TPP only needs to prepare two kinds of single-particles |0〉 and |1〉, but TPP
has to prepare another EPR pair.

Compared with the original “Ping-pong” protocol (OPP), TPP doesn’t need
the control mode, which makes TPP is easier to conduct. What’s more, the TPP
protocol doesn’t need to store the quantum state, making it easy to application.

The security of the TPP protocol is also analyzed. If there is no eavesdropper,
the bit error rate ε0 should be 0. The bit error rate will be ε1 = 0.167 if Eve
intercepts and resends the quantum bits, and Eve’s eavesdropping will also be
detected through the EPR pairs with the probability of pd = 0.333. That’s to say,
there is two ways to detect the eavesdropping, the total probability of detecting
eavesdropper is P = 1/2 = 0.5.

The information that Eve can get is also analyzed, Eve can at most get
1/2 = 50% information without being detected but she doesn’t know which
parts she has gotten.

We also give a simulation based on Monte Carlo method and use mean square
error (MSE) to estimate the similarity between p̂ and p. In our simulation, the
simulate value p̂ is approach to the theoretical value p and MSE = 1.8115×10−5,
so we can concluded that we have proved the security of TPP both in theory
and simulation.

The TPP protocol is only discussed in ideal environment theory, When come
to application, we must face to a difficult problem: how to maintain the entan-
glement state of quantum. And we should also take the environmental noise into
account in the future.
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Abstract. A novel quantum key distribution protocol based on entan-
glement and dense coding is proposed, which does not need to store
the qubits. Every four particles is divided into a group, of which
{(1, 2), (3, 4)} or {(1, 3), (2, 4)} are in entanglement. Some of the groups
are used to transfer the message, and the others are used to check the
eavesdropping. In the message mode, the authorized party needn’t to
know the location information of the group, he only needs to make
the unitary operation to the first and the forth of the group. Also,
the trade-off between information and disturbance is calculated under
the intercept-measure-resend attack and entanglement-measure attack,
which tells that the protocol is asymptotically secure. Moreover, the
quantum circuit simulation of the protocol is shown.
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With the rapid development of information technology and quantum physics
[1], the quantum cryptography has become one of the rapidly developing appli-
cations of the quantum information theory. It employs quantum laws such as
uncertainty principle and no-cloning theorem to solve the important problem of
telecommunication channels protection from eavesdropping by the unauthorized
users like Eve. It is provably secure against eavesdropping attack, in that, as a
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matter of fundamental principle, the secret data can not be comprised unknow-
ingly to the illegitimate users of the channel.

In the last decade, researchers has made dramatic progress in the field of
quantum cryptography. One of the quantum cryptography direction is the quan-
tum key distribution (QKD), whose object is to create a common random key
between two remote authorized users. Since Bennnett and Brassard presented
the pioneer QKD protocol (BB84 protocol) [2] in 1984, a lot of attention has been
focused on the protocol. In 1989, IBM and Montreal university first completed
the experiment of quantum cryptography [3], which verified the feasibility of
BB84 protocol. In ref [4], the researchers gave the proof of security of the BB84
protocol. Besides the BB84 protocol, there are some other typical schemes, such
as Ekert 1991 protocol (Ekert91) [5], Bennett-Brassard-Mermin 1992 protocol
(BBM92) [6], six-state protocol [7] and so on. In recent years, there are some
new protocols proposed and developments of QKD, such as Refs [8–18].

Different from QKD, quantum secure direct communication (QSDC) proto-
col is designed for providing unidirectional communication in which information
content is specified by the sender. Long et al. proposed the first QSDC protocol
[19]. Later, Boström and Felbinger put forward a famous QSDC protocol based
on EPR pairs, which is called “Ping-pong” protocol [20]. Since then, researchers
have published many enhancements and modification of the ping-pong protocol,
including superdense coding [21], usage of GHZ states for two [22] and mul-
tiparty [23] communication and so on. Many QSDC protocols were presented,
including the protocols without using entanglement [24–28], the protocols using
entanglement [29–32] and two-way QSDC protocols [33–38].

In above QSDC protocols, the transmitted message is the secret instead of
random key bits. That is to say, the security requirements in the QSDC schemes
are more stricter than the QKD protocol, because the message transmitted can
never leaked out regardless of whether the eavesdropping would be detected or
not. For example, researchers have found many security problems [39,40] in the
ping-pong protocol when it is used as QSDC.

One of the technical difficulties that have been unable to overcome is the
ultrashort storage time of quantum state. At present, the world record of quan-
tum state storage time is only 3 ms at Heifei National Laboratory for Physical
Sciences at Microscale and Department of Modern Physics. All protocols that
need to store quantum states in process have some limitations on the operability,
like the ping-pong protocol, in which, the storage of one photon is necessary for
a duration corresponding to twice the distance between Alice and Bob.

Considering the storage time limitation, in this paper, a new protocol for
QKD based on entanglement and dense coding is proposed, which does not need
to store quantum states in process. We emphasize that here, we restrict our
protocol as just a QKD process instead of QSDC to have a more perfect secure
communication. Then the securities of the protocol is analyzed. Moreover, the
efficient quantum circuit simulation of the protocol is presented, which will be
necessary to implement this protocol in experiment.
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1 New QKD Protocol

For simplicity, this protocol is represented as GEQKD.

Fig. 1. The entanglement of two types of location

Firstly, every four bits of all classical bits is divided into a group in the
GEQKD protocol and two EPR pairs are prepared for every group according
to the entanglement. Then Bob transfers the two EPR states to Alice through
the quantum channel. Secondly, After Alice receiving the EPR pairs, he only
performs the unitary transformation on the first and fourth particle of each
group and then transmit the group particles to Bob by the quantum channel.
Lastly, Bob performs the correct Bell basis measurement based on the position
information that he records previously, and compares the results with the EPR
pairs that he previously sent. Then Bob can get the unitary operation performed
by Alice and decodes the classical bits that Alice sends.

Now let us give an explicit process for GEQKD.

(p.1) Bob and Alice agree on that each of the four Bell states can carry
two-quit classical information and encode |Φ+〉, |Φ−〉, |Ψ+〉 and |Ψ−〉 as 00,
01, 10 and 11, respectively.
(p.2) Bob prepares a large enough number of classical bits N in sequence
and every four bits is divided into a group in order, which is called as Ci.
Here the subscript indicates the group order in the sequence.
(p.3) Bob picks up one group in order, and numbers the four bits into
{1, 2, 3, 4}. If all groups are took out, then go to p.7; otherwise then go to
p.4.
(p.4) Bob prepares two EPR pairs based on the order of four bits of cur-
rent group and dense coding mechanism, which is called the particles Si

(see Fig. 1). Meanwhile, Bob remembers the entanglement and the location
information of the particles Si and then transfers it to Alice by quantum
channel.
(p.5) Alice receives the particles Si. With probability c1, she switches to
control mode and proceeds with c.1, else he proceeds with m.1.
(c.1) Alice randomly chooses one location information {(1, 2), (3, 4)} or
{(1, 3),(2, 4)} to extract every EPR pair and then makes the Bell basis mea-
surement accordingly. Then Alice tells Bob which location he has chosen for
each group and the outcomes C

′
i of his measurements by classical channel.
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(c.2) Bob receives the location information and the outcomes C
′
i of her

measurements. If she chooses incorrectly, discard the particles Si and go to
p.3. If she chooses correctly, Bob compare C

′
i with the initial classical bits

Ci. C
′
i �= Ci: Eve is detected. Abort transmission. C

′
i = Ci: go to p.3.

(m.1) Alice makes one of the four unitary operations {I,X,Y,Z} only to the
first and the forth of the particles Si. Table 1 shows the Bell states before
and after the unitary operations. Then Alice sends the unitary particles S

′
i

back to Bob through quantum channel.
(m.2) Bob receives the particles S

′
i and performs the correct Bell basis mea-

surement based on the position information that he records previously. Then
he compares his measurement results with the initial Bell states sent by him-
self and decodes the classical bits that Alice sends (see Table 1).
(p.6) Alice confirms that Bob receives the particles S

′
i . With probability c2,

she switches to control mode and proceeds with c.3, otherwise then go to
p.3.
(c.3) Alice tells Bob the classical bits she transmits by classical channel.
(c.4) After Bob receiving the classical bits Mi, he compares Mi with the bits
M

′
i he decodes. (M

′
i �= Mi): Eve is detected. Abort transmission. (M

′
i =

Mi): go to p.3.
(p.7) confirming the safety of channel, Bob and Alice negotiate about the
remaining raw key and perform the correction and privacy amplification,
then obtain the final keys.

Table 1. The Bell states before and after the unitary operation

The initial The end

|Φ+〉 |Φ−〉 |Ψ+〉 |Ψ−〉
|Φ+〉 I (00) Z (01) X (10) Y (11)

|Φ−〉 Z (01) I (00) Y (11) X (10)

|Ψ+〉 X (10) Y (11) I (00) Z (01)

|Ψ−〉 Y (11) X (10) Z (01) Y (11)

Table 2 shows the process that every group classical bits is transmitted to Bob
after Alice performs the unitary transformation. Compared with MEQKD pro-
tocol proposed in the paper [8], GEQKD protocol makes full use of every group
quantum bits while transmitting the message, instead of discarding half of the
groups. Meanwhile, it can be found that the implementation of the GEQKD
protocol is similar to the “Ping-pong” protocol, however, there are some funda-
mental differences. One is GEQKD protocol needs not to store the quit. Two is
that only one particle of the EPR pair is sent in the ping-pong protocol, while
two particles of the EPR pair are sent in the GEQKD protocol. Thus the eaves-
dropper Eve can perform the Bell basis measurement on the EPR pair to obtain
the information.
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Table 2. The example of the process that every group is transferred to Bob

Number of classical bits 1 2 3 4

Bobs random bit 1 0 1 1

Bob sending Bell states |Ψ−
13〉 |Φ−

24〉 |Ψ−
13〉 |Φ−

24〉
Alices random bit 0 1 1 0

Bell states Alice measures and sends Z / / X

Bell states Bob measures |Ψ+
13〉 |Ψ−

24〉 |Ψ+
13〉 |Ψ−

24〉
The message Bob decodes 0 1 1 0

2 Security of GEQKD Protocol

2.1 Intercept-Measure-Resend (IR) Attack

The family of individual attacks describes the most constrained attacks that have
been studied. An important subfamily of individual attacks is the intercept-
measure-resend (IR) attack, which Eve intercepts the quantum signal flying,
performs the measurement on it, and conditioned on the result she obtains, she
prepares a new quantum signal to the legitimate receiver. In the GEQKD pro-
tocol, in order to gain information about Alice’s operation, Eve need to perform
twice IR attacks. The first attack is in the quantum channel from Bob to Alice(B-
A); the second attack is in the quantum channel from Alice to Bob(A-B).

Eve has no knowledge of EPR location information {(1, 2), (3, 4)} or {(1, 3),
(2, 4)} sent by Bob, she can only guess which quit pairs to measure in. If she
chooses correctly, she measures the correct Bell states as sent by Bob, and resends
the correct Bell states to Alice. After Alice performs her coding operation, to
decode the message that Alice encodes, Eve measures the Bell states again with
the same location as the first IR attack. It should be noted that the Bell states
does not collapse due to the correct location choice, thus Eve will not be detected.
Table 3 gives an example of the process that Eve eavesdrops when she chooses
correctly.

However, if she chooses incorrectly, the two quits are not entangled and the
states sent to Alice cannot be the same as the states sent by Bob, which will
make Eve detected with a certain probability in the control mode. It is worth
noting that due to the existence of entanglement swapping, the new two bits
will be entangled when she chooses incorrectly. Furthermore, when entering the
control mode, the detection probability is 3

4 in both B-A (Considering the case
A chooses correctly, or the detection fails) and A-B quantum channel. Next, we
will take the initial state |Ψ−

13〉|Φ−
24〉 as an example to explain it.

Assuming that the initial state is |Ψ−
13〉|Φ−

24〉, after Eve’s measurement in the
wrong location, it will become

|Ψ−
13〉|Φ−

24〉 =
1
2
(|Ψ−

12〉|Φ−
34〉 + |Φ+

12〉|Ψ+
34〉 − |Φ−

12〉|Ψ−
34〉 − |Ψ+

12〉|Φ+
34〉), (1)
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Table 3. The example of the process that Eve eavesdrops (the right location choice)

Number of classical bits 1 2 3 4

Bobs random bit 1 0 1 1

Bob sending Bell states |Ψ−
13〉 |Φ−

24〉 |Ψ−
13〉 |Φ−

24〉
Bell states Eve measures and sends |Ψ−

13〉 |Φ−
24〉 |Ψ−

13〉 |Φ−
24〉

Alices random bit 0 1 1 0

Bell states Alice measures and sends Z / / X

Bell states Eve measures again |Ψ+
13〉 |Ψ−

24〉 |Ψ+
13〉 |Ψ−

24〉
The message Eve decodes 0 1 1 0

Bell states Bob measures |Ψ+
13〉 |Ψ−

24〉 |Ψ+
13〉 |Ψ−

24〉
The message Bob decodes 0 1 1 0

Suppose that Eve’s measurement yields |Φ+
12〉|Ψ+

34〉 with the probability 1
4 ,

which can be expanded as

|Φ+
12〉|Ψ+

34〉 =
1
2
(|Φ+

13〉|Ψ+
24〉 + |Φ−

13〉|Ψ−
24〉 + |Ψ+

13〉|Φ+
24〉 + |Ψ−

13〉|Φ−
24〉), (2)

then Alice performing a measurement using a correct sequence after Eve’s mea-
surement using an incorrect sequence will yield |Ψ−

13〉|Φ−
24〉 with the probability

of 1
4 , that is to say, Eve is not be detected. Similarly, the other three possible

outcomes of Eve’s measurement will yield |Ψ−
13〉|Φ−

24〉 with the probability of 1
4

after Alice performing a measurement. Therefore, the detection probability is
p1 = 1 − 4 ∗ 1

4 ∗ 1
4 = 3

4 in B-A quantum channel.
In A-B quantum channel, Alice performs the unitary operations Z and X on

the first and the forth of the particles, respectively, which will make the state
|Φ+

12〉|Ψ+
34〉 as a result of Eve’s measurement using an incorrect sequence become

|Ψ+
12〉|Ψ−

34〉. Then Eve measures the Bell states again with the same location as
the first IR attack. At this time, the Bell states will not collapse because of
Eve’s measurement using an correct sequence and Eve can obtain the message
Alice encodes by comparing the result |Ψ+

12〉|Ψ−
34〉 with the result |Φ+

12〉|Ψ+
34〉 of

the first eavesdropping. Then, Eve transfers the state |Ψ+
12〉|Ψ−

34〉 to Bob through
quantum channel. After Bob receiving it, he performs the Bell basis measurement
according to the location information he records previously. Due to entanglement
swapping, the state |Ψ+

12〉|Ψ−
34〉 will yield one of the following four possible results

with equal probability:

|Φ−
13〉|Φ+

24〉, |Φ+
13〉|Φ−

24〉, |Ψ+
13〉|Ψ−

24〉, |Ψ−
13〉|Ψ+

24〉, (3)

The initial state |Ψ−
13〉|Φ−

24〉 sent to Alice should become |Ψ+
13〉|Ψ−

24〉 after
Alice’s unitary operations (Z,X ), which indicates that Eve is not detected with
the probability of 1

4 in A-B quantum channel. Similarly, the other three possible
outcomes of Eve’s measurement will yield |Ψ+

12〉|Ψ−
34〉 with the probability of 1

4
after Bob performing a measurement on the intercepted Bell states. Therefore,
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the detection probability is p2 = 1 − 4 ∗ 1
4 ∗ 1

4 = 3
4 in B-A quantum channel.

Table 4 shows the examples of the process that Eve eavesdrops while choosing
the wrong location. Group 1 and Group 2 stand for the cases that Eve is detected
and not detected, respectively.

The probability Eve chooses the incorrect EPR location is 50% (assuming
Alice chooses randomly), therefore, the detection probability in B-A quantum
channel and A-B quantum channel is d1 = 1

2 ∗ 1
2 ∗ p1 = 3

16 (the probability that
Alice chooses correctly is 1

2 ) and d2 = 1
2 ∗ p2 = 3

8 , respectively.
If Alice randomly selects n groups of bits to announces the message she

encodes by public channel, then Bob compares n corresponding groups of key
bits with the initial random bits (thus discarding them as key bits, as they are
no longer secret), the probability he find disagreement and identify the presence
of Eve is Pd = 1 − ( 58 )n. In order to detect an eavesdropper with the probability
of 0.99999999, Alice and Bob need to compare n = 40 key bits, while Alice and
Bob need to compare n = 72 key bits.

Table 4. The example of the process that Eve eavesdrops (the wrong location choice)

Group 1 (detected) Group 2 (not detected)

Number of classical bits 1 2 3 4 1 2 3 4

Bobs random bit 1 0 1 1 1 0 1 1

Bob sending Bell states |Ψ−
13〉 |Φ−

24〉 |Ψ−
13〉 |Φ−

24〉 |Ψ−
13〉 |Φ−

24〉 |Ψ−
13〉 |Φ−

24〉
Bell states Eve measures and sends |Ψ−

13〉 |Φ−
24〉 |Ψ−

13〉 |Φ−
24〉 |Ψ−

13〉 |Φ−
24〉 |Ψ−

13〉 |Φ−
24〉

Alices random bit 0 1 1 0 0 1 1 0

Bell states Alice measures and sends Z / / X Z / / X

Bell states Eve measures again |Ψ+
13〉 |Ψ−

24〉 |Ψ+
13〉 |Ψ−

24〉 |Ψ+
13〉 |Ψ−

24〉 |Ψ+
13〉 |Ψ−

24〉
The message Eve decodes 0 1 1 0 0 1 1 0

Bell states Bob measures |Φ−
13〉 |Φ+

24〉 |Φ−
13〉 |Φ+

24〉 |Ψ+
13〉 |Ψ−

24〉 |Ψ+
13〉 |Ψ−

24〉
The message Bob decodes 1 0 0 1 0 1 1 0

Taking the probability c1 and c2 of the decoy mode into account, the effective
transmission rate, i.e. the number of message bits per protocol run, is (1−c1)(1−
c2), which is equal to the probability for a message transfer. Therefore, if Eve
wants to eavesdrop one message transfer without being detected, the probability
for this event reads

s(c1, c2, d1, d2) = (1 − c1)(1 − c2) + [c1(1 − d1) + (1 − c1)c2
(1 − d2)](1 − c1)(1 − c2) + [c1(1 − d1) + (1 − c1)c2(1 − d2)]2

(1 − c1)(1 − c2) + · · · =
(1 − c1)(1 − c2)

1 − [c1(1 − d1) + (1 − c1)c2(1 − d2)]

(4)

Then the probability of successful eavesdropping I = 4n bits is

s(I, c1, c2, d1, d2) =
(

(1 − c1)(1 − c2)
1 − [c1(1 − d1) + (1 − c1)c2(1 − d2)]

)I/4

(5)
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In the limit I → ∞ (a message or key of infinite length) we have s → 0, so
the GEQKD protocol is asymptotically secure. For example, a convenient choice
of the control parameter is c1 = 1

2 , c2 = 1
2 , where on the average every four bit

is a control bit. The probability that Eve successfully eavesdrops 8 group of key
bits is as low as s ≈ 0.011. In Fig. 2, the eavesdropping success probability as a
function of the information gain I is plotted for c1 = 1

2 , c2 = 1
2 .

c1 c2 0.5
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0.6

0.8

1.0

I bits

s

Fig. 2. Eavesdropping success probability as a function of the maximal eavesdropping
information.

2.2 The Entanglement-Measure Attack

Since Alice makes the unitary operations only to the first and the forth of the
particles Si, Eve only needs to perform the entanglement-measure attack on
the first and the forth of the particles Si (If Eve eavesdrop all the bits of the
particles Si, the detection probability will become larger [41]). After performing
the attack operation Ê, the states |0〉 and |1〉 become

Ê ⊗ |0, χ〉 = α|0, χ00〉 + β|1, χ01〉, Ê ⊗ |1, χ〉 = β
′ |0, χ10〉 + α

′ |1, χ11〉, (6)

where |χ00〉, |χ01〉, |χ10〉 and |χ11〉 are the pure ancillary states uniquely deter-
mined by Ê.

Firstly, let us calculate the detection probability in the B-A channel. Consider
one certain checking pair, it is in the state |Φ+〉 at the beginning. After Eve’s
attack operation with exchanging the position of the second and the third qubit,
it is changed to

|Φ+〉Eve =
1√
2
(α|0, 0, χ00〉 + β|1, 0, χ01〉 + β

′ |0, 1, χ10〉 + α
′ |1, 1, χ11〉) (7)

When Alice performs a Bell measurement on the EPR pair in the control mode,
the detection probability is

d = p(|Φ−〉) + p(|Ψ+〉) + p(|Ψ−〉) = 1 − p(|Φ+〉), (8)
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Where p denotes probability. As a result, a lower bound of d is obtained:

dl = p(|Ψ+〉) + p(|Ψ−〉) = |β|2 ≤ d. (9)

As for Eve, one qubit of the EPR pair is indistinguishable from the complete
mixture, so these qubits are considered in either of the states |0〉 or |1〉 with
equal probability 0.5. Let us at first consider the case where Bob sends |0〉.

After Eve’s attack operation and Alice encoding of the unitary operations
I,X,Y and Z with the probabilities p0, p1, p2 and p3, respectively, the state can
be written in the orthogonal basis |0, χ00〉, |0, χ01〉, |1, χ10〉, |1, χ11〉

ρ =

⎛
⎝

(p0+p3)|α|2 (p0−p3)αβ∗ 0 0

(p0−p3)α
∗β (p0+p3)|β|2 0 0

0 0 (p1+p2)|α|2 (p1−p2)αβ∗

0 0 (p1−p2)α
∗β (p0+p3)|β|2

⎞
⎠ (10)

where p0+p1+p2+p3 = 1. The maximal information I0 that Eve can eavesdrop
is I0 =

∑3
i=0 −λi log2 λi, where λi(i = 0, 1, 2, 3) are the eigenvalues of ρ.

In the case of p0 = p1 = p2 = p3 = 1
4 , the maximal information I0 Eve can

obtain is simplified as

I0(dl) = 1 − dl log2 dl − (1 − dl) log2(1 − dl), (11)

Then assume that Bob sends |1〉 rather than |0〉. The above security analysis
can be done in full analogy, resulting in the same relations. And the information
I1(d) Eve can get is I1(dl) = I0(dl). Therefore, the maximal information that
Eve can obtain is

I(dl) =
I0(dl) + I1(dl)

2
= 1 − dl log2 dl − (1 − dl) log2(1 − dl). (12)

If Eve wants to obtain the full information (2 bits), the detection probability
is dl = 0.5, however, Eve can get 1 bit of information from each EPR pair
with the error rate dl = 0. In the A-B Channel, we still take the detection as
dl. Therefore, if Eve wants to eavesdrop one message transfer without being
detected, the probability for this event reads

s(c1, c2, dl) = (1 − c1)(1 − c2)+{c1
2

[1+(1 − dl)
2]+(1 − c1)c2(1 − dl)

2}(1 − c1)(1 − c2)

+ {c1
2

[1+(1 − dl)
2]+(1−c1)c2(1 − dl)

2}2(1 − c1)(1 − c2) + · · ·

=
(1 − c1)(1 − c2)

1 − { c1
2

[1 + (1 − dl)2] + (1 − c1)c2(1 − dl)2}
(13)

Then the probability of successful eavesdropping I = nI(dl) bits is

s(I, c1, c2, dl) =
(

(1 − c1)(1 − c2)
1 − { c1

2 [1 + (1 − dl)2] + (1 − c1)c2(1 − dl)2}
)I/I(dl)

(14)
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In the limit I → ∞ (a message or key of infinite length) we have s → 0, so
the GEQKD protocol is asymptotically secure. For example, a convenient choice
of the control parameter is c1 = 1

2 , c2 = 1
2 , where on the average every four bit

is a control bit. The probability that Eve successfully eavesdrops 8 group of key
bits is as low as s ≈ 0.0006. In Fig. 3, the eavesdropping success probability as a
function of the information gain I is plotted for c1 = 1

2 , c2 = 1
2 and for different

detection probabilities d which Eve can choose. Note that for dl < 0.5, Eve can
only gets one part of the message right and does not even know which part she
has obtained.
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Fig. 3. Eavesdropping success probability as a function of the maximal eavesdropping
information, plotted for a different detection probabilities d.

3 Quantum Circuit Simulation of GEQKD Protocol

At present, QKD has been studied widely in theory, however, only some impor-
tant basic protocols, such as BB84 protocol [2], are implemented experimentally.
Quantum circuit is essential to the practical realization of the protocol in exper-
iment. It is well-known that any operation in quantum mechanics can be repre-
sented by a unitary evolution together with a measurement. Also, any unitary
evolution can be accomplished by universal quantum logic gates [42]. Next, we
will show the quantum circuit for implementing the proposed protocol.

Initially, Bob prepares four photons for each group, which are in the horizon-
tal polarization state |0〉 or the vertical polarization state |1〉 randomly. Then he
can choose the location information {(1, 2), (3, 4)} or {(1, 3),(2, 4)} to produce
the EPR pairs. In order to achieve this goal, Bob need to perform Hadamard
(H) and Controlled-Not (CNOT) gate based on the location information. After
Alice obtains the photons, she applies the unitary operation on the first and
the forth photon. After Bob receives the photons again, he makes the Bell state
measurement (applying CNOT and H gate and then measuring with the basis
{|0〉, |1〉}) based on the location information. Without loss of generality, we will
take the location {(1, 2), (3, 4)} as an example to present the quantum circuit.

Figure 4 gives the quantum circuit for implementing the proposed protocol
under Eve’s attack while Eve chooses correctly. Figure 5 shows the quantum
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Fig. 4. Quantum circuit for implementing GEQKD protocol under Eve’s attack while
Eve chooses correctly. Where, |x〉i(i = 1, 2, 3, 4) represents the polarization state of
the ith photon, which can be chosen as |0〉 or |1〉 randomly. In the dashed rectangle,
Eve performs the Bell state measurement and re-prepare the new Bell state. σi and
σj(i, j = I, X, Y, Z) is the unitary operation performed by Alice to encode the classical
bits.

circuit for implementing GEQKD protocol while Eve chooses incorrectly. In this
case, due to the existence of entanglement swapping, the new two photons will be
entangled, which means the first and third photon, the second and forth photon
will be the Bell state, respectively.

Fig. 5. Quantum circuit implementing GEQKD protocol under Eve’s attack while Eve
chooses incorrectly. Compared with Fig. 4, the difference takes places in the dashed
rectangle. Eve chooses {(1, 3), (2, 4)} to perform the Bell state and produce the new
Bell state according to the location information {(1, 3), (2, 4)}.

4 Conclusion

In this paper, a novel QKD protocol is proposed and the security of this protocol
is analyzed, which tells that the protocol is quasi-secure. Also, the efficient circuit
simulation for implementing the proposed protocol is also constructed.

Compared with “Ping-pong” protocol, the proposed protocol needn’t to store
the qubit, which improves the maneuverability. What’s more, the authorized
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party can make full use of the quantum bits without causing the waste of quan-
tum bits while transmitting the messages.

Note that in this paper the proposed protocol is used as QKD instead of
QSDC. Equivalently, the bits obtained in this protocol constitute the random
key (i.e. the raw key but not the secert message), which generates the final key
after some later operations such as error correction and privacy amplification.

One of the localizations is that the preparation of Bell state used in the
protocol is more difficult than the preparation of the single photon, while we
believe that the problem will be solved with the advancement of technology.

The scheme is only a theoretical model and we don’t consider about the non-
ideal conditions such as imperfect devices and noisy situations. In the further
work, the experiment of this protocol will be made in Heifei National Laboratory
for Physics Sciences at Microscale and Department of Modern Physics.
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39. Wójcik, A.: Eavesdropping on the ping-pong quantum communication protocol.
Phys. Rev. Lett. 90(15), 157901 (2003)

40. Fu-Guo, D., Xi-Han, L., Chun-Yan, L., Ping, Z., Hong-Yu, Z.: Eavesdropping on
theping-pong’quantum communication protocol freely in a noise channel. Chin.
Phys. 16(2), 277 (2007)

41. Gao, F., Guo, F.Z., Wen, Q.Y., Zhu, F.: Comparing the efficiency of different detec-
tion strategies of the ping-pong protocol. Sci. China Ser. G-Phys. Mech. Astron.
39(2), 161–166 (2009)

42. Barenco, A., Bennett, C.H., Cleve, R., et al.: Elementary gates for quantum com-
putation. Phys. Rev. A 52, 3457 (2017)



An Adaptive Threshold Algorithm for Offline
Uyghur Handwritten Text Line Segmentation

Eliyas Suleyman1, Palidan Tuerxun1, Kamil Moydin2,
and Askar Hamdulla2(&)

1 School of Software, Xinjiang University, Urumqi 830046,
People’s Republic of China

2 Institute of Information Science and Engineering, Xinjiang University,
Urumqi 830046, People’s Republic of China

askar@xju.edu.cn

Abstract. This paper presents an effective text-line segmentation algorithm and
evaluates its performance on Uyghur handwritten text document images. Pro-
jection based adaptive threshold selection mechanism is implemented to detect
and segment the text lines with different valued thresholds. The robustness of the
proposed algorithm is admirable that experiments on 210 Uyghur handwritten
document image including 2570 text lines got correct segmentation by 97.70%
precision and 99.01% recall rate and outperformed the compared classic
text-line segmentation algorithm on same evaluation set.

Keywords: Text line segmentation � Adaptive thresholding � Offline Uyghur
handwritten documents

1 Introduction

Text line segmentation is significant stage of offline handwritten document recognition
and analysis. Correctness of segmented text lines would influence the process and
result of subsequent stages directly [1]. Text-line segmentation on document images of
printed texts is easily handled by using simple projection method and a statistically
estimated threshold. However, it is not a promising way to segment handwritten
document images [2]. Unlike machine printed documents, due to high diversity in
writing habits of different writers, distances within text lines are irregular and existence
of touching and overlapping text lines makes this work challenging.

Modern Uyghur script is an alphabetic script which has 32 basic characters, written
from right to left [3]. Almost each letter has several special ascenders or descenders
which distinguish them from similar letter forms. Due to the cursive nature of Uyghur
script, the special symbol may appear connected, overlapped not only in a word and
text-line, but also between neighboring text-lines, as well. This makes text line seg-
mentation more difficult than printed texts or other scripts of isolated styles.

Traditional projection-based text-line segmentation method uses a confirmed con-
stant threshold to separate different and neighboring text lines [10]. It is suitable for
machine printed text images due to equal or regular spatial distance between neigh-
boring text lines. Yet, its effectiveness is not acceptable for handwritten documents.
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In this paper, we propose a novel approach for text line segmentation based on
projection and adaptive thresholding mechanism. The proposed method has proven its
effectiveness and robustness during the experiments on handwritten text images of text-
lines with different styles, lengths, skewing and touching degrees. Rest of the paper is
organized as follows: some previous works are recalled in Sect. 2. In Sect. 3, the
proposed method is described in detail. Discussion on the conducted experiments and
evaluation methods are given in Sect. 4. Section 5 draws brief conclusion then.

2 Related Work

In 2006, Li et al. proposed an approach based on smearing [4]. They first convert a
binary image to gray scale image using a Gaussian window. Then, text lines are
extracted by evolving an initial estimate using level set method [1]. The algorithm
correctly detected 85.6% of 2691 ground-truth text lines. The segmentation error
caused by adjacent text lines and over-lapping text line makes this algorithm less
compatible.

In 2009, Papavassiliou et al. proposed an algorithm based on the piece-wise pro-
jection [6]. The algorithm tested on the benchmarking datasets of IDCAR07 hand-
writing segmentation contest, correct rate of the segmentation reached 95.67%.
Although the segmentation is mostly correct, over-segmentation is occurred.

In 2016, Bal et al. proposed a text line segmentation algorithm based on pro-
jection [7]. All Rising section in the projection is measured and the average value of
rising section is treated as threshold. The algorithm is tested on the IAM database
which contains more than 550 text images. This approach correctly segmented
95.65% text lines. Due to the chosen threshold is constant, it is not adaptable for
various handwritten document.

In 2017, Ptak et al. proposes an algorithm based on projection with a variable
threshold [9]. This method can segment handwritten text lines which text lines are in
similar length. However, performance of segmentation declines when text lines are
short or touched. The author tested the algorithm on their own collected Polish doc-
ument images, which contains similar length text lines document and random length
text lines. The testing result shows that the algorithm is not able to detect and segment
the touched and short text lines in the Polish document.

In this paper, a projection based adaptive threshold estimation algorithm is
proposed.

3 Methodology

3.1 Framework

The first-hand collected Uyghur handwritten text samples are preprocessed using
common preprocessing techniques including turning the original image to the gray
scale image, dilation, binarization and noise removal. After preprocessing the docu-
ment image, horizontal projection of preprocessed image is calculated, and
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thresholding is performed according to projection peaks. After measuring threshold,
each text line is segmented according to each previously determined threshold and the
line separators are drawn at the valley point of each neighbor text lines in the original
image. The major steps of proposed algorithm are shown in Fig. 1.

3.2 Preprocessing

Preprocessing aims to eliminate harmful or insignificant content and enhance useful
features in document image. Thus, it improves generality of sample representation and
performance of subsequent works [5]. Before the proposed text-line segmentation
algorithm is applied, preprocessing is performed using the basic image processing
technique which includes gray scaling, dilation, smoothing that contains noise removal
and binarization which is utilized twice in proposed work. Firstly, weighted gray
scaling method is used to turn the raw document image to gray image and binarized it
afterward. Next, dilation is performed to thickening the text in document image. Then
smoothing is applied to dilated image to eliminate insignificant stain points and smooth
the document image in order to minimize local extrema in projection profile. Secondary
binarization is conducted to at final step. Figure 2 shows the contrast of initial image
and processed image.

Fig. 1. Major steps of proposed algorithm

(a). Initial image (b). Processed image

Fig. 2. Before and after processing the initial image
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Noise Removal and Smoothing
Noise removal is important to any kind of image processing task [8], especially for
handwritten document images. Since binarized image is dilated, consequently, noisy
points are also becoming bigger that could affect subsequent processing. Filtering is a
prevalent way to minimize or remove the noise in images. Each filter commonly con-
tains a corresponding window. With the expansion of window size, result offilter would
be vaguer. This means window size must be chosen adequately; otherwise, filtering will
lose important information in image. In this paper, we use mean filtering to perform the
noises removing. Mean filtering is a simple, intuitive and easy to implement method of
smoothing images i.e. reducing the amount of intensity variation between one pixel and
the next. For every pixel in image, the filter would calculate average value of corre-
sponding window and replace the original value to the calculated one.

pi ¼ 1
m2

Xm2

m¼1

pm ð1Þ

Where pi is the center of kernel, pm refers to the m-th visited pixel in a blurring
kernel and m indicates the size of kernel. Besides, we also used mean filter to minimize
the local extrema (minima and maxima points) in projection profile. Some different
blurring parameters are tested to observe their blurring effects, setting window size to
30 by 30 pixels gave the best blurring effect and is selected as blurring parameter in
later experiments.

Binarization
Otsu thresholding method is used for image binarization [11].

r2x tð Þ ¼ x0 tð Þr20 tð Þþx1 tð Þr21 tð Þ ð2Þ

Weights x0 and x1 are probabilities of two classes, which refers text lines and the
background, separated by a threshold t, and r20 and r21 is variance of these two classes.
In this work, binarization also enhances the generality of the text lines in our document
image. The projection after binarization on each differently blurred images are shown
in Fig. 3. The black straight line indicates the mean value of the projection.
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3.3 Text Line Segmentation

Widely acknowledged text line segmentation method based on projection calculates the
average gap between successive text lines, then define a constant threshold to separate
these text lines [9]. However, when threshold is constant, touched or near text lines
might be omitted. Therefore, the process of defining threshold must be adaptive to
different gaps between each neighbor text line couples.

In this work, after calculating horizontal projection profile H from the preprocessed
image, significant peaks’ location which might represent each potential text lines are
extracted to set P. Next, thresholding is performed as follows: visit each location P ið Þ
in set P; for given P ið Þ, the algorithm would take the half of current peak’s value as
threshold T [9].

Tp ¼ P ið Þ
2

ð3Þ

Since each threshold is differently measured form peaks of horizontal projection
values, the threshold will have different values for each neighbor text lines. After
measuring each threshold, the projection values are visited reversely from the current
peak location. If the currently visited projection value is lesser than threshold, then the
location of this projection value is assumed as starting point and added to set S and
break the traverse loop. Then, the ending points are determined same way using
forward visiting of projection values and the estimated ending point is added to set E.

(a′). projection of blurred by 10*10 
window

(b′).projection of blurred by 20*20 
window

(c′). projection of blurred by 30*30 
window

(d′). projection of blurred by 40*40 
window

Fig. 3. Projections after binarization
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The pre-estimated text-line intervals and tip points (starting, ending) are checked to
confirm their validity and correctness by the following algorithm. First, traverse each
element in set S and set E, then get start point S ið Þ and end point E ið Þ, to calculate
midpoint Mi of each interval using equation below;

Mi ¼ S ið ÞþE ið Þ
2

ð4Þ

Second, get next interval’s start point S iþ 1ð Þ, if it is greater or equal to Mi, then
accept it as a true interval, otherwise it is omitted (5). This process makes the per-
formance of interval selection more acceptable.

S iþ 1ð Þ�Mi true
S iþ 1ð Þ\Mi false

�
ð5Þ

After modifying set S and E, straight lines are drawn to separate the text-lines in the
document image. The separator lines are drawn horizontally at valley points between
two adjacent estimated text-line positions which is between the current interval’s
ending point and next interval’s starting point.

3.4 Algorithm

Step 1: Read a handwritten document image as a multi-dimensional array.
Step 2: Convert the raw image to gray scale image as G[][].
Step 3: Dilate the gray scale image G[][] and store it into matrix D[][].
Step 4: Blur the dilated matrix D[][] and store it into matrix P[][].
Step 5: Binarize the blurred matrix P[][] and store it into matrix B[][].
Step 6: Calculate the horizontal projection profile of binarized matrix B[][] and store
the projection vector into HPP[].
Step 7: The peaks’, which is above the mean value of projection, location is added to
set P.
Step 8: For element in set P, calculate the threshold by multiplying 0.5 to peak value.
Visit the elements of the HPP[] vector from current location forwardly and reversely to
determine ending point and starting point, respectively. Where projection value is
lesser than threshold is measured as starting point or ending point and add to set S and
set E.
Step 9: Check the intervals whether it is overlapped by observing the starting point of
interval whether it is greater than the next interval’s midpoint. If it is greater, then
accept it. If it is not delete the starting point and ending point from set S and set E.
Step 10: Draw a straight line at the valley point between two adjacent intervals’ valley
point.
Step 11: End.
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4 Experimental Result

4.1 Database

To verify the proposed algorithm, we collected 210 Uyghur handwritten document
image including 2570 text lines. The collected handwritten documents are written by
different writers that each document varies in length and handwriting styles. The
handwriting styles in the established database are broadly categorized into three types:
(1) neatly written text-lines with random lengths; (2) similar length of text-lines in
casual style that contain many overlapping and ligatures; (3) skewed normal hand-
writing. Figure 4 shows some typical examples of the mentioned handwriting styles in
the database. Each document image is separately stored in TIF format. The pixel
intensity of the samples also varies between 1477 � 944 to 2175 � 2277.

4.2 Evaluation Method

In this paper, we calculated precision, recall and the F-measure to evaluate the per-
formance of proposed algorithm [12]. Precision is based on manually counting the total
segmented text lines and correctly segmented text lines, recall is based on counting the
total text lines and the correctly segmented text lines. Then, the F-measure is calculated
according to precision and recall.

P ¼ Lc
Ls

ð6Þ

R ¼ Lc
Lt

ð7Þ

Fig. 4. Three samples of database
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F ¼ 2PR
PþR

ð8Þ

Where Lc and Ls denotes the correctly segmented text lines and total segmented text
lines, respectively. Lt refers the total lines in document image.

4.3 Result and Analysis

There are three parameters is taken in to the participant algorithm which is the input
image, windows size of filter and the relative threshold. The optimum values of
parameters are given that the window size takes 9 and the relative threshold takes 0.5.
The experiment results of text-line segmentation on our dataset are shown in Fig. 5 and
Table 1. For comparison, we evaluated the participant algorithm on our database.

In the participant algorithm [9], the Polish document image is preprocessed
including turning the original image to gray scale image, binarization and noise
reduction. Then count the projection profile of preprocessed image and sort it with
descending order. Then visit each value of sorted projection to determine the threshold.
Each time the algorithm chooses a threshold, text lines would be segmented afterward.
If the text lines are already segmented, the algorithm would continue to the next
iteration. The algorithm stops when the current value of projection is lesser than 1/10 of
maximum value of projection.

Fig. 5. Comparison of algorithms

Table 1. Result of experiments

Proposed Participant

Recall 97.70% 82.75%
Precision 99.01% 99.99%
F-measure 98.35% 90.56%
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In contrast, our algorithm’s preprocessing stage has one more step which is dilation.
This guarantees the important features of text in document image not to be removed by
the noise reduction. In the respect of threshold measuring, we extract each location
corresponding to the significant peaks to determine the threshold rather than sorting the
entire projection profile. In text line extraction, our algorithm starts visiting from the
location of a significant peak, terminates when algorithm find a starting point or an
ending point of one interval, rather than visiting all values of projection. For checking
the extracted text lines whether it is correctly segmented, we conducted checking
mechanism that is totally different from the participant algorithm. The participant
algorithm simply just omits if the currently segmented text lines overlaps the intervals
which is segmented previously, even it is not severely overlapped. In our checking
mechanism, we consider each two adjacent intervals and observe the letter intervals
start point whether it is greater than the former’s midpoint.

According to results of the two segmentation algorithms in Table 1, the proposed
algorithm outperformed the participant algorithm in recall and F-measure. Although the
precision of the participant algorithm is higher than the proposed algorithm, its recall
rate is much lower than proposed algorithm. This means the participant algorithm is not
as strong as the proposed algorithm in text-line detection perspective. The segmentation
precision of the participant algorithm is high for neatly styled text-lines, but it is
observed not strong enough to detect sufficient text lines. Some text-line segmentation

(a).Non-skewed handwritten sample

(b).Skewed handwritten sample

Fig. 6. Result of two different algorithms
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effects of the compared algorithm are illustrated in Fig. 6. In sample (a), which is neatly
written handwriting sample, the participant algorithm is unable to detect and segment
short text lines. Although the text lines in sample (b) is mostly similar in the respect of
length, the casual writing style and skewed text lines affected the participant algo-
rithm’s accuracy. Even the participant algorithm detected one of the skewed text lines,
the segmentation is incorrect. But our algorithm segments the all text lines in both
sample properly.

5 Conclusion

This paper proposed a novel approach for off-line Uyghur handwritten text line seg-
mentation using projection based adaptive threshold selection. The proposed algorithm
is verified on 210 different Uyghur handwritten document images. The experimental
results show robustness of the proposed algorithm. Recall rate of the proposed text-line
segmentation algorithm is observed as 97.70% which is much higher than 82.35%
recall of the compared algorithm. However, there are some disadvantages in proposed
algorithm due to its simple projection-based mechanism. If the written direction of
document is severely skewed, the performance of the proposed algorithm would
decline or even unable to segment skewing styled text lines. Another factor that makes
the performance of the algorithm decline is incorrect peak extraction from calculated
projection profile. To develop more comprehensive and general text-line segmentation
algorithm is the main content of our next work.
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Abstract. For the eavesdropping channel problem in physical layer security
research. A wireless channel equalization and secretive transmission method
based on time reversal is proposed, which is called equalized time reversal
(ETR) technology. The method is applicable to rayleigh fading channel, and
reduces the inter-symbol interference (ISI) component of the traditional time
reversal (TR) by equalizing the indoor wireless channel to improve the secrecy
performance.

Keywords: Channel equalization � Time reversal � Secrecy performance

1 Introduction

In communication system, the upper network layer of protocol stack uses private key
and public key cryptosystem to manage the problems related to authentication privacy.
With the enhancement of modern computer functions, the encryption and decryption
algorithms have been broken, and the upper-level specific security protocols ignore the
most basic layer in wireless communication [1, 2]. The communication of the wireless
device is transmitted by the message through the wireless channel through encoding
and information data modulation. Wireless channels lack physical boundaries, and any
nearby receivers may listen for transmission signals or may block transmissions. It is
important to design a wireless transmission system that guarantees low probability of
interception and does not rely on the upper layer encryption and key.

The wireless communication has the characteristic of openness, the information
transmission of terminals is easy to be overheard by the illegal users, and the security of
wireless communication system has become the hotspot of research. The wireless
channel has the characteristics of frequency domain, spatial domain and time-domain
diversity, and provides the space for the wireless communication security to be studied.
Wyner first put forward the interception channel model, which consists of three nodes
of sender (Alice), legal receiver (Bob) and illegal receiver (Eve) [3]. The study of
physical layer security has obtained good results in the fields of secure coding, key
extraction [4], coordinated jamming [5], random weighting of antenna array [6], arti-
ficial noise [7], and so on [8].
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Time reversal (TR) is a signal processing technology, which not only has the
function of focusing signal, but also simplifies the complexity of receiver, and is used
for multiple input multiple output (MIMO) ultra-wideband (UWB) Communication
and beyond the diffraction limit of the super resolution and other characteristics. TR
can play its greatest role in a rich scattering environment. The enclosed or semi-closed
interior has a rich scattering scene, the environment is relatively complex, the channel
is usually slow to change, and the channel state information does not need to be
updated quickly. Therefore, the use of TR in indoor communication is a good choice.
TR is also widely used in indoor position [9], cancer detection [10], underwater
communications [11] and many other fields. In a TR process, the time reversal mirror
(TRM) which is located near the target point, receives the detection signal from the
target point, TRM each unit will receive the signal after the reversal of the timeline to
launch again, at the target point will receive a higher main peak amplitude signal, And
the signal in the time domain has the compression phenomenon, which is called the
time reversal spatial focusing characteristic and the time focusing characteristic.
Because time reversal has the characteristics of space-time focusing, it gets a lot of
attention in the physical layer secure transmission.

In [12], Tan presents a MIMO-UWB TR model combining MIMO-UWB systems
with TR technology. The physical layer confidentiality of the MIMO-UWB system
with TR was studied and compared with the system without the TR technique. It is
verified that the TR technology can improve the confidentiality of the system, and also
analyzes the influence of the number of the legitimate receiver antenna and the number
of the interception antenna, and the multipath number on the system secrecy capacity in
the TR-MIMO system. In [13], El-Sallabi presents the characterization of the secrecy
capability of the time reversal technique based on physical layer security, and studies
the secrecy ability of the time inversion technique of the dense diffuse scattering radio
channel. For diffuse wireless channels, the signal-to-noise ratio (SNR) saturation
threshold varies with the number of multipath components in the mirror channel. In
[14, 15], Han proposed a time-reversed multiple access scheme for multi-path multi-
user downlink networks. This scheme takes advantage of the nature of the multipath
channel. Due to the spatial focusing effect of the TR structure, energy can be collected
at a predetermined receiving location, reducing interference between users. Under the
Rayleigh fading channel model, the proposed scheme can increase the signal to
interference and noise ratio (SINR) and the reachable confidentiality rate. In [16], the
concept of an average effective secret SINR is proposed by Tran, which is used to show
the security of the time inversion transmission system. The authors consider two
correlations, namely the correlation of channel between transmission antennas and the
channel correlation between legitimate users and eavesdroppers. Based on this, the
analytic formula of the average effective SINR is deduced. The numerical simulation
shows that the analytic expression can measure the security of physical layer transport
in the correlated multipath channel environment well. The spatial focus of TR is that all
the multipath components are added in the position of the receiver, and they are
incoherent in other positions in the space. This is allowed by the spatial signature
contained in the channel impulse response (CIR). The in-phase increase of the multi-
path component occurs at a specific sampling time. This effect is due to the matching
filter behavior of the TR-Filter and the partial equalization characteristic, which reduces
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the Inter symbol Interference (ISI) [17]. The main advantage of TR technology relative
to the traditional multicarrier system is that it decreases the complexity of receiving
computation significantly in the receiver [18, 19].

From the above analysis, some researchers have analyzed the theory of TR tech-
nology in physical layer and the confidentiality of interception channel model in the
context of low complexity communication, less on how to further improve the tradi-
tional TR confidentiality can further research. Based on the above background, this
paper puts forward a new equalization time reversal (ETR) technique to improve the
secrecy performance. This technique is used to configure the equalizer and TRM at the
sending end, and to balance the wireless channel to improve the system confidentiality.

2 System Model

In this paper, the Wyner eavesdropping model is improved. The transmitter uses the
equalizer and TRM cascade configuration. The specific system model is shown in
Fig. 1.

The system is mainly composed of the sender (Alice), the legal receiver (Bob), and
the eavesdropping user. (Eve) constitutes. The eavesdropping user is passive eaves-
dropping, and no active attack is issued. The number of transmitting antennas is M, and
both the legal receiver and the eavesdropping user are received by a single antenna. For
convenience, 0 indicates the legal receiver Bob, and 1 indicates the eavesdropping user
Eve. The CIR of the sender Alice and the receiver n (0, 1) can be expressed as

hmnðiÞ ¼ PL�1

l¼0
rmn;ldði� smn;lÞ ð1Þ

Where L is the number of resolvable multi-paths of the wireless channel. rmn;l and
smn;l respectively represent the amplitude and delay of the l path. And satisfied with
E½hmnðiÞ� ¼ 0, E½jhmnðiÞj2� ¼ r2mn;i. In the TRM module, record gm0ðiÞ 3 CL�1 as the
information transmission pre-filtering vector and satisfy

Fig. 1. System model
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gm0½i� ¼
ffiffi
q

p
h�m0½L�1�i�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM

m¼1

E½jjhm0jj2�
r

¼
ffiffi
q

p
h�m0½L�1�i�ffiffiffiffi

P0
p

ð2Þ

q is the total average transmission power, h�m0 represents the conjugate of hm0, �k k
represents the Frobenius norm, defined as jjxðtÞjj2 ¼ Rþ1

�1
jxðtÞj2dt. P0 is the power

normalization factor denoted as P0 ¼
PM
m¼1

E½jjhm0jj2�, and the equivalent channel after

time inversion is

heqmn½i� ¼ gm0½i� � hmn½i�
¼ 1ffiffiffiffi

P0
p

PL�1

l¼0
hmn½l�h�m0½L� 1� iþ l� ð3Þ

where i 2 ð0 . . . 2L� 2Þ.

2.1 Equalizer Design

Traditional TR technology has a large number of ISI components at the receiving end.
Depending on the specific channel implementation, ISI can represent a significant
percentage of the overall received power, affecting detection. The usual solution is to
use RAKE receiver or equalization technology at the receiver. However, this will
increase the computational complexity. To reduce the reception complexity, this paper
considers adding a single equalizer to all the transmitting antennas at the sender. The
equalizer and TRM are cascaded to minimize the ISI component of the receiver through
wireless channel equalization. Therefore, an equalization vector e½i� of length LE ¼
2Le þ 1 is designed. The equivalent power normalization factor is Pe after the equalizer
and the time reversal mirror are cascaded.

Pe ¼ PM
m¼1

PLþ 2LE�1

i¼0
jh�m0½L� 1� i� � e½i�j2 ð4Þ

Then, the sender transmitting antenna m sends a signal s½i� after being processed.

xm½i� ¼ ffiffiffi
q

p
s½i� � h�m0½L�1�i��e½i�ffiffiffiffi

Pe
p ð5Þ

After adopting the equalization combined with the TR scheme, the receiver receives
the signal as

y0½i� ¼
ffiffi
q

pffiffiffiffi
Pe

p x½i� � e½i� � PM
m¼1

heqm0½i� þ n0½i� ð6Þ
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The equalizer is designed to reduce the ISI power, and its specific design satisfies
the following formula.

e½i� � PM
m¼1

heqm0½i� ¼ d½i� i0� ð7Þ

where i0 2 ð0 . . . 2Lþ LE � 3Þ, Eq. (8) with LE unknowns and 2Lþ LE � 2 overde-
termined linear equations can be expressed as a matrix

PM
m¼1

heqm0½0�

..

. . .
.

PM
m¼1

heqm0½2L� 2� . .
.

0 . .
.

..

.

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

e½0�
..
.

e½LE � 1�

0
B@

1
CA ¼

0
..
.

1
..
.

0

0
BBBBB@

1
CCCCCA

ð8Þ

The first matrix H 2 Cð2LþLE�2Þ�LE in the formula is the Toepliz matrix, so the
vector e has a unique solution e ¼ ðHHHÞ�1HHdn0 [20]. When LE ! 1, the ISI is
completely eliminated. u and Heq

m0 are the DFT of e½i� and heqm0½i�, respectively, so it can
be expressed in the frequency domain

u½k� ¼ expð�j
2pðn0�Lþ 1Þ
2Lþ 2LE�1 kÞPM

i¼1

jHeq
m0½k�j2

ð9Þ

After the traditional TR channel is subjected to the above equalization processing,
the equivalent channel is re-recorded as

heq �
ffiffi
q

pffiffiffiffi
Pe

p e½i� � PM
m¼1

heqm0½i� ð10Þ

It can be seen from Eqs. (3) and (4) that the equivalent channel is related to the
equalizer length and the number of channel resolvable multi-paths. As LE increases, the
normalization factor increases. Then according to Eq. (6), normalization is known. The
increase of the factor causes the peak amplitude of the channel to decrease.

Figure 2 is an equivalent channel simulation diagram with 4 antennas at the sender
and single antennas at the receiver. It can be seen from the figure that the main peak
amplitude of the TR equivalent channel is high, and the sub-peaks of the main peak are
also prominent. The main peak amplitude of the equivalent channel after ETR is
slightly lower than TR, and the sub-peaks on both sides of the main peak have been
greatly reduced, so that the ISI is alleviated. The equalized power peak amplitude of the
channel after equalization decreases. The above analysis inferred consistency, thus
verifying the correctness of the inference.
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2.2 Received Signal Component

After the equalization is used, it can be seen from the above analysis that the legal
receiver can theoretically completely eliminate the ISI. In fact, it can only be greatly
reduced and cannot be completely eliminated. This is because the receiver’s perfor-
mance limit, the receiver can determine the number of multipath. The design of the
equalizer, the length of the equalization vector will also be affected.

Due to the focusing characteristics of TR, the desired signal takes a sample at the
center tap of the receiver, while the other tap signal samples are the main factor of inter-
symbol interference. Therefore, the Eq. (6) in Sect. 2.1 is split, and the signal received
by the legal receiver is re-recorded as

y0½i� ¼
ffiffiffiffi
q
Pg

q
e� PM

m¼1
heqm0

� �
x½i� L� 1þ LE� þ

ffiffiffiffi
q
Pg

q P2Lþ 2LE�2

l¼0;l6¼L�1þ LE

e� PM
m¼1

heqm0

� �
x½i� l� þ n0½i�

ð11Þ

The received signal consists of three parts: expected signal, ISI and additive white
Gaussian noise.

3 Secrecy Performance Analysis

In this section, the secrecy performance of the system will be analyzed, starting from
the secrecy SINR, the secrecy capacity and the bit error rate (BER). The theoretical
analysis and derivation will be used to obtain the analytical formula, and finally the
conclusion will be drawn.

3.1 Signal-to-Interference-Plus Noise Ratio

Consider a digital multiple input single output (MISO) baseband wireless communi-
cation system with M transmit antennas and single antennas for receiving legitimate

Fig. 2. Equivalent channel contrast diagram
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users and eavesdropping users. According to Eq. (10), the expected signal power and
symbol interference power of the legitimate users in the ETR scheme are respectively

P0
Sig ¼ q

Pg
jðe� PM

m¼1
heqm0Þ½L� 1þ LE�j ð12Þ

P0
ISI ¼ q

Pg

P2Lþ 2LE�2

l¼0;l6¼L�1þLE

jðe� PM
m¼1

heqm0Þ½l�j2 ð13Þ

It is known from Eqs. (7) and (8) that the design of the equalizer greatly reduces the
ISI component of the legal receiver, so the ISI will be very small. The SNR of the
legitimate user under the ETR scheme for

c0 ¼ P0
Sig

P0
ISI þ r20

ð14Þ

The reduction of P0
ISI will theoretically increase the SINR of the legal receiver.

Similarly, the SINR of the eavesdropping end can be expressed as

c1 ¼ P1
Sig

P1
ISI þ r21

ð15Þ

The system’s secret SINR is defined as

c ¼ c0�c1
1þ c1

ð16Þ

From the above analysis, the expectation of confidential SINR can be expressed as

c ¼ E c½ � ¼ E c0�c1
1þ c1

h i
ð17Þ

known by the literature [10]

E c0�c1
1þ c1

h i
¼ E½c0�c1�

E½1þ c1� þ g ð18Þ

where g is a very small number, which can be ignored, and re-record the Eq. (18) as

E c½ � ¼ E c0�c1
1þ c1

h i
¼ E½c0�c1�

E½1þ c1� ð19Þ

This will give you the expectation of secrecy SINR.
In the traditional TR scheme, the secrecy SINR of the legal receiver has a large

amount of ISI, which makes the secrecy SINR greatly affected by ISI. Using the ETR
scheme greatly reduces the ISI, so that the secrecy SINR is improved and the secret
SINR is also improved.
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3.2 Capacity of System

Generally, the secret capacity is inferred from the secret SINR in the eavesdropping
channel. The secret capacity is defined as the difference between the legal user channel
capacity and the eavesdropping user channel capacity. According to the Shannon
formula, the formula for the secret capacity is defined as

C ¼ log2ð1þ c0Þ � log2ð1þ c1Þ
¼ logð1þ c0�c1

1þ c1
Þ ð20Þ

From Sect. 3.1, c0�c1
1þ c1

is the confidential SINR of the whole system, which is

expressed by c.

c ¼ max c0�c1
1þ c1

; 0
� �

ð21Þ

For any eavesdropping to achieve absolute secure communication, it is necessary to
satisfy 0\C1 	C and C1 as the information transmission rate of secure communication.
By analyzing the secret signal to noise ratio of Sect. 3.1 to ETR, the Eqs. (14) and (15)
are brought into Eq. (20). After the equalization, the system’s confidential capacity C is

C ¼ log 1þ E c0�c1½ �
E 1þ c1½ �
h ih i

¼ log 1þ
E

P0
Sig

P0
ISI

þ r2
0

� �
�E

P1
Sig

P1
ISI

þr2
1

� �

1þE
P1
Sig

P1
ISI

þr2
1

� �
2
664

3
775

2
664

3
775

ð22Þ

The secrecy capacity of the system is proportional to the expected signal power of
the legitimate user, and inversely proportional to the power of the ISI signal.

3.3 Bit Error Rate Analysis

The transmitting end adopts QPSK modulation, and the expression of expected signal
power, ISI signal power and noise signal power of the ETR legal receiving end has
been given in the equation of Sect. 3.1. The BER can be expressed according to the
literature [21].

P � Q

ffiffiffiffiffiffiffiffiffiffiffiffiffi
P0
Sig

P0
ISI þr20

r� �
ð23Þ

Where Qð�Þ is the complementary cumulative distribution function of the standard
Gaussian random variable.
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3.4 Complexity Analysis

In this paper, the number of transmit antennas is not considered, and the complexity of
TR and ETR is analyzed and compared. The following figure compares the detection
time of TR and ETR in time domain. The effect of TRM pre-filtering in traditional TR
leads to the focus of the received signal at the legal receiver. The peak energy is
collected at the center tap L. In ETR, the channel equalization of the TRM and the
equalizer causes the focus peak energy to shift backward in the time domain. The
specific time delay is extended by the length of the equalization vector and the delay of
the actual detection environment determined (Fig. 3).

It can be known from Eq. (3) that the computational complexity of TR is OðL2Þ.
After adding the equalizer, it is equivalent to the TR equivalent channel convolutional
equalization vector e½i�. Equalizing the TR equivalent channel will perform a matrix
multiplication operation on the original channel matrix. According to Eq. (8), the
computational complexity of ETR is OðL2 � LEÞ.

From the above analysis, the ETR calculation complexity is greater than TR. The
advantage of ETR security performance is that it is exchanged for the computational
complexity.

4 Numerical Results

From the previous theoretical analysis, the secrecy SINR of the legal receiver, the
system’s secrecy capacity, and the BER are closely related to the expected signal
power, ISI power, and noise power at the receiver. The computer simulation experi-
ment will be used to further analyze the secrecy performance of the indoor secure
communication system. The parameter settings involved in the simulation are shown in
Table 1:

The paper uses the single cluster frequency selective fading statistical channel
model in [22] to carry out simulation experiments. According to the simulations of
Eqs. (12), (13) and (14), the following Fig. 4 is obtained, which shows the relationship
between the transmitted SNR and the system-secured SINR, and also compares the
secrecy SINR of ETR and TR. It can be seen from the figure that the increase in the

2
2

EL LL L

TR
Detection

ETR
Detection

L1

TR
ETR

Fig. 3. Comparison of TR and ETR detection maps
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number of antennas also leads to an increase in the secrecy SINR. When the transmitted
SNR is greater than 4 db, the secrecy SINR is significantly better than TR, which is
consistent with the analysis in Sect. 3.1.

Figure 5 shows the confidential capacity map of ETR and TR. It can be seen from
the figure that the transmission rate of ETR to achieve absolute secure communication
is greater than TR. When the transmit SNR is greater than 25 db, the confidential
capacity of TR is close to convergence, and the secrecy capacity of ETR is still
improving, which also proves the advantage of ETR. The increase in transmit SNR and
the increase in the number of transmit antennas increase the system’s secrecy capacity.

Figure 6 is a simulation of the BER of the legal receiver. The simulation is per-
formed when the number of antennas is 2, 4, and 6 at the sender. The BER of ETR and
TR is compared. It can be seen from the curve that the BER of the two schemes is
related to the number of antennas at the sender. We can see from the picture that the
more antennas, the lower the BER. The simulation results are completely consistent
with the analysis in Sect. 3.3, which verifies the correctness of the analysis.

Table 1. Simulation parameter settings

Parameters Values

TS 2 ns
B 500 MHz
LE 41
L 41
hT 80 ns
K 10000

Fig. 4. Relationship between transmitted SNR and secrecy SINR
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5 Conclusion

In order to improve the secrecy performance of TR under the eavesdropping model,
this paper proposes an ETR solution. In this scheme, a forced zero equalizer is added
between the source and the TRM, and the channel equalization is processed to enhance
the system confidentiality. In this paper, The equalizer is designed, and the secrecy
SINR, the system secrecy capacity, and the BER expression of the legal receiver are
deduced. The simulation results show that the ETR technology can greatly reduce the
equivalent channel sub-peak energy, but has little effect on the main peak energy.
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Fig. 5. The relationship between sending SNR and secrecy capacity
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Fig. 6. Relation graph of sending SNR and BER
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The secrecy SINR and system secrecy capacity of the legal receiver are significantly
improved, and the error performance is also improved. The main channel peak
amplitude of the equivalent channel has a slight decrease compared with the traditional
TR, and the effect on the focusing ability of TR is weak. The improvement of secretive
performance is at the expense of the peak energy and computational complexity of the
equivalent channel, and it is worth considering from the perspective of security. In the
future work, the secretive performance of the richer channel model will be further
studied.
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Abstract. A user collaborative relay wireless powered communication network
(UCR-WPCN) is studied in this paper, where users can harvest energy from the
dedicated power device, named hybrid access point (HAP), and then transmit
the information to HAP. Our goal is to study the total energy efficiency
(EE) maximization of users in UCR-WPCN via joint time allocation and power
control while meeting minimum rate requirements. However, because this
problem is a non-convex, it is difficult for us to solve it. Then, we can use
fractional programming principle theory and variable substitution to convert it
into a standard convex optimization problem. Finally, we proposed an efficient
optimization iterative algorithm in order to find the optimal solution. The sim-
ulation results show that the UCR plan can improve the user’s information
transmission rate and significantly improve the user’s total energy efficiency in
the system, compared with the non-cooperative relay transmission scheme.

Keywords: Wireless powered communication network � Energy efficiency �
Harvesting energy � Optimization iterative algorithm

1 Introduction

With the rapid development of wireless communication, 5G, as the next generation of
communication systems, will provide ubiquitous connectivity services for unprece-
dented devices. It is predicted that by 2020, there will be more than 50 billion con-
nected devices [1], and the installed capacity of global Internet of Things (IoT) devices
will reach 28.1 billion. The emergence of 5G networks has revolutionized the devel-
opment of the IoT. The IoT will achieve ultra-low latency, efficient connectivity, low
cost, low power consumption, high reliability, and full geographical coverage, which
will completely reshape and change the world. Traditionally, energy constrained
wireless networks (such as sensor networks) are powered by fixed sources such as
batteries. However, due to the limitation of power, the operation time of the network is
limited. Although the battery can be replaced or recharged to extend the life of the
network, frequent battery charging is not only waste of resources, but also inconvenient
(such as environmental monitoring, forest fire prevention, etc.), expensive, dangerous
(such as in the toxic environment), even impossible [2] (such as sensor implanted in the
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human body). However, as an emerging green communication technology, energy
harvesting can harvest energy from the surrounding environment to extend the service
life of energy-limited communication networks [3]. Traditional natural renewable
resources (such as solar and wind energy) can provide a green and renewable energy
supply for wireless communication systems. However, those resources are indirect and
uncontrollable, which makes the wireless devices not collect energy efficiently.
Compared with the traditional natural renewable resources, radio frequency (RF) en-
ergy harvesting technology will be more stable and controllable. According to reports,
using the Powercast RF energy harvester at 915 MHz is possible to acquire 3.5 mW
and 1 lW of wireless power from 0.6 m and 11 m RF signals respectively [4].
Wireless devices can harvest energy from RF signals generated by special equipment,
which is also known as wireless energy transfer [5, 6].

There are two different research lines about WET. One is simultaneous wireless
information and power transfer (SWIPT). The information received by the wireless
device is divided into two parts. One is for information decoding and the other for
harvesting energy [7–9]. In [7, 8], it is assumed that an ideal SWIPT receiver can
acquire energy and receive information from the same signal. In order to make SWIPT
feasible, several practical receiver architectures have been proposed in [9]. SWIPT has
been extensively studied in various wireless systems [10–12]. The other is wireless
powered communication networks (WPCN). This system is divided into two phases,
wireless energy transfer (WET) and wireless information transfer (WIT), where the
wireless devices are first powered in WET and then use the harvested energy to
transmit data signals in WIT [13–17]. The maximum weighted rate summation problem
in the relay system is studied in [13] and [14]. The rate of the relay node is treated as an
optimization target in [15]. [16] investigates the maximum system rate problem in
cognitive radio environment. And the authors in [17] study the maximum system rates
problem by optimizing time allocation. However, the purpose of all those work focus
on the maximization of the system rate and ignores the system’s energy consumption.
However, in the next generation communication network (5G), the energy consump-
tion of communication system is a very critical problem. Energy efficiency (EE),
measured in bit/s per joule, has been gradually becoming an important metric for future
communication system design under the rapid growth of energy consumption and
significant carbon emission in the existing system [18]. In addition, the attenuation of
the signal is related to the transmission distance. Therefore, the problem of “doubly
near-far” is studied in [17], i.e. compared the users who are close to the special base
station that can transmit wireless energy and receive information, the users that are far
away the special base station can not only collect less energy in the WET stage and
consume more power in order to ensure reliable transmission of information in the WIT
phase, which results in unfairness between users. And this problem is improved by
maximizing the constraint rate with increasing the same rate constraint for all users.
Based on [17, 19] adopts the separation form of base stations (i.e., the special base
station that combines the dual functions of the energy transmission and the signal
reception is separated into two base stations with single functions, and assume that the
two base stations are distributed in both sides of the user), which can avoid the “doubly
near-far” problem by the way of distance balancing (i.e., if a user is close to the signal
receiving base station, it will far away from the wireless energy harvesting base station,
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and the reverse is also true) and studies the maximization of the system energy effi-
ciency. But compared to [17], the system model does not have a breakthrough
improvement.

The main contributions of this paper are summarized as follows.
In order to solve the problem of “doubly-near-far”, we propose a plan, named user

cooperative relay (UCR). Based on UCR plan, we formulate the energy efficiency
maximization problem of users in WPCN system by jointly optimizing time and power
allocation while taking into the account the minimum rate requirements of each user.
Meanwhile, the system model takes into account the circuit energy consumption of the
user terminals, which is more realistic.

The optimization problem is a fractional structure, which is a non-convex problem.
Hence, it is difficult to solve this problem. Thus, we can use fractional programming
principle theory and variable substitution to convert it into a standard convex opti-
mization problem.

Using the optimal structure of time allocation and power control, an optimization
iterative algorithm is proposed to solve the optimization problem. And the simulation
results are compared with the benchmark scheme, i.e. no cooperative relay system.

The rest of this paper is organized as follows. The system model is described in
Sect. 2. The Sect. 3 presents the problem formulation and transformation. The Sect. 4
shows the simulation results. Finally, the Sect. 5 concludes the paper.

2 System Model

2.1 System Rate Model

As is shown in Fig. 1, we formulate a user collaborative relay WPCN system (UCR-
WPCN), which consists of one hybrid access point (HAP) and two users denoted by U1

and U2. In this model, HAP has a stable power supply. In order to simplify the model,

Fig. 1. System model of UCR-WPCN.
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it is assumed that HAP and all users have a single antenna in the UCR-WPCN.
Meanwhile, Time Division Multiple Access (TDMA) technology is also used in the
same frequency band. Similar to [17], the “harvest and then transmit” protocol is
adopted in UCR-WPCN. That is to say, the entire communication process is divided
into two parts: wireless energy transmission (WET) and wireless information trans-
mission (WIT). In the WET stage, all users collect energy from the radio frequency
signals broadcast by HAP, and convert the collected electromagnetic energy into
electricity and storage using the conversion circuit. In the WIT stage, all users use the
energy collected during the WET phase to transmit its information to HAP. This phase
is divided into three separate parts. First, U1 broadcasts information to HAP and U2.
Secondly, U2 decodes U1 information, amplifies and forwards the HAP. Finally, U2

transmits his own information to HAP. Thus, the total time can be limited as

X3
k¼0

tk �T, k = 0, 1, 2, 3: ð1Þ

In the WET and WIT phases, we assume all channels are quasi-static block fading
channels. In WET, the channel power gain between the users of U1 and U2 and HAP is
expressed as G1 and G2, respectively. In WIT, the channel gain factor between the
users of U1 and U2 and HAP is expressed as g1 and g2 respectively. And the channel
gain factor of U1 and U2 can be expressed as h. All the channel gain factors represent
the characteristics of channel path loss, shadow effect and multipath fading. It is
assumed that Channel State Information (CSI) is known by UCR-WPCN and the total
time T is limited to 1 s.

In the WET stage, HAP broadcast radio frequency signals for a time duration t0 at
transmit power PHAP. Due to the noise power is far less than the power of received
signal, and the transmission power of the users is less than the transmission power of
HAP, therefore, we assume that the energy can be collected by users from the channel
noise and each other can be negligible [19].

Therefore, the energy collected by the users in the WET stage can be expressed as

Eh
k ¼ gkt0TG

2
kPHAP; k ¼ 1; 2: ð2Þ

Where gk 2 ð0; 1� is the energy conversion efficiency of Ui. Without loss of generality,
we assume that g1 ¼ g2 ¼ g.

At WIT stage, each user independently transmits information for a time duration tk
at transmit power Pk with the TDMA technology.

The information received by HAP from U1 is expressed as

y1 ¼
ffiffiffiffiffi
P1

p
g1x1 þ n1 ð3Þ
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The information received by HAP from U1 is expressed as

y2 ¼
ffiffiffiffiffi
P1

p
hx1 þ n2 ð4Þ

The information received by HAP from U2 forwarding U1 is expressed as

y3 ¼
ffiffiffiffiffi
P12

q
g2x1 þ n3 ð5Þ

The information received by HAP from U2 is expressed as

y4 ¼
ffiffiffiffiffi
P22

q
g2x2 þ n4 ð6Þ

Wherein, x1; x1; x2 are the information signal sent by U1, the signal of U2 relay U1

and the signal sent by U2 to transmit its own information. P1; P12 and P22 are the
transmission power of U1, the signal power of U2 forwarding U1, and the power of U2

to transmit its own information signal. n1 � n4 represent the Additive white Gaussian
noise at the end of HAP and U2, without loss of generality, here we assume
ni �CNð0;N0Þ; i ¼ 1; . . .; 4

Therefore, the achievable rate of U1 end-to-end is expressed as [20]

R1 ¼ min Rdirect; Rrealy
� � ð7Þ

Rdirect represents the total information rate of U1 to HAP and U2 forwarding U1

information to HAP, which can be expressed as

Rdirect ¼ t1log2ð1þ
P1 g1k k2

r2
1

Þþ t2log2ð1þ
P12 g2k k2

r2
3

Þ ð8Þ

Rrelay represents the information rate from U1 to U2

Rrelay ¼ t1log2ð1þ
P1 hk k2
r2
2

Þ ð9Þ

The achievable rate of U2 end-to-end is expressed as

R2 ¼ t3log2ð1þ
P22 g2k k2

r2
4

Þ ð10Þ

Therefore, the total throughput of the UCR-WPCN is expressed as

R ¼ R1 þ R2 ð11Þ
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2.2 Power Consumption Model of Users

The main concern about wireless sensor networks and the Internet is low power
devices. Therefore, this section focuses on the total energy consumption of users in the
UCR-WPCN.

The user’s energy consumption is divided into two parts, transmission power
consumption and circuit consumption during hardware processing.

At WIT stage, each user independently transmits information for a time duration tk
at transmit power Pk. Therefore, the energy consumption of U1 and U2 can be
respective modeled as

E1 ¼ ðP1 þ P1cÞt1 ð12Þ

E2 ¼ ðP12 þ P2cÞt2 þðP22 þ P2cÞt3 ð13Þ

Wherein, P1c and P2c are the circuit consumption of U1 and U2, respectively.
According to the law of conservation of energy, we can obtain

Ek �Eh
k; k ¼ 1; 2: ð14Þ

Thus, the total energy consumption of the whole users system can be model as

E ¼ E1 þ E2 ð15Þ

3 The EE Model of the UCR-WPCN

3.1 The Optimization Model

The goal of this section is to maximize the EE of users. EE can be defined as the ratio
of the total throughput to the total energy consumption of UCR-WPCN, i.e.EE = R/E.
In order to maximize the EE, the time distribution and power control are jointly
optimized. The EE model is defined as

max
t;P

: RE
S:t: c1: t0 + t1 + t2 + t3 �T

c2: (P1 + P1cÞt1 �E1

c3: (P12 + P2cÞt2 þðP22 + P2cÞt3 �E2

c4: R1;R2f g �Rmin

c5: t0; t1; t2; t3; P1; P12; P
2
2 � 0

ð16Þ

Wherein, t ¼ [t0; t1; t2; t3�, P ¼ [P1; P12; P
2
2�.

In problem (16), c1 means the transmission time limit. c2, c3 ensures that energy
consumption of users in the WIT phase does not exceed the harvested energy in the
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WET phase respectively. c4 meets the minimum rate constraint of users. And c5
represents the non-negative constraints of time allocation and power control.

Note that problem (16) is neither convex nor quasi-convex, because the objective
function is the fractional form and the coupled optimization variables is contained in
c2, c3 and c4. In order to solve this problem effectively and quickly, in the following
section, the principle of fractional programming and variable substitution is used to
transform it into a standard convex problem.

3.2 The Transformation of the Objective Function

According to the principle of nonlinear fractional programming [21], the objective
function of the problem (16) can be expressed as

q� ¼ max
R
E

ð17Þ

The equivalent form of the objective function is as follows

F(q�Þ ¼ max R� q�Ef g ¼ 0 ð18Þ

Compared with the problem (16), the equivalent form of the objective function (18)
is more handleable. But, it is still a non-convex problem, because there still contain the
coupled optimization variables.

In order to solve the optimization problem (16), we introduce the auxiliary vari-
ables, which represents users’ power consumption, i.e. c1 ¼ P1 t1;
c2 ¼ P12 t2; c3 ¼ P22 t2:

Therefore, (8) is further translated into

R
0
driect ¼ t1log2ð1þ

c1 g1k k2
t1r2

1
Þþ t2log2ð1þ

c2 g2k k2
t2r2

3
Þ ð19Þ

(9) can further translate into

R
0
relay ¼ t1log2ð1þ

c1 hk k2
t1r2

2
Þ ð20Þ

(7) can be rewritten as

R
0
1 ¼ min R

0
direct; R

0
realy

n o
ð21Þ

(10) changes into

R
0
2 ¼ t3log2ð1þ

c3 g2k k2
t3r2

4
Þ ð22Þ
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(11) transforms into

R
0 ¼ R

0
1 þ R

0
2 ð23Þ

Therefore, problem (16) can be reformulated as

max
t;c

: R
0 � q(c1 + P1ct1 þ c2 þ P2ct2 þ c3 þ P2ct3Þ

S.t. c1: t0 þ t1 þ t2 þ t3 �T
c2: c1 þ P1ct1 �E1

c3: c2 þ P2ct2 þ c3 þ P2ct3 �E2

c4: R
0
1;R

0
2

� � �Rmin

c5: t0; t1; t2; t3; c1; c2; c3 � 0

ð24Þ

It is not difficult to find the problem (24) is a standard convex optimization
problem.

Proof: Firstly, we can define a function like f ðxÞ ¼ log2ð1þ xÞ; x� 0
We can find gðx; yÞ ¼ yf ðx=yÞ; y[ 0 is the perspective functions of the concave

function. According to the convexity of the convex function, the optimization objective
function in question (24) is also a concave function.

Furthermore, c1, c2, c3 are linear function. Therefore, problem (24) is a standard
convex optimization problem [22].

3.3 Optimization Iterative Algorithm

In order to solve the problem (24) quickly and effectively, we propose an optimization
iterative algorithm in this section. The algorithm is summarized in Table 1.

Table 1. Optimization iterative algorithm for UCR-WPCN.

Algorithm

1: initialize q , t , γ and the maximum tolerance ε ;
2: obtain t* , γ* from (24) 
3: obtain F(q*) from (18) 
4: compare F(q*) with ε

if F(q*) ≤ ε
obtain q* from (17)
jump to 6;

elseif
jump to 5;

end
5: obtain and update q from (17), then, jump to 2;
6: break and output q* ;
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4 Simulation Results

In this section, we present simulation results by a series of numerical experiments to
validate our theoretical findings, and to demonstrate the system EE of UCR-WPCN.
The distance between U1, U2 and HAP is 15 m and 10 m respectively, and the distance
between U1 and U2 is 6 m. All channels obey the Rayleigh distribution
CNð0; 10�2d�a

x;yÞ, a is the channel fading coefficient and is set to 3, dx;y represents the
distance between nodes x, y. According to the mutuality of the channels, G1 = g1 and
G2 = g2 can be obtained. The HAP transmission power is set to 40 W. The conversion
efficiency is set to 0.9, the maximum tolerance is set to 0.01. The circuit energy
consumption of HAP, U1 and U2 are set to 0.05 W, 0.5 mW and 0.5 mW respectively,
and the minimum rate per unit bandwidth is 0.2bits/Hz.

Figure 2 reflects the relationship between the number of iteration steps of the
proposed Algorithm 1 and the total EE of the user in the case of satisfying different
minimum rate constraints of the user in the UCR-WPCN. It can be observed from the
figure, on average at most three iterations are needed to reach the optimal solution,
which reflects the fast convergence of the proposed algorithm.

It can be clearly seen from Fig. 3 that the energy harvesting time t0 required by the
users is decreasing with the HAP transmission power increases. Therefore, users can
enjoy more information transmission time, which proves the correctness of the mode
built in this paper.

As is shown in Fig. 4, under the same rate constraint conditions, the total rates in
the relay system is greater than in the non-relay system. When the HAP is set to 40 W,
the total rate of users in the relay system is approximately 3.5 times bigger than the
total rate of the non-relay system users. Under different rate constraints, as the

Fig. 2. EE of the users versus the number of iteration
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minimum rate requirement of the users increases, the total rate of users in the relay
system also increases accordingly. When the HAP is set to 40 W and the minimum rate
doubled, the total rate of users under the relay system becomes about 1.07 times than
the original.

It can be observed from Fig. 5 that the total energy efficiency of the users increase
with the increase of the HAP transmission power. Because the HAP transmission
power increase, the time required for the users to collect energy will decrease and the
time for users to transmit information will increase, so that the information rate of the
users will increase. In addition, under the same HAP transmission power, the EE of
the users under the relay wireless energy communication network is always more than

Fig. 3. The relationship between HAP and time allocation

Fig. 4. The relationship between the sum rates of the users and HAP
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the non-relay system. When the HAP is set to 40 W and the minimum rate is set to
0.02 bit/s, the EE of users in the relay system is about 10.08 times bigger than without
the relay system.

In combination with Figs. 4 and 5, it can be obtained that the form of user coop-
erative relay in the wireless energy communication network can not only significantly
improve the total information rate of the users, but also the total energy efficiency of the
users.

Figure 6 shows the relationship between EE of the users and channel fading
coefficients in relay system. It can be observed from the figure that the energy efficiency

Fig. 5. The relationship between EE of the users and HAP

Fig. 6. The relationship between EE of the users and path loss exponent
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of the users decreases as the channel fading coefficient increases. Because as the
channel fading coefficient increases, more energy is consumed in the signal propaga-
tion, and the energy harvesting by the users will be reduced accordingly. In order to
provide sufficient energy for the user to supply, the energy harvesting time in the WET
stage will increase accordingly, resulting in a reduction in the time for users to use
information communication, thereby reducing the information rate. In addition, it can
also be observed from the figure that is in the case of the same channel fading coef-
ficient, the EE also exhibits a decreasing condition as the minimum rate requirement
increases.

5 Conclusion

Aiming at the “doubly-near-far” problem in WPCN, we propose an efficient user
cooperative relay transmission scheme called UCR transmission scheme. In the WIT
phase, the scheme can ensure the user closer to the HAP as the relay to cooperate and
forward the information of the relatively distant user to the HAP in order to improve the
communication quality of the remote users. Based on this scheme, the user energy
efficiency maximization problem with joint optimization time allocation and power
control resources is modeled under the condition of satisfying the minimum rate
constraint of the user. And an effective optimization iterative algorithm is proposed to
solve this problem. The simulation results show that the UCR scheme proposed in this
paper improves not only the total information rate of users in the system, but also the
total energy efficiency of users, compared with the non-cooperative transmission
scheme. This enjoys important application value and significance in future commu-
nication systems, especially Internet of Things and wireless sensor networks.
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Abstract. Intelligent video surveillance technology can reduce the burden of
workers and improve the efficiency of surveillance. A project of the video
monitoring system with moving target detection function has been realized and
applied to the urban traffic system. The background will have weak or obvious
changes as time goes on, such as, the illumination change, the environmental
effect, the movement of the background, and so on. If we always use the original
background model, it will cause large error. Fixed threshold is not suitable for
illumination change in the environment. An improved adaptive on-line Gauss
mixture model is used to acquire the background model, and the background
subtraction method is used to match the moving objects. Then, the motion
detection function was realized in a specific region. If there are abnormal
moving targets in a specific area, the linkage alarm function will be activated
and handled by manual intervention. This algorithm can effectively reduce the
error probability of target recognition caused by environmental changes, and
provide strong technical support for real-time monitoring of traffic
abnormalities.

Keywords: Video monitoring � Urban traffic � Gauss mixture model �
Background subtraction method � Motion detection

1 Introduction

With the development and popularization of the computer and network, the urban
traffic intersection monitoring system on the base of digital degree can be justified now.
The modern solution project can make the roadway more high-speed, much safer and
more efficient. ITS (Intelligent Transportation System) is a uniform information system.
The design of the data information’s net must be synchronous with the construct of the
urban traffic system. With the construct of ITS’s WLAN [1, 2], the data can be col-
lected and the relative data of the accidental and road condition’s can be statistical. The
urban traffic intersection monitoring system [3, 4] is also a part of this integrated
system. The basic principle is which called “Everything over IP”. In the whole system,
every device has been digital processed. When given the appointed address, the
authorized user can visit all the data information freely [5]. All the data files, including
the transmission of the vehicle’s image files can be transmitted through the IP network.
So, it can be concluded that the network is the basis of the whole system.
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The paper develops a wireless video-monitoring project, which is based on the
Web, and adopts the newest imbedded network camera. The video signals will be
collected by the camera and then be coded, and the wireless network [6] will transmit
the video data. First, the paper simply analyzes the virtue of multicast communication
in a Local Area Network (LAN) [7]; expound the technical concept, the characteristic
and the principle of the IP network multicast. Then, an improved adaptive on-line
Gauss mixture model is used to acquire the background model, and the background
subtraction method is used to match the moving objects. The motion detection function
was realized in a specific region. Finally, experiments show that the target detection
algorithm is effective. If there are abnormal moving targets in a specific area, the
linkage alarm function will be activated and handled by manual intervention.

2 Realization of the System

We deploy one set of network camera at each roadway of the traffic intersection, using
it to monitor the whole scale of the orientation of this roadway at the traffic intersection.
We deploy one set of video server for each camera. The video server connects with the
camera and the network. Its duty is to code and then to transmit the video signals
collected by the camera through the network. In the monitoring center’s client server of
the urban traffic monitoring system, the job of monitoring and query can be done. We
adopt the way of video recording when the vehicles arrive, and make it work 24 h a day
to shoot all the vehicles that pass by, then give the digital video pictures to the
computer to deal with directly.

After the set up of the hardware in the whole network, we also need a set of
management system to make them work in phase. We can adopt a set of digital
monitoring system to achieve these complicated works. The diagram of Fig. 1 can
show the process.

The paper expounds the traffic intersection vehicles monitoring system’s principles
as follows:

Fig. 1. Theory’s diagram

340 J. Sun et al.



2.1 System of the Traffic Intersection

Firstly we use a camera to video record all the vehicles passing by the toll station. Each
one just records three to five seconds of these vehicles, so the quantity of the data will
not be too large. Then we use the video server to connect the camera and the net to
realize the digital code and transmission. Finally a main application server should be
installed and a client server should be installed in the computer to check the pictures of
the vehicles.

2.2 Function of the System

Firstly according to the need of the monitoring system, we can monitor any one, four,
nine or sixteen pictures of these cameras installed and the main screen picture can be
designed according to the need of the manager. Each application server should store all
the vehicles’ video files recorded by all these thirty-two cameras. The video record
should be circular and all the video files should be stored of the latest one month.
Different people should be given different permissions and doing their own business
according to this. So using this technique, the system can be safe and reliable. All the
servers can form an Intranet and communicate by “TCP/IP” and they can also link to
the available network. The users can set their own names and passwords to monitor all
sorts of information at anytime anywhere.

3 Realization of Alarm Linkage

3.1 Background Modeling

In actual environment, the background will have weak or obvious changes as time goes
on, such as, the illumination change, the environmental effect, the movement of the
background, and so on. If we always use the original background model, it will cause
large error. So it needs update the background in time. Fixed threshold is not suitable
for illumination change in the environment. The system uses an improved adaptive
online Gauss mixture model to detect moving targets.

For a location point on the image plane, the historical data of I are recorded as
X1;X2; � � �Xt�1f g. The characteristics of pixels are described by L Gauss distribution.

The background gradient is represented by online updating. L = 8 is selected for
modeling in the program. The estimated probability distribution of t time observations
is as follows.

PðXtÞ ¼
XL

i¼1

xi;t�1;l � glðvi;t; li;t�1;l;
X

i;t;lÞ ð1Þ

xi;t�1;l is the weights of l Gauss distributions at T-1 time, li;t�1;l is the mean vector
of Gauss distribution, gl is the probability density function of l Gauss distributions andP

i;t;l is a covariance matrix. The L models are queued according to the probability
from large to small. The front of Gauss model represents the background and back of
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Gauss model represents the foreground image. In the next frame, the brightness values
of the pixels in this position are matched with L models respectively, so as to determine
whether they belong to the foreground or background, and the updating model is based
on the maximum matching degree.

3.2 Object Detection

In the system, video images which had been collected and compressed would be
transmitted to the background server. The background server is responsible for dis-
tinguishing the moving regions, and extracts several moving regions from each image.
Local region matching extracts the foreground motion region by adaptive Gauss
background modeling, removes the unconcerned background region and reduces the
matching range. In the same scene, there may be multiple moving targets, so matching
requires matching between different targets. The two regions with the highest matching
degree are matching targets. In this paper, background subtraction is used to match
moving targets only.

Figure 2(a) and (b) are video thirty-second, thirty-third frame images. (c) is the
foreground area detected, but it is extremely sensitive to external dynamic scene
changes such as illumination and weather changes, with shadows appearing. (d) is an
Illuminated image. (e) is the result of the background model based on Mixture Gauss
Model. (f) is the result of foreground area detected after improvement. Through
comparison, we can see that the algorithm has better target effect and smaller noise.

(a) Thirty-second frames (b) Thirty-three frames (c) Background difference 
foreground area

(d) Light image (e) Background model (f) Foreground area under 
Gauss model

Fig. 2. Target extraction in light changing environment
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3.3 Motion Detection Parameters

Step 1: Set the resolution of motion detection, that is, according to the format of
video (PAL, NTSC) and image resolution (CIF, 2CIF, etc.) as shown in Fig. 3.

Step 2: Set threshold values of start and stop motion detection. It is required that the
threshold value of start is greater than or equal to the threshold value of stop.
Step 3: Set the number of continuous motion frames to start the alarm.
Step 4: Set the macro block size for motion detection.
Step 5: Set the direction of movement of macroblocks.
Step 6: Set the boot mask parameter and set the mask value.
Step 7: Start/Stop motion detection.
Step 8: Display the range of moving objects on the display screen.

3.4 Algorithmic Process

First, two consecutive frames are extracted from video. Then, an improved adaptive on-
line Gauss mixture model is used to acquire the background model, and the background
subtraction method is used to match the moving objects. Finally, the motion detection
function is realized in a specific region. The algorithm process is shown in Table 1.

3.5 Operation Results

Figure 4 is the result of the video surveillance system when it starts motion detection. It
shows that the yellow rectangular block is the moving part. Using the detection interval
set in Fig. 3 and the improved background subtraction method, the moving regions in
two or three adjacent inter-frame images are extracted. When the moving area is
detected, the alarm program can be started, and the alarm information can be forwarded
to each client by the server.

Fig. 3. Configuration of alarm linkage
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4 Conclusion

The experimental results show that if the original background model is unchanged, the
detected target will have errors. In this paper, motion detection technology based on
improved adaptive online Gauss mixture model is applied in video surveillance system.
This algorithm can effectively reduce the error probability of target recognition caused
by environmental changes, and provide strong technical support for real-time moni-
toring of traffic abnormalities. The monitoring system has the advantages of wide
monitoring range, adaptive moving target detection, good flexibility and high quality,
so it is suited for using in the urban traffic system.

Acknowledgements. This work is partly supported by the Natural Science Foundation of
Jiangsu Province of China (No. BK20161165), the Key Laboratory of Intelligent Industrial
Control Technology of Jiangsu Province Research Project (JSKLIIC201705), Xuzhou Science
and Technology Plan Projects (KC18011, KC16SH010, KC17072), Ministry of Housing and
Urban-Rural Development Science and Technology Planning Project (2016-R2-060).

Fig. 4. Test of alarm linkage

Table 1. Algorithmic process

Step Algorithm

1 Import video
2 Extract two consecutive frames;
3 Record the historical data of I X1;X2; � � �Xt�1f g
4 Estimate probability distribution of t time observations
5 Queue up the model
6 Get background model
7 Match the brightness values of the pixels in this position
8 Update model according to the maximum matching degree
9 Use background subtraction method to match the moving objects
10 Set motion detection parameters
11 Activate alarm linkage
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Abstract. Some test systems for voice cloud services have been developed in
recent years. However, the automobile manufacturers, communications equip-
ment merchants and network operator still lacks methods and tools to evaluate
the vehicular voice cloud services from the perspective of the end user expe-
rience. Considering the user behavior and user experience, a light weight
vehicular voice cloud evaluation system is designed in this paper. The system is
able to send voice information to voice cloud server according to user habit, and
record the user experience indicators, such as accurate, voice quality, service
delay, server computation capacity, and so on. The study shows that the vehicle
voice cloud evaluation system can avoid complex communication and language
processing, evaluate the performance of the service from view of end user.

Keywords: Voice cloud � Vehicular unit � Performance evaluation � Quality of
experience

1 Introduction

Some new approaches are proposed to predict the network traffic in the end-to-end
network [1–3] and analyze the end user experience [4]. This will help to construct the
test case and evaluate the user experience. On the premise of guaranteeing user
experience, new routing schemes are proposed to increase the energy efficiency [5, 6].
However, it is difficult to measure the performance of these approaches for the
emerging service of vehicle voice cloud because of the fast changing network topol-
ogy and complex communication process. And the exits simulation tools and evalua-
tion methods cannot evaluate the key quality indicators of vehicle voice cloud service.

Since 2000, BMW and Acura, the Apple Corp and Ferrari, Mercedes Benz and
Volvo jointly developed the vehicular voice assistant system. BAIDU and IFLYTEK,
have published their vehicular speech service based on cloud platform.

Vehicular voice cloud service, as an emerging multimedia service, has attracted
more and more users. The vehicle environment is characterized by frequent handover,
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network topology change, background noise and Doppler Effect, and the user behavior
and the traffic flow also greatly affect the user experience [7]. This is difficult during the
test. In past decades, many traditional speech quality assessment models have been
proposed to evaluate the speech quality in limited communication bandwidth [8].
Because most of voice cloud service transmit voice data through TCP protocol, the low
transmit rate only leads to high latency. The high noise affects the recognition preci-
sion. By adopting these models, some new approaches are proposed to evaluate the
speech quality in high noise environment [9, 10]. However, the evaluation score can
not reflect the recognition precision of machine.

From the mentioned above, it can be seen that the vehicular voice cloud will
become a common configuration of the car. However, there is no mature testing tool in
the market for the user experience evaluation of vehicular voice cloud service.

A test approach, which can be deployed in a car, is proposed in this paper to test the
user experience in real scenario. By adopting typical user behavior, our proposed
approach is also can simulate the complicated scenarios in the lab environment.

2 Design of the Evaluation System

The impacts of protocol and jitter have been evaluated in laboratory environment [11].
However, there are much more factors that can affect the end user experience.
Therefore, the test system should be able to evaluate the appreciable indicators in real
vehicular environment or in complicated simulated environment.

According to the general architecture of voice cloud service, we proposed a system
structure for simulating the user behavior and evaluate the performance indicators of
user experience.

In the real vehicular environment, the terminal sends selected typical pre-recorded
voice data to cloud. The controller is responsible for issuing test instructions and test
scripts to multiple service initiation units and simulation servers. The packets are
captured in terminal. The controller indentifies these packets and computes appreciable
indicators of the end user.

2.1 Recognition Precision Test

For evaluating recognition precision, the terminal calls the API of voice cloud service.
First, the test system imports test case of voice. The vehicular terminal preprocesses the
voice and sends voice data to cloud. Then the returned data is compared with expected
text. This processing is shown in Fig. 1.

2.2 Latency Test

All the network packets between terminal and cloud are captured and saved as PCAP
file by the test software. The evaluation program opens PCAP file and takes key fields.
Through checking the key fields, the first request packet and the last response packet
are indentified. This processing is shown in Fig. 2. The latency can be obtained by the
timestamps of these packets. However, because different voice cloud services have
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different protocol, it is impossible to build a common packet inspection program for all
voice cloud services. An approach is to build three-level packet inspection templates
[12]. The algorithm process is shown in Table 1.

Load test case
Voice 

database

End?

Load voice file

Compute 
recognition 

precision

Send voice

QoE 
indicators

Receive 
recognition

Yes

Fig. 1. Diagram of recognition precision evaluation.

Load voice fileVoice list

Send voice

Capture 
packets

Identify key 
packets

Compute 
latency

QoE indicators

Fig. 2. Diagram of latency evaluation.
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3 System Test

The authors test the proposed system in vehicular environment. By analyzing the usage
ratio of common sentences, six common sentences in vehicular environment are
selected to evaluate the recognition precision and latency of voice cloud service. The
most common requests in vehicle voice cloud service are shown in Table 2.

The sentences include request for forecast, navigation to scenic spot, navigation to
gas station, navigation to cafe, music and introduction.

The authors select 10 road spots with various level of background noise to send the
voice recognition request. From the first spot to the last one, the background noise of
each spot rose by 5%–10%. The precision of each group is shown in Table 3.

The system automatically transmits the voice to cloud and receive the recognition
results. The recognition precision is showed in Fig. 3. The background noise gradually
increases from spot 1 to spot 10. As the noise increasing, the voice recognition pre-
cision experiences an obvious decline.

Table 2. Statement usage ratio

Test case Weather Scenic spot Gas Music Hotel Introduce Other

Proportion 29.1% 20.2% 10.4% 23.3% 13.55% 7.41% 9.27%

Table 3. Recognition precision of test cases under each background noise.

Test case 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

Recognition precision 100% 80% 60% 60% 60% 40% 60% 10% 0% 0%

Table 1. Latency computation

step Algorithm
1
2
3
4
5
6
7
8
9
10
11
12

Capture network data, get pcap_file;
Split the pcap_file into frames;
WHILE the set of frames is not empty

IF (find DNS datagram) and (find target domain name)
Record time_stamp; 
Flag=open;

ELSEIF (find a follow TCP server FIN) and (flag ==open)
Compute latency;
Flag=close;

ENDIF
ENDIF

ENDWHILE
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The authors select 7 sites which near restaurant, cyber cafe, street, residential area,
urban area, park, and shopping mall to evaluate the latency of voice cloud service.
These locations have obvious differences in signal-to-noise ratio, channel interference
and network congestion. The average delay of test cases at each test point is shown in
Table 4.

As showed in Fig. 4, the experiment results demonstrate that the scenario strongly
affects the latency of voice cloud service, which affects the end user experience.
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Fig. 3. Recognition precision with various level of noise.

Table 4. Recognition time delay of test cases at each test point.

Test case 1st 2nd 3rd 4th 5th 6th 7th

Weather 0.617 0.787 0.486 0.682 0.763 0.986 0.687
Scenic spot 0.518 0.637 0.556 0.543 0.816 1.124 0.567
Gas station 0.588 0.697 0.781 0.764 0.832 1.564 0.772
Music 0.724 0.651 0.634 0.831 0.912 1.245 0.762
Hotel 0.689 0.812 0.682 0.654 0.811 0.965 0.731
Introduce 0.867 0.821 0.614 0.627 0.849 1.265 0.639
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Fig. 4. Latency of voice cloud service.
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4 Conclusions

In this paper, the authors analyze the key factors affecting the user experience of
vehicular voice cloud service, and propose a light weight test system framework to
evaluate the key indicators from view of end user. The results show that the light
weight test system can be deployed in the common terminal of commercial network.
And an approach to build complicated test scenarios in laboratory environment is also
proposed.

For further, it is essential to collect typical user habit and analyzes the distribu-
tion characteristics of user behavior. To simulate the road communication link state, we
can build the simulation test scenarios in laboratory environment.
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Abstract. Gait-based biometric systems using smart phones have been devel-
oped to replace traditional authentication. It is significantly important to improve
the security of the gait-based biometric systems. Systems include both fields of
cryptography which provides high security levels of data and gait- based bio-
metrics without need to remember passwords. Fuzzy Commitment
Scheme (FCS) is considered as a famous approach to protect the user’s data.
However, these gait-based biometric systems are hampered by the lack of formal
security analysis to prove the security strength and effectiveness. Therefore, this
paper gives a comprehensive analysis evaluation on security of fuzzy commit-
ment and proposes a framework of gait-based biometric fuzzy commitment
scheme using smart phones. The evaluation results show that a significant
security strength resistant to different attacks.

Keywords: Gait-based biometric cryptosystem � Fuzzy commit scheme �
Security analysis

1 Introduction

Traditional security techniques for identification and authentication generally require
passwords, PIN, or tokens which are easily attacked. In recent years, biometric has
been widely studied in order to address the weakness of traditional authentic mecha-
nisms. These biometric systems refer to behavioral or physical characteristics [1]. With
increasingly application of mobile Internet, smart phones have become the media of
human and machine interaction. Therefore, the identity authentication of smart phones
and various mobile terminals has played an important role in guaranteeing for the
security and reliability.

The user identity authentication method based on an inertial mobile sensor named
accelerometer has become a hot topic in the research, and the sensor has been widely
used in the smart phones for its high cost performance. Therefore, the comprehensive
utilization of the information collected by these sensors for identity authentication will
become important in the field of identity authentication in the future.

From 2010, the sensor-based gait recognition technology is applied to support
existing authentication mechanisms, which are not very convenient in mobile phones
[2], and have achieved significant results [3–6]. A first approach of inertial sensor-
based gait authentication on mobile phones is proposed by Thang Hoang [7]. Instead of
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storing original gait templates for user identification, the user was verified via a stored
key which was encrypted by gait templates collected from a mobile accelerometer.

The Fuzzy Commitment Scheme (FCS) is developed by Ari and Wattenberg [8]
and is considered as one of the template protection which method is based on Error
Correcting Code (ECC). A major challenge of biometric cryptosystem is the security
analysis that allows comparing different systems. Adamovic [9] presents a method
based on information-theoretic analysis of iris biometric that aims to extract homo-
geneous regions of high entropy and uses FCS to reduce the overall complexity of this
kind of systems. Chauhan [10] explores the efficiency of executing fuzzy commitment
scheme in conjunction with Reed Solomon code as a novel better alternative to the
conventional commitment scheme. Lafkih [11] have discussed the critical elements of
the security in the key binding biometric cryptosystems and he [12] proposed a security
analysis framework for biometric cryptosystems based on the fuzzy vault system and in
paper [13] proposed a framework to evaluate the security of biometric cryptosystems
based on the FCS. In paper [14] presented an approach to secure fuzzy commitment
scheme against cross-matching-based decodability attack. However, behavioral traits
such as gait are rarely studied. A novel lightweight symmetric key generation scheme
based on the timing information of gait is proposed in paper [15].

Gait-based biometric authentication system offers more benefits to users than tra-
ditional authentication system. However, gait-based biometric features seem to be very
vulnerable which are easily affected by different attacks. A rigorous security and pri-
vacy evaluation is still missing, especially for the evaluation of real systems using
smart phones. In this paper, we propose a security analysis framework of gait-based
biometric cryptosystems using smart phones based on the FCS. Firstly, we compre-
hensively summarize the security evaluation criteria and different metrics. Secondly,
we introduce the security analysis framework of gait-based biometric cryptosystems
based on the FCS. Thirdly, we evaluate the proposed criteria in the fuzzy commitment
scheme for gait authentication.

The rest of the paper is organized as follows: In Sect. 2, an overview of security
analysis of FCS is briefly presented. Section 3 will propose scenarios of attacks and
different metrics to evaluate the performance and security of gait authentication on
smart phones based on the FCS. Section 4 shows the results of the proposed frame-
work. Conclusion and future work are mentioned in Sect. 5.

2 An Overview of Security Analysis of the FCS

The main idea of the FCS is to assign a random key to a subject to replace the biometric
data itself. In the enrollment phase, we generate the key with gait-based biometric data
by using an XOR-ed function which results in a new data called helper data. In the
authentication stage, if the query features are close enough to enrolled features which is
generated by key and helper data. The gait-biometric cryptosystem based FCS is shown
in Fig. 1 as follows.

The enrollment and authentication phases of fuzzy commitment share the helper
data (HD for short) and two correlated gait signal feature templates w and w′. They try
to extract exactly the same hash code of the key m.
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The binary BCH code C as the error correcting code corresponds to the key m. The
stored secure template consists of the hash of the key h(m) and HD. The helper data HD
is obtained by codeword C XOR with gait signal template w.

HD ¼ C � w ð1Þ

In the authentication phase, the gait signal template binarized and extracted from
the queried biometric sample is XOR-ed with the stored helper data HD to obtain
codeword C*:

C� ¼ HD� w0 ¼ C � wð Þ � w0 ¼ C � w� w0ð Þ ð2Þ

Then the codeword C* can be rewritten as

C� ¼ C � er ð3Þ

The matching module compares the hash value of m′ which is decoded by BCH
with stored hash value h(m). The same hash values of m and m′ results into a match. If
the hamming distance D w;w0ð Þ ¼ w� w0k k ¼ erk k� e, then there is a match where e
is the error correction capability of the code.

The security and privacy performance of fuzzy commitment is well analyzed the-
oretically. In literature, many papers discussed the security analysis of the FCS [9, 12–
16]. Rathgeb and Uhl [16] discussed the key elements of the security in biometric
cryptosystems. Zhou et al. [17] studied the security in biometric security of the FCS.
Their work focused on measuring the security and the privacy using the entropy to
evaluate the independence and distribution of biometric features.

Lafkih [9, 12, 13] studied the security of key binding biometric cryptosystems
based on fuzzy vault and fuzzy commitment respectively. Lafkih [13] proposed a

Fig. 1. Gait-based biometric cryptosystem based FCS.
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security analysis framework based on several kinds of attacks that could affect bio-
metric cryptosystems and applied on FCS. Different settings would be studied and
other metrics would be proposed to analyze the security level of different biometric
cryptosystems.

Hong [7] investigated the security of the gait authentication on mobile phones using
biometric cryptosystems and fuzzy commitment scheme. But the paper didn’t give a
detailed framework for security analysis. Sapkal [18] presented a biometric cryp-
tosystem with both fuzzy vault and fuzzy commitment techniques for fingerprint
system. In [19], a novel template protection scheme based on fuzzy commitment and
chaotic system, and the security analysis approach for unimodal biometric leakage were
proposed.

3 Proposed Security Analysis Framework of Gait-Based
Biometric Cryptosystems Using Fuzzy Commitment

Previous studies on security analysis are mostly based on information-theoretical
measurements (such as entropy and leakage rate) which are difficult to estimate in the
case of unknown biometric features distribution. There are few security analysis on
gait-based biometric cryptosystems using smart phones. Therefore, our contribution is
to offer simple, yet theoretically and practically detailed security analysis framework on
gait-based biometric cryptosystem using smart phones.

In this paper we propose a security analysis framework for gait-based biometric
cryptosystems using fuzzy commitment scheme against different attacks.

3.1 Evaluation Criteria and Metrics

For a fuzzy commitment scheme, we take consideration on security, privacy protection
ability and unlinkability as security measures referred to [17]. In order to evaluate the
performance of gait-based biometric cryptosystems, we use the False Acceptance Rate
(FAR) and False Rejection Rate (FRR) which reflect the security and friendless of the
system. The security is so important that we would like to achieve the FAR of 0% and
the FRR as low as possible.

In order to measure the evaluation criteria, we need to define evaluation metrics
against several threats including intrusion, correlation, combination and injection as
referred to [13]. The evaluation metrics are used to quantify the different criteria.

3.2 Intrusion Threat

The adversary tries to access a system S2 based on the information of another system S1
(helper data HD1 and the key m1), on the assumption that both systems use the same
gait-based biometric feature templates (w and w0). The adversary can generate gait-
based biometric feature template of S1 and use them to access to the second system S2.
We calculate the probability using the distance between the helper data HD2 of the
system S2 XOR-ed with the gait-based biometric feature template w and the enrolled
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BCH codeword C2 is inferior to a threshold e as the Intrusion Rate in Different System
(IRDS).

IRDSðeÞ ¼ PðDðHD2 � w;C2Þ\eÞ ð4Þ

In order to measure the evaluation criteria, we need to define evaluation metrics
against several threats including intrusion, correlation, combination and injection.

3.3 Correlation Threat

Nagar et al. [20] proposed cross matching attack in order to determine whether two
‘helper data’ are generated from the same user. The error pattern with the smallest
hamming distance is considered as the cross-matching distance score.

HDXOR ¼ HD1 � HD2 ¼ ðw1 � C1Þ � ðw2 � C2Þ ¼ ðw1 � w2Þ � ðC1 � C2Þ
¼ er � C3 ð5Þ

If the adversary knows both ‘helper data’ of both systems S1 and S2, the adversary
can estimate the distance between both gait features of the user in both systems.

CMs ¼ minC2X jjHDXOR � Cjj ð6Þ

The cross-matching distance score CMs= ||er*|| � e only if the error pattern can be
written as er = er* ⊕ Ci.

We can evaluate the vulnerability of the system to this attack by the probability that
the distance between different helper data (HDXOR) and codeword Ci is lower than a
threshold e:

CRFCðeÞ ¼ PðDðHD1 � HD2;CiÞ\eÞ ð7Þ

3.4 Combination Threat

The adversary knows part of the user gait-based biometric features in this attack, and
extracts part of his/her own features to complete the biometric template (wA = w + wF)
in which wF is part of his/her own features) used in the authentication system. We
define the probability that the distance between the helper data XOR-ed with the
combined template and the enrolled codeword is lower than a threshold e as follows:

CAFCðeÞ ¼ PðDðHD� wA;CÞ\eÞ ð8Þ

3.5 Injection Threat

The adversary can also inject his/her own gait-based biometric features in the database
in order to be accepted by the system. For example, the adversary replaces the stored
‘helper data’ by a false ‘helper data’ (HDf = replace(HD)). We measure this criterion
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via the probability that the distance between the ‘helper data’ which is forfeited by the
adversary and the enrolled codeword C is lower to a threshold e.

IAFCðeÞ ¼ PðDðHDf � w;CÞ\eÞ ð9Þ

4 Simulation and Experimental Results

We used the system on the dataset [4] collected from a built in accelerometer in smart
phone for evaluating the security analysis framework. The original dataset consists of
gait signals of 30 users carrying a waist-mounted smart phone with embedded inertial
sensors. At first, we classify the dataset referred to [4] and extract the walking data as
the original dataset. In this study, we consider the gait-based biometric authentication
system based on different features extraction approaches. The SFS and SFFS algorithm
are used in the first system [21] and BCS system is used in the second system [7]. The
performance measurement and security analysis are based on the results achieved from
the following part.

4.1 Performance Measurement

Receiver Operating Characteristic (ROC) [17] curves are obtained by computing the
performance of systems in multiple operating points based on variation of FAR and
FRR with tolerance. The overall error rates of our system is also represented by a
receiver operating characteristic (ROC) curve which illustrates the relationship between
the FAR and the FRR as shown in Fig. 2.

The Equal Error Rate (EER) is 3.48%, corresponding to an acceptable threshold of
e = 15.289. The ERR indicates the rate at which both FAR and FRR are equal.

Fig. 2. ROC curves of gait authentication system
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4.2 Security Analysis Framework of the FCS

Figure 3 shows the IRDS curve. The adversary uses the first system’s data and tries to
access to the second system. The IRDS rate is increased in accordance with the value of
threshold. If the error correction capability is minimal then the adversary is rejected by
the system. As shown in Fig. 3, the ability to prevent this attack from being successful
is affected by the intra-class variability.

In cross-matching attack, the adversary links two different systems’ helper data
using the same gait-based biometrics of the same user. The adversary can easily access
to both systems as the system can correct the distance between both helper data
(Fig. 4).

In combination threat, the adversary can randomly combine both gait-biometric
features. The adversary tried to use part of the forfeit of the user data instead of the real
user data. Figure 5 shows that even if the threshold is minimal, the adversary can have
access to the system using combined features with a high probability.

Fig. 3. IRDS curve

Fig. 4. CR curve
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In injection attack, the adversary submits fake gait-based biometric features in order
to be accepted by the system. As described in Fig. 6, the adversary can have access to
the system with a high probability despite of the minimal threshold and random
injection.

If the adversary knows both ‘helper data’ of both systems S1 and S2, the adversary
can estimate the distance between both gait-based biometric features of the user in both
systems. As a result, the system can easily refuse the trusted user with the thought of
that the stored HD is modified in comparison to the enrollment process and contained
the fake gait-based biometric templates injected by the adversary.

5 Conclusions and Future Work

In this paper, we proposed a security evaluation framework of gait-based biometrics
against several attacks that could affect biometric cryptosystems and applied this
analysis on gait authentication system on mobile phone by employing fuzzy com-
mitment scheme. The investigation confirms theoretically and practically that

Fig. 5. CA curve

Fig. 6. IA curve
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cryptosystems based on FCS using smart phones can achieve promising performance in
terms of FAR and FRR, and ensure the security level and protection of privacy.

On the field of gait biometric in general there is still a lot of work to do. The
performance of gait authentication systems is not competitive to other biometrics. So
the future work will focus on the studies of different settings and other metrics pro-
posed to analyze the security level of different biometric cryptosystems.
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Abstract. The values of a PID controller’s parameters determine the con-
troller’s effect. The particle swarm optimization (PSO) algorithm is often used to
optimize the controller’s parameters. However, PSO has some inherent defects,
such as premature convergence and easily turning into a local optimization. In
this paper, an improved particle swarm optimization algorithm based on a
natural selection strategy and a simulated annealing mechanism is proposed to
optimize the PID controller’s parameters. In the improved PSO algorithm, the
natural selection strategy is used to accelerate the rate of convergence, and the
simulated annealing mechanism is employed to ensure the accuracy of the
search and increase its ability to avoid local optima. The improved algorithm not
only guarantees the convergence speed but also has a better ability to jump out
of the local optimum trap. To verify the performance of the improved algorithm,
four types of algorithms are selected to optimize the PID controller parameters
of the Second-order Time-delayed System and the Permanent Magnet Syn-
chronous Motor (PMSM) Servo System. They are the PSO algorithm, the
optimization algorithm proposed in this paper (NAPSO), the seeker optimization
algorithm (SOA), and the genetic algorithm (GA). The results show that the
improved algorithm has a better optimal solution.

Keywords: PID � PSO � PMSM � GA

1 Introduction

In industrial control, proportion integration differentiation (PID) controllers have been
widely used. The parameter optimization of PID controller has great influence on PID
control system. In recent years, Zhou et al. [1] used particle swarm optimization to find
an optimal set of PID control parameters in the target space, and an air-conditioning
temperature control system was designed as an example. Wei et al. [2] use a GA
algorithm to optimize the PID controller parameters, and they designed a PID controller
parameter optimization system that consists of a microcontroller module. The host
computer processes the real-time voltage and uses ITAE to evaluate the effectiveness of
the optimized PID controller parameters. Zhong et al. [3] proposed a multi-agent
simulated annealing algorithm based on a particle swarm optimization algorithm to
address continuous function optimization problems. Lin et al. [4] used the multi-agent
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simulated annealing algorithm to predict protein structure. However, there is no single
improved PSO algorithm that is based on the methods of natural selection and simu-
lated annealing. This paper adds two methods into the basic PSO algorithm simulta-
neously; then, a new PSO algorithm based on natural selection and simulated annealing
(NAPSO) is produced. The simulation results show that using the improved algorithm
to optimize the PID controller parameters can achieve better control performance.

This paper is organized as follows: Sect. 2 gives a brief description of the PSO
algorithm and optimization algorithm. Section 3 introduces the PID Control and dis-
cusses the process of NAPSO-PID optimization. Section 4 reports the Second-order
Time-delayed System, PMSM servo System and simulation results. Finally, Sect. 5
gives the conclusions of this paper.

2 PSO Algorithm and NAPSO Optimization Algorithm

2.1 Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) was proposed in 1995 by Dr. Eberhart and Dr.
Kennedy and was derived from research on bird flocks’ preying behavior. In PSO,
every single solution is a “bird” in the search space. We call it a “particle”. All of the
particles have fitness values that are evaluated by the fitness function to be optimized,
and each particle has a velocity to determine the direction and distance of its flight.

At the beginning of the algorithm, the particle swarm is initialized to a set of
random values in the solution space. Then, the particles are “flown” through the
problem space by following the current optimum particles. In each iteration, every
particle is updated by tracking the two best positions: the first position is the best
position that it has achieved so far, and this position is called the personal best position
(Pbest). The other position that is tracked by the particle swarm optimizer is the best
position that is obtained so far by all particles in the population. This position is the
global best and is called the global best position (gbest).

The update equation of the velocity and position is shown by the following
expression:

vi:dðtþ 1Þ ¼ xvi:dðtÞ
þ c1r1½pbest � xi:dðtÞÞ� þ c2r2½gbest � xi:dðtÞÞ� ð1Þ

xi:dðtþ 1Þ ¼ xi:dðtÞþ vi:dðtþ 1Þ ð2Þ

In the D dimension space, t is the iteration number, vi;d tð Þ is the velocity of particle
i at iteration t, vi:d tð Þ is the position of particle i at iteration t, and x is the inertia weight
to be used to control the impact of the previous history of velocities. Here, c1 is the
cognition learning factor, c2 is the social learning factor, c1 and c2 are random numbers
that are uniformly distributed in [0, 1], Pbest is the particle best value for the individual
variable of particle i, and gbest is the global best position variable of the particle swarm.
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2.2 NAPSO Algorithm

When a particle’s speed, position ‘ and fitness value have been updated, the particle
moves to a random position ‘

0
1 in its neighborhood and computes its new fitness value.

The general procedure of NAPSO is illustrated in the flow chart in Fig. 1.

‘
0
1 ¼ ‘þ mmax � mmin½ � � c1 ð3Þ

Where c1 is the normally distribution random numbers of D-dimension that are
distributed in [0, 1].determines whether to accept the new position and then updates the
particle’s Pbest and gbest. The simulated annealing operation can significantly increase
the ability of the algorithm to jump out of the local optimum trap. The system uses the
simulated annealing algorithm to determine whether to stay in the new position and
thereby improve the rapid convergence effect of the birds. In the improved algorithm, at
the end of each iteration, all particles have been ranked by their fitness values, from

Fig. 1. Flow chart of the NAPSO algorithm
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best to worst, using the better half to replace the other half. In this way, the stronger
adaptability particles are saved.

However, both operations have their own disadvantages. The simulated annealing
operation will slow the speed of convergence, thus increasing the convergence time.
The natural selection operation will reduce the diversity of the samples. These two
operations can compensate for each other. The simulated annealing operation can
increase the sample diversity, and the natural selection operation can speed up the
convergence. The two operations complement each other in the improved algorithm to
both ensure the convergence speed of the algorithm and guarantee that the ability of the
algorithm to jump out of the local optimal trap will be strengthened.

3 PID Controller Parameter Optimization by NAPSO

3.1 The PID Control System Based on NAPSO

The proportional-integral-derivative (PID) controller is widely used in industrial con-
trol systems. The “textbook” version of the PID algorithm is described by [5]:

uðtÞ ¼ kpeðtÞþ ki

Z t

0
eðtÞdtþ kd

deðtÞ
dt

ð4Þ

Where kp is the proportional gain, ki is the integral gain, and kd is the derivative gain.
The core of the PID controller parameters optimization is to use an algorithm to

optimize the PID controller’s parameters: kp, ki and kd . When using the NAPSO
algorithm to optimize the PID controller’s three parameters, Block diagram of the
NAPSO-PID control system is shown in Fig. 2.

In each iteration, the NAPSO algorithm will optimize the values of the three
parameters and deliver the results to the PID controller. The PID controller calculates
the control volume uðtÞ according to formula (4) and delivers it to the controlled object,
which gradually reduces the deviation [6].

Fig. 2. Block diagram of the NAPSO-PID control system
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3.2 PID Parameter Optimization Based on NAPSO

The essence of the PID controller parameters optimization is a parameter optimization
problem based on an objective function. The objective function is the fitness function.
In this paper, the fitness function is defined as an ITAE (Integral Time Absolute Error)
index, which is often used to reflect the system’s quality in a control system. ITAE
represents the integral of the time multiplied by the absolute value of the error, which
can be expressed as follows:

J ¼
Z 1

0
t eðtÞj jdt ð5Þ

The NAPSO algorithm is applied to optimize the PID controller parameters as
follows:

Step 1: Initialize x, c1, c2, and calculate the fitness value of each particle. Define the
initial pbest and initial gbest. Set T to be the simulated temperature; the initial T is
5000 °C, and the lower limit of T is 1 °C.
Step 2: Update the position l and velocity of each particle.
Step 3: Evaluate the fitness value f

0
, randomly find a new position l

0
1 in the

neighborhood of the particle, and calculate the new fitness value (f
0
1) of the new

position.
Step 4: Compare the fitness value with the new fitness, and evaluate the difference,
Df ¼ f

0
1 � f

0
. If Df\0 and f

0
1\gbest, then replace the original position with the new

position.
Step 5: If f

0
1 [ gbest, then keep the original position. If Df [ 0 and f

0
1\gbest, then

generate a random number (randð1Þ) as a probability. But not
p ¼ expðð�1Þ � ðf 01 � f

0 Þ=TÞ[ r4, r4 is a random number that is uniformly dis-
tributed in [0, 1]. Then accept the new position. According to the position of the
particle, update the personal best position and global best position.
Step 6: When all of the updates of the particles are finished, then rank all of the
particles according to the fitness value. Replace the information of half of the
particles (position and velocity) with the information of the other half (the better)
particles, and update the temperature T ¼ T � 0:9.
Step 7: Stop searching when the maximum iteration limit or the fitness value limit is
reached, and then output the three variables of the particles and their corresponding
fitness value; otherwise, return to step 2.

To verify the validity of the algorithm, two different systems (Second-order Time-
delayed System and PMSM Servo System) have been considered to illustrate the
effectiveness of the proposed method. At the same time, the particle swarm opti-
mization (PSO), seeker optimization algorithm (SOA) [7, 8] and genetic algorithm
(GA) were also applied to show the performance of the proposed algorithm.
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4 Experiments

4.1 PMSM Servo System PID Controller Parameters Optimization
and Simulation Results

As an important part of Computer numerical control(CNC) machine tools, the servo
system directly determines the quality of the machining performance. Currently, the
permanent magnet synchronous motor (PMSM) servo system is a high performance
servo system that is commonly used in CNC machine tools [9]. The state equation of
the PMSM servo system in d-q coordinates is expressed as follows [10]:

id
�

iq
�

xr
�

2
64

3
75 ¼

�R=L pnxr 0
�pnxr �R=L �pnuf =L

0 3pnuf =2J 0

2
4

3
5

id
iq
xr

2
4

3
5þ

ud=L
uq=L
�TL=J

2
4

3
5 ð6Þ

To simplify the controller design of the PMSM servo system, id ¼ 0 is often used
in vector control. The PMSM servo system is shown in Fig. 3.

Here, Kc ¼ 3
2 pnuf is the torque coefficient, Ke ¼ pnuf is the back EMF constant,

and B is the viscosity damping coefficient.
According to Eq. (6) and Fig. 3, the CNC machine feeding servo system in the field

orientation (controlled under) can be expressed as follows:

G2ðSÞ ¼ Kc

LJS2 þðRJþ LBÞSþBRþKcKe
ð7Þ

The parameters of the PMSM servo system are designed as follows:

L ¼ 8:5e� 3ðHÞ;R ¼ 2:875ðXÞ;

J ¼ 0:8e� 3ðkm �m2Þ;B ¼ 0:02ðN �m=ðrad=sÞÞ; pn ¼ 4;uf ¼ 0:175ðWbÞ;

Equation (7) can be rewritten as follows:

Fig. 3. Block diagram of the PMSM servo system
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G2ðSÞ ¼ 1:05
6:8 � 10�6S2 þ 2:47 � 10�3Sþ 0:7925

ð8Þ

In the experiment, the system expressed by Eq. (8) is used as the second controlled
object. The system PID controller parameters are optimized by NAPSO, PSO, SOA
and GA. The comparisons of the step responses based on the four algorithms are
displayed in Fig. 4.

Figure 4 shows that the NAPSO optimization step response curve is clearly
superior and the convergence speed of the NAPSO is faster than the others. At 0.035 s,
the curve of the NAPSO algorithm is closest to the curve of the idea output. The
simulation results of the PMSM feed system are presented in Table 1.

As Table 1 shows, the settling time is approximately 0.029 s for NAPSO compared
with approximately 0.037, 0.36 and 0.035 for PSO, GA and SOA, respectively. In
addition, NAPSO has the best ITAE value of the four algorithms, acquiring an ITAE
value of 8.3796, and the ITAE values of PSO, GA and SOA are 12.3795, 11.8784 and
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Fig. 4. Step responses of the PMSM servo system

Table 1. Simulation results of the PMSM servo system

Tuning
method

kp ki kd Settling
time (sec)

Overshoot
(%)

ITAE
value

PSO 0.1094 61.6899 0 0.03741 0 12.3795
NAPSO 0.2058 92.2902 3.7148e − 004 0.02914 0 8.3796
GA 0.1363 68.0213 0 0.03615 0 11.8784
SOA 0.1116 68.3148 0 0.03562 0 11.3453
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11.3453, respectively. It is clear that NAPSO has the best ITAE value, settling time and
overshoot among the four algorithms in the second experiment.

4.2 Second-Order Time-Delayed System PID Controller Parameters
Optimization and Simulation Results

In modern industrial process control, many systems can similarly be seen as a first- or
second-order typical system. In this paper, select the Second-order Time-delayed
System as the first controlled object. The mathematical expression of the first controlled
object is the following:

G1ðsÞ ¼ 0:05
s2 þ 0:2sþ 0:05

e�3s ð9Þ

Next, with the particle swarm optimization (PSO), seeker optimization algorithm
(SOA) and genetic algorithm (GA) to optimize the PID controller’s parameters. For the
first experiment, to make a fair comparison, the maximum generation, population size,
minimum fitness value, range of gains, dimension of search space and initial positions
are identical for all of the algorithms. The maximum number of generations is 100, the
minimum fitness value is 0.1, the size of the population is 100, and the dimension of
the search space is 3. The parameters for the PSO were set as follows: the acceleration
constants c1 and c2 are 2, the dimension is 3, and the inertia weight w ¼ 0:9. The
parameters of the SOA are designed as follows: the minimum membership degree
Umin ¼ 0:0111, the maximum membership degree Umax ¼ 0:95, the maximum weight
wmax ¼ 0:9, and the minimum weight wmin ¼ 0:1. In the GA algorithm, the crossover
probability is 0.9, and the mutation probability updates in a self-adaptive manner.

The optimize results of the four types of algorithm are shown in Fig. 5, and the step
responses are presented in Fig. 6
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Fig. 5. Response curve of the second-order time-delayed system
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In Fig. 5, at the 15th iteration, the ITAE value of the NAPSO algorithm is
approximately 24.08, and the PSO, GA, and SOA are approximately 25.4, 24.6, and
24.8, respectively. It can clearly be seen that the NAPSO algorithm has the best
optimized result among the four types of algorithms, and when the four types of
algorithms obtain the same fitness value, the NAPSO algorithm requires a much
smaller number of iterations than the other algorithms.

In Fig. 6, compared with PSO, the NAPSO has a smaller overshoot and shorter
oscillation cycle, and the system can achieve stability more quickly. The accurate
simulation results of the Second-order Time-delayed System are given in Table 2.

In Table 2, the ITAE value is approximately 24.0218 for NAPSO compared with
approximately 25.3166, 24.7880 and 24.3978 for the PSO, GA and SOA, respectively.
Furthermore, the system overshoot is 36.72% in the case of NAPSO. Compared with
NAPSO, the overshoots of the PSO, GA and SOA are 63.79%, 48.80% and 47.42%,
respectively. Overall, the NAPSO has the smaller ITAE value and overshoot among the
four algorithms in the first experiment.

From the two experiments, it can be seen that when the initial positions and range
of gains are identical for all of the algorithms, the different algorithms produce different
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Fig. 6. ITAE curves of the second-order time-delayed system

Table 2. Simulation results of the Second-order Time-delayed System

Tuning
method

kp ki kd Settling time
(sec)

Overshoot
(%)

ITAE
value

PSO 100 0 80.8380 2.6408 63.79 25.3166
NAPSO 55.8028 0.6136 47.2314 2.1245 36.72 24.0218
GA 75.9074 0.6447 60.7940 1.5371 48.80 24.7880
SOA 77.3687 68.3148 62.7102 1.4745 47.42 24.3978
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values, and the NAPSO algorithm has the better ITAE values in the two experiments.
This finding indicates that the NAPSO algorithm has a better capability for a global
search than the other two algorithms. It is also clearly obvious that in the NAPSO
algorithm, the rapid convergence has improved because the update of the velocity and
positions of the particles no longer depend too much on the current best particle.

5 Conclusions

The optimization of the PID controller parameters is a hotspot in modem manufac-
turing technology. In this study, an improved PSO algorithm (NAPSO) based on
simulated annealing and natural selection is proposed and used in PID controller
parameters optimization. The simulation experiments show that the proposed algorithm
performs well in the Second-order Time-delayed System and the PMSM Servo System.
The results of the NAPSO were compared with PSO, SOA and GA, with the result that
the NAPSO has higher accuracy and faster convergence than the other three algo-
rithms. The proposed algorithm can provide a new method for addressing PID con-
troller parameter optimization and has definite value for applications in modem
manufacturing technology. However, the NAPSO has the disadvantage of strong
randomicity. In the future, we plan to study which is the more effective method for
improving the prediction results.
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Abstract. Based on the Hermitian and skew-Hermitian splitting (HSS)
iteration technique [14], a new iterative interpolation technique called
HPIA for curves and surfaces with NTP bases and its weighted ver-
sion WHPIA are proposed. We take the previous iteration and the cur-
rent iteration into account simultaneously, and establish a function based
on NTP bases as a perturbation term in the iteration process. Conver-
gence analyses and the approximate optimal weight of WHPIA are given.
Theoretical and experimental results show that HPIA and WHPIA are
effective.

Keywords: HSS iteration · NTP bases · PIA · Interpolation ·
Convergence

1 Introduction

Essentially, as a popular data fitting technique in recent years, geometric itera-
tion is an iterative method for solving linear equations in linear algebra. Since
the geometric iteration method was proposed, it has been widely used in the
academic research and engineering practices in the geometric design and related
fields [1–5]. By using the technique of geometric iteration, not only achieved bet-
ter results by addressing traditional problems of geometric design, such as offset
curves, degree reduction, and polynomial approximation to rational curves and
surfaces and etc., but also has been successfully applied to adaptive data fitting,
large scale data fitting, symmetric surface fitting, generation of curves interpolat-
ing given positions, tangent, and curvature vectors, generation of quality guar-
anteed quadrilateral and hexahedral meshes, generation of trivariate B-spline
solids.

The technique of geometric iteration in geometric design was originated and
developed by Lin et al. [6–13]. In 2004, Lin proved the property of profit-and-loss
for non-uniform cubic B-spline curves and surfaces [6], and for blending curves
and tensor product blending patches with normalized totally positive(NTP)
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bases in 2005 [7]. The approach of geometric iteration is called progressive itera-
tive approximation(PIA) in [7], which addresses both interpolation and approx-
imation (including EPIA [8] and LSPIA [5,9]). Lin has given the PIA iterative
formats with NTP bases in [6,7] as follows,
the case of curve:

[Ak+1
2 ,Ak+1

3 , · · · ,Ak+1
n−1]

=(I − N)[Ak
2 ,A

k
3 , · · · ,Ak

n−1], k = 0, 1, · · ·
(1)

the case of surface:

[Ak+1
11 ,Ak+1

12 , · · · ,Ak+1
1n , · · · ,Ak+1

m1 ,Ak+1
m2 , · · · ,Ak+1

mn ]

=(I − N)[Ak
11,A

k
12, · · · ,Ak

1n, · · · ,Ak
m1,A

k
m2, · · · ,Ak

mn]
, k = 0, 1, · · · ,N = N1 ⊗ N2

(2)

where the difference vector Ak
i or Ak

ij is calculated as

{
Ak

i = (Qi − Ck(ui))
Ak

ij = (Qij − Ck(ui, vj))

On the other hand, (1) and (2) can be written in matrix form as P k = (I −
N)P k−1 + Q, where P k is a column vector of control vertexes, I is identity
matrix, N is totally positive(TP) collocation matrix and Q is a column vector
of data points. In [10], Lu present a new and efficient method for weighted PIA
of data points by using NTP bases. The progress can be written in matrix form
as P k = (I − ωN)P k−1 + Q. And he proved that the weighted PIA based on
an NTP basis of the space has the fastest convergence rate when

ω =
2

1 + λn(N)
,

where λn(N) is the smallest eigenvalue of N .
Bai et al. proposed the use of the Hermitian/skew-Hermitian splitting(HSS)

iteration method [14]. Theoretical analysis has shown that this HSS-iteration
converges unconditionally to the exact solution of the system of linear equations
Ax = b. Based on the HSS-iteration technique, we present a new iteration
method and its weighted version for progressive iteration approximation of data
points by using NTP bases and prove their convergence. The iterative process of
these two methods consists of two steps, and the iterative difference vectors in
the two steps are different from each other. For convenience, we call them HPIA
and WHPIA, respectively.
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2 Iterative Format of HPIA

2.1 The Case of Curves

Given an NTP basis {N i(u)}n
i=0 and a control vertexes set {P 0

i }n
i=0 in R

2 or
R

3, we can generate the initial curve

C0(u) =
n∑

i=0

P 0
i Ni(u),

We assign control vertexes set {P 0
i }n

i=0 with a real increasing parameters set
{ui}n

i=0, i.e. u0 < u1 < · · · < un.
Then, the remaining curves of the sequence, Ck(u) for k ≥ 1, can be calcu-

lated as follows

Ck(u) =
k∑

i=0

P k
i Ni(u),

where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P k
i = P

k−1/2
i + Δk

1i

Δk
1i =P 0

i − [
1
2
(Ck(ui) + Ck−1/2(ui))

+
1
2
(Ck−1/2(Ni) − Ck(Ni))]

P
k−1/2
i = P k−1

i + Δk
2i

Δk
2i =P 0

i − [
1
2
(Ck−1(ui) + Ck−1/2(ui))

+
1
2
(Ck−1/2(Ni) − Ck−1(Ni))]

(3)

In (3), Ck(Ni) is defined as follows

Ck(Ni) =
n∑

j=0

P k
j Ni(uj), i = 0, · · · , n, k = 0,

1
2
, 1, · · · ,

which is a function that takes bases as variables. Since lim
k→∞

{P k−1/2
i }n

i=0 =

lim
k→∞

{P k
i }n

i=0, we have lim
k→∞

(Ck−1/2(Ni) − Ck(Ni)) = 0. Here, we consider

Ck(Ni) as a perturbation term in the iteration process.
We call (3) as HPIA format of curves, which consists of two steps and replaces

the iterative step length of each control vertex in PIA.

2.2 The Case of Surfaces

Given two NTP bases {Ni(u)}n
i=0, {Sj(v)}m

j=0 and a control vertexes set
{P 0

ij}n,m
i=0,j=0 in R

3, we can generate the initial surface

C0(u, v) =
n∑

i=0

m∑
j=0

P 0
ijNi(u)Sj(v).
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We assign control vertexes set {P 0
ij}n,m

i=0,j=0 with two real increasing parameters
set {ui}n

i=0 ,i.e., u0 < u1 < · · · < un and {vj}m
j=0 ,i.e., v0 < v1 < · · · < vm.

Like the case of curves, we can take Ck(N,S) =
∑n

i=0

∑m
j=0 P

k
ijN(ui)

S(vj), k = 0, 1, · · · as a perturbation term. Then, the remaining surfaces of the
sequence, Ck(u, v) for k ≥ 1, can be calculated as follows

Ck(u, v) =
n∑

i=0

m∑
j=0

P k
ijNi(u)Sj(v).

where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P k
ij = P

k−1/2
ij + Δk

1ij

Δk
1ij =P 0

ij − [
1
2
(Ck(ui, vj) + Ck−1/2(ui, vj))

+
1
2
(Ck−1/2(Ni, Sj) − Ck(Ni, Sj))]

P
k−1/2
ij = P k−1

ij + Δk
2ij

Δk
2ij =P 0

ij − [
1
2
(Ck−1(ui, vj) + Ck−1/2(ui, vj))

+
1
2
(Ck−1/2(Ni, Sj) − Ck−1(Ni, Sj))]

(4)

We call (4) as HPIA format of surfaces, which, like the case of curves, also con-
sists of two steps and replaces the iterative step length of each control vertex in
PIA.

Remark 1. From (3) and (4), we will get lim
k→∞

Ck(ui) = P 0
i or lim

k→∞
Ck(ui, vj) =

P 0
ij , If for any ε > 0, there is a natural number T , when k, s > T ,‖P k

i −P k−1
i ‖ <

ε or ‖P k
ij − P k−1

ij ‖ < ε.

3 Convergence Analysis

Lemma 1. Given any two non-singular collocation matrices N1 =
(Nj(ui))

n,n
i,j=0, N2 = (Sj(vi))

m,m
i,j=0, which is defined on two NTP bases

{Nj(u)}n
j=0, {Sj(v)}m

j=0. And assuming that λi(N1), i = 0, 1, · · · , n, λi(N2), i =
0, 1, · · · ,m are their eigenvalues respectively. Then,

(1) 0 < λi(N1) ≤ 1, 0 < λi(N2) ≤ 1,
(2) 0 < λi(N1 ⊗ N2) ≤ 1, here ⊗ is Kronecker product.

The proof of this Lemma 1 can be found in Theorems 2.1 and 2.2 of [2].
The two iterative processes of (3) and (4) can be written in matrix form

{(
I + 1

2N−
)
P k =

(
I − 1

2N+

)
P k−1/2 + P 0(

I + 1
2N+

)
P k−1/2 =

(
I − 1

2N−
)
P k−1 + P 0 (5)
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where I is the identity matrix, N+ = N +NT , N− = N −NT , and N = N1

or N = N1 ⊗ N2, (·)T is the transpose of matrix (·). Then, we get iterative
matrix of (5) as follows

M =
(
I +

1
2
N−

)−1 (
I − 1

2
N+

)(
I +

1
2
N+

)−1 (
I − 1

2
N−

)
.

Now what we need to prove is that the iterative sequence {P k} of control vertexes
converges to the unique solution P ∗, i.e., ρ(M) < 1.

Theorem 1. The two iterative processes of (3) and (4) are convergent, if the
bases {Nj(u)}n

j=0 and {Sj(v)}m
j=0 are totally positive and their collection matri-

ces N1 and N2 are non-singular.

Proof. Based on the similarity in-variance of spectral radius, the symmetric
matrix N+, and the anti-symmetric matrix N−, we have

ρ(M) =ρ

((
I − 1

2
N+

)(
I +

1
2
N+

)−1 (
I − 1

2
N−

)(
I +

1
2
N−

)−1
)

≤
∥∥∥∥∥
(
I − 1

2
N+

) (
I +

1
2
N+

)−1 (
I − 1

2
N−

)(
I +

1
2
N−

)−1
∥∥∥∥∥
2

≤
∥∥∥∥∥
(
I − 1

2
N+

) (
I +

1
2
N+

)−1
∥∥∥∥∥
2

∥∥∥∥∥
(
I − 1

2
N−

)(
I +

1
2
N−

)−1
∥∥∥∥∥
2

.

∵NT
− = −N−

∴
((

I−N−
2

) (
I+

N−
2

)−1)T (
I−N−

2

)(
I+

N−
2

)−1

=
(
I−N−

2

)−1 (
I+

N−
2

)(
I−N−

2

) (
I+

N−
2

)−1

=
(
I−N−

2

)−1 (
I−N−

2

) (
I+

N−
2

)(
I+

N−
2

)−1

=I

∴
(
I − N−

2

)(
I + N−

2

)−1

is a unitary matrix, i.e.,
∥
∥
∥
∥

(

I − N −
2

) (

I +
N −
2

)−1
∥
∥
∥
∥
2

=

1.
Thus, ρ(M) ≤

∥∥∥(
I − 1

2N+

) (
I + 1

2N+

)−1
∥∥∥
2

= max
λi∈λ(N+/2)

∣∣∣ 1−λi

1+λi

∣∣∣. From Lemma

1, we know λi > 0, i = 0, 1, · · · , n, so ρ(M) < 1. This completes the proof. ��
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4 Iterative Format of WHPIA

Similar to weighted PIA, we can accelerate the iterative process of the HPIA in
a weighted approach. Thus, (3) and (4) can be written in two weighted forms
respectively as follows

{
P k

i = P
k−1/2
i + ω1Δk

1i,P
k−1/2
i = P k−1

i + ω1Δk
2i

P k
ij = P

k−1/2
ij + ω2Δk

1ij ,P
k−1/2
ij = P k−1

ij + ω2Δk
2ij

.

And their matrix forms can be obtained from (5)
{(

I + 1
2ωN−

)
P k =

(
I − 1

2ωN+

)
P k−1/2 + ωP 0(

I + 1
2ωN+

)
P k−1/2 =

(
I − 1

2ωN−
)
P k−1 + ωP 0.

(6)

The iterative matrix of (6) is as follows

M =
(
I +

1
2
ωN−

)−1 (
I − 1

2
ωN+

)(
I +

1
2
ωN+

)−1 (
I − 1

2
ωN−

)
.

From Theorem 1, we know ρ(M) ≤ max
λi∈λ(N+/2)

∣∣∣ 1−ωλi

1+ωλi

∣∣∣ , λi > 0, i = 0, 1, · · · ,

n, ω > 0 i.e., ρ(M) < 1 . Thus, the iterative process (6) is convergent.

Theorem 2. Given two non-singular collocation matrices, N1 = (Nj(ui))
n,n
i,j=0,

N2 = (Sj(Vi))
m,m
i,j=0 , which are defined on two NTP bases {Nj(u)}n

j=0,
{Sj(v)}m

j=0. The HPIA with weight has the approximate fastest convergence rate
when

ω∗ =
2√

λmax(N + NT )λmin(N + NT )
,

where N = N1 or N = N1 ⊗ N2.

Proof. It is proved in [14] that the optimal spectral radius is

1
ω∗ =

√√√√λmax

(
N + NT

2

)
λmin

(
N + NT

2

)
,

thus,

ω∗ =
2√

λmax(N + NT )λmin(N + NT )
.

��
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5 Simulation

In this section, two examples are used for simulation to demonstrate the effec-
tiveness of the proposed methods HPIA and WHPIA, and to make a simple
comparison with PIA [6,7] and WPIA [10]. First, we give two test examples as
follows, those are, an example of iterative curve interpolation and an example of
iterative surface interpolation.

Example 1. 12 data points are taken in plane to constitute a 1 × 12 sequence:
(165, 150) (75, 150) (75, 225) (170, 265) (150, 165) (90, 165) (90, 210) (120, 220) (135, 180) (105, 180) (105, 195) (120, 195)

Example 2. 48 data points are taken in space to constitute a 7 × 9 matrix:

(0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
(0,−8,−10) (8,−8,−10) (8, 0,−10) (8, 8,−10) (0, 8,−10) (−8, 8,−10) (−8, 0,−10) (−8,−8,−10) (0,−8,−10)
(0,−10, 0) (10,−10, 0) (10, 0, 0) (10, 10, 0) (0, 10, 0) (−10, 10, 0) (−10, 0, 0) (−10,−10, 0) (0,−10, 0)
(0,−15, 10) (15,−15, 10) (15, 0, 10) (15, 15, 10) (0, 15, 10) (−15, 15, 10) (−15, 0, 10) (−15,−15, 10) (0,−15, 10)
(0,−6, 30) (6,−6, 30) (6, 0, 30) (6, 6, 30) (0, 6, 30) (−6, 6, 30) (−6, 0, 30) (−6,−6, 30) (0,−6, 30)
(0,−6, 50) (6,−6, 50) (6, 0, 50) (6, 6, 50) (0, 6, 50) (−6, 6, 50) (−6, 0, 50) (−6,−6, 50) (0,−6, 50)

(0,−8,−55) (8,−8,−55) (8, 0,−55) (8, 8,−55) (0, 8,−55) (−8, 8,−55) (−8, 0,−55) (−8,−8,−55) (0,−8,−55)

Fig. 1. HPIA iterative interpolation of curve example

Here, we choose B-spline to verify the effectiveness of HPIA and WHPIA,
there are two reasons: on the one hand, B-spline has many excellent properties
in expressing shapes; on the other hand, B-spline bases are NTP bases. We
adopt cubic non-uniform B-spline and use centripetal parameterization method
to calculate parameters of data points. The internal knots are determined by
parameters of data points. The fitting error at each iteration level is taken as
the total Euclidean norms of the adjusting vectors.
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Fig. 2. HPIA iterative interpolation of surface example

⎧⎪⎪⎨
⎪⎪⎩

ε curvek =
n∑

i=0

‖Δk
i ‖

ε surfacek =
n∑

i=0

m∑
j=0

‖Δk
ij‖.

The experimental results of the method proposed in this paper are shown in
Figs. 1, 2, 3 and 4, where subfigure (a) represents the initial state of iteration, and
(b)–(f) respectively illustrate the results after 1, 2, 4, 8 and 16 iterations, and the
corresponding iteration error is attached to below the corresponding subfigure.
It can be seen that the error of the weighted HPIA at the same iteration level is
much smaller than that of the unweighted HPIA, which exemplifies the validity
of the weighted version WHPIA.

In addition, Figs. 5 and 6 illustrate the results of 16 iterations obtained by
interpolating the data points in example 1 and example 2 using four methods,
HPIA, WHPIA, PIA and WPIA. Due to the fact that the error of the later
iteration is smaller, so to get a better look at the iterative effects, there are
two parts of each figure, namely the first eight iterations and the next eight
iterations. It can be seen that WHPIA performs best in Figs. 5 and 6, followed
by HPIA. The examples used in this section are only intended to demonstrate
the effectiveness of the methods presented by us. For other examples, we cannot
guarantee that our approaches converge faster than PIA and WPIA because the
spectral radius will vary with the NTP bases.
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Fig. 3. WHPIA iterative interpolation of curve example

Fig. 4. WHPIA iterative interpolation of surface example
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Fig. 5. Error comparison of iterative curve interpolation using four methods

Fig. 6. Error comparison of iterative surface interpolation using four methods

6 Conclusion

In this paper, based on the HSS iterative method for solving linear equations,
a new PIA approach called HPIA was proposed to solve the problems of curves
and surfaces interpolation with normalized totally positive bases. And then, we
weighted it to speed up the convergence rate of the iterative process, namely
WHPIA, and gave the approximate value of the fastest convergence weight.
Experimental results show that HPIA and WHPIA are effective in progressive
iterative approximation of curves and surfaces. However, due to various NTP
bases, it is not clear which method in WPIA and WHPIA has a smaller spectral
radius, so it is impossible to prove theoretically which method has the fastest
convergence speed.
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Abstract. Neural network models have played an important role in text
applications, such as document summaries and automatic short answer
questions. In previous existing works, questions and answers are together
used as input in recurrent neural networks (RNN) and convolutional
neural networks (CNN), then output corresponding scores. This paper
presents a method for measuring the score for short answer questions and
answers. This paper makes scoring by establishing a hierarchical word-
sentence model to represent questions and answers and using the atten-
tion mechanism to automatically determine the relative weight of ques-
tions and answers. Firstly, the model combines CNN and Bidirectional
Long Short-Term Memory Networks (BLSTM) to extract the semantic
features of questions and answers. Secondly, it captures the represen-
tation vector of relevant questions and answers from the sentence-level
features. Finally, all feature vectors are concatenated and input to the
output layer to obtain the corresponding score. Experiment results show
that the model in this paper is better than multiple baselines.

Keywords: Attention-based hybrid model · Automatic short answer
scoring · BLSTM · CNN

1 Introduction

Automatic Short Answer Scoring (ASAS) refers to the scoring of answers to
short answers without human intervention. The process is mainly to judge the
similarity between the answer and the standard answer in terms of words and
semantics. In most cases, the answer and the standard answer are not necessarily
identical. Answers with similar meanings are acceptable. In addition to the need
to have strong professionalism, the reviewer needs to be patiently thinking, and
the number of short answer questions is significantly higher than objective ques-
tions. Therefore, there are two disadvantages of the manual scoring methods for
short answer questions in the scoring process, such as the difficulty of ensuring
fairness, the speed and lower efficiency of scoring. As for the automatic scoring
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of short answer questions, it’s the key issue to effectively utilize the information
in the answer and the reference answer. It also serves as a research point in
natural language processing, and has a significance for automatic evaluation of
short answer scoring.

Therefore, the establishment of a complete automatic scoring model is the key
point to the automatic evaluation of short-answer questions. Traditional scoring
models use sparse features, such as word bags, part-of-speech tags, grammatical
complexity metrics, and essay lengths, but these features may be affected by
time consumption and sparse data features. Recently, it has been proved that
the results of using neural network models are better, compared to traditional
manual feature statistical models. Specifically, the distributed word represen-
tation is used to input, and the neural network model is used to combine the
word information to obtain a single dense vector form in the entire answer. A
score is given based on the non-linear neural layer on the representation. It has
been demonstrated that neural network models are more effective than statistical
models in different fields without manual features.

Deep learning gradually evolves from the distribution representation of the
initial computational words to the calculation of distributed representations of
phrases, sentences, and texts that contain more semantic information. The most
basic application of word vectors is calculating the semantic similarity of two
words. Correspondingly, when obtaining the sentence vector from the model
trained by the complete corpus, we can also give the semantic similarity of
the two sentences. Therefore, we can use the neural network method of deep
learning to represent the answer and the standard answer as a sentence vector
contains rich semantic information, then scoring the similarity among vectors as
the semantic similarity between the answer and the standard answer. Currently,
Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN)
are two mainstream architectures of Deep Neural Networks (DNN), which have
been widely used to handle automatic test scoring tasks. The CNN can obtain
features by stacking multiple layers including a convolutional layer and a merged
layer. The RNN can handle the sequential problem of propagating historical
information through the chained neural network architecture, and deal with
sequence problems [5,14], such as bidirectional long short-term memory networks
(BLSTM) model [16]. Combining the advantages of both RNN and CNN, this
paper proposes a score based on hybrid RNN and CNN to calculate the answers
of the short answer questions and applies a hierarchical attention mechanism at
the word and sentence level [21].

In this study, the model uses the mixed attention network of BLSTM and
CNN to capture the most important semantic information in the short answer
questions. BLSTM and CNN have been proven to be very effective for simu-
lating answer sequences and useful for learning long-term dependent data. For
traditional BLSTM and CNN networks, it is important to enter each word in
the sentence, which is reasonable for traditional automatic short answer scor-
ing tasks. The main contribution of our work can be summarized as follows:
(1) we explore the attention-based hybrid model to measure automatic short
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answer scoring; (2) we apply an attention mechanism, which can enhance the
mutual relation between the aspect term and its corresponding sentences, and
prevent the irrelevant words from getting more attention; (3) we carry out the
experiment on the dataset by utilizing multiple methods.

The rest of this paper is organized as follows: Sect. 2 briefly introduces the
work related to this study. Section 3 describes the model in detail. Experimental
results are reported in Sect. 4. Section 5 concludes this paper.

2 Related Work

In the past, scholars have proposed many automatic short answer scoring meth-
ods. Project Essay Grade [13] is one of the earliest automated scoring systems
that use linear regression to predict scores. Developed by the Educational Test-
ing Service, E-Rater [2] was one of the first systems to use operational scoring in
high-stakes assessments. The model utilizes many different features in scoring,
the model building approach, and the final score assignment algorithm. Chen
et al. [4] used a voting algorithm based on the initial scores and similarities
between essays to iteratively train the system and score the essays. McNamara
et al. [12] attempted to translate what we might observe in human raters within
a computational algorithm by using hierarchical classification with different vari-
ables allowed to enter at each level. Fala et al. [7] developed systems that predict
holistic essay scores based on features extracted from opinion expressions, topi-
cal elements, and their combinations. They also attempted to incorporate more
different features into the text scoring model. Klebanov and Flor [11] showed
that the higher scoring essays tend to have higher percentages of both highly
associated and dis-associated pairs, and lower percentages of mildly associated
pairs of words. Somasundaran et al. [15] used lexical chains, and interactions
between lexical chains and explicit discourse elements, which can be harnessed
for representing coherence to assess paper score.

Recently, Alikaniotis et al. [1] used the long short-term memory model
(LSTM) to automatically learn paper scoring tasks, thus eliminating the need
for any predefined feature templates. It uses score-specific word embeddings
(SSWEs) to word representation. The last hidden state of the bidirectional
LSTM is used for these representations. Taghipour and Ng [17] used the auto-
mated essay scoring LSTM model, which utilizes common word embedding and
uses the average combined value of all hidden states of the LSTM layer as a
paper representation. Dong and Zhang [6] obtained the final text representation
by processing the text into sentences and using two layers of CNN at the sentence
and text levels. Bahdanau [3] proposed a mechanism for attention in machine
translation. Bahdanau applied the base concern model to machine translation,
which allows the decoder to observe different parts of the source statement at
each step of the output generation, rather than encoding all source statements
into fixed-length vectors and explicitly finding the soft alignment of the current
position and between input sources. Since then, the attention mechanism has
been further used. Zhang [10] proposed a CNN based on attention pool repre-
sentation sentence that uses the intermediate sentence representation generated
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by BLSTM as a reference to the local representation produced by the convolu-
tional layer to obtain attention weight. Yang [18] designed Hierarchical Attention
Networks (HANs) for document classification, and this document classification
was applied to two levels of attention mechanisms at the word and sentence
level. Yujun [20,21] proposed Hybrid Attention Networks (HANs), which com-
bined selective attention to the vocabulary and character level. The model first
applied RNN and CNN to extract the semantic features of the text. Among
them, the model of this paper is most closely related to the HANs model, and
the HANs model represents a sentence with a hierarchical attention mechanism.

The work of this paper is to systematically investigate the sentence-level
and text-level modeling of CNN and LSTM, and notes the effectiveness of the
network to automatically select more relevant n-grams and sentences for the
task. Compared to the existing researches, this paper proposes to study the sen-
tence representation based on the hybrid network HANs model of hybrid RNN
and CNN. Model combined semantics and captured long-distance dependen-
cies among words has significant advantages. In addition, this paper proposes
a hierarchical attention mechanism to capture the semantic concerns in each
sentence and the model helps to filter out noise that is unrelated to the overall
sentiment [19].

3 An Attention-Based Hybrid Model

As shown in Fig. 1, we propose an attention-based hybrid model combining
BLSTM and CNN which contains four components:

(1) Input layer: input two diverse sentences of questions and answers to this
model;

(2) Embedding layer: map each word of a sentence of questions and answers
into a low-dimension vector;

(3) Hybrid attention layer: produce a weight vector, and concatenate word-
level features into a sentence of questions and answers feature vector by
multiplying the weight vector;

(4) Output layer: calculate score by concatenating sentences of questions and
answers feature vector.

Later in this section, these components will be presented in detail.

3.1 Word Embeddings

Given a sentence of questions and answers composed of N words S =
{w1, w2, ..., wN}, every word wi is converted into an embedding vector ei. A
word wi is transformed into its word embedding ei by using the matrix-vector
product:

ei = Wwvi (1)

The embedding matrix Ww is the parameter to be learned, Ww ∈ R
dw|V |, where

V is a fixed-sized vocabulary, and dw is the size of word embeddings. It is a
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Fig. 1. The architecture of the Attention-based Hybrid model.

hyper-parameter to be set by user. The word vector vi is a vector of size |V |
which has value 1 at index ei and 0 at all other positions. Then a sentence of
questions and answers is fed into the next layer as a vector ES = {e1, e2, ..., en}.

The goal of embedding layer is to represent each word in sentences with a d-
dimensional vector. The whole embedding space is used, in which the embedding
is updated after each batch.

3.2 Hybrid Attention

The motivation of attention is inspired by the observation that different words
should have different contributions to the final semantic representation of a sen-
tence of questions and answers. When reading a sentence, people often pay
attention to a word or several words, and these words can reflect meaning of
the answer. So, we use attention mechanism focused on word-level to implement
this motivation.

We only pay attention to these words whose semantic relationship have a
great impact on sentence of questions and answers meaning through word-level
attention mechanisms. BLSTM and CNN can extract the feature representations
in word-level attention architecture. On the attention layer, the output is the
concatenated representations.

In Fig. 2(a), the BLSTM produces the output vectors [h1, h2, ..., hn]. As
Eq. (2) shows, we can use an attention-weighted sum of output vectors to gener-
ate the representation Sα of a sentence of questions and answers. The attention-
weight αi is shown in Eq. (4), where Wα is a word of weight. And Eq. (3) repre-
sents the output of hidden layer.
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Sα =
l∑

i=1

(αihi) (2)

ui = tanh(Whhi + bh) (3)
αi = softmax(Wαui) (4)

The attention mechanism gets the representation Sα for the output of forward
and backward LSTM from the formulas described above. The BLSTM network
proposed in [8,9] can be utilized. Past features (via forward states) and future
features (via backward states) for a specific time can be used. Except for the
need to unfold the hidden states efficiently, the forward and backward passes
over the unfolded network through time are performed in a similar way to the
forward and backward passes of conventional networks.

Fig. 2. The architectures of BLSTM and CNN attention networks. Sα indicates the
attentive sentence representation of forward and backward LSTM, Sβ indicates the
attentive sentence representation of CNN.

In Fig. 2(b), the convolutional layer output vectors is [c1, c2, ..., cn]. Each ele-
ment of the vector vi is calculated by a tanh function using each convolution
feature ci in the hidden layer. And the attention weight βi decides the infor-
mation of convolution features by a softmax function. Afterwards, the pooling
vector Cβ is computed by a weighted sum of the convolutional layer output. We
can compute attentive representation whose output vectors is Cβ as follows:
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vi = tanh(Wcci + bc) (5)
βi = softmax(Wβvi) (6)

Cβ =
l∑

i=1

(βici) (7)

Multiple local representations can be learned by using CNN. The attentive
representations are produced by various CNNs through a max function, and are
then fed into the model to obtain the final pooling feature vector. And Eq. (8)
shows that the representation Sβ of a sentence of questions and answers, where
k is the length of the convolution window.

Sβ = argmax(Cβk) (8)

4 Experiments

Our experiments are performed on Windows platform with the memory of 16 GB
and the program is written in Python. This paper evaluates the performance of
our model for dataset identification. Since the dataset contains a lot of Chinese,
we use Jieba to segment the data and train the word vector. The configuration,
results and analysis details of the experiments are as follows.

4.1 Datasets

The exam question dataset contains 1669 pairs of short answer questions and
answers. Each short answer question corresponds to the standard answer and
the student answer, and there is a corresponding score. In the experiment, the
dataset is subjected to word segmentation and the spaces and punctuation were
removed. The data is randomly divided into 1335 training examples and 334
verification samples. The data in Fig. 3 is a part of the dataset.

4.2 Baselines

This article compares our model with several traditional methods for calculating
answer scores as follows. This paper selected four machine learning baselines,
including SVMs, CNNs, BLSTMs, and Attention-BLSTMs [9,19].

4.3 Experimental Settings

For all the experiments, we use Jieba to preprocess the dataset, including word
segmentation, stop words, word vector matrix, and initialize word representation
in the word embedding layer with the 300-dimensional word vectors pre-trained
from the dataset. Embeddings for word that are not presented in the model
are randomly initialized. In our dataset, the full score of the standard answer
is 2 points. So we classify the candidate according to the possible score of the
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Fig. 3. Examples of questions and answers from the dataset.

student answer, then we will divide the possible score into 3 categories: 0, 1, 2.
Parameter details are listed in Table 1. During the process of training, we do
not update the pre-trained word embeddings. We choose the model which works
best on the train set, and then evaluate it on the validation set. This paper uses
adaptive estimation for optimization. The backpropagation algorithm is used to
calculate the gradient of all parameters during training.

Table 1. The experimental parameter settings.

Hidden
layer size

Learning
rate

Decay
rate

Dropout
rate

Kernel
size

Batch
size

Epochs

200 0.01 0.8 0.3 3 64 100

4.4 Results and Analysis

For the HANs model, the questions are entered into the model in chronological
order and their parameters are the same. Table 2 compares HANs in this paper
with other state-of-the-art answer score methods.

Accuracy, Precision, Recall, and F1 are used to evaluate the performance
of the proposed model. Four metrics are used to evaluate the quality of each
model. Our model performs very well and training takes about 30 min at a
time, which indicates that the model in this paper is very effective in improving
learning ability. This is because we uses a word-level mixed attention mechanism
to increase the weight of meaningful words in the answer to take into account
local information and summary information.
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Table 2. Comparison of experimental results.

Method Accuracy Precision Recall F1

SVMs 0.7377 0.3623 0.1276 0.2332

CNNs 0.8978 0.9023 0.8892 0.8965

BLSTMs 0.9074 0.9215 0.9024 0.9081

Att-BLSTMs 0.9086 0.9190 0.9056 0.9067

This work 0.9697 0.9703 0.9687 0.9694

As can be seen from Table 2, we use the model to learn different classifiers
based on training data, and the proposed model performs better than the other
four models. Figure 4 shows the accuracy and loss of the test set and validation
set for 100 periods in the HANs model. We can see that the HANs model achieves
the highest prediction accuracy and the lowest loss.

Fig. 4. Accuracy and Loss Function of Train Set and Validation Set for 100 epoch
times. Acc and Loss indicate train set accuracy and loss function, Val-Acc and Val-
Loss indicate validation set accuracy and loss function.

5 Conclusion

This paper proposes a new neural network model called HANs for Automatic
Short Answer Scoring. CNN is used to obtain better local information and
BLSTM to focus the model on the information related to the answer, which
is encouraged by the attention-based neural network model to pay attention to
the words surrounding its similarity. Then, the output of CNN and BLSTM get
better results. This paper tests our model HANs on the dataset and obtains an
accuracy of 0.9697, which reveals that HANs is efficient and has competitive
performance compared to other models.
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Abstract. The IEEE 802.11 Distributed Coordination Function (DCF)
is a basic component in the medium access control (MAC) protocol of
Wireless Local Area Networks (WLANS). Recently, a unified analyti-
cal framework has been proposed [1] to capture the fundamental fea-
tures of IEEE 802.11 DCF networks, which provides various accurate
performance predication in NS-2 simulations. In the past a few years,
NS-3 is widely considered an emerging and promising network simulator
for researchers and engineers to validate their analytical models based
on simulation experiments. Similar to NS-2, NS-3 provides a thorough
802.11 PHY and MAC protocol stack, the accuracy of which is, neverthe-
less, not yet been fully investigated. In this paper, we conduct a perfor-
mance evaluation study of the unified IEEE 802.11 DCF analytical model
in [1] with NS-3. Various network scenarios (distinct conditions, varying
system parameters, different access modes and network topologies.) are
conducted. The performance evaluation study shows that the theoreti-
cal predication closely matches with NS-3 simulation results. This case
study implies that not only the theoretical model is a credible model for
homogeneous IEEE 802.11 DCF networks but also NS-3 WiFi module
can provide 802.11 network simulations as well as NS-2.

Keywords: Performance evaluation · NS-3 · IEEE 802.11 DCF

1 Introduction

Recently, a unified analytical framework has been proposed for IEEE 802.11 DCF
networks in [1]. Different from the classic Bianchi’s model in [2], the behavior of
each Head-of-Line (HOL) packet, including backoff collision, successful transmis-
sion, has been captured based on a discrete-time Markov renewal process. This
analytical framework has been evaluated using NS-2 simulation experiments,
which demonstrates that it is a simple yet accurate model for IEEE 802.11 DCF
networks.

Network simulation is a commonly-used methodology for properly producing
the behavior of a real system, which plays an indispensable role in communication
systems and computer networks owing to its scalability, stability and repeata-
bility. Recently, NS-3 is recognized as an emerging and promising discrete-event
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Fig. 1. An embedded Markov chain {Xj} of the state transition process of an individual
HOL packet in IEEE 802.11 DCF networks [1].

network simulator for students, researchers and developers. Different from the
antiquated simulator NS-2, NS-3 has a modular core written in C++, and a
Python scripting interface (similar to OTcl in NS-2), which better mimics real
systems and supports software integration and updatable models [3]. Based on
these excellent features, NS-3 has been achieving momentum in research and
education.

NS-3 is instrumented with a detailed model of the MAC layer for the WiFi
module, however, there exist very few studies to validate the NS-3 MAC layer
model due to its complexity. A number of studies have been conducted to validate
of the physical layer and the channel model in NS-3 [4–8]. Patidar et al. reported
a preliminary validation study of the MAC layer of NS-3 by varying the number
of nodes [9]. Baldo et al. [10] validated the NS-3 MAC model using a testbed.
In this paper, we provide a performance evaluation study of the aforementioned
unified IEEE 802.11 DCF analytical model proposed in [1] with NS-3. This work
can also serve as a validation of the NS-3 MAC implementation for IEEE 802.11
DCF networks from an analytical perspective.

The remainder of this paper is organized as follows. Section 2 describes the
major analytical results of the unified framework. Simulation setup is outlined
in Sect. 3. Section 4 presents the simulation results including how to tune the
NS-3 simulator and discusses the validation between simulation and theoretical
analysis. Finally, we conclude the paper in Sect. 5.

2 Validation Setup

In this section, we present the unified analytical framework for IEEE 802.11
DCF networks [1] and outline the expressions of the network sum rate D̂ for
both unsaturated and saturated network, both the basic access and RTS/CTS
modes. We aim to evaluate the accuracy of the NS-3 MAC layer model based on
the analytical results obtained based on this model, which has been validated
by the well-known NS-2 in [1].

2.1 Analytical Framework for IEEE 802.11 DCF Networks

A unified analytical framework for IEEE 802.11 DCF networks is established
to model the behavior of each HOL packet as a discrete-time Markov renewal
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process in [1]. Figure 1 shows the embedded Markov chain Xi, which denotes
the state of a HOL packet at the ith transition including the state of successful
transmission T , the state of waiting for request Ri and the state of collision Fi.

In an IEEE 802.11 DCF network, we consider there are n nodes with packet
transmissions over a noiseless channel, where each node has an infinite buffer and
each head-of-line (HOL) packet has an infinite maximum number of retransmis-
sion attempts. Suppose that each node has identical backoff parameters, includ-
ing the initial backoff window size W and the cutoff phase K. Assume that each
node is equipped with a traffic arrival rate of λ. For an unsaturated network in
[1], the normalized throughput λ̂out, which is defined as the percentage of time
for successful transmissions, is given by

λ̂out = nλ. (1)

In a saturated network, each node always has a packet ready for transmission.
As shown in [1], the normalized throughput λ̂out is derived as

λ̂out =
−τT pA ln pA

1 + τF − τF pA − (τT − τF )pA ln pA
, (2)

where τT and τF denote the holding times of HOL packets in successful trans-
mission and collision states (in unit of time slots), respectively, and pA is the
non-zero root of the fixed-point equation of the steady-state probability of suc-
cessful transmission of HOL packets given that the channel is idle, p:

p = exp

⎧
⎨

⎩
− 2n

W ·
(

p
2p−1 +

(
1− p

2p− 1

)
(2(1− p))K

)

⎫
⎬

⎭
. (3)

where n is the number of nodes, W is the initial backoff window size, K is the
cutoff phase (K = log2(

CWmax
CWmin

)).
Note that the normalized throughput λ̂out evaluates how efficient the time is

used for successful transmissions. It, however, does not reflect how much infor-
mation can be transmitted in terms of bits per second. Therefore, in this paper,
we focus on the network sum rates, which is defined as the number of informa-
tion bits that are successfully transmitted per second. Thus, in an unsaturated
network, the network sum rate D̂ can be written as

D̂ = λ̂out·
8PL
RDσ

τT
·RD =

8PL·nλ

στT
. (4)

from (1), where PL denotes the packet payload length (in the unit of bytes).
For a saturated network, its network sum rate D̂ is determined by (1) the

normalized throughput λ̂out, (2) the fraction of time that is used for packet
payload transmission in each successful transmission, and (3) the transmission
rate RD. It can then be written from (2)

D̂ = λ̂out·
8PL
RDσ

τT
·RD =

−8PL · pA ln pA

σ (1+ τF − τF pA − (τT − τF )pA ln pA)
. (5)
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In the parameter settings of NS-3, when a node encounters a collision, the
node will go through a period of ACK time-out or CTS time-out. Therefore,
the holding times of successful transmission and collision states of basic access
mechanism can be written as

τ ba
T =

( 8PL
RD

+ 8MH
RD

+ 2PH + 8ACK
RB

+ SIFS + DIFS)
σ

(6)

and

τ ba
F =

8PL
RD

+ 8MH
RD

+ PH + ACKTimeout + DIFS
σ

(7)

respectively. RB denotes the basic rate (in the unit of Mbps). MAC header (MH)
and ACK frames are in the unit of bytes. PHY header (PH), DCF interframe
space (DIFS) and short interframe space (SIFS) are in the unit of μs.

With the RTS/CTS mode, the holding times in successful transmission and
collision states can be written as

τ rts
T =

8PL
RD

+ 8MH
RD

+ 4PH + 8(RTS+CTS+ACK)
RB

+ 3SIFS + DIFS
σ

(8)

and

τ rts
F =

8RTS
RB

+ PH + CTSTimeout + DIFS
σ

(9)

respectively, where RTS and CTS are in the unit of bytes.

2.2 Comparison Between Dai’s Unified Model and the Classic
Bianchi’s Model

A widely adopted model of IEEE 802.11 DCF networks was proposed by Bianchi
in [2], where a classic two-dimensional Markov chain established for the backoff
process of each saturated node. The differences between Bianchi’s classic model
and Dai’s unified models are:

(1) In Bianchi’s model, it only considers the case where the network is saturated.
However, in Dai’s model, the performance of both unsaturated and saturated
network conditions are studied.

(2) In Bianchi’s model, it only focuses on throughput, while a unified analysis
of stability, throughput, and delay performance are fully studied in Dai’s
model. The results of both models are shown to be consistent in the saturated
throughput.

(3) Performance analysis of Bianchi’ model and a series of its follow-up studies
is based on numerical calculation, which, nevertheless, renders difficulties
for performance optimization. However, due to the explicit nature of Dai’s
model, explicit expressions of maximum network throughput and the opti-
mal backoff parameters are derived in both homogeneous and heterogeneous
IEEE 802.11 DCF networks in [1,11–14].
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(4) Dai’s model for homogeneous IEEE 802.11 DCF networks is further extended
to various heterogeneous IEEE 802.11 DCF networks in [12–15].

As Bianchi’s model is limited to the analysis of saturated network through-
put, we introduce Dai’s model to fully validate the NS-3 WiFi module. In turn,
with the accuracy of Dai’s model has been verified in NS-2, we further increase
the credibility of Dai’s model by the simulations with the NS-3 WiFi module.

3 NS-3 Simulation Setup

In this section, we will first describe the overall architecture of NS-3 WiFi mod-
ule, and then we will introduce the details of simulation setup.

3.1 NS-3 WiFi Module

An overview of NS-3 WiFi module architecture is shown in Fig. 2. In NS-3 WiFi
networks, nodes contain a WifiNetDevice object to hold together WifiChannel,
WifiPhy, WifiMac, and WifiRemoteStationManager. When an application initi-
ates transmission, the WifiNetDevice interface sends the packet to WifiMac class
which handles high MAC level functions such as different MAC types, beacon,
association, and so forth. DcaTxop handles the request access to the channel from
DcfManager. When access is granted, DcaTxop pushes the packet to MacLow for
initiating data transmission. WifiPhy class is mainly designed to receive packet
and tracking energy consumption. WifiChannel is designed to interconnect with
the WifiPhy so that packets can be received through the channel.

WifiMac

MacLow

WifiPhy

WifiChannel

DcaTxop MacRxMiddle

DcfManager

WifiMacQueue

StationManager

DcfState

Mac

Phy

Medium

WifiNetDevice

Fig. 2. WiFi module architecture of NS-3 simulator
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Fig. 3. Network topology

3.2 Simulation Setup

We consider both the ad-hoc mode and the infrastructure mode with vary-
ing system parameters to implement detailed comparisons between simulation
results and the mathematical model of IEEE 802.11 DCF networks shown in
Fig. 3, it is well known that in the infrastructure networks, the access point
(AP) needs to continuously transmit a beacon frame to inform the node of the
fundamental information in the network and the association between nodes and
AP is also necessary. In an ad-hoc network, on the other hand, the additional
channel activity due to association (beacon transmission, active scanning etc.)
are avoided. Note that we focus only on packet payload transmissions and ignore
the association effect in the mathematical model. Therefore, it can be expected
that we can obtain simulation results closer to our mathematical analysis in the
ad-hoc node.

In the ad-hoc network, the number of nodes is set to increase by 5 each time
in the range of 5 to 50. Each node sends a packet to an adjacent node with
date rate of 54 Mbps. Each node serves as both a transmitter and a receiver.
Therefore, the aggregated network sum rate is the sum of the date rate of each
node.

Table 1. System parameter settings [17].

PHY header (PH) 20µs ACKTimeout 69µs

MAC header (MH) 36 bytes CTSTimeout 69µs

ACK 14 bytes DIFS 34µs

RTS 20 bytes SIFS 16µs

CTS 14 bytes Slot Time σ 9µs

CWmin 15 CWmax 1023

In the simulation experiments, we utilize the default WiFi channel and the
physical layer from the YANS model [16], and choose the AdhocWifiMac as
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Fig. 4. Network sum rate D̂ versus aggregate input rate λ̂ in IEEE 802.11 DCF network
with basic access mechanism. PL = 1023 bytes. n = 50. W = 16. K = 6. RD = 54
Mbps. RB = 6 Mbps.

the type of the MAC layer. Currently, NS-3 has supported several IEEE 802.11
standards, and we select the 802.11a standard as the WiFi standard with date
rate and basic rate from 6, 9, 12, 18, 24, 36, 48 to 54 Mbps. The value of system
parameters are summarized in Table 1.

4 Performance Evaluation

In this section, we will present a series of designed DCF simulations in NS-3,
and demonstrate the comparison between analytical results with Dai’s model
and simulation results with NS-3 WiFi module. In particular, to evaluate the
performance of Dai’s model in the NS-3 WiFi module, we first increase the
traffic arrival rate to load the network from unsaturated to saturated modes,
and then set varying number of nodes n, the initial backoff window size W and
the cutoff phase K to obtain the simulation results.

4.1 Network Performance versus Traffic: Unsaturated to Saturated

In NS-3, we increase the aggregate input rate λ̂ = nλ to load the network states
from unsaturated to saturated, and λ is the probability to generate a new packet
every τT time slots. By steadily increasing λ̂, the network transits from the
unsaturated to saturated states.

Figure 4 shows that network sum rate D̂ increases and eventually saturates
as the aggregate input rate λ̂ grows. In fact, the network is unsaturated when
each node has a low λ̂, where D̂ linely increases with λ̂, each HOL packet can
be successfully transmitted. As λ̂ increases, each node always has a packet to
transmit and the network becomes saturated. In this case, the network sum
rate D̂ not longer increases with λ̂, and is determined by the system backoff
parameters.
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4.2 Saturated Throughput versus Key System Parameters

For a saturated IEEE 802.11 DCF network, it can be seen that network sum rate
D̂ depends on the number of nodes, the initial backoff window size and the cutoff
phase from Eqs. (3) and (5). In this section, we compare the network sum rate
of the simulation and theoretical results by tuning distinct system parameters.

Fig. 5. Network sum rate D̂ versus the number of nodes n in a saturated IEEE 802.11
DCF network with basic access mechanism. PL = 1023 bytes. W = 16. K = 6.
RD = 54 Mbps. RB = 6 Mbps

Figure 5 compares network sum rate D̂ obtained in NS-3 with the theoretical
results by varying the number of nodes n. As shown in Fig. 5, the NS-3 simulation
results are close to the theoretical curve except when n takes a small value such
as n = 5. The reason is that D̂ is determined by the limiting probability of the
successful transmission of HOL packets p in the mathematical model and p is
obtained under an implicit assumption that n is sufficiently large. Therefore,
when n < 5, the theoretical network sum rate may slightly deviate from the
simulation results.

In Fig. 6a, it can be observed that network sum rate D̂ obtained in NS-3 and
theoretical analysis are well matched by tuning the initial backoff window size
W . The network sum rate D̂ increases first and then decreases as W increments.
When W increases, each node achieves a larger backoff window size to avoid
collision and thus the network achieves higher network sum rate due to fewer
collisions. However, when W continues to increase, each node may have a longer
backoff duration so that the channel can be idle for a long time. In this case, the
utilization of channel will be reduced, leading to a decreased network sum rate.

As shown in Fig. 6b, network sum rate D̂ of theoretical model is close to the
NS-3 simulation results. When the cutoff phase K increases, D̂ is monotonically
increasing. With a larger K, the maximum backoff window size will increase.
In this case, each node has a higher probability of choosing a different backoff
window size to avoid collisions and thus the network has higher network sum
rate due to fewer collisions.
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Fig. 6. Network sum rate D̂ versus backoff parameters in a saturated IEEE 802.11
DCF network with basic access mechanism. (a) D̂ versus the initial backoff window
size W . (b) D̂ versus the cutoff phase K. With PL = 1023 bytes. n = 50. RD = 54
Mbps. RB = 6 Mbps.

4.3 Basic vs. RTS/CTS Access Modes

In the IEEE 802.11 standard, the DCF protocol is equipped with two access
modes, including the default basic access mechanism and the optional RTS/CTS
mechanism. With the basic access, the node first sends a packet after the DIFS
duration if it senses the channel idle. Otherwise, the node chooses a backoff
window size for the backoff process. If the node receives the ACK frame, it
confirms that its packet is successfully received by the destination. Otherwise,
if the node does not receive the ACK frame after the ACK time-out period, the
node restarts the backoff process.

Different from the basic access, the node first sends a short RTS frame to
reserve the channel in RTS/CTS access. If the RTS frame is successfully received
by the destination, and the destination sends the CTS frame to all nodes so
that other nodes will not contend for the channel and the node can successfully
reserve the channel to send the packet. Then, the packet transmission starts and
is confirmed to be successful by the ACK frame or starts the backoff process
after the CTS time-out period.

Figure 7 demonstrates how the network sum rate D̂ varies with the packet
payload PL in both modes. In the simulation experiments, we set the date rate
to 54 Mpbs and 24 Mbps, respectively with the same settings of n = 50, W = 16
and K = 6. As shown in Fig. 7, a good match can be observed between the
theoretical analysis and simulation results, which provides a good indication
that Dai’s model can be served as a considerably credible model to validate the
WiFi MAC layer in both NS-2 and NS-3.

4.4 Ad-Hoc vs. Infrastructure

A wireless ad-hoc network is a decentralised type of wireless network. Each node
is both a sender and a receiver. It can transmit packets to other nodes and receive
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a packet from a sending node. However, an infrastructure network is generally
centralized based on pre-defined network facilities, where a station must com-
municate with an access point (AP) first to access the network. The additional
channel activity due to association (beacon transmission, active scanning etc.)
is added compared to an ad-hoc network.

Fig. 7. Network sum rate D̂ versus the packet payload PL in a saturated IEEE 802.11
DCF network with basic access and RTS/CTS. n = 50. W = 16. K = 6. RB = 6 Mbps.

Fig. 8. Network sum rate D̂ versus the number of nodes n in a saturated IEEE 802.11
DCF network with basic access in ad-hoc and infrastructure mode. PL = 1023 bytes.
n = 50. W = 16. K = 6. RD = 54 Mbps.

Figure 8 depicts the effect of the association activity in the infrastructure
network on network sum rate performance. By comparing the relation between
network sum rate D̂ and the number of nodes n in the ad-hoc and infrastructure
networks, the network sum rate D̂ in the ad-hoc network is slightly higher than
that in infrastructure network due to the extra time overhead of the association
activities in the infrastructure mode.
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5 Conclusion

In this paper, we conduct a performance evaluation study of the unified IEEE
802.11 DCF analytical model [1] against the IEEE 802.11 MAC simulation model
in NS-3. We have instrumented the simulator with different scenarios includ-
ing traffic conditions varying from unsaturated to saturated, system parameters
including the number of nodes n, the initial backoff window size W and the cutoff
phase K, and varying the packet payload PL in the basic access and RTS/CTS
modes. Our study shows that the unified analytical framework proposed for
homogeneous IEEE 802.11 DCF networks matches closely with the NS-3 MAC
model. The work demonstrates that (1) NS-3 WiFi module can work accurately
for 802.11 model validations; (2) the unified analytical framework proposed in [1]
is a simple yet solid theoretical tool for performance evaluation of homogeneous
IEEE 802.11 networks.

Acknowledgments. The authors thank Rohan Patidar for his help in our NS-3 exper-
iments. This work was supported in part by the National Natural Science Foundation
of China (No. 61402186, No. 61370231).
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Abstract. Wide-area protection system has a strict requirement on real-time
and reliability of communication network. Currently, the path selection algo-
rithm that meets the requirements of wide-area protection system communica-
tion can calculates an optimal master path while meeting the requirements on
real-time and reliability. After some link or node in the master path fails, the
router in the communication network can detects the fault of the link or node
and needs to re-calculate a transmission path and re-release the path information.
Unfortunately, the sum of the fault detection time, the new path calculation time
and the update time of new path has exceeded the tolerance delay of wide-area
protection system. For solving this problem, 1 + 1 protection scheme is pro-
posed in this paper. We employs an improved ant colony algorithm to calculate
the master path and the alternate path, which meet the real-time and reliability
requirement of wide-area protection system. As soon as the master path fails, it
will immediately launch the alternate path, so that it can save the delay spent in
detecting the fault of link or node and re-release the path information. Finally, a
case study is carried out and it is proved that the improved ant colony can find
the optimal master and alternate paths.

Keywords: Wide-area protection system � Path selection � Alternate path �
Ant colony

1 Introduction

Relay protection system is an important part in power system. Most of conventional
protection systems only collect local or limited fault information, which bring negative
effect on the selectivity and fastness of protection for complex power system. The
Wide-Area Protection System (WAPS) can obtain global information from the power
system. At the same time, from the global perspective of the entire system, the stability,
selectivity, accuracy and reliability of the protection system are improved. Furthermore,
WAPS has potential to take coordinated measures to avoid the cascade trip-off or black
out of power system [1, 2]. Initially it was proposed to avoid the long-term voltage
collapse [3]. In recent years, with the rapid development of power system communi-
cation networks, WAPS has received extensive attention from many scholars.
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Wide-area protection systems are one of the key factors in wide area protection.
Therefore, the real-time, reliability, security and self-healing of the communication
system are strictly required. Especially when the smart grid communication fails, it is
also important to select the appropriate path to transmit information to the destination
quickly and reliably in the wide area protection system [4].

Currently path selection algorithm mostly adopts the concentrated methods based
on graph theory such as Dijkstra or Bellman-Ford algorithm to find the shortest path,
which has been extensively used in communication network, such as OSPF in the
Internet. Wide-area Protection System has a strict requirement on real-time, reliability
and self-healing of communication system. Therefore, many scholars calculates a path
selection with QoS parameters such as bandwidth, delay and reliability. The literature
[5] propose a robust routing algorithm to reach the higher network energy efficiency,
which is based on optimization problem. In [6], it describes how to employ Dijkstra
algorithm to acquire the path with the minimum hop count. The literature [7, 8] studies
the reliability of power communication network and self-healing after network failure.
In [9], an optimization model that maximizes path reliability under constraints of
communication delay is established. This literature [10, 11] is to minimize the net-
work’s bit energy consumption parameter, and then we propose the energy-efficient
minimum criticality routing algorithm, which includes energy efficiency routing and
load balancing. For the requirements of wide-area protection communication system, a
path selection model based on MPLS to meet the QoS requirements of wide-area
protection system is established in [12].

Wide-area protection system has strict requirements on real-time, reliability, self-
healing of the communication network. Especially after the master path fails, the
communication system still can reliably transmit the data via the alternate path. Above
algorithms mainly acquire an optimal master path and several nodes-disjoint or link-
disjoint alternate paths, but QoS parameters are not taken into account to meet the
requirements of wide-area protection system. The optimal primary path is calculated to
meet the real-time and reliability requirements of the path selection algorithm that
satisfies the wide-area protection system communication requirements. After some link
or node in the master path fails, the router in the network detects the fault of the link or
node and needs to re-calculate a transmission path and re-release the path information.
Unfortunately, the sum of the fault detection time, the new path calculation time and
the update time of new path has exceeded the tolerance delay of wide-area protection
system. For solving this problem, 1 + 1 protection scheme is proposed in this paper.
We employs an improved ant colony algorithm to calculate the master path and the
alternate path, which meet the real-time and reliability requirement of wide-area pro-
tection system. As soon as the master path fails, the alternate path will be started
immediately, so that it can save the delay spent in detecting the fault of link or node and
re-release the path information.

The rest of this paper is organized as follows: multi-path selection model is
introduced in Sect. 2; the solution based on improved ant colony for the model is
proposed in Sect. 3; the case study and result analysis are carried out in Sect. 4; finally,
we conclude in Sect. 5.
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2 Multi-path Selection Model

2.1 Path Reliability

In the network topology, each path can be treated as a set of links and nodes. The
reliability of the path is affected by the availability of links and nodes. Given there are
n paths path1 path2 path3: � � � pathk � � � pathn between source node and destination node,
the collection of nodes passed by pathk is Cpathk ¼ c1; c2; � � � ; cmf g, the collection of
links is Epathk ¼ e1; e2; � � � ; em�1f g. Path is made up by nodes and links in the way of
series connection, whose reliability is the product of availability rate of each link
between nodes times the availability rate of each node. The expression of path relia-
bility is as follows:

Ppathk ¼
Ym�1
i¼1

AeiAci ð1Þ

Ppathk is reliability of pathk, n means total number of nodes passed by the path, Aei

means availability rate of the i-th link on pathk. Aci means availability rate of the i-th
node on pathk.

2.2 Delay

Information transmission delay is mainly determined by factors such as communication
media, transmission distance and number of network equipment passed. Total delay of
information and data passed along the pathk equals to the sum of transmission delay,
treatment delay and queuing delay and the expression for information transmission
delay of the path is as follows:

Tpathk ¼
Xn�1
i¼1

dei
2
3v
þ tþDt ð2Þ

t ¼ 1
c

X
i;jð Þ

kij
lij � kij

ð3Þ

In the formula, Tpathk is the information transmission delay of pathk, dei is length of
link ei, the transmission velocity of information in optical fiber is 2/3 of velocity of
light, namely, 2/3 v, Dt is treatment delay of node, t is the queuing delay of node, kij
means the birth rate of data package in the queue of link (i, j), namely, the speed of
service data package joining the queue, l means death rate, namely, the speed of
service being finished and leaving the queue, and c is total arrival rate of the system.
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2.3 Optimization Model for Path Selection

To meet the requirements of wide-area protection communication, and enhance its
reliability by studying the master path and alternate path, an optimization model is
established as follows:

minTðTpath1 ; Tpath2; � � � ; Tpathk Þ
s:t PðPpath1 ;Ppath2; � � � ;Ppathk Þ[P0

�
ð4Þ

In the above formula, T(.) is the network transmission delay of selected path, P(.) is
the reliability of a path selected from candidate paths. The reliability of power com-
munication network is one of the decisive factors on whether wide range protection can
realize its preset function. P0 is the minimal reliability permitted for transmission of
wide range protection information in the power communication network, and if the
reliability of the path is larger than P0, it will be reserved as a candidate path. In the
paper, the value of P0 is set as 0.950. Based on the routine selection mathematical
model put forward, several paths with a high reliability and instantaneity are found
between designated source node and destination node.

Very high transients are required inwide area protection communication systems. For
provincial medium-sized power grids, the central dispatch master station needs to obtain
measurement information for all substations within 20 ms. In other words, the time for
each substation to issue a master station control command should also be controlled
within 20 ms. However, when the host path for information transmission fails, the delay
in detecting the path failure and the waiting delay of the reconstructed path often exceed
the delay allowed by the wide range of protection on the communication system.
Therefore, a channel should be selected to transmit the minimum total delay without
crossing any node of the host path to ensure that the standby path is initiated once the host
path fails, resulting in reduced fault detection latency and latency. The final delay path
reconstruction, the information transmission delay is less than 20 ms.

3 Solution Based on Ant Colony

Based on the basic algorithm of ant colony, modify the expecting factor to establish a
model of optimal path. Multiple transmission paths of different quality from source
node to destination node are found by improved ant colony algorithm, and select
secondary alternate path from them which does not cross with any node of host path.
Once the host path for transmission protection and control fails, it can quickly switch to
the alternate path, thereby improving the immediacy and reliability of the WRPS. The
specific steps of improved algorithm are as follows:

(1) Initialized parameters

Set the initial parameters: number of nodes n and number of ants k, transition probability
of ants Pk

ij, intensity of pheromone on the edge (i, j) sij, motivation degree for node i to
transit to node j is gij, pheromone volatile parameter a, maximum iterations NCmax , delay
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for ant when passing edge (i, j) Tij, maximum link availability rate on the edge (i, j) isEij, q
and e are parameters introduced by the algorithm.

(2) Put ant k at the source node S.
(3) The ant selects path based on formulas (5), (6) and (7).

Pk
ijðtÞ ¼

skijðtÞgkijðtÞP
s2allowedk

saisðtÞgbisðtÞ
; j 2 allowedk

0 otherwise

(
ð5Þ

gij ¼
1
Tij

ð6Þ

sijðtþ nÞ ¼ q1 � DsijðtÞþDsijðt; tþ nÞ ð7Þ

allowedk means the collection of nodes that can be selected by ant k in the next step, the
transition probability Pk

ijðtÞ is in direct proportion to saij g
b
ij. gij reflects the motivation

degree for node i to transition to node j,Tijmeans the delay for ant when passing edge (i, j),
sij means pheromone track intensity on the edge (i, j),Dsij means the track pheromone per
unit length left by ant on the edge (i, j), a and b are two important parameters.

(4) Each path generated by ant will undergo a partial renewal based on formula (8).

sðr; sÞ  ð1� qÞ � sðr; sÞþ q � Dsðr; sÞ ð8Þ

(5) Before each ant generates a path, it will repeat steps (3) and (4) in cycle.
(6) A whole renewal will be conducted based on formula (9).

sðr; sÞ  ð1� aÞ � sðr; sÞþ a � Dsðr; sÞ ð9Þ

(7) Repeat steps (3)–(6) in cycle until the iterations reach the designated number or
there is no better solution after several iterations.
By improving the ant colony algorithm, the performance of the algorithm is
improved, the ant’s ability to search is also enhanced, and the stagnation of the
algorithm is effectively avoided.

4 Case Simulation and Result Analysis

4.1 Case Study

As shown in Fig. 1, the paper takes the network topology of some architecture of
Shandong’s power grid as an example. The topology comprises 12 nodes and 21 links. In
the bracket of node 1 (0.1, 0.998), 0.1 ms means queuing delay of node 1, 0.998 means
availability rate of node 1. In the bracket (0.234, 0.997) on the link between node 2 and 3,
0.234 ms means transmission delay of link between node 2 and 3, 0.997 means avail-
ability rate of link between node 2 and node 3. Transmission velocity of information in the
channel v ¼ 2� 108 m/s, and given the treatment delay of nodes at Dt ¼ 0:1 ms.
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4.2 Simulation Result Analysis

With the parameters of Table 1 and multi-path routine algorithm suggested by the
paper, a simulation is conducted in MATLAB. The actual state of link in network
topology model is compared with the simulation result of improved ant colony algo-
rithm, which indicates that the path selected by routine algorithm keeps consistent with
the actual optimal path. The simulation experiment takes solving host and alternate
paths between node 1 (source node) and node 12 (destination node) in Fig. 1, and the
Figs. 2, 3, and 4 are optimal path and several secondary paths obtained from the routine
algorithm introduced by the paper.

Fig. 1. Network topology

Table 1. Average normalized values of the pheromone of paths.

Path Nodes Max delay/ms

Path1 1 ! 2 ! 5 ! 8 ! 12 1.5191
Path2 1 ! 2 ! 6 ! 9 ! 12 1.5645
Path3 1 ! 3 ! 6 ! 9 ! 12 1.9075
Path4 1 ! 2 ! 3 ! 6 ! 9 ! 12 2.2876
Path5 1 ! 4 ! 10 ! 12 2.3520
Path6 1 ! 4 ! 10 ! 9 ! 12 2.5055
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a. Path 1 Optimal path b. Path 2 Secondary path

Fig. 2. The path according to the algorithm of this paper
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According to the above three figures, we find the main path and several alternate
paths using the algorithm of this paper. According to the picture, several alternate paths
are different. The delay results are calculated and analyzed as shown in the following
Tables 1 and 2.

According to data of Tables 1 and 2, the routine algorithm computes several multi-
path routines with different quality from source node to destination node. Path 1 meets
the reliability constraint and its path transmission delay is the minimal. Therefore path
1 is taken as optimal path obtained by the routine algorithm, which is the host path for
transmission protection and control. The selection of alternate paths will be based on
quality sequence, and follow the principle of not crossing with any node of host path,

a. Path 3 Secondary path b. Path 4 Secondary path
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Fig. 3. The path by the algorithm of this paper
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Fig. 4. Path algorithm obtained

Table 2. Parameters of paths in the network.

Path Reliability Quality Path selection

Path1 0.986 1 Host path
Path2 0.989 2
Path3 0.985 3 Optimal alternate path
Path4 0.990 4
Path5 0.992 5 Secondary path
Path6 0.898 6
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with an attempt to cut the delay for detecting host path fault and delay for reissuing
routine list when the host path fails. Path 2 and 4 do not meet the requirement of not
crossing with any node of host path 1; Path 6 does not meet the reliability constraint;
Path 3 is the secondary path that meets double conditions of not crossing with node of
Path 1 and reliability constraint, while with the minimal total transmission delay, so
Path 3 is taken as the optimal alternate path for transmission protection and control and
path 5 taken as secondary path for the purpose.

5 Conclusion

In this paper, in the network topology model of wide-area protection communication
system, an improved ant colony algorithm is used to search several path routines of
different quality between source node and destination node, and select the optimal
alternate path. The multipathing procedure obtained in this paper enhances the relia-
bility of a wide range of protection communication systems. Once the optimal path
routine used by the wide-range protection communication system fails, it will quickly
start the secondary standby routine, which can reduce the delay of detecting host path
failures and delay the list of re-release routines to meet the requirements of the com-
munication network, and protect reliability and immediacy of the power supply.
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Abstract. Fuzzy Petri net (FPN) is a powerful tool to model and analyze the
knowledge-based systems (KBSs) or expert systems (ESs). The accuracy of the
reasoning result is a bottleneck to hinder the further development of FPN
because of lacking self-learning capability. To overcome this issue, a hybrid
GA-SFLA algorithm is proposed in this paper to improve the precision of each
parameter of a given FPN model. The proposed algorithm combines the
advantages both of GA and SFLA and includes three phases, which are gen-
erating chromosome by encoding the multi-dimensional solution which reflects
all initial frogs, gaining a better individual as well as seeking the optimal
solution by executing the local search and global search operations of SFLA.
Finally, an FPN model is used to test the feasibility of the proposed algorithm.
Simulation results reveal that all parameters of the given FPN model have the
higher precision by implementing the GA-SFLA than that of implementing GA
and SFLA, respectively.

Keywords: Parameter optimization � Fuzzy Petri net � Genetic Algorithm
(GA) � Shuffled Frog-Leaping Algorithm (SFLA)

1 Introduction

Knowledge-based systems (KBSs) or expert systems (ESs), are a form of computerized
artificial intelligence programming to capture and employ knowledge for settling
complex problems, such as fault diagnosis or inference [1–3]. However, the uncer-
tainties of objective rooted in people’s information and knowledge are widely existed
in the real world. Hence, it is required that the ESs need to reflect these uncertainties
and fuzzy information in the knowledge representation and modeling processing [4–6].
The last few decades have witnessed a series of new methods for representing
knowledge and automatic reasoning implementation, such as fuzzy production rule
(FPR) [7], fuzzy Petri net (FPN) [8], Semantic Web [9] and frame-based representation
[10], etc.

FPN is kind of high-level Petri nets (HLPNs) based on the backward extension
principle [11]. Due to the graphical description capability and the systemic mathe-
matical analysis mechanism, FPN can accurately depict the uncertainty and is com-
monly used in the modeling, analyzing, and reasoning for KBSs and ESs [7, 12, 13].
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Nowadays, fruitful reasoning algorithms using FPN were borne and employed into
different industrial areas for specific functions, such as fault diagnosis, path recognized,
traffic schedule, process monitor, and so on [14, 15].

There are various successful FPN and its industrial applications. However, another
bottleneck of FPN-how to obtain the more accurate final reasoning result of the goal
output place-is still in the initial phase because the existing FPN formalism lacks of
self-learning ability to improve the accuracy of relevant parameters value. Shen et al.
developed two kinds of machine learning PN (MLPN) models to enhance the self-
learning of the Petri net (PN) by supervised and unsupervised learning algorithms
based on artificial neural network (ANN) [16]. Similarly, Tsang et al. proposed a
learning strategy of a kind of 14-tuple FPN by using ANN. However, in the training
process, training of thresholds of the FPN was neglected because the authors assumed
all transitions of FPN can be enabled and fired [17]. Wang et al. employed an efficient
genetic particle swarm optimization (GPSO) learning algorithm to execute self-learning
function for the parameters of FPN. But the proposed GPSO learning algorithm is not
suitable for some more complex and large-scale FPN models [18]. Above three liter-
atures, it reveals that it is a feasible thinking to enhance the self-learning of FPN model
and to practice the accuracy of each kind of parameters by using soft computing
techniques.

Based on the similar thinking, a hybrid algorithm, namely GA-SFLA approach, is
presented in this manuscript at first by combining the advantages of GA and SFLA.
Then, the proposed hybrid algorithm is used to execute the training process for
improving the accuracy of each type of parameters of FPN. The simulation results
indicate that the FPN parameters which are optimized by GA-SFLA own better pre-
cision than that of which are optimized by SFLA and GA, respectively.

Remain parts are organized as follows. Section 2 gives the related concepts of FPN
and FPR. Section 3 illustrates the framework and implementation steps of the GA-
SFLA algorithm in details after analyzing GA and SFLA briefly. Section 4 shows the
experimental results of parameters’ optimization by performing GA-SFLA, GA and
SFLA algorithms one-by-one on the same FPN case. Section 5 recalls and summarizes
the entire manuscript.

2 Fuzzy Petri Net and Fuzzy Production Rule

FPN and FPR are two major formalisms which have been applied to fulfil the KBS
requirements. This section introduces the basic concepts both of FPN and FPR. Then,
the corresponding FPN model of different types of FPR is generated, respectively.

2.1 Fuzzy Petri Net

FPN generally defined as the following 8-tuple formalism.

FPN
P ¼ ðP; T; I;O;M; l;W ;CFÞ ; where
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• P ¼ fp1; p2; � � � ; png represents a finite set of places, where n represents the number
of places in the rule;

• T ¼ ft1; t2; � � � ; tmg represents a finite set of transitions, where m represents the
number of transitions in the rule;

• IðOÞ is the input (output) function, i.e., the mapping relation between places and
transitions;

• M ¼ ðm1;m2; � � � ;mnÞT indicates the identity of places;
• wi indicates the weight of places pi, i.e., the support degree for the rule establish-

ment by preconditions pi;
• CFj indicates the credibility, i.e., the true extent of the conclusion after transitions tj

fired;
• l : l ! ð0; 1�, li is the threshold of transitions tj.

2.2 Fuzzy Production Rule

FPR is a commonly used to represent the uncertainties in expert systems [19–21].
General FPRs are formalized and described as follows.

if DðkÞ then Q ðCF; l;wÞ ; where

• D is a limited set of preconditions, D ¼ fD1;D2; � � �Dng;
• Q is a limited set of conclusions, Q ¼ fQ1;Q2; � � �Qmg;
• k is the true extent of each precondition, k 2 ½0; 1�;
• CF is the credibility of the rule; CF 2 ð0; 1� is the credibility of the conclusion

obtained after the rule is executed;
• l is the threshold of the rule, l 2 ð0; 1�;
• w is the weight of each precondition, w 2 ð0; 1�.

2.3 Correspondence Between FPN and FPR

After comparing with these formalisms, the correspondence between an FPR and FPN
could be listed in Table 1

Table 1. The corresponding relationship between an FPR and FPN

FPR FPN

FPRs FPN model
FPR Transition
Precondition and Conclusion Place
Range of application of rule Extension of transition
Weight of rule (w) Input weight from place to transition (w)
True extent of each precondition (k) Value of Token (MðpiÞ)
Threshold of rule (l) Threshold of transition (l)
Credibility of the rule (CF) Credibility from transition to place (CF)
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FPRs can be divided into three main types, which are ‘simple’, ‘or’, and ‘and’ rules
according to different relationship among conditions.

Type 1: Simple Rule
if DðkÞ then Q ðw ¼ 1; l;CFÞ
Type 2: And Rule

if D1ðk1Þ and D2ðk2Þ and � � � and DnðknÞ then Q ðP
n

i¼1
wi ¼ 1; l;CFÞ

Type 3: Or Rule
if D1ðk1Þ or D2ðk2Þ or � � � or DnðknÞ then Qðwi ¼ 1; li;CFiÞ

The corresponding FPN models of three types of FPR are illustrated in Fig. 1.

3 Hybrid GA-SFLA Algorithm

GA and SFLP are two common powerful evolutionary optimization algorithms to
handle various complex engineering problems. In this section, brief introductions of
GA and SFLP algorithms are given at first. Next, a hybrid algorithm based on the
advantages both GA and SFLA is demonstrated in details.

3.1 Genetic Algorithm (GA)

GA is one of the most popular optimization algorithms based on stochastic search
mechanism. Three basic operators-selection, crossover and mutation-are used to pre-
sent a population of solutions in the implementation process of GA. In the initial phase,
an initial population is created by a set of random solutions. A new population will be
generated from the previous population by using three basic operators repeatedly till
the termination criteria is reached [22]. The main advantages of GA could be sum-
marized into three points. First, fit solutions could be found in a very less time. Next, a
wide range of solutions could be evaluated based on the random mutation operator.
Finally, it is easy to realize the coding operation for each solution [23–25].

Fig. 1. The corresponding FPN model for each type of FPR
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3.2 Shuffled Frog-Leaping Algorithm (SFLA)

SFLA is a kind of optimization algorithms which is inspired by analyzing the behavior
of frogs located in swamps to seek optimum location of food [26]. SFLA owns two
different search abilities, local search as well as global search, to ensure obtain the
optimum solution for complex problems [27]. Compared with other intelligent com-
puting techniques, SFLA can gain optimal solution by the better performance of the
global search because SFLA integrates the advantages both genetic from memetic
algorithm (MA) and social behavior from particle swarm optimization (PSO) [28, 29].

3.3 Hybrid GA-SFLP Algorithm

In this manuscript, a hybrid GA-SFLP algorithm is proposed in this article to improve
the self-learning capability of FPN by combining the advantages of GA and SFLA.

The GA-SLFP algorithm could be classified into three phases.
Function of the first phase is to generate each chromosome in the initial population

by encoding the multi-dimensional solution which reflects all initial frogs.
The second phase is to gain a better individual by implementing the main algorithm

frame of GA based on the obtained in the population under a give a fixed number.
The third phase is to the global optimal solution by implementing the local search

and global search operations of SFLA for the better individuals got from phase 2.
The entire flowchart of the proposed GA-SFLA algorithm as shown in Fig. 2.

Begin

Ini alize the related paremeters of popula on 

Mappings all ini al frogs in to mul -dimensional solu on

Is termina on criteria sa fied?

Implement selec on, 
crossover and muta on 
operators to generate a 

new popula on

No

Yes

Map the op mal solu on to a popula on 
from previous phase

Evaluate the fitness value of each frog

Sort the frogs in descending order

Par on the popula on 

Shuffled all memeplex

Generate a new popula on

i1>G?

i1=i1+1

No

Encoding the obtained mul -dimensional solu on as a 
chromosome

Generate the ini al popula on

Evaluate the fitness value of  ini al popula onthe 

Set the  Number of global itera on and the 
total  number of itera ons as i1 and G, 

respec vely

Local search for each memeplex

Yes

Output the op mal solu on Pg

End

Fig. 2. Flowchart of the GA-SFLA algorithm
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4 Experiment and Analysis

In this section, an FPN model is selected to reveal the feasible of the proposed GA-
SFLA algorithm. Meanwhile, GA, SFLA and GA-SFLA algorithms are executed to
optimize the different types parameters of the same FPN model.

4.1 Experiment Design

In general, FPN model, there are only three types of parameters. Hence, GA, SFLA and
GA-SFLA algorithms are employed to optimize the three types of parameters (weight,
threshold, credibility) one-by-one based on following principles (Take the credibility
optimization as a case) in this experiment. In the initialization phase, the individual
solutions are generated based on the range CFi 2 ð0; 1�ði ¼ 1; � � � ; 5Þ randomly. The
maximum and the minimum value of the individual could be set as 1; 1; 1; 1; 1½ � and
CF1;CF2;CF3;CF4;CF5½ � (listed in Table 2).

• Calculate the fitness of each solution and implement the corresponding algorithm.
• Output the gained optimal individual solution.

FPN Model Selection Criteria
In this experiment, a simple KBS with 4 FPRs is selected to generate the corresponding
FPN model. These four FPRs include three types of FPRs, which are simple rule, ‘or’
rule, and ‘and’ rule. Meanwhile, the meaning of each place is neglected because the
goal of this experiment is to discuss the parameter optimization issue of the FPN
model. The fours FPRs are listed below.

R1 if d1 or d2 then d3 ðl1;CF1; l3;CF3Þ
R2 if d1 then d2 ðl2;CF2Þ
R3 if d3 and d4 and d5 then d6 ðw1; w2; w3; l4; CF5Þ
R4 if d3 then d7 ðw4; w5; l5; CF5Þ

The corresponding FPN model of above FPRs is generated as shown in Fig. 3.

CF5

d1

1

2 d2 3 d5

d4

w1

w2

w3

4

d6

d7 5

d8

w4

w5

1

1 1

d3

Fig. 3. The corresponding FPN model of 4-FPR KBS
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Experiment Parameters’ Setting
In this experiment, the expected values of three types of parameter, which are given by
expert, are shown in Table 2.

• For the entire GA-SFLA algorithm, the population size = 50 and the max number
of iterations G = 300

• Other parameters are assigned based on the classical GA and SFLA algorithms.

4.2 Experimental Results and Analysis

Each algorithm is implemented five times. The final experimental results of each
algorithm are listed in Tables 3, 4 and 5, respectively.

Table 2. The expected values of three types of parameters

Parameter

Weight (w) Threshold (l) Credibility (CF)
w1 w2 w3 w4 w5 l1 l2 l3 l4 l5 CF1 CF2 CF3 CF4 CF5

0.2 0.3 0.4 0.5 0.6 0.7 0.9 0.6 0.8 0.7 0.3 0.4 0.2 0.5 0.4

Table 3. Five times’ experimental results by implementing GA

Parameter 1st result 2nd result 3rd result 4th result 5th result Means

Weight w1 0.2548 0.2256 0.2323 0.2907 0.2656 0.25380
w2 0.3240 0.3219 0.3362 0.3205 0.3170 0.32392
w3 0.4511 0.4158 0.4146 0.4022 0.4386 0.42446
w4 0.5067 0.5133 0.5119 0.5033 0.5028 0.50760
w5 0.6106 0.6245 0.6100 0.6176 0.6040 0.61334

Threshold l1 0.7404 0.7238 0.7148 0.7200 0.7149 0.72278
l2 0.9216 0.9025 0.9230 0.9182 0.9115 0.91428
l3 0.6123 0.6248 0.6172 0.6088 0.6031 0.61324
l4 0.8085 0.8124 0.8344 0.8115 0.8191 0.81718
l5 0.7240 0.7206 0.7057 0.7237 0.7201 0.71882

Credibility CF1 0.3049 0.3198 0.3246 0.3214 0.3343 0.32100
CF2 0.4196 0.4104 0.4216 0.4140 0.4092 0.41496
CF3 0.2010 0.2059 0.2079 0.2262 0.2220 0.21260
CF4 0.5344 0.5037 0.5205 0.5044 0.5207 0.51674
CF5 0.4481 0.4812 0.4124 0.4443 0.4176 0.44066
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Table 6 lists the expected value of the parameters and the related means of simu-
lation results by implementing GA, SFLA and GA-SFLA algorithms, respectively.

Table 4. Five times’ experimental result by implementing SFLA

Parameter 1st result 2nd result 3rd result 4th result 5th result Means

Weight w1 0.4450 0.3352 0.5907 0.3804 0.3521 0.42068
w2 0.4275 0.3451 0.4698 0.4881 0.5611 0.45832
w3 0.4899 0.5374 0.4750 0.6868 0.5384 0.54550
w4 0.6052 0.5488 0.5514 0.6200 0.6226 0.58960
w5 0.8161 0.7158 0.6641 0.6750 0.6579 0.70578

Threshold l1 0.7188 0.8276 0.7296 0.7335 0.8319 0.76828
l2 0.9044 0.9999 0.9388 0.9550 0.9488 0.94938
l3 0.7188 0.6019 0.7004 0.6886 0.6399 0.66992
l4 0.8826 0.8693 0.8225 0.8659 0.8881 0.86568
l5 0.7752 0.7270 0.7493 0.7415 0.7536 0.74932

Credibility CF1 0.4707 0.3001 0.5079 0.5033 0.3567 0.42774
CF2 0.6056 0.4885 0.4183 0.5583 0.7120 0.55654
CF3 0.3525 0.2019 0.4060 0.3753 0.3105 0.32924
CF4 0.6617 0.5920 0.5505 0.6853 0.5058 0.59906
CF5 0.5748 0.6260 0.5055 0.5408 0.5572 0.56086

Table 5. Five times’ experimental result by implementing GA-SFLA

Parameter 1st result 2nd result 3rd result 4th result 5th result Means

Weight w1 0.2297 0.2203 0.2145 0.2177 0.2221 0.22086
w2 0.3218 0.3017 0.3062 0.3245 0.3089 0.31262
w3 0.4043 0.4156 0.4192 0.4114 0.4232 0.41474
w4 0.5003 0.5062 0.5033 0.5158 0.5052 0.50616
w5 0.6056 0.6114 0.6047 0.6005 0.6035 0.60414

Threshold l1 0.7025 0.7029 0.7038 0.7134 0.7022 0.70496
l2 0.9033 0.9123 0.9083 0.9040 0.9199 0.90956
l3 0.6056 0.6135 0.6140 0.6083 0.6157 0.61142
l4 0.8030 0.8053 0.8078 0.8033 0.8033 0.80454
l5 0.7023 0.7049 0.7060 0.7020 0.7078 0.70460

Credibility CF1 0.3097 0.3021 0.3007 0.3002 0.3196 0.30646
CF2 0.4042 0.4074 0.4219 0.4007 0.4017 0.40764
CF3 0.2100 0.2290 0.2159 0.2068 0.2042 0.21318
CF4 0.5124 0.5086 0.5025 0.5071 0.5020 0.50652
CF5 0.4137 0.4089 0.4003 0.4025 0.4150 0.40826
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According to Table 6, the obtained means of each parameter of the FPN by exe-
cuting GA-SFLA algorithm are much better than that of GA and SFLA. Take a case as
CF5, the expected value given by expert is 0.4, gained value by executing GA, SFLA
and GA-SFLA is 0.44066, 0.56086 and 0.40826 based on 300 iterations. Hence,
compared with GA and SFLA, the simulation results own higher precision by imple-
menting GA-SFLA. It is further indicated that the FPN owns a stronger self-learning
capability by using the GA-SFLA algorithm.

5 Conclusion

Focusing on the self-learning issue of FPN, a hybrid GA-SFLA algorithm has been
presented in this paper to improve the precision of each parameter of the given FPN
model. The proposed algorithm includes three steps: each chromosome in the initial
population is generated by encoding the multi-dimensional solution which reflects all
initial frogs at first. Then, the classical GA is used to gain a better individual. Finally,
the local search and global search operations of SFLA are executed to obtain the
optimal solution. A case study was used to illustrate advantages of the proposed
algorithm by comparing the simulation results based on different algorithms. The
results show that the FPN owns a stronger self-learning capability by using the GA-
SFLA algorithm.

Acknowledgement. This work is supported by the National Natural Science Foundation of
China (Nos. 61741205, 61462029).

Table 6. Five times’ experimental result by implementing SFLA

Parameter Expected value Means of each parameter of
simulation results

1st result GA SFLA GA-SFLA

Weight w1 0.2 0.25380 0.42068 0.22086
w2 0.3 0.32392 0.45832 0.31262
w3 0.4 0.42446 0.54550 0.41474
w4 0.5 0.50760 0.58960 0.50616
w5 0.6 0.61334 0.70578 0.60414

Threshold l1 0.7 0.72278 0.76828 0.70496
l2 0.9 0.91428 0.94938 0.90956
l3 0.6 0.61324 0.66992 0.61142
l4 0.8 0.81718 0.86568 0.80454
l5 0.7 0.71882 0.74932 0.70460

Credibility CF1 0.3 0.32100 0.42774 0.30646
CF2 0.4 0.41496 0.55654 0.40764
CF3 0.2 0.21260 0.32924 0.21318
CF4 0.5 0.51674 0.59906 0.50652
CF5 0.4 0.44066 0.56086 0.40826
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Abstract. In the simultaneous wireless information and power transfer
(SWIPT) system, time reversal (TR) is a special signal processing technology
used to enhance the signal strength at the receiving end and improve the signal-
to-noise ratio. In this paper, we study the joint transmit power allocation and
power splitting algorithm for SWIPT system with TR. Considering a multi-input
and single-output (MISO) SWIPT communication system, TR is introduced to
construct a novel channel model, and the closed-form expression of energy
efficiency (EE) is analyzed. An important problem is to maximize the energy
efficiency by jointly transmit power allocation and power splitting, which is a
two-element fractional non-convex problem. To solve it, we transform this
problem to a convex optimization problem by a parametric method, and then
solve it by one-dimensional search and CVX. Numerical results are provided to
validate our proposed algorithm.

Keywords: Time reversal � Simultaneous wireless information
and power transfer � Energy efficiency optimization

1 Introduction

With the development of energy revolution, the focus of people is no longer limited to
oil, heat and so on, but for the renewable energy explored by advanced science and
technology. The radio-frequency signals is a new renewable energy, which can be used
to charge the device and send information synchronously, and thus it becomes one of
the research hotspots in information transmission and security communication [1–3].

Simultaneous wireless information and power transfer (SWIPT) makes full use of
these two characteristics of radio-frequency signals and attracts scholars’ attention. The
concept of SWIPT was first proposed by Varshney [4], who had made great progress in
the entire communication industry. As data traffic grows and energy consumption
increases, future wireless networks will pursue a communication method with higher
energy efficiency [5–8]. However, most of the existing SWIPT literatures focus on the
study of maximizing throughput, maximizing sum rate, and maximizing spectral effi-
ciency [9–13], the maximization of energy efficiency (EE) got little attention. In the
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case of satisfying the corresponding constraints, the maximization EE algorithm of
SWIPT was studied only in broadcast channel, multiple access, relay network and
wireless sensor network respectively [14–17]. Although these optimization algorithms
improve the EE, it is limited by the signal strength of power splitter (PS) to some
extent. The principle of time reversal (TR) is to use the spatio-temporal focusing effect
generated by multipath propagation to enhance the signal strength at the receiving end,
and simplify the receiver structure [18–20]. In [21], some researchers introduced TR
into the SWIPT eavesdropping system, and proposed a new physical layer security
transmission scheme, which greatly improved the transmission security of the system.

For the problem of maximizing EE in TR-SWIPT system, we consider to use TR to
improve the achievable information rate and energy harvested firstly, and then propose
an EE problem with transmit power allocation and power splitting. The objective
function of the problem is a two-dimensional non-linear non-convex programming
problem, which can be transformed into a linear convex optimization problem by the
transformation of the objective function, and then the optimal solution is obtained by
one-dimensional search and CVX. By means of numerical simulations, the effects of
the signal-to-noise ratio (SNR), the number of antenna, the number of multipath, and
the search accuracy on energy efficiency are analyzed, and the comparison of EE with
other systems [1, 21] will be also discussed in the later.

The remainder of this paper is organized as following

• Section 2 to describe the system model and communication process of TR-SWIPT.
• Section 3 to present the problem planning and algorithm design.
• Section 4 to show numerical results, and Sect. 5 shows conclusion.

2 System Model

This section describes the specific communication process of the TR-SWIPT system,
and analyzes the corresponding transmission signals and EE expressions.

Consider a point-to-point TR-SWIPT system with only one transmitter and one
receiver, where the transmitter is equipped with M transmits antennas and the receiver
is equipped with one antenna. For convenience, the PS adopts a separate structure and a
dynamic power splitting mode, and the channel state information (CSI) of the system
remains unchanged during the complete communication process. In addition, perfect
CSI has been known to the system.

Fig. 1. TR-SWIPT system model
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The system model of TR-SWIPT is shown in Fig. 1, and the communication
process on the frequency selective fading channel can be divided into three steps, as
shown below.

• Step 1. The information receiver or energy receiver in the PS transmits the sounding
signal, and then the transmitter receives the sounding signal and analyzes the CSI.

• Step 2. The TR modulator modulates the signal according to the CSI, and then the
transmitter transmits the modulated signal to the PS via multiple antennas.

• Step 3. The PS receives the transmitted signal, and then splits the received signal
into two parts, one for the information decoder (ID), and the other for the energy
harvester (EH). At this point, a completed communication process is implemented.

Based on the above communication process, we will first analyze the signal
received at point A. Let P represent the average transmit power of the antenna, and let s

(E sj j2
h i

¼ 1) denote the data symbol to be transmitted. Modeling a frequency selective

fading channel into a linear tap delay model, hm 2 C
L (E hm l½ �j j½ � ¼ 0,

E hm l½ �j j2
h i

¼ r2m;l, l ¼ 1; 2; � � �; L is the number of multi-paths) denotes channel vector

between the mth (m ¼ 1; 2; � � �;M) transmission antenna and receiver, and antennas are
independent of each other. Moreover, nA is the additive white Gaussian noise intro-
duced by the antenna with zero mean and variance r2A, Thus the signal at point A is

yA ¼
ffiffiffi
P

p
s
XM
m¼1

hm � gm þ nA ð1Þ

where gm 2 C
L represents TR pre-modulated vector for the signal, and can be written

as

gm l½ � ¼ h�m Lþ 1� l½ �
, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

m¼1

hmk k2
vuut ð2Þ

where h�m Lþ 1� l½ � denotes the complex conjugation of hm l½ �, and gm l½ � has been
normalized.

As the signal is transmitted to point a, we can see from the literature [22] that for
the signal transmitted after time-reversed modulation, the signal power is less lost
during transmission, and most of the power is concentrated in the center tap. So, we
only need to take the value of L th tap to get the ideal signal power. Let pA, pID and pEH
represent the power of received signal, the power of ID and the power of EH,
respectively, as indicated in (3)–(5).

pA ¼ psig þ r2A ð3Þ
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pID ¼ qpA þ r2cov ¼ q P
XM
m¼1

gm L½ � � hm L½ �
�����

�����
2

þ r2A

0
@

1
Aþ r2cov ð4Þ

pEH ¼ 1�qð ÞpA ¼ 1�qð Þ P
XM
m¼1

gm L½ � � hm L½ �
�����

�����
2

þ r2A

0
@

1
A ð5Þ

where psig denotes ideal signal power, and q 2 0; 1½ � represents power splitting.

Moreover, conversion noise ncov (E jncovj½ � ¼ 0, E½jncovj2� ¼ r2cov) is the additive noise
introduced by the wireless signal to baseband signal conversion.

3 Problem Planning and Algorithm Design

In this section, we propose a two-element fractional non-convex problem with joint
transmit power allocation and power splitting, and find optimal solution by a para-
metric method, one-dimensional search and CVX.

3.1 Problem Planning

Based on the TR-SWIPT system, we define SNR P; qð Þ, R P; qð Þ and Q P; qð Þ, i.e. (6)–
(8), as SNR, achievable information rate and harvested energy, respectively.

SNR P; qð Þ ¼ qPsig

qr2A þ r2cov
¼

qP
PM
m¼1

gm L½ � � hm L½ �
����

����
2

qr2A þ r2cov
ð6Þ

R P; qð Þ ¼ Blog2 1þ qP
XM
m¼1

gm L½ � � hm L½ �
�����

�����
2

0
@

1
A,

qr2A þ r2cov
� �0

@
1
A ð7Þ

Q P; qð Þ ¼ f 1� qð Þ psig þ r2A
� � ¼ f 1� qð Þ P

XM
m¼1

gm L½ � � hm L½ �
�����

�����
2

þ r2A

0
@

1
A ð8Þ

where f represents the conversion efficiency of energy which is not the focus of this
article, and for the convenience of simulation we set f ¼ 0:8, namely linear energy
conversion. B denotes the system bandwidth. Note that the above performance indi-
cators are all within the unit time.

Then, assume the circuit power consumption of TR-SWIPT system is PC. As we
use the harvested energy as compensation for PC, the total energy expense of entire
system Qtotal P; qð Þ is derived as Eq. (9), and EE ge as Eq. (10).
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Qtotal P; qð Þ ¼ PC þP� Q P; qð Þ ð9Þ

ge ¼
R P; qð Þ

Qtotal P; qð Þ ð10Þ

In Eq. (10), whether it is increasing R P; qð Þ or reducingQtotal P; qð Þ by the system, the
EE can be increased. However, for practical reasons, the system can obtain a maximum
EE only when constraint is satisfied. So, this problem P1 of EE can be formulated as

max
q;P

ge ¼ R q;Pð Þ=Qtotal q;Pð Þ ð11Þ

s:t: R q;Pð Þ�Rmin ð11aÞ

Q q;Pð Þ�Qmin ð11bÞ

0�P�Pmax ð11cÞ

0� q� 1 ð11dÞ

where Rmin is the minimum achievable information rate requested data rate for the QoS,
Pmax denotes the maximum transmit power for antenna, and Qmin represents the
minimum harvested energy.

3.2 Algorithm Design

After some mathematical analysis with Hessian matrix of Eq. (11), we can know that
the P1 is a two-element fractional problem with joint transmit power allocation and
power splitting, and a non-convex problem at the same time [23]. It is difficult to solve
a non-convex problem, so we consider a parametric method as Eq. (12), as F geð Þ is
equal to zero, the optimal solution of Eq. (12) is also the optimal solution of problem
P1, which is specifically proved in [23].

F geð Þ ¼ max
q;P

R q;Pð Þ � g�eQtotal q;Pð Þ� � ð12Þ

where g�e is the global optimal solution to the problem.
So, the problem P1 can be converted into the problem P2 through above analysis,

as shown in the formula (13).

max
q;P

R q;Pð Þ � geQtotal q;Pð Þ ð13Þ

s:t: R q;Pð Þ�Rmin ð13aÞ

Q q;Pð Þ�Qmin ð13bÞ
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0�P�Pmax ð13cÞ
0� q� 1 ð13dÞ

Continue to analyze the problem P2, we find that the Hessian matrix of Eq. (13) is
always less than or equal to 0 as Eq. (14). In other words, it means that the objective
function of P2 is concavity, and the in-Eq. (13a) also is a concavity constraint by the
same way. Moreover, Eqs. (13b), (13c) and (13d) are linear, that’s to say, the problem
P2 can be seen as a convex problem, and can be solved by any convex optimization
methods. Based on the above analysis, the key point of solving the problem P2 is that
the value of g�e is not known, and fortunately the literature [24] proposes a method of
solving the optimal value by iteratively updating ge.

@2 R q;Pð Þ � geQtotal q;Pð Þ½ ��@P2 � 0 ð14Þ

CVX is a modeling system for constructing and solving convex optimization, so we
build an optimization algorithm based on CVX and iteratively updating algorithm [24],
the specific algorithm is shown in Table 1, where k is the search precision, and n
represents the number of iterations.

Table 1. EE algorithm
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4 Numerical Results

In this section, we numerically evaluate the performance of optimization algorithm for
EE in link level simulation platform. The general simulation parameters are shown in
Table 2.

In Fig. 2, we can observe that the performance of EE can achieve improvement at
high SNR region for k = 0.01 compared to k = 0.1, k = 0.2 and k = 0.02, this is
because the optimal solution may be hidden in the unsearched value of q. Therefore,
the more comprehensive the search value k, the larger the value of EE. However, when
the SNR is small, the search accuracy has little effect on EE. In addition, with the
increase of SNR, Rðq;PÞ is more dominant than Qtotalðq;PÞ, thus improving the EE of
system.

In Fig. 3, we change the antennas number M and multi-paths number L, and then
calculate the value of EE correspondingly. As M and L increase, EE of the system
increases also. From the formula analysis, when M and L increase, the ideal signal

power
PM
m¼1

gm L½ � � hm L½ � to be split is increasing, thereby further increasing the factor of

system energy efficiency.

Table 2. Simulation parameters

Simulation parameters Values

Channel bandwidth B 10 MHz
Threshold of end d 0.001
Circuit power consumption PC 25 W
Minimum harvested energy Qmin 20 dBm
Delay spread 14 µs

Fig. 2. Effect of SNR and search accuracy on EE when Rmin = 100 kbps, Pmax = 30 dBm, and
Pcov = −10 dBm
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In Fig. 4, we compare the EE performance with three systems, namely conven-
tional SWIPT system [1], non-optimized TR-SWIPT system [21] and optimized TR-
SWIPT system. In more detail, as in the lower SNR, the ideal signal power is equal to
the noise power, so the constraint of problem P2 is not satisfied, resulting the energy
efficiency is zero. Furthermore, when problem P2 is feasible, the EE performance is
better than the other two systems. It is worth noting that no matter how the SNR
changes, the non-optimized TR-SWIPT system is always superior to conventional
SWIPT, which indicating that the TR itself has good optimization performance.

Fig. 3. Effect of antennas number and multi-paths number on EE when Rmin = 120 kbps,
k = 0.1, Pmax = 30 dBm, and Pcov = −20 dBm

(1) (2)

Fig. 4. Comparison of EE of different transmission schemes when Rmin = 120 kbps, k = 0.1,
Pmax = 30 dBm, and Pcov = −20 dBm
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5 Conclusion

This paper considers a point-to-point transmission communication system of broad-
band TR-SWIPT. Firstly, the specific communication process is analyzed in frequency
selective fading channel, then, the mathematical model of TR-SWIPT system is
established and the EE expression is also derived, finally, a non-convex fraction of
maximize EE is converted into convex by function transformation and an EE opti-
mization algorithm by jointly transmit power allocation and power splitting is pro-
posed. From the simulation results, some conclusions can be drawn as below

(1) The value of EE will increase as the SNR, number of antennas, and number of
multi-paths increase.

(2) In the higher SNR area, the search accuracy has a greater impact on energy
efficiency.

(3) TR can improve the EE of SWIPT, therefore, the optimization algorithm proposed
in this paper performs better than conventional SWIPT.
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Abstract. The conducted researches have shown that the features of the
housing and communal sector do not allow talking about the possibility of
calculating the “optimal” tariff rate. Also in the current conditions in Russia,
tariff methods that are successfully used abroad (for example, the method of
reinvested capital) cannot be used. The correct approach to housing and com-
munal tariff formation is the calculation of compromise tariffs, the size of which
takes into account the interests of consumers of services, resource-supply
organizations, public authorities and investors. Development of an effective
method of tariff formation for rural areas is particularly acute. The correct
approach to housing and communal tariff formation is the calculation of com-
promise tariffs, the size of which takes into account the interests of services’
consumers, resource-supply organizations, public authorities and investors.
Compromise approach for tariffs’ formation can also become an effective
instrument not only in Russia: it can be applied in countries where it is sufficient
to calculate housing and communal services’ social demand and its budget
coverage (e.g. because of the increasing number of migrants).

Keywords: Housing and communal complex � Method of tariff formation �
Compromise prices and tariffs � Social demand � Rural areas

1 Introduction

The issue of developing an effective methodology for tariff formation becomes
important for rural areas, whose housing and communal complex is currently in the
worst condition, according to experts, compared to the national average [1–3]. Due to
the fact that ensuring the effective functioning of the agro-industrial complex is one of
the highest priorities, methodological support of its activities (including the creation
and maintenance of a sustainable housing and communal system) is of particular
importance. It is also necessary to develop an effective algorithm that can be used to
provide subsidies to the population and agro-industrial enterprises.
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The use of the proposed methodology in the process of reorganization of the
housing and communal complex of rural areas will form a basis for its further devel-
opment. It must be noted that the housing and communal complex of rural areas is not
only life-supporting for the population, but also is the basis for the functioning of agro-
industrial enterprises.

The authors expect a further study on this topic, the main direction of which will be
the finalization of the methodology, taking into account the emerging requirements for
resource conservation.

2 Socio-Market Compromises

The compromise price modeling is very effective in different spheres [4–6]. Let us
consider the mathematical model of the social and market compromise in the market of
housing and communal services of Russian Federation.

Let N be the number of final consumers of the goods (for example, social groups of
the population) that can be ranked by the amount of money d that they can allocate for
the purchase of a certain product (service):

d1 [ d2 [ . . .[ dk [ . . .[ dN : ð1Þ

YHk is the minimum necessary rate of consumption of goods by one k-th consumer.
In the case of a complex of goods, YHk ¼ 1.

At the price of the goods in the market PY ¼ P, can delineate all final consumers of
the goods (services) to solvent and insolvent. Those consumers for whom the minimum
necessary amount of consumption of the goods (services) will be less than or equal to
the amount of money that they are able to allocate for their acquisition (YHkP � dk),
will be solvent. The number of both types of consumers is determined by the level of a
fixed price.

Consumers can be considered as solvent if:

dk �PYHk; k ¼ 1; 2; . . .;N1 Pð Þ: ð2Þ

Insolvent are customers for whom:

dk �PYHk; k ¼ N1 Pð Þþ 1; . . .N: ð3Þ

The total amount of the regulatory requirement of all insolvent consumers of the
goods is determined:

bY Pð Þ ¼
XN

k¼N1 Pð Þþ 1
YHk; ð4Þ

as well as the total amount of payment means available to consumers on the market of
the goods:
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D2 Pð Þ ¼
XN

k¼N1 Pð Þþ 1
dk ð5Þ

With a fixed price P, it is possible to determine solvent consumers as a set N1;

consumers are ready to present their bankroll in the volume of D1 Pð Þ ¼ PN1

k¼1
dk on the

services market. Insolvent consumers enter into the aggregate ðN � N1) and are ready
to present their bankroll in the market of services in the amount of D2 Pð Þ Solvent and
insolvent consumers will present their bankroll in the following amount:

D0 ¼
XN

k¼1
dk: ð6Þ

Payment means and fixed compromise prices of the consumer market uniquely
determine the means of payment and the prices of the general commodity market:

PX̂ ¼ PX̂ Pð Þ.
In the commodity sector of the product (service) there are m enterprises that pro-

duce and sell goods (provide services) under various conditions and determine their
production and economic parameters.

At a fixed price of goods (services) in the market PX̂ , we can determine the values
of Il:

Il ¼ PX̂ � cl
� �

�Xl � DHl; ð7Þ

where ,
where q – the part of payments to budgets of all levels; – normative

marginal income of the enterprise.
Then Il is the excess income of the enterprise. Thus, the enterprises present in this

economic sector and selling a specific product (providing a specific service) can be
ranked in descending order Il:

I1 [ I2 [ . . .[ Il [ . . .Im: ð8Þ

At a price P, those enterprises whose excess income will be different from zero
(Il � 0) can be considered as competitive.

The fixed price P also delineates all the enterprises present in the industry to
competitive and uncompetitive. The quantity of both of them is regulated by the price
level.

The enterprises can be considered as competitive if:

ðPX̂ � clÞX̂l � DHl ¼ Il � 0; l ¼ 1; 2; . . .;ml Pð Þ: ð9Þ

Uncompetitive are those enterprises for which:
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ðPX̂ � clÞX̂l � DHl ¼ Il\0; l ¼ ml Pð Þþ 1; . . .;m: ð10Þ

The aggregate competitive producer at a fixed price P is defined as the set m1 that
has the following parameters:

Jl ¼
Xm1 Pð Þ

l¼1

Jl; �X
l ¼

Xm1 Pð Þ

l¼1

�Xl;

ð11Þ

A set of uncompetitive producers at a price P can be defined as a cumulative
uncompetitive producer with the following production and economic parameters:

J2 ¼
Xm

l¼ml þ 1

Jl; �X
2 ¼

Xm
l¼ml þ 1

�Xl;

ð12Þ

The market, generally “recognizes” only a solvent buyer and a competitive seller.
At the same time, insolvent consumers are partially solvent and will bring their money
D2(P) to the market. So the total amount of payment means will be equal to

D0 ¼ PN
k¼1

dk.

Therefore, the model of a market-based trade-off between aggregate demand and
aggregate supply in the consumer market will be as follows:

PXY ¼ P� Pð Þ ¼ max arg maxP
D0

P
� DH Pð Þ
P� c Pð Þ ;

D0

�Y1 Pð Þ

 !( )
: ð13Þ

Here DH Pð Þ is the minimum margin income of the aggregate competitive seller at
the price P of the consumer market; – the average cost of sold

goods per unit; �Yl Pð Þ ¼ E � Â
� �

X̂l Pð Þ; Â Pð Þ is the matrix of average coefficients of
labor costs for competitive enterprises.

If it turns out that N1 P�ð Þ\N, then this will mean that D2 P�ð Þ[ 0 andbY P�ð Þ � D2 P�ð Þ
P� ¼ YS [ 0, where YS is the social demand for the goods of insolvent

consumers, which is also called non-marketable. The total volume of market and non-
market demand will be:
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YF P�ð Þ ¼ Y� P�ð Þþ YS P�ð Þ ¼ D1 P�ð Þ
P� þ bY P�ð Þ: ð14Þ

Coverage of social demand is possible only due to state regulation. The necessary
budgetary allocations used to cover this demand can be defined as follows.

From the formula (15) it is possible to receive the sum of necessary payment means
in the consumer market in that situation when the compromise volume of purchase and
sale will make Y0 ¼ YF P�ð Þ:

D ¼ DH

ð1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4 Y0c

DH
Þ

q 2

4
; ð15Þ

D P�ð Þ ¼ D1
H
1
4

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

Yall P�ð Þc P�ð Þ
D1

H

s !2

: ð16Þ

In this case, the amount needed to finance from the budget to cover social demand
for services will be:

DD ¼ D P�ð Þ � D0: ð17Þ

It is obvious that state subsidies allocated to consumers from budgets of different
levels to cover social demand can violate the compromise equilibrium that has
developed in the market. In case when consumers present D(P*) payment means on the
market, that is, they will provide demand in the amount of YF(P*) at the price of P*, it
may exceed the supply of the product due to limitations in the production capacities of
enterprises which are competitive, and also because of the unfavorable fixed P* for
uncompetitive enterprises.

In case of occurrence of similar situations, the government should restore the
broken balance by introducing in action various levers of state regulation (for example,
budgetary and tax).

Let us consider possible situations.

If YF P�ð Þ� Y
1
P�ð Þ, then competitive enterprises at a fixed price P* can cover

social demand by using production facilities more fully. In this situation, enterprises
can increase their marginal revenue by increasing the total number of provided ser-
vices, which is beneficial to them. The government in this case will not conduct any
additional procedures for regulation in the housing and communal sector.

If YF P�ð Þ[ �Y1 P�ð Þ, the government should involve in the production-market
process the capacities of uncompetitive enterprises at the price of P*.

In this situation, two scenarios are possible.

1. YF P�ð Þ � �Y1 P�ð Þ� �Y2 P�ð Þ.
In this case, in order to cover the consumers’ need for services, the government will
be sufficient to attract uncompetitive enterprises with fixed price P* into the
industry. With the help of direct subsidies, the government will be able to increase
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the attractiveness of the industry for previously uncompetitive enterprises, covering
their current costs or providing tax incentives. The volume of additional production
in this case will be:

YF P�ð Þ � �Y1 P�ð Þ ¼ DY P�ð Þ: ð18Þ

Let us denote the amount of direct government subsidies through , and the
amount of tax benefits through Dq (0\Dq\qÞ; in this case it is possible to obtain a
condition under which uncompetitive enterprises can make a profit in the produc-
tion of goods and services in the amount of DY :

ð19Þ

ð20Þ

Equating (18) and (20), taking into account (14) we obtain:

ð21Þ

ð22Þ

Expression (22) allows to determine the amount of budgetary funds necessary to
equalize the trade-offs of supply and demand at a fixed price P*. The total amount
of public funds needed to establish a social and market compromise will be:

ð23Þ

2. DYF P�ð Þ � �Y1 P�ð Þ[ �Y2 P�ð Þ.
In this situation, it is required to create new production capacities that will help to
satisfy demand in the following volume:

D~Y ¼ YF � �Y1 � �Y2: ð24Þ

Then, in addition to the amount of funds calculated with the help of formula (23),
governmental appropriations or (and) preferential credits are needed to create these
capacities in a particular sphere.
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From formula (13) it is obvious that finding the parameters of the social-market
compromise by determining the compromise price P* requires an iterative proce-
dure of calculations with the replacement of D′ by D(P*) from formula (16). In
addition, different procedures are needed in order to harmonize the compromise
parameters of the commodity and consumer markets.

In this case the following calculation scheme can be proposed:

1. The decision process begins with a price of the consumer market P0 for D = D′. At
step k, using market matching procedures and solving the problem (4), we obtain

the prices P�
k and P�X̂

k ;

2. Using formulas (9–11) with the price P�X̂
k , we determine the parameters of aggregate

competitive and uncompetitive producers;
3. By the formula (14) we define YF P�

k

� �
.

4. By the formula (16) we find D P�
k

� �
.

5. By the model (13), we determine P�
kþ 1 P�

k

� �
for D0 ¼ D P�

k

� �
and the parameters

from step 2.
6. If P�

kþ 1 6¼ P�
k , then go back to step 2. If P�

kþ 1 ¼ P�
k ¼ P�, then go to step 7.

7. By formulas (17), (22) and (23), the amounts of budgetary funds necessary for
social and market regulation of the final consumer of the goods are calculated.
Proceed to step 8.

8. End of calculations; results’ analysis.

It is obvious that the government is limited in means of socio-economic regulation
[7, 8]. In this regard, the general task of regulating final consumption should be
formulated as the task of achieving maximum social effect with limited means.

If the government has a total amount of funds DDG to ensure the social (non-
market) demand in accordance with established consumption norms, the criterion for
optimality of funds’ distribution DDG can be the minimum of the sum of squares of
deviations in purchases of goods by insolvent consumers at compromise prices of the

consumer market P�
j

n on

j¼1
from the volume of needs according to the established

norms of consumption, taking into account the relative weights of consumer’s goods
values.

If in all commodity sectors can be obtained data for determining the parameters of
aggregate solvent and insolvent consumers and parameters of aggregate competitive
and uncompetitive producers at each price level Pj, j = 1, 2,…, n, then the compromise
price of the consumer market P�

j and the sum of state subsidies to consumers DDj can
uniquely determine the amount of initially insolvent consumers’ purchases:

Y2j P�
j ;DDj

� �
¼

D2j P�
j

� �
þDDj

P�
j

¼ D2j þDDj
� �

Dj � DHj
� �

cj Dj þ
ffiffiffiffiffiffiffiffiffiffiffiffi
DjDHj

p� � ; ð25Þ
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where Dj ¼ D1j P�
j

� �
þD2j P�

j

� �
þDDj is the amount of money from buyers on the

market of the j-th product, taking into account state subsidies; Y2j for fixed P�
j is defined

as a function of DDj; Ŷj P�
j

� �
is determined for a fixed price P�

j in the form of constants.

The necessary subsidies for producers in all product segments are determined
according to (18, 20, 22) as follows.

In those commodity segments for which there are not enough reserve capacities of
competitive producers, the following condition will be fulfilled:

Y�
j P�

j

� �
[ �Y1

j orDYj ¼ Y�
j P�

j

� �
� �Y1

j P�
j

� �
[ 0: ð26Þ

In this case, in order to involve capacities in the turnover through governmental
regulation, the following condition must be fulfilled:

ð27Þ
Or:

ð28Þ

Equating (26) and (28) and solving the equation for the necessary sums of state
financing of competitive enterprises, we get:

ð29Þ

Then we can define the general problem of final production market’s regulation:

min
DDjf g

Pn
j¼1

b2j Y2j P�
j ;DDj

� �
� ŶP�

j

h i2

¼ min
DDjf g

Pn
j¼1

b2j
D2j P�

jð ÞþDDjð Þ Dj P�
jð Þ�D1

Hj P�
jð Þð Þ

c2j P�
jð Þ Dj P�

jð Þþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dj P�

jð ÞD1
Hj D1

Hjð Þp� �� Ŷ P�
j

� �2
4

3
5
2 ð30Þ

under conditions:

Xn

j¼1
1� qð ÞD2

jH P�
j

� �
� P�X̂ � c2j P�

j

� �
Y�
j P�

j

� �� �h i
þDDj

h i
¼ Dgov; ð31Þ

DDj � 0; j ¼ 1; 2; . . .; n:
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The problem (31) is similar in structure to the following problem:

Xn

i¼1
b2i

Di Di � DiHð Þ
cj Di þ

ffiffiffiffiffiffiffiffiffiffiffiffi
DiHDi

p� �� Y0
i

 !2

¼ min ð32Þ

under conditions:

Xb
i¼1

Di ¼ �D;

Di �DiH ; i ¼ 1; 2; . . .; n:

However, its specific character lies in the dependence of its parameters on the

compromise prices P�
j

n o
.

3 Modeling of Compromise Tariffs for Housing
and Communal Services

The authors developed a methodology for compromise tariff formation in the housing
and communal sector [9], which is based on the principles of social and market
compromise (Fig. 1).

Based on this methodology, it is planned to develop a decision support system,
which will be used both at housing and communal enterprises. At housing enterprises,
the proposed decision support system is designed to automate the following functions:
ranking of consumers of services; ranking of service providers; searching for the most
suitable to each other consumer and service provider; calculation of the trade-off tariff
for the service; analysis of the received tariff.

In connection with the fact that the legislation in Russia establishes the right of
homeowners to independently set the rates for housing services (taking into account the
proposals of housing organizations), the developed methodology can be fully used by
housing enterprises, in homeowners’ associations and managing organizations.

The size of communal services’ tariffs is set at the regional level; that’s why it is
impossible to fully use the proposed methodology at communal enterprises. However
the decision support system can automate the following functions: ranking of services’
consumers; ranking of services’ providers; searching of the most suitable to each other
consumer and service provider.

Also the decision support system, based on the developed methodology of com-
promise tariff formation can be used by government. At this level it is expedient to
automate all the stages of the methodology within the framework of the subsystem; in
this case the stages of determining social demand and calculating the amount of sub-
sidies for each group of consumers should be given special attention.
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The results of compromise tariffs’ intermediate calculations are given in Table 1.

4 Conclusion

The implementation of the developed methodology and the proposed decision support
system into the work of the housing and communal services industry as well as the
application of the developed methodological recommendations, will help to achieve the
following results: release of additional funds for the modernization of the housing and
communal services; improving the quality of provided housing and communal services;

Table 1. Results of tariff’s recalculation

Type of
service

Cost
price,
rub.

Current
rate, rub.

Rate of
return, rub.

Buyer’s max
bankroll, rub.

Compromise
tariff, rub.

Cold
water

13,6 21,14 2,2 21,0 20,11

Sewerage 7,44 12,47 1,5 12,0 11,51
Hot water 92,36 132,2 10,5 130,0 129,03
Heating 1296,34 1507,04 28,5 1505,0 1503,2
Garbage
removal

0,4 1,71 0,7 1,5 1,26

Ranking consumers of housing and communal services by the 
amount of money (d), which they are able to allocate for 

payment of services

Ranking of producers of housing and communal services by the 
amount of excess income (I) 

Calculation of the compromise tariff for housing and communal 
services (P*)

Determination of the volume of social demand (YS)

Calculation of the size of subsidies for each group of consumers 
(∆D)

Analysis of the received tariffs for housing and communal 
services

1

2

3

4

5

6

Fig. 1. Stages of a complex methodology of compromise tariff formation
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increasing the investment attractiveness of the sector; general improvement of the
social and economic situation in Russia.

The developed methodology of compromise tariff formation can be successfully
applied not only in Russia, but also in countries where the calculation of the social
demand and the size of the budgetary subsidies necessary for its coverage is needed.

Necessity in such technique can arise, for example, in countries with a large number
of migrants, who are using various subsidies. The application of the methods and tools
proposed by the authors will allow to substantially rationalize the calculation process of
both tariffs for housing and communal services and the size of subsidies.

The developed methodology if necessary can be adapted for use in industries where
social demand for goods and services should be taken into account and here it is also
necessary to determine the amount of possible subsidies.

References

1. Jukic, B., Jukic, N., Parameswaran, M.: Data models for information sharing in e-
partnerships: analysis, improvements, and relevance. J. Organ. Comput. Electron. Commer.
12, 175–195 (2002)

2. Lummi, K., Rautiainen, A.: Development options and impacts of distribution tariff structures.
Tampere University of Technology, Filand, p. 65 (2017)

3. Zamotajlova, D., Kurnosova, N., Reznikov, V.: Methodological approaches to estimation of
management organizations’ efficiency of activity in housing and communal sphere. Kuban
State Agrarian University (2017)

4. Chan, H.K., Chan, F.T.S.: Effect of information sharing in supply chains with flexibility. Int.
J. Prod. Res. 47, 213–232 (2009)

5. Davcik, N.S., Piyush, S.: Impact of product differentiation, marketing investments and brand
equity on pricing strategies: a brand level investigation. Eur. J. Mark. 49, 760–781 (2015)

6. Alcalde, J., Peris, J.E.: Sharing costs and the compromise solution. University of Alicante, D.
Quantitative Methods and Economic Theory (2017)

7. Ryahovskaya, A.: Government regulation of the economy in crisis. Scientific works of the
Free Economic Society of Russia (2016)

8. Kardash, V.A.: Conflicts and Trade-Offs in a Market Economy. Nauka, Moscow (2006)
9. Zamotajlova, D., Popova, E., Gorkavoy, P., Nedogonova, T.: Compromise tariff formation as

one of the bases of development of the housing and communal complex of rural areas. Kuban
State Agrarian University (2018)

Development of an Effective Method of Tariff Formation for Rural Areas 447



Study the Preprocessing Effect on RNN Based
Online Uyghur Handwriting Word

Recognition

Wujiahemaiti Simayi, Mayire Ibrayim, and Askar Hamdulla(&)

Institute of Information Science and Engineering,
Xinjiang University, Urumqi, China

askar@xju.edu.cn

Abstract. There is little work done on unconstrained handwritten Uyghur word
recognition by implementing deep neural networks. This paper carries out a
comparative study to see the preprocessing effect on training a neural network
based online handwriting Uyghur word recognition system. Bidirectional
recurrent neural network with connectionist temporal classification is imple-
mented for unconstrained handwriting word recognition experiments on a
dataset of 23400 Uyghur word samples. The results are directly obtained from
model output without any lexicon or language model. Experiments showed that
proper preprocessing can improve the training speed very effectively. The
comparative study conducted in this paper can be good reference for later
studies.

Keywords: Online handwriting recognition � Preprocessing � Input
representation � Recurrent neural networks � Connectionist temporal
classification � Uyghur words

1 Introduction

Online handwriting recognition is conducted on the traced pen-tip movement trajectory
information [1]. The first-hand online handwritten samples are usually coarse trajec-
tories that need proper preprocessing. Although, deep neural networks have been
showing their strength to learn from raw input [2], good preprocessing can alleviate the
need for very large number training data and improve model generalization [3].
Shortening the handwritten trajectory is helpful to speed up network training at least.
This paper conducts comparative experiments to see the effect of preprocessing on
model training process on Uyghur online handwritten word samples, based on recurrent
neural network and connectionist temporal classification-CTC [7].

Uyghur is a typical alphabetic script which of 32 basic character/letter types. Each
character type has several specific character forms which are selectively used based on
the character position within a word. There are 128 character forms in Uyghur alphabet.
Most handwriting word recognition studies so far have been being conducted using a
holistic approach or with help of certain lexicon [4]. The applied model in this paper

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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maps handwritten word trajectory into string of characters in Uyghur alphabet directly
without external lexicon help.

Study on Artificial intelligent systems has been gaining more and more attention in
many fields [11, 12]. The handwriting word recognition experiments in this paper will
be a reference for later study and development of intelligent systems in this field, too.
The remainder of this paper is organized as follows. Section 2 introduces the performed
preprocessing methods in detail. Section 3 describes the applied model for online
handwriting word recognition. Preprocessing effects and experiment results are given
in Sect. 4 a brief conclusion is drawn in Sect. 5.

2 Preprocessing

Figure 1 illustrates some online handwritten Uyghur word samples where temporal
neighbor strokes are drawn using different colors and annotated at the beginning of
each stroke. We can see that randomness and invasion to writing regulation in all
handwritten samples.

Preprocessing is hoped to decrease the disturbing content in raw trajectory and
improve the input representation thus can alleviate the need for large volume of data
[3]. The preprocessing techniques applied in this paper includes redundant removing,
point insertion, sampling, and turn-point selection. Figure 2 shows the workflow of
preprocessing operations implemented in our experiments.

Fig. 1. Different handwritten word samples for a word

Redundant 
removing

Point 
insertion 

Coordinate
normalization Sampling 

Turn point 
selection  

Processed trajectoryRaw trajectory

Fig. 2. Preprocessing workflow on handwritten trajectory
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2.1 Remove Redundant Points

A handy threshold based redundant removing technique is implemented on each stroke
of handwritten word trajectory. The removing thresholds are set based on average
neighbor point distance in the stroke trajectory. Each neighbor point couples are visited
and treated according to removing conditions. The distance between neighbor points
are calculated using Eq. (1).

D ¼ Pi � Pi�1j j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xi�1ð Þ2 þ yi � yi�1ð Þ2

q
ð1Þ

where Pi xi; yið Þ and Pi�1 xi�1; yi�1ð Þ are point coordinates of a point and its previous
neighbor, D refers the distance between the neighbor points.

If the distance from a point to its previous neighbor is greater than 3 times of
average neighbor-point distance, this point is treated as noise and removed. 1/2 of the
average neighbor point distance is used as duplication removing threshold. If the
distance from a point to its previous neighbor is smaller than the duplication removing
threshold, this point is removed from the trajectory.

2.2 Point Insertion

Point insertion is made between the neighbor points which have larger distance than
threshold value. For avoiding generated extra points between strokes, point insertion to
sample trajectory is applied on stroke level only. The insertion threshold is set by 0.01
times of the larger criteria of width or height of sample shape, so it is varied sample to
sample.

N ¼ P1 � P2j j
thr d

ð2Þ

xi ¼ x1þ Dx
N

� i ð3Þ

yi ¼ y1þ Dy
N

� i ð4Þ

In Fig. 3, P1 x1; y1ð Þ and P2 x2; y2ð Þ are the neighbor points that need point insertion
between them. Dx and Dy are the horizontal and vertical distances calculated by their
coordinates. Euclidian distance between them is obtained using Eq. (1). N is The
number of points to be inserted and thr d is the distance threshold for point insertion,
see Eq. (2). The coordinates of each insertion point is set according to Eqs. (3) and (4)
where ðxi, yi) are the coordinate values of the ith inserted point.
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2.3 Coordinate Normalization

The recorded point coordinates are normalized to be within certain interval by simple
min-max normalization using Eqs. (5)–(8). Points in trajectory are moved to be zero
started and within (0, 1) values both horizontal and vertical coordinates.

W ¼ max Xð Þ � min Xð Þ ð5Þ

H ¼ max Yð Þ � min Yð Þ ð6Þ

xi ¼ Xi � min X
max W ;Hð Þ ð7Þ

yi ¼ Yi � min Yð Þ
max W ;Hð Þ ð8Þ

where Xi;Yi
� �

and xi; yið Þ are point coordinate values before and after normalization;
X and Y represents the sets of horizontal and vertical coordinates of a sample trajectory,
respectively. The normalizing factor (denominator) uses the maximum criteria of shape
width W and height H, thus the aspect ratio of the sample shape is kept.

2.4 Sampling

In order to make even handwritten trajectory, an equal distance based sampling is
implemented. Stroke based sampling with distance threshold is applied on each stroke
to avoid missing delayed strokes which are crucial to distinguish characters and words.
Specifically, if the distance between a point and its previous neighbor is smaller than
threshold distance, this point is discarded; otherwise, it is selected and kept as sampled
point.

2.5 Turn Point Selection

Turn-points are very much informative that they express substantial direction change of
pen-tip movement during handwriting. Using only turn-points greatly decreases the
trajectory length than using all trajectory points. Again, selecting turn points is per-
formed on stroke level in order to avoid losing character distinguishing marks.

Fig. 3. Inserting points
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Direction change h at a point in trajectory is obtained by its previous and next
neighbor points using Eq. (9), where Pt�1 and Ptþ 1 are the previous and next neighbor
points of point Pt; And the Euclidian distances between them are noted as a; b; c as
illustrated in Fig. 4. A point in trajectory is detected as critical turn point if direction
change h exceeds threshold of p=12.

h ¼ p� arccos
b2 þ c2 þ a2

2bc

� �
ð9Þ

Figure 5 compares the visual effect of the handwritten word samples before and
after preprocessing. The original trajectory has very large values and a great number of
points, as shown in Fig. 5(a). After preprocessing, the coordinate values are squeezed
to be within (0,1). And the trajectory length has got reduced significantly while still
keeping readability, as in Fig. 5(b).

3 Unconstrained Handwriting Word Recognition System

3.1 Input Representation

Two input representation are used in the comparative training experiments in this
paper. First one simply uses two dimensional [x,y] values. The second representation

Fig. 4. Pen-tip direction change

(a) Before preprocessing (b) After preprocessing 

Fig. 5. Visual effect of preprocessing on handwritten trajectory
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uses six dimensions which include point coordinates (x,y), pen-tip movement direction
Dx;Dyð Þ, two dimensional pen-tip state of up or down [6]. Pen-tip movement direction
Dx;Dyð Þ is easily got by calculating the differences of neighbor point positions by
Eqs. (10) and (11). Then pen-state is known as pen-down if a point stays in the same
stroke with his previous neighbor and marks as [1, 0], otherwise marked as [0,1] which
notes pen-up state.

Dx ¼ xt � xt�1 ð10Þ

Dy ¼ yt � yt�1 ð11Þ

where xt; ytð Þ and xt�1; yt�1ð Þ are the coordinates of current and adjacent previous
points within trajectory.

3.2 System Architecture

A recurrent neural network based unconstrained handwriting word recognition system
with LSTM cells in recurrent layers, as shown in Fig. 6(a), is applied to recognize
online handwritten word trajectories in this paper.

The bidirectional recurrent layer in the system has two sub-layers (forward and
backward) which read the input sequence in opposite directions, either right-left of left-
right [6]. Each cell in a recurrent layer controls input, output and state values to the next
state with gate mechanism. The outputs of sub-layers, noted Yforward and Ybackward , are
concatenated get overall output of the bidirectional recurrent layers as in Eqs. (12)–(14)
and Fig. 6(b).

(a) (b)

BLSTM: [forward: 256, backward: 256]

FC layer: 512 units, dropout

FC Layer: n_chars +1 units

CTC Decoder

Input trajectory

character sequence

BLSTM: [forward: 128, backward: 128]

Forward layer

Backward layer

Input layer

Output layer

Fig. 6. Architecture of unconstrained handwritten word recognition system (a) Model Archi-
tecture (b) Bidirectional LSTM layer
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Yforward ¼ ht ¼ yl1; yl2; . . .:ylN½ � ð12Þ

Ybackword ¼ h
0
t ¼ yr1; yr2; . . .:yrN½ � ð13Þ

Y ¼ concat Yforward ; Ybackward
� � ð14Þ

Where yrN and ylN represents the output of the Nth node of in right-left and left-right
sub-recurrent layers. Yforward and Ybackward are the outputs of the two inverse sub-layers
and Y is the of the bi-directional recurrent layer. The fully connection layers learn the
further generalized features from recurrent layers.

This paper uses connectionist temporal classification to make character string
outputs directly from the handwriting trajectory input to realize unconstrained hand-
writing word recognition system [7]. Since the ground truth word transcriptions are
based on specific character shapes, the last fully connection layer is equipped with
128+1 units. Then CTC calculates the most possible character sequence as output.

4 Dataset and Configuration

4.1 Dataset

A total of 23400 online handwritten Uyghur word samples have been collected from 26
writers for 900 word classes. Each writer is asked to write all word classes continuously
on handwriting tablet in order to make the collected samples more natural and chal-
lenging. Each handwritten word sample in the established dataset contains the recorded
pen-tip coordinates on handwriting tablet, associated Unicode based ground-truth word
transcription and some general information such as trajectory length, total number of
strokes etc. The samples from 22 writers are arranged to be in train set, while the ones
of remained 4 writers are used to be the test set. The train set has 19800 samples and
test set contains 3600 samples for 900 word classes, respectively.

4.2 Configurations

Training experiments are performed on TitanX GPU with 12G RAM. During training,
a small portion of train samples (10 batches) is used as validation set and not partic-
ipated in model parameter adaptation. Character error rate CER and character accurate
rate CAR [8] are used as main evaluation metrics by Eqs. (15) and (16).

CER ¼ De þ Se þ le
Nt

ð15Þ

CAR ¼ 1� De þ Se þ le
Nt

ð16Þ

where Nt is number of total characters in reference text; De; Se; Ie denote the substi-
tution, deletion and insertion errors, respectively.
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All variables of the network are initialized by variance scaling initialize [9].
Stochastic gradient descent with Adam optimizer is applied for all experiments [10].
Initial learning rate is set 0.001 and decreased by half when no improvement seen in
continues 3 epochs. No regularization except dropout is implemented with drop-rate of
0.5. Training is stopped after 10 epochs failed to make any progress on validation set.
In order to save the training time, only 10 batches of the train and validation sets are
used to navigate the model performance during training with CER metric.

5 Experiments and Discussion

5.1 Experiments

In order to see the effect of preprocessing on training process, the same training
configurations are implemented for all comparative experiments. In the first group of
experiments, two dimensional input representations respectively by raw, normalized
and preprocessed trajectory values are used as input. The second group of experiments
uses six dimensional input representations respectively based on raw, normalized and
preprocessed trajectories, again. In the context of these experiments1, the raw, coor-
dinate normalized and preprocessed trajectories are noted by Raw-[x,y], Norm-[x,y]
and Prep-[x,y], respectively. The six dimensional inputs are also noted by Raw-dim6,
Norm-dim6 and Prep-dim6 accordingly in Table 1 and Fig. 7.

5.2 Discussion on Results

Speed. The speed improvement in RNN training is very much preferred, because
RNNs are usually slow for their recurrent connections. In training, the shortened tra-
jectories such as Prep-[x,y] and Prep-dim6 representations have benefited almost 3
times speed-up over the ones with original trajectory lengths. As given in Table 1, the
shortened representations only take around 5 min per training epoch while represen-
tations with original lengths need longer than 15 min. Recognition on short input
trajectories is also faster than long sequences, too. The Prep-[x,y] and Prep-dim6
representations needed around 0.028 s to recognize a sample by average. Recognition
time for a sample from the raw or the normalized only (Norm) representations took
averagely around 0.09 s.

Performance in Training. In both group of comparative experiments, the training on
raw trajectories experienced very unpleasant journey and ended up with severe
divergence. In the following discussion, we only give figures of training process on the
normalized and preprocessed trajectories.
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Two Dimensional Representation. Since raw coordinate values of points are very large,
training on Raw-[x,y] representation was hard and suffered by incredibly big fluctua-
tion. In contrast, Normalized coordinate values experienced very good training per-
formance despite some zig-zags on error curve in Fig. 7(a). Prep-[x,y] based Training
performed a very fast improvement of model performance at the beginning 30 epochs
for, see Fig. 7(b). There is no obvious overfitting found during training but some
degree of fluctuation accompanied from the beginning to the end. However, it is very
obvious that the shorted trajectory loses much information from the original hand-
written trajectory. Therefore, Norm-[x,y] inputs which kept all information from the
original trajectory produced better performance than Prep-[x,y] representation.

Six Dimensional Representation. Raw-dim6 representation couldn’t make pleasing
performance both on train and validation sets, again. The normalized coordinate values
from Norm-dim6 produced almost steady decline of error during training as plotted in
Fig. 7(c). The training and validation curves of the six dimensional representation
indicate better model generality than of two dimensional ones. The difference of
training and validation errors is small until the training prepared to stop. Norm-dim6
representation obtained the highest recognition performance on whole train and test
sets comparing with other comparative experiments in this paper, see Table 1. Com-
paring with Norm-[x,y] representation, more information in Norm-dim6 made faster
convergence, too. Prep-dim6 showed the fastest convergence on train set among the
experiments that 40 epochs reached train error rate of 5% (CER). After 30 epochs of
training, see Fig. 7(d), training saw some degree of overfitting although model showed
almost steady performance in later epochs. This may indicate that smaller models will
be preferred for Prep-dim6 representation. Among all experiments, The Norm-dim6
representation found itself best fit for the model capacity and reached a good gener-
alization of 19.32% CER on test set which is best recognition result among the
compared training experiments in this paper and can be further improved with proper
training configurations.

Table 1. Comparison handwriting recognition systems

Input Mean
Seq_len

Model
Size(M)

No.ep T/ep
(min)

Tr_CER
(%)

Te_CER
(%)

Te_CAR
(%)

Av-recT
(s)

Raw-[x,y] 221 16.2M 73 *15.6 35.73 40.54 59.46 0.092
Norm-[x,y] 211 16.2M 105 *15.6 11.81 21.94 79.06 0.092
Prep-[x,y] 67 16.2M 66 *5.1 15.99 23.59 76.41 0.025
Raw-dim6 221 16.25M 80 *16 – – – 0.095
Norm-dim6 211 16.2M 72 *16 6.92 19.32 93.06 0.095
Prep-dim6 58 16.25M 100 *5.3 11.61 23.48 76.52 0.028

Where Tr_CER and Te_CER are the character error rates on train and test sets,
respectively, Te_CAR means character accurate rate on test set; No.ep and T/ep the
number of epochs that training stopped and average time spent per epoch. Av-recT means
average recognition time per sample
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6 Conclusion

In both groups of comparative training experiments using two and six dimensional
input representations, the pre-processed inputs are found much faster to complete an
epoch of training than using raw trajectory. Experiments showed that raw trajectories
with large range of coordinate values are hard to be trained. Excessive preprocessing
will lose trajectory information and may cause harm for model training. More infor-
mative input representation shows better training behavior than just using trajectory
coordinates. The normalized trajectory coordinates with more features produced the
best performance for training and generalization. Investigating the different deep neural
network structures is the main content of our next work.

Acknowledgment. This work is supported by National Science Foundation of China (NSFC)
under grant number 61462081 and 61263038. The first author is very much grateful to the
National Laboratory of Pattern Recognition of CASIA for providing the experimental
environment.

(a) Norm-[x, y]            (b) Prep-[x, y] 

(c) Norm-dim6               (d) Prep-dim6

Fig. 7. Training records for online handwritten word recognition (The results are based on 10
batches from train and validation sets)
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Abstract. Robust small target detection of infrared clutter background has
drawn great interest of scholars. Recently, morphological filter is playing a
significant role in detecting infrared point target. Generally, the background
clutter and targets are diverse in the case of each image. Traditional fixed
structural elements cannot acquire to successful point target detection in com-
plex background. Therefore, a new method is introduced based on quantum
genetic algorithm to optimize and obtain structural element which is used as
morphological filter for point target detection in original Infrared images. Then,
morphological contrast operation is proposed to enhance areas of point targets
after the filtered image is obtained. Thus, an enormous background clutter and
noise are suppressed and the contrast between target and background are
observably increased. Finally, by setting proper threshold, the point targets can
be detected perfectly. Experimental evaluation results show that the proposed
method is effective and robust with respect to detection accuracy.

Keywords: Structural elements � Quantum genetic algorithm �
Morphological contrast operation � Background suppression

1 Introduction

Detection technology of weak point target has become the focus of scientists in recent
decades, especially in the field of military monitoring and the application. When the
target is far away from the infrared detection system, it is considered as a point target,
and the area in the image only occupies 1–3 pixels and lacks obvious information of
size, shape and texture. The gray value is low. Therefore, it is easy to be submerged in
complicated background. In order to detect point target accurately, various algorithms
of point target detection have been proposed in the past few decades. Some approaches,
such as Max-mean filter and Max-median filter [1, 3], are proposed by Deshpande et al.
in 1999, which are simple and easy to accomplish. However, it cannot remove edges of
the clouds and structural backgrounds. In 1988, Hadhoud and Thomas proposed two
dimensional least mean square filter (TDLMS) [1, 4, 9] to predict the background based
on iteration. This is a typical adaptive filter that is estimated by the weighted average of
neighboring pixels. Objectively, TDLMS filter is very effective as the background
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condition is relatively homogeneous or self-correlated. Unfortunately, there is a high
false alarm rate to the strong fluctuation of background clutters and low Signal-to-
Clutter-Ratio (SCR) [1–3, 6, 8]. In addition, the operation procedure of TDLMS is
complex. Mathematical morphology was founded by French mathematicians
Matheron G and Serra J in 1964. Mathematical morphology filter is an excellent
method used that has obtained satisfactory effects in infrared point target detection. The
choices of structural element size and shape will seriously affect the processing of
digital images. In the traditional morphological filter, a fixed size and shape of the
structural elements are chosen entirely by the designer’s experience, so it is difficult to
guarantee different targets detection from diverse infrared images and help to detect the
targets precisely.

As this issue, the paper proposed a new and adaptive improved combination based
on Top-hat [1, 2, 6, 7, 9, 10] and Bottom-hat transformations after using quantum
genetic algorithm (QGA) [5, 10] to optimize the size and shape of structural elements
from learning and training the samples. Therefore, different images use optimized
structural elements to eliminate effects from complex background and certain noises.
QGA is suitable for finding global optimal solution in searching spaces. If the binary
mode is the structural elements of 4� 4 size, the searching spaces will have
216 = 65,536 search in each image, the structural elements must be adapted with the
background features and targets so that the targets can be detected by lower false alarm
rate. Due to the huge searching space, the QGA is used for designing adaptive struc-
tural elements to match the desired features in the infrared images.

The filtered effect of the optimized structural elements is significantly better than
that of the unoptimized ones. Morphological contrast operation (MCO) is proposed in
this paper, which exploits the original infrared image to add the Top-hat and then
subtract the Bottom-hat to augment sensitive areas of the targets. Finally, binary images
are obtained by threshold segmentation method. This also verifies the correctness of
combination Top-hat and Bottom-hat transformations to enhance the target ideas
proposed in this paper. The point target detection algorithm based on QGA with MCO
is evidently effective and robust for complex background and noise clutter.

2 Feature Analysis for Point Target Image

The image of point target under complex conditions can be described as three parts [6,
9]:

Iðx; y; tÞ ¼ Bðx; y; tÞþ Tðx; y; tÞþNðx; y; tÞ ð1Þ

where Iðx; y; tÞ represents infrared image contained point target, Bðx; y; tÞ represents the
background, Tðx; y; tÞ represents dim point targets, Nðx; y; tÞ represents random noise
clutter, (x, y) represents the pixel location, t denotes different intervals of frames. For
infrared weak point target detection, signal-to-clutter ratio (SCR) [1–4, 6, 8, 10] is a
key factor affecting the quality of detection, it is defined as follow:
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SCR ¼ lt � lb
rb

ð2Þ

Where lt is the average gray value of target region, lb is the local area pixels’
average intensity, rb is standard deviation of neighboring area pixels. Increasing of
SCR value leads to high contrast of target area which is easier to detect. Moreover,
raising of large background suppression factor (BSF) value can lightly eliminate
background clutter and reduce false alarms. The SCR gain (SCRG) [1–4, 6, 8, 10] and
BSF [1, 2, 8, 10] are defined as Eqs. (3) and (4) respectively.

SCRG ¼ SCRout

SCRin
ð3Þ

BSF ¼ rin
rout

ð4Þ

riin and rout are the clutter standard deviations of the infrared image before and
after filter respectively. SCRG represents the enlargement of target signal relative to
background in the detection image. BSF represents the suppression level of back-
ground. The bigger values of SCRG and BSF are, the better the results of performance
are.

3 Morphological Contrast Operation (MCO)

Recently, mathematical morphology filter for image enhancement and segmentation
has been applied quickly and is playing a great potential role in weak point target
detection. Mathematical morphology has four basic operations: dilation, erosion,
opening and closing operations. The opening and closing operations are able to
respectively remove off the bright and dark regions which are smaller than the size of
structural elements. The opening and closing operators of morphology are described as:

ðI � bÞðx; yÞ ¼ ½Iðx; yÞH bðs; tÞ� � bðs; tÞ ð5Þ

ðI � bÞðx; yÞ ¼ ½Iðx; yÞ � bðs; tÞ�H bðs; tÞ ð6Þ

where � and H are defined as dilation and erosion operations, bðs; tÞ is structural
elements, Iðx; yÞ is original infrared image. Top-hat and Bottom-hat are defined as
follows:

THðx; yÞ ¼ ½Iðx; yÞ � ðI � bÞðx; yÞ� ð7Þ

BHðx; yÞ ¼ ½ðI � bÞðx; yÞ � Iðx; yÞ� ð8Þ

For TH is the sensitive area of bright target, BH is the sensitive area of dark target,
generally, small targets are brighter than local background areas. The Top-hat trans-
form can be used for bright targets on dark background, while Bottom-hat transfor-
mation is applied for the opposite case.
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Contrast enhancement mainly refers to enhancing or sharpening the characteristics
of an image. This paper proposes a MCO to enhance point target regions. It can be
achieved by assembling the filtered image from Top-hat and Bottom-hat in parallel.
The original image added Top-hat to enhance the bright target, and Bottom-hat is
subtracted from the resulting image to enhance the dark target. In other words, MCO is
that original image plus TH minus BH, which is defined as Eq. (9).

MCOðx; yÞ ¼ Iðx; yÞþ THðx; yÞ � BHðx; yÞ
¼ Iðx; yÞþ Iðx; yÞ � ðI � bÞðx; yÞ � ðI � bÞðx; yÞ � Iðx; yÞð Þ
¼ 3Iðx; yÞ � ðI � bÞðx; yÞ � ðI � bÞðx; yÞ

ð9Þ

Some potential point targets are enhanced through the above operations. Experi-
ment shows that MCO can effectively enhance weak point target by suppressing
background clutter and random noise to lower level to achieve success.

The key of point target detection relies on choice of structural elements. Traditional
fixed structural elements are unsuitable for different targets detection from diverse
infrared images. Based on this reason, the choice of structural elements should be
adaptive as the background and small targets change in order to gain accurate detection.
In this paper, a method of point target contrast enhancement based on MCO is pro-
posed after having been employed by adaptive structural element filter, in which QGA
below is proposed to optimize the structural elements, which attributes to its ability on
searching global optimal solution.

4 Structure Element of Optimization by QGA

Narayanan first proposed QGA. Han et al. introduced quantum bits and quantum
revolving gates into genetic algorithms. Quantum bits are defined as a vector existed on
the unit circle which is depicted on two-dimensional plane composed of a pair of
orthogonal basis of the two quantum states {|0〉, |1〉}. Quantum bits can be expressed as
uj i ¼ a 0j i þ b 1j i, uj i is a representation of a quantum state, a; b is a pair of plural
defined probability amplitude. For example, a chromosome length [2] of m, it can be

defined as binary encoding string QðtÞ ¼ a1
b1

��� ��� a2b2 a3
b3

��� ��� ...... am
bm

��� ���� �
and a2i þ b2i ¼ 1ði ¼

1; 2; . . .;mÞ.
An encoding with m-bit quantum bits can be expressed as 2m different states, and

the number of genes in chromosome [2] is the length of the chromosome. In this
method, each binary bit in the structure element is modelled with a gene in the chro-
mosome. The figure below shows that the 4 � 4 structure element is modelled with a
chromosome length of 16 bits. For example, a chromosome equals [0,1,0,0;0,
1,1,0;0,1,1,0;0,0,0,0], structural elements are shown as follow in the Fig. 1.
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After quantum bits of chromosome have been encoded by a matrix of probability
amplitude pair, quantum rotation gate will be implemented. It is a main adjustment
strategy for updating population in QGA, which is defined as common matrix U.

U ¼ cos h � sin h
sin h cos h

� �

Quantum rotation operation is shown as follow:

atþ 1
i
btþ 1
i

� �
¼ cos hi �sinhi

sin hi cos hi

� �
� ati

bti

� �

Where ati; b
t
i

� �
is quantum coding at the ith quantum bits from the tth generation in

the structure of chromosome and hi is the rotation angle. The size and direction are
executed based on a pre-designed adjustment strategy. The purpose of the rotation
operation is to achieve the transition between states and speed up convergence rate to
realize an optimal solution of point target detection. Compared with traditional genetic
algorithms, QGA can quickly converge to global optimal solutions at a smaller
population.

5 The Fitness Function [10]

Since the fitness function is the only certain indicator of the choice of individual
survival opportunity in the population, it directly determines the evolutionary behavior
of the population. The fitness function plays a decisive role in describing quantum bit,
it offers an optimizing criterion such as convergence criterion and termination criterion
of QGA. In other words, the fitness function not only plays the evolutionary behavior
of the population, but also acts a decisive part in describing quantum bits.

In this paper, the fitness function is established based on the Minimum Mean
Squared Error (MMSE), under criterion of MMSE, the objective adaptive function is

defined as E ¼ 1
MN

PL
t¼1

ðYt � dtÞ2, where MN is the number of training samples, Yt is the

expectation of output signal, and dt is the expectation of output corresponding to the tth
value of input, t is the maximal value of tth output matrix after each morphological
filter. The flow chart of algorithm [5] using MCO with the structural elements opti-
mized by QGA to detect point target is shown as follow in the Fig. 2.

The dashed areas represent  binary 1  

The  blank  areas  represent  binary  0 

Fig. 1. A structure element is modeled with the chromosome.
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6 Compare to Several Methods

6.1 Experiment 1

To compare the results of the proposed methods with other approaches based on
TDLMS filter, Max-median filter, Top-hat transformation, and Fixed structural ele-
ments filter, four different backgrounds are given in different clutter and noisy back-
ground respectively. The point targets are marked with red circles. The results of 3D
maps in the Fig. 3 are shown as following after background clutter are suppressed.

Comparisons of experiment result between the classical methods and the proposed
method are shown in the Fig. 3. It can be inferred that the TDLMS, Max-median filter,
Top-hat transformation, and Fixed structural elements cannot well enhance the target
areas and still there is a lot of background clutter around the target areas. While the
QGA with CMO has better performance compared with the previous methods by
improving the contrast between target and background. It is shown three-dimensional
(3D) graphs in the seventh row in the Fig. 3.

6.2 Experiment 2 (BSF and SCRG Comparisons)

The results of SCRG and BSF evaluation parameters for the TDLMS, Max-median
filter, Top-hat transformation, Fixed structural elements filter and Proposed methods
are shown respectively as Tables 1 and 2.

As shown in Tables 1 and 2, it can be seen that Top-Hat transformation and Fixed
structure element filter achieve bigger values of BSF and SCRG than other traditional
methods. However two metrics are not stable and consistent. TDLMS and Max-median
filter have poor ability to suppress complex background and the effects are relatively
insignificant for point target enhancement. Compared to TDLMS, Max-median filter,
Top-hat transformation, and Fixed structural elements filter, it is indicated clearly that
the proposed algorithm achieves the best performance on two metrics for different
clutter and noisy backgrounds. In which the values in boldface indicate the higher
quality. From the Table 1, it is also exhibited clearly that the proposed method not only
has better effect in terms of improving image-contrast enhancement, but also has
stronger clutter suppression ability, especially for lower SCR images.

Input
infrared 

image

Initialize
maximum
iterations,
the size of
population

Record
the best 

individual

Adjusting
all of 

individuals 
and 

making
all of them
closer to 
the best
individual

Maximum 
iteratios 
Is got or 

optimum?

Morphological
Contrast

operation

Output
detection 
results

N

Y

Fig. 2. The flow chart of using QGA with MCO to detect point target.
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Fig. 3. Comparison of five algorithms. The first row indicates original infrared figures shown as
image a1, a2, a3 and a4 in different clutter and noisy background respectively; The second row
(b1–b4) indicates the 3D gray distribution of original infrared figures; The third row (c1–c4) to the
seventh row (g1–g4) indicates filtered results of the 3D feature graphs of TDLMS, Max-median
filter, Fixed structure element filter, Top-Hat transformation and Proposed method respectively.
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7 Threshold Segmentation Method

After MCO, final input infrared image is obtained, in order to extract the point target, a
segmentation method is used in the result image, which is defined as Eq. (10).

T ¼ lþ k � r ð10Þ

Where l is the average value of the image, r is the standard variance of the image,
k is a constant determined experientially. The results of 3D maps below are shown in
Fig. 4 after threshold segmentation. Red circles marked represent point target in every
image of segmentation.

Above experiments with different background show the results of the threshold
segmentation. Top-hat transformation seems to be more effective for figure k3 and k4
in the Fig. 4, but for figure k1 and k2 in the Fig. 4, it does not filter out residual clutters
successfully. Fixed structural elements filter can detect point target successfully for
figure j3 in the Fig. 4, but for figure j1 and j4 in the Fig. 4, the background with high
brightness cannot be suppressed effectively. TDLMS and Max-median filter have a
large number of false targets in the Fig. 4, it fails to filter out the messy clutter.
Compared with TDLMS, Max-median filter, Top-hat transformation, Fixed structural
elements filter. The results of the threshold segmentation can be seen obviously that our
method have the superiority on clutter suppress and point target enhancement. Finally it
can successfully extract point target in different clutter backgrounds respectively.

Table 1. SCRG values in different algorithms for diverse infrared images.

SCRG Image a1 Image a2 Image a3 Image a4

TDLMS 1.4394 2.4061 1.5816 1.9034
Max-median filter 1.0632 1.6491 1.2827 1.9098
Top-Hat transformation 1.7652 2.9174 5.3710 2.0417
Fixed structure element filter 5.7556 8.4635 9.3173 1.9143
Proposed method (QGA with MCO) 36.7845 12.0662 10.004 3.2693

Table 2. BSF values in different algorithms for diverse infrared images.

BSF Image a1 Image a2 Image a3 Image a4

TDLMS 1.0130 1.005 1.1125 1.0016
Max-median filter 1.1184 1.0148 1.0052 1.0001
Top-Hat transformation 6.4431 12.6274 12.9605 7.5506
Fixed structural elements filter 1.8336 4.4161 6.5789 19.8621
Proposed method (QGA with MCO) 18.1753 56.6755 43.5512 146.8314
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Fig. 4. The results of threshold segmentation. The first row to fifth row indicate 3D maps
corresponding to threshold segmentation of TDLMS method (h1–h4), Max-mean filter (i1–i4),
Fixed structural elements’ filtering method (j1–j4), Top-hat transformation (k1–k4) and Proposed
method (l1–l4) respectively. (Color figure online)
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8 Conclusion

Qualitative and quantitative experimental results have shown the superiority of the
MCO with the structural elements optimized by QGA. In this paper, Structural ele-
ments are modeled by genes in chromosome, individual survival is determined by
fitness function, quantum revolving gate implements the population updating. The
preferred structural elements can be used for morphological filtering to adapt to the
target and background characteristics preferably in different images. The contrast
enhancement algorithm was used to enhance sensitivity of the target areas. Finally,
threshold segmentation method was employed to extract the point target successfully.
Compared with several classical detection methods, the proposed method based on
QGA with MCO have high reliability and good robustness under different clutter
backgrounds for size of target tend to point in support domain.
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Abstract. This paper is based on the exploration of the effective method of
erroneous phoneme pronunciation of Chinese mandarin learners whose mother
tongue is Uyghur and the solution of major problems of language education,
concerning the learner’s pronunciation, it uses a different method, namely data-
driven approach, and the Automatic Speech Recognition (ASR) is also used to
recognize phonemes of the pronunciation of Chinese mandarin learners whose
native language is Uyghur. The phoneme sequence is identified and then the
standard pronunciation phonemes corresponding to the recognized phonemes
are used as the target phonemes to obtain the mapping relation of each target
phoneme and recognition phoneme, thus the possible phoneme error categories
and possible erroneous rules in Uyghur learners’ pronunciation can be obtained,
which may give some help to the Uyghur learners to learn the Chinese auxiliary
language system and the corresponding pronunciation evaluation model.

Keywords: Non-native speakers of Chinese � Speech recognition � Confusion
rules � Pronunciation evaluation

1 Introduction

With the continuous development of the global economy, exchanges and cooperation
in political, economic, cultural and educational fields among various countries have
become more and more frequent (Jiang and Wang et al. 2018a; Jiang et al. 2016).
Travelling and learning abroad is also increasingly common. Therefore, in addition to
the mother tongue, many people choose another language as the second language. In
ethnic minority areas of China, the Mandarin Chinese, as a national language, has been
very crucial from primary school, junior high school, high school to college. Efficient
spoken language learning requires one-on-one, face-to-face interaction between
teachers and students. However, this approach is constrained by space, time and
economic conditions (Ito et al. 2007; Stanley and Hacioglu 2012; Wang and Lee 2012).
In recent years, with the development of science and technology, online education has
become more and more popular. The Cloud-centric powerful computing resources,
highly popularized mobile smart devices and rapidly developed voice processing
technologies have enabled computer-assisted language learning System (CALL) to
become more and more popular (Witt 1999; Ye and Young 2005; Qian et al. 2011).
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However, the detection and diagnosis of pronunciation errors at the phonemic level, as
a core module of the CALL system, still need to be further improved in accuracy.

Each language has its own vowel phonemic system. There are thirty-two phonemes
in the phonological system of the modern Uyghur standard language. Eight of which are
vowel phonemes but no diphthong. In contrast, Chinese has not only single vowels but
also diphthongs and four triphthongs. In fact, it does not have any practical significance
in terms of the phoneme itself, however, its function is very huge, the main difference
lies in distinguishing the meaning and specifically distinguishing the different languages
speed and different words (Ladefoged and Johnson 2015) Mandarin Chinese and
Uyghur belong to the Sino-Tibetan language and Altaic languages respectively, and
there are great differences in phonetics between these two languages, Chinese belongs to
the isolated language (Thurgood and LaPolla 2003), and the Altaic language belongs to
the agglutinative language (Zhao and Zhu 1985). There exists hierarchical relationship
among phonemes, syllables, words, sentences, specifically, how the phonemes to form
syllables, how syllables to form a specific single word, and how the word to form a
sentence to express a certain meaning, these are the horizontal combination of phonetics,
belonging to the scope of horizontal combination (Shifeng 2009). When learners learn
another language, the old phonetic perception and production systems play an auxiliary
or interference role (Lo et al. 2010). Certain types of phonetic errors are the product of
interference effect, they are predictable, interpretable and understandable, and many
research institutes have begun to pay attention to this issue, and they started to explore
the system. For non-native speakers of languages, they attach particular importance to
computer-aided Chinese language learning systems, which are especially suitable for
ethnic minority areas. Now, relevant literature on the comparison of two languages
almost can’t be found, while this literature is to record the confusion rules, in order to
improve the quality of pronunciation, and strive for accuracy.

The methodologies involved in this study are mainly aimed at Uyghur learners (L1)
whose native language belongs to the Altai language family, and they have some
Mandarin learning experience. Uyghur pronunciation is different from Mandarin pro-
nunciation, some of its pronunciation cannot be found in Mandarin Chinese pronun-
ciation, based on this, learners habitually use Uyghur pronunciation as a benchmark to
learn Chinese Mandarin, focusing on pronunciation perception and aspects of pro-
ducing, pronouncing ways and parts, finding the native phonemes that are similar but
slightly different with Mandarin Chinese to replace the pronunciation, thus the dif-
ference caused by the substitution may cause confusion of pronunciation or certain
pronunciation errors (Troung 2004). To sum up, through the collection of learners’
pronunciations, we can get a comparative analysis of Uyghur cross-linguistic phono-
logical contrast in linguistic and phonemic when they say Mandarin Chinese and wrong
pronunciation characteristics with the data-driven method, so as to draw a reasonable
phoneme confusion rule. At the same time, we will devote ourselves to exploring how
to summarize the phonemic confusion between L1 and L2, establishing an experi-
mental database based on the phoneme analysis, and how to combine the speech
recognition technology and phonemic confusion to evaluate the accuracy of phoneme
pronunciations, so as to establish an automatic detection method for phonetic erroneous
pronunciation specifically designed for Uyghur who studies Chinese. Therefore, this
study has actual theoretical research value.
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2 Experimental Data and Preparation

2.1 Experimental Subjects

50 Uyghur speakers’ sound recordings have been collected, all of them are students of
Xinjiang University, aged from 20–26 years (Means 23), and their native language is
Uyghur, Mandarin Chinese is their second language, they do not have language lis-
tening problems, and their parents are Uyghur, who use Uyghur as a communicative
language in daily communication. 50 speakers were born in Xinjiang, fluent in Uyghur
(the Native-tongue-using Minority Nationality Students), and their learning time on
Chinese mandarin is more than ten years, their Chinese MHK oral test scores are above
45.

2.2 Experimental Process

Each speaker was sitting in a sound booth during the experiment, and the microphone
was five centimeters from the speaker. The voice used in the experiment was collected
in a dedicated recording studio, using equipment like a laptop, external sound card,
microphone and some interconnecting data lines. The use of external sound card can
adjust the volume of sound, reduce the noise, and monitor the situation of the plosive
sound, etc. Recordings were under computer control by a program in Matlab, each data
sampling point is digitized into bits, and the sampling rate is 16 Hz. Participants’ read
materials are Chinese sentences, each participant needs to record 300 Mandarin sen-
tences (50 * 300 = 15000) and each sentence contains 5 to 11 words. The recognition
results are obtained through Chinese speech recognition system of Tsinghua
University.

3 Data-Driven Approaches

3.1 Processes and Methods

It is well-known that people habitually form a system of relative perception production
when acquiring language (e.g., mother tongue). When people learn another language
(for example, ethnic minority areas mainly learn Chinese, bilingual learning), the
original system might produce auxiliary or interference effect, it promotes learners to
learn another language when playing an auxiliary role, and the pronunciation errors are
often specific when interfering. Fortunately, they are predictable, interpretable and
understandable, the burden of recognition system will be reduced due to the integration
of these prior knowledge (Dong and Zhao 2006; Wang et al. 2011), giving full play to
the role of recognition.

The comparative analysis of cross-linguistic phonology, as a linguistic transfer
theory, mainly focuses on the comparison of L1 and L2 (Gass and Selinker 1992). The
misunderstanding of non-knowledge among learners (Uyghur) can cause confusion.
We focus on learners’ phonetic aspect, using a different method, namely data-driven, to
carry on a relevant test to it, namely the automatic phoneme recognition, to analyze the
recognition result emphatically, specially to mainly dissect some wrong pronunciation
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that produced among them, emphatically to discuss around wrong pronunciation and
standard pronunciation, studying the related mapping relation between them, with this
particular mapping relation (Jiang et al. 2018b) it automatically generate the relevant
rules, and this rule is mainly for additional phoneme confusion. The data-driven
approach is mainly used here to get the rules of phoneme confusion, and the flow chart
is as follows (Fig. 1).

The main method is, firstly to identify the phonemes of Chinese mandarin learners
whose mother tongue is Uyghur based on the phoneme, and each Uyghur speaker is
transformed automatically in the recognition to obtain the recognition sequence. Sec-
ondly, the standard phonetic phoneme is used as the target phoneme to obtain the
mapping relation of the target phoneme x (i) and the recognition phoneme y (j). The
relationship can be replaced, deleted, inserted and misread. Meanwhile, to count the
mapping and calculate frequency) P x(i)| y(j):

P x ið Þ y jð Þ ¼ ðTimes of recognition phoneme y jð Þ=Times of target phoneme x ðiÞÞ � 100%j ð1Þ

Finally, the recognition accuracy is obtained by confusing the rules and calculating
the frequency.

3.2 Phoneme Confusion Matrices and Rules

Vowel Confusion Matrices and Rules
We found out phoneme list with possible pronunciation mistakes by the way of
automatic speech recognition to generate confusion matrix, and filtered each vowel,
diphthong and consonant table map by threshold value to generate their own confusion
rules (Table 1).

Fig. 1. The flow chart of the confusion rules of phonemes and tones generated by the results of
ASR recognition is analyzed
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Table 1. The 1st–12th columns of vowel confusion matrix obtained from data driven
experiment

a o e i u v er ie ai ei ao ou

a 341 0 4 4 0 0 0 0 6 0 6 0
o 0 80 0 0 4 0 0 0 0 0 0 0
e 1 2 695 9 5 0 0 2 0 0 3 8
i 5 0 26 1148 12 0 0 3 21 5 0 0
u 0 3 7 11 508 0 0 0 0 0 5 1
v 0 0 0 0 1 150 0 0 0 0 0 0
er 1 0 0 0 0 0 185 1 0 0 0 0
ie 0 0 0 4 0 0 0 167 0 0 0 0
ai 4 0 1 15 2 0 0 0 478 2 2 4
ei 0 0 1 5 0 0 0 0 0 133 0 0
ao 1 2 14 0 4 0 0 1 0 0 256 7
ou 0 3 4 1 4 0 0 0 3 0 1 232
ia 1 5 0 0 1 0 0 1 0 0 0 2
ua 0 0 0 0 0 0 0 0 0 0 0 0
uo 0 0 17 0 6 0 1 0 2 0 0 2
ve 0 0 0 0 0 1 0 0 0 0 0 0
iao 0 0 15 1 1 2 0 0 0 0 1 1
iou 0 0 0 0 0 0 0 0 0 0 0 0
uai 0 0 0 0 0 0 0 0 0 0 0 3
uei 0 0 0 0 0 0 0 0 0 0 0 0
an 2 0 0 5 0 0 0 0 0 1 4 0
en 4 0 2 16 0 0 0 0 0 0 0 0
in 0 0 8 7 0 0 0 1 0 0 0 0
vn 0 0 0 0 0 0 0 0 0 0 0 0
ian 0 0 0 5 0 4 0 2 1 0 0 0
uan 0 0 0 1 0 0 0 0 2 0 0 0
van 0 0 0 0 0 0 0 0 0 0 0 0
uen 0 0 0 0 0 0 0 0 0 0 0 0
ang 0 0 3 0 0 0 0 0 0 0 3 0
eng 0 0 0 0 4 4 0 0 0 0 1 0
ing 0 0 0 2 0 0 0 0 0 0 0 0
ong 4 0 1 4 1 0 0 0 8 4 0 1
iang 0 0 0 0 2 0 0 0 0 0 0 0
uang 0 0 0 0 0 0 0 0 0 0 0 0
ueng 0 0 0 0 0 0 0 0 0 0 0 0
iong 0 0 0 0 0 0 0 0 0 0 0 0
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Table 2. The confusion rules list of monophthong, diphthong that obtained from data driven
experiment

Target
phoneme

Replace Delete Insert Misreading ASR correct recognition
probability

a e i e, i, ia 52.14%
o u u u, ou 58.39%
e a, i a, i, ie, o 51.63%
i e, ie, ai e, a e, a, ai, ei 49.54%
u o, ou o ou, o, ao, e 45.51%
v u 45.45%
er a, ie 46.95%
ie(ě) i i 60.72%
ai a, i i a, ie, ei 52.58%
ei e e, i 44.48%
ao a a u o, ou, u, ie 45.96%
ou u o u, ao, ai, a 52.37%
ia ie i, a ie, ou 49.72%
ie 0.00%
ua 49.18%
uo u, ou u, o u, o, ou, 46.45%
ve v 60.00%
iao ao i ao, e, ou 55.33%
iou 0.00%
uai ou 54.62%
uei 0.00%
an en, in en, in, ang 50.69%
en in an, in, eng 45.64%
in en an, en, vn 42.29%
vn 42.85%
ian iao ng uo, iao, iang,

ing
43.16%

uan van n i, ng ing, uai, ua 49.43%
van uan ian, uan, 42.59%
uen 0.00%
ang an n an, en, eng,

ong
50.72%

eng ang o, a ang, ong, iang 41.94%
ing ang i a, u ian, uan, ang,

iang
42.34%

ong uan, uang 51.60%
iang i ing, ang 47.88%
uang u ang 71.66%
ueng uang uang, uo 33.33%
iong eng 40.00%
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From Table above, the confusion matrices and confusion rules of vowels and diph-
thongs can be seen. If the target phoneme is a consonant, but it is recognized as a vowel
in the specific recognition, we neglect this recognition error, and the reverse is equally
true. Vowel phoneme mapping, statistical frequency and recognition accuracy, all of
which have presented in the tables, the first column is the target phoneme, the
recognition phoneme that the behavior matches the target phoneme, without listing the
mapping of phoneme that not to be considered (Table 2).

4 Conclusions

In this paper, we mainly analyze the results of 50 Uyghur learners through Chinese
speech recognition. The samples are collected and the sample information is obtained
through recognition on them, and based on this, the error analysis is carried out, and
then the relevant rules and laws are obtained. It has introduced two cases of learners’
possible pronunciation erroneous phonemes in detail; first, according to the reasons
leading to erroneous pronunciation of learners, the cross-linguistic phonological
comparison method is used to predict phonemic confusion, for Uyghur learners, their
personal factors will also lead to confusion. With the help of data-driven, the extra
phoneme confusion is summarized and the related situation of the two methods is
clarified precisely, hoping that the phoneme confusion rules can provide linguistic
priori knowledge for speech recognition. In the meantime, the next step is to establish a
pronunciation evaluation system specifically targeting Uyghur Chinese learners by
using the pronunciation rules obtained from this study in combination with speech
recognition.
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Abstract. Large-scale natural disaster or malicious attacks could cause serious
damage to the power communication network in smart grid. If the damaged
network cannot be repaired timely, great threat will be brought to the secure and
stable operation of power grid. Therefore, an importance-based recovery method
for large-scale failure has been proposed in smart grid by simulation. Firstly, the
link importance for the whole network is calculated according to the solution of
the link importance for the services type and the importance of services type for
the power communication network. Secondly, a fault recovery model with the
sum of the importance of each fault link has been established to recover more
important communication services under the condition of limited resources.
Finally, we propose a heuristic algorithm to reduce the expenditure of time, and
then compare the results of the model with the 0–1 integer programming method
to verify the feasibility of the method. The experimental results show that the
links which carry high-priority can get priority to be repaired in the paper, thus it
ensures the safe and stable operation of power communication network.

Keywords: Network recovery � Smart grid � Large-scale failures � Simulation

1 Introduction

Communication network is the basis for guaranteeing the safe and stable operation of the
smart grid. It is heavily depended to support the services of urgent protection and control
in smart, especially in times of emergency. When the large-scale failure are caused by
nature disaster, blackout, and malicious, huge economic losses and serious social impact
will be brought, if the failure of network cannot be restored timely [1–3]. For example, in
2005, the serious accident of large-scale communication optical cable interruption in
Central China Power Grid has caused the central China Network to be basically in a state
of paralysis, which poses a great threat to the safety of the power grid. In the south of
China, a large number of interconnected optical cables have been disrupted due to snow
disaster, which has led to the split operation of the communication network and seriously
affected the stable operation of the power system. After the large-scale failures of com-
munication network in smart grid, it takes a large number of manpower, material,
financial and other resources to restore the power, which results in the recovery of the
power communication network after a large-scale failure cannot be fully expanded at the
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same time. Therefore, it is essential that repairing the damaged infrastructures of smart
grid, at least to the point where mission-critical services can be supported [4].

There have been a lot of research on large-scale network failure recovery in
telecommunication network. An iterative segmentation and deletion method has been
proposed, which decomposes the problem of large-scale network recovery into sub
problems and the set of network component has been obtained [5]. The importance
assessment method for damaged network components has been proposed in [6], the
network component is repaired according to their importance. In [7], a GSR heuristic
algorithm for maximizing network traffic has been proposed, it combines multiple fault
components randomly, and decreases the computation time by reducing the number of
fault components. In [8], a fault probability detection method based on wave energy
has been proposed, which can prevent and protect large-scale networks, improve the
efficiency of uninterrupted transmission of data, and reduce the interruption time on a
large-scale of network. A forward and backward-based heuristic algorithm has been
proposed to solve the multi-stage network recovery after large-scale network failures
[9]. In [10], superposition network technology has been used to calculate multiple
routing configurations in advance to prevent simultaneous network failures, thereby
improving the network tolerance performance of disaster.

However, the communication network is different from the telecommunication
network [11]. There are multiple services. Each service has different delay and relia-
bility requirement, and importance of each service is also different smart grid. There-
fore, after the large-scale failures of communication network, how to repair the
important service quickly and ensure the reliable operation of power system is par-
ticularly important. In the paper, an importance-based recovery method for large-scale
failure has been proposed in smart grid by simulation. In the method, the link
importance is calculate by K shortest path algorithm [12], the heuristic algorithm,
considering the characteristics of power communication network, has been proposed to
solve the problem. In the algorithm, we consider the link importance and the priority of
communication network. Thus, the critical services in power communication network
is firstly and quickly repaired.

2 The Characteristics of Communication Network in Smart
Grid

According to the relevant regulations of the security protection management system in
smart grid,the services can be divided into four major categories and safety zones, such
as operation control services(Safe Area I), operation information services(Safe Area II),
management information services(Safe Area III), and management Office services(Safe
Area IV). The detailed information about the relative importance of each service is
introducing in [13].

A method for calculating the importance of service is also given in [13]. Firstly, the
relative importance values of each service is calculated, and it is represented by aSumi , as
shown in Eq. (1). Secondly, aSumi is normalized according to the Eq. (2). After the

normalization, the minimum value of aSumi

� �0
may be 0, which means that the
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importance of the service is 0 and the service can be discarded. Obviously, it is
unreasonable. Therefore, it needs to be mapped to the interval [X, 1] according to the
Eq. (3). When the value of X is 0.1, the distance between the maximum and minimum
of the importance for each service is 10. Finally, the values of the importance for each
service are shown in Table 1.

aSumi aSumi ¼
X6
j¼1

aij ð1Þ

aSumi

� �0¼ aSumi � aSumi

� �
min

aSumið Þmax� aSumið Þmin

ð2Þ

Qi ¼ aSumi

� �0ð1� XÞþX ð3Þ

In order to simplify the analysis, 13 kinds of services can be divided into 5 types
according to the approximation of importance and the characters of services. The
importance of each type is the average of all services in this type, as shown in Table 2.

Table 1. The importance of power services in smart grid

Services Importance Services Importance

550 kV Protective Relay 1.00 Video Conferencing 0.38
220 kV Protective Relay 0.95 Video Monitoring in Substation 0.34
Safety and Stability
System

0.91 Protection Information
Management

0.29

Wide-Area Measurement 0.86 Lightning Location Detection 0.29
Dispatching Automation 0.72 Administrative Telephone 0.19
Dispatching Telephone 0.57 Office Automation 0.10
Electric Energy
Telemetering

0.53

Table 2. The division of service types and related parameters

Type Services Importance
of type/wm

Transmission
bandwidth/bm

I 550 kV Protective Relay 0.98 2
220 kV Protective Relay

II Safety and Stability System 0.91 2
III Wide-Area Measurement 0.67 2

Dispatching Automation;
Dispatching Telephone;
Electric Energy Measurement Telemetry

(continued)
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3 Recovery Strategy and Algorithm

3.1 Problem Description

Link importance is a standard to evaluate the performance of links to the network, and
it is also the reference to allocate limited recovery resources for the damaged links. The
damaged links with high importance has the priority to use the recovery resources and
can be repaired firstly.

There are many services in the communication network of smart grid. The services
can be divided into different types which represent byM according their characteristics.
If we calculate the paths for each service of one type with the K shortest paths algo-
rithm, the ratio which the frequency of the K shortest paths traverses link (i, j) and the
frequency of the K shortest paths traverses all kinks reflects the importance of link (i, j)
for this type. We define it as Eq. (4).

pmij ¼
Fm
ði;jÞ
Fm ð4Þ

As shown in Eq. (1), if we calculate the K shortest paths for each service in the m-th
type, Fm

ði;jÞ can represent the frequency that K shortest paths traverse the link (i, j) and

Fm can represent the number of all links that K shortest paths traverses. However,
different types of service have different weight for the network which represent by wm.
The importance of the same link may different from different types. So, we use qmij to
describe the importance of the link (i, j) in the m-th type for the network, as shown in
Eq. (5).

qmij ¼ wmpmij ð5Þ

Considering the characteristics of the services in the communication network of
smart grid, the recovery result is evaluated by f ðQÞ, which is the sum of the link
importance values of the repaired links. We define it as the objective function in
Eq. (6).

Table 2. (continued)

Type Services Importance
of type/wm

Transmission
bandwidth/bm

IV Video Conferencing 0.33 2
Video Monitoring in Substation
Protection Information Management
Lightning Location Detection

V Administrative Telephone 0.15 1
Office Automation
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The flow balance constraint is given by Eq. (7), where xpij represents if the service
p traverses link (i, j), going from node i to node j. If the service p traverses link (i, j),
xpij ¼ 1; otherwise, xpij ¼ 0. The capacity constraint of each link is shown in Eq. (8),
where Bij represents the bandwidth of the link (i, j) before the large-scale failure and bij
represents the bandwidth of the link (i, j) after large-scale failure in the network.

We assume that 1 unit of recovery resources is consumed in the link per kilometer,
so the recovery resources which the damaged link (i, j) is to be consumed is introduced
in Eq. (9), where dij represents the length of link (i, j).

Recovery resources are limited throughout the total recovery stages, so the con-
straint in Eq. (10) is to limit the resource, which is represented by R. If the damaged
link (i, j) is repaired, xij ¼ 1; otherwise, xij ¼ 0. rij represents the resource of repairing
the damaged link (i, j). Finally, Eq. (8) represent that a damaged link can be repaired
only once throughout the recovery stages.

The network recovery problem can be formulated as follows:
Objective function:

max f ðQÞ ¼
XM
m¼1

X
ði;jÞ2K

xij q
m
ij ð6Þ

Subject to:

X
ði;jÞ2E

xpij �
X
ðj;iÞ2E

xpji ¼
1 i ¼ pðhÞ
�1 i ¼ pðhÞ
0 others

8<
: ð7Þ

XM
m¼1

XPm

p¼1

bmx
p
ij � bij þðBij � bijÞxij ð8Þ

rij ¼ ðBij � bijÞdij ð9Þ

XM
m¼1

X
ði;jÞ2K

xijrij �R ð10Þ

XM
m¼1

xij � 1 ð11Þ

3.2 The Proposed Algorithm

The mathematical model described above is 0–1 programming, which is NP-hard.
When the model is solved by searching, its computation time will increase exponen-
tially as the number of damaged links increases [14]. Especially when the extent of
failure is larger, it is extremely difficult to determine an appropriate recovery order
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within a practical time. Therefore, we propose a link importance-based heuristic
algorithm as follows:

Firstly, the importance of each damaged link in different types is obtained
according to the Eq. (4)–(5), and they are sorted in the descending order. Secondly, we
repair the damaged links from the high priority type to the low priority type. Note that
the damaged link which has been repaired in high priority of type, will not be repaired
again in low priority of type. Finally, the objective value can be calculated according to
the damaged links which has been selected to repair.

Algorithm:
Input: The damaged links set of different 

types Lm, repaired links set L,
1 Divide all services into M types and each 

type of services have the priority m, which 
0 represent the highest priority.

2 Calculate m
ijq for all damaged links in 

different types of services, and sort them in 
descending order;

3 while m M≤ and 0R ≥ do
4 while mL φ≠ and 0R ≥ do
5 Find the damaged links (i,j) with the 

maximum of m
ijq ; 

6 if 0ijx = then
6 ijR R r= − and 1ijx = ;

Move the link (i,j) from Lm to L;
7  m=m+1;
8 Calculate the objective function value 

according L;

4 Computational Experiments

In this experiment, we use the network topology of the backbone transmission network
of Guangdong province as Fig. 1, which consist of 14 nodes and 16 links. The number
between nodes represent the distance of them (KM). Meanwhile, we assume that all
links is partial damaged or damaged completely besides the link of (7, 8) and (6, 7).
The capacity of links before failure and after failure are shown in Table 3, and the
transmission rate in this experiment is 2� 108 m=s. The distribution of different types
services (s, d) in the network is shown in Table 4, where s represent the source and d
represent the destination of the services.

In the experiment, we verify the performance of the proposed algorithm for the
target values under the different resources. The resource for recovering the damaged
network is {100, 200, 300, 400, 500, 600, 700, 800}, respectively. The results is shown
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in Fig. 2, where (a) is the comparison of target values with 0–1 programing and
heuristic algorithm and (b) is the recovery result of different types of services.

It can be seen from the Fig. 2(a) that the gap between the optimal value and the
value of the proposed algorithm is getting smaller with the increasing of resources. The

12 13

111 2

0 9 8 7

3 4 5 6

97

106

28 77

43

155 151 57 98

42 18 69

10

69

32 38 19

Fig. 1. The backbone transmission network topology of Guangdong Province

Table 3. The bandwidth of links before and after failure in network

Links The bandwidth
before/after failure

Links The bandwidth
before/after failure

(0, 1) 10240/0 (2, 10) 10240/8000
(0, 9) 10240/0 (4, 5) 10240/10000
(0, 10) 10240/1000 (4, 7) 10240/8000
(1, 2) 10240/1000 (5, 6) 10240/10000
(1, 11) 10240/2000 (6, 7) 10240/10240
(1, 12) 10240/2000 (7, 8) 10240/10240
(2, 3) 10240/4000 (8, 9) 10240/0
(3, 4) 10240/4000 (12, 13) 10240/0

Table 4. The distribution of different services in network

Services
(s, d)

Type � number Services
(s, d)

Type � number

(0, 1) II � 5 + III � 20 + IV � 5 + V � 10 (1, 2) I � 1 + II � 2
(0, 2) II � 3 + III � 12 + IV � 3 + V � 6 (1, 11) I � 1 + II � 2
(0, 3) II � 2 + III � 8 + IV � 2 + V � 4 (2, 3) I � 1 + II � 2

(0, 4) II � 5 + III � 20 + IV � 5 + V � 10 (3, 4) I � 1 + II � 2
(0, 5) II � 2 + III � 8 + IV � 2 + V � 4 (3, 10) I � 1 + II � 2

(0, 6) II � 6 + III � 24 + IV � 6 + V � 12 (4, 5) I � 1 + II � 2
(0, 7) II � 3 + III � 12 + IV � 3 + V � 6 (4, 7) I � 1 + II � 2
(0, 8) II � 2 + III � 8 + IV � 2 + V � 4 (5, 6) I � 1 + II � 2

(0, 9) II � 2 + III � 8 + IV � 2 + V � 4 (6, 7) I � 1 + II � 2
(0,10) II � 2 + III � 8 + IV � 2 + V � 4 (7, 8) I � 1 + II � 2

(0, 11) II � 3 + III � 4 + IV � 1 + V � 2 (8, 9) I � 1 + II � 2
(0, 12) II � 4 + III � 8 + IV � 6 + V � 5 (13, 14) II � 3 + III � 12 + IV � 3 + V � 6
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more the resources is, the better the performance of the proposed algorithm. Moreover,
the target values of proposed algorithm is the same as the optimum when the resource
is more than 4 million.

We can see from the Fig. 2(b) that the types of services which have high priority
has been restored firstly when the resource is little. Meanwhile, the types of services
which have low priority is restored gradually with the increasing of resource.

As discussed above, it can show that as the resources increase, the proposed
algorithm can acquire the good recovery performance when the network have a large-
scale failure. The gap between the proposed algorithm and the optimal value is much
lower with the increasing of resource. Meanwhile, the types of services which have
high priority can be restored firstly to ensure the safe operation of smart grid. There-
fore, we can conclude that the proposed algorithm in this paper is suitable for the
recovery of large-scale network failure.

5 Conclusion

When the smart grid has been destroyed by the large-scale failures, the objective of
network recovery in smart grid is to restore the types of services which have high
priority firstly. So, a subset of the damaged components is selected to repair after a
large-scale failure with the limited recovery resources. We have formulated the prob-
lem as 0–1 programming model, which is NP-hard. A Link Importance-based heuristic
algorithm has been proposed to solve the problem. Simulation experiments have shown
that the heuristic algorithm provides a good solution. However, according to the
experimental results, we can find that there is a gap between the heuristic algorithm and
the optimal value. In the future work, a better combination optimization method should
be found, so that the best recovery effect can be reached as soon as possible after the
large-scale failure.

Acknowledgement. This work was supported by the Natural Science Foundation of China grant
No. 61472037; the Fundamental Research Funds for the Central Universities 2017 MS113.
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Abstract. Recently, Restricted Boltzmann Machine (RBM) has demonstrated
excellent capacity of modelling vector variable. A variant of RBM, Matrix-
variate Restricted Boltzmann Machine (MVRBM), extends the ability of RBM
and is able to model matrix-variate data directly without vectorized process.
However, MVRBM is still an unsupervised generative model, and is usually
used to feature extraction or initialization of deep neural network. When
MVRBM is used to classify, additional classifiers are necessary. This paper
proposes a Matrix-variate Restricted Boltzmann Machine Classification Model
(ClassMVRBM) to classify 2D data directly. In the novel ClassMVRBM,
classification constraint is introduced to MVRBM. On one hand, the features
extracted by MVRBM are more discriminative, on the other hand, the proposed
model can be directly used to classify. Experiments on some publicly available
databases demonstrate that the classification performance of ClassMVRBM has
been largely improved, resulting in higher image classification accuracy than
conventional unsupervised RBM, its variants and Restricted Boltzmann
Machine Classification Model (ClassRBM).

Keywords: ClassMVRBM � MVRBM � RBM

1 Introduction

Currently, more and more multiple array data are widely acquired in modern computer
vision research, such as 2D images, 3D videos and 4D light fields etc. [19]. It is well
known that vectorizing multiway data is a common used method, however, such
vectorization process inevitably leads to possible data structure break and dimension
curse. How to model the multiway data more appropriately so as to process and analyze
it effectively is the key problem. Many methods have been proposed during the past
years. Take 2D images (matrix-style) for example, such as 2D Principle Component
Analysis (2DPCA) [1, 2], and 2D Linear Discriminant Analysis (2DLDA) [3].
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Unfortunately, 2DPCA and 2DLDA are still linear methods, which both aim to find an
optimal linear projection matrix to reduce dimension or classify.

RBM is an effective model for nonlinear modeling [4], it is becoming one of the most
popular methods, which is widely used in speech/image feature extraction, feature rep-
resentation [5] and the initialization of deep neural network, typical RBMvariants include
Gaussian-Bernoulli RBM (GBRBM) [6], Improved Gaussian-Bernoulli RBM
(IGBRBM) [7] and Tensor-variate Restricted Boltzmann Machines [8] etc. Especially,
Larochelle et al. [9] proposed ClassRBM to implement the classification task, which
extended the ability of RBM. After that, Peng et al. [10] integrates infinite RBM and the
classification RBM for Radar high resolution range profile recognition. However, when
RBM and ClassRBM are used to process image signals, the 2D image matrices must be
transformed into 1D image vectors in advance, such process leads to possible high
dimensional vector and spatial structural damage of image. Qi et al. [11] proposed
MVRBM model, which has been successfully applied to represent 2D signal. Further-
more, Liu et al. [12] proposed improvedMVRBMnamedMVGRBM,which assumes the
matrix data entries follow Gaussian distributions. However, MVRBM and MVGRBM
are still unsupervised generative models. When the goal is to classify the image data, an
additional classifier must be introduced, such as nearest neighbor classifier or neural
network. Inspired by Hugo, this paper adds the label constraint to the existing MVRBM
model, i.e., we propose a Matrix-variate Restricted Boltzmann Machine Classification
Model (ClassMVRBM), which is capable of classifying the images directly.

2 Definition of ClassMVRBM Model

In this section, we propose a ClassMVRBM model for image classification. Firstly, we
introduce the definition of the fundamental MVRBM, and then the definition of the
proposed model is detailed.

2.1 Definition of MVRBM

The MVRBM [11] is a bipartite undirected probabilistic graphical model connecting
stochastic matrix-style visible units and matrix-style hidden units by tensor-style
weights. To formulate the model, we define the follow variables: X ¼ ½xij� 2 R

I�J is a
matrix variable of the visual layer, and corresponds to the input observation. H ¼
½hkl� 2 R

K�L is a matrix variable of the hidden layer, and represents the features
extracted from the input. denotes the connecting relationship of X and
H, which is a fourth-order tensor. B ¼ ½bij� 2 R

I�J and C ¼ ½ckl� 2 R
K�L are the

matrix-style biases in the visual units and the hidden ones. Therefore,
defines all the model parameters of MVRBM. The MVRBM defines an energy function
for joint configuration X;Hð Þ as shown in formula (1):

E X;H;H0ð Þ ¼ �
XI

i¼1

XJ
j¼1

XK
k¼1

XL
l¼1

xijhklwijkl �
XI

i¼1

XJ
j¼1

xijbij �
XK
k¼1

XL
l¼1

hklckl: ð1Þ
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Based on the aforementioned energy function (1), MVRBM defines the joint
probability distribution of the visual variates and hidden ones as formula (2):

p X;H;H0ð Þ ¼ 1
Z H0ð Þ exp �E X;H;H0ð Þf g; ð2Þ

where ZðH0Þ is the normalization constant. Maximum likelihood estimation is gener-
ally introduced to solve the model parameter H0, and the log likelihood of X is defined
by formula (3).

Max‘
H0

¼ 1
N

XN
n¼1

logð
X

H2H exp �EðXðnÞ;H; H0Þ
n o

Þ � log ZðH0Þ; ð3Þ

here, N represents the number of the samples and XðnÞ means the input sample.

2.2 Definition of ClassMVRBM

MVRBMhas been successfully used to represent 2D signal, however,MVRBM is still an
unsupervised generative model. This paper aims to design an improved MVRBM with
the performance of classification, to this end, the classification constraint is added to the
existingMVRBM.Specially, as depicted in Fig. 1, we connect an additional label layer to
the previous hidden layer. Therefore, in the novel model there are two branches, and the
left is the original MVRBM, while the right one is the newly added classification one.

To introduce our model, we define additional variables as follows: y ¼ ½yt� 2 R
T is a

label vector, and indicates the classification of the input data by one-hot coding.
is the connecting weight of y and H, indicating the relationship

between the label variable and the hidden features. d ¼ ½dt� 2 R
T is the bias vector of the

label layer. Refer to (1), we define the novel joint energy function formulated as below.

E X; y;H;Hð Þ ¼ �
XI

i¼1

XJ
j¼1

XK
k¼1

XL
l¼1

xijhklwijkl �
XI

i¼1

XJ
j¼1

xijbij �
XT
t¼1

XK
k¼1

XL
l¼1

ythklptkl

�
XT
t¼1

ytdt �
XK
k¼1

XL
l¼1

hklckl;

ð4Þ

Fig. 1. Graphical illustration of ClassMVRBM
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In view of is a four-order tensor, which enables the model parameters to increase
greatly. To reduce the model parameters, this paper assumes by tensor
analysis and decomposition [13], therefore, the revised energy function is in the
following:

E X; y;H;Hð Þ ¼ �
XI

i¼1

XJ
j¼1

XK
k¼1

XL
l¼1

xijhklukivlj �
XI

i¼1

XJ
j¼1

xijbij �
XT
t¼1

XK
k¼1

XL
l¼1

ythklptkl

�
XT
t¼1

ytdt �
XK
k¼1

XL
l¼1

hklckl:

ð5Þ

Defining matrix-style variables U ¼ ½uki� 2 R
K�I and V ¼ ½vlj� 2 R

L�J , therefore,
indicates all model parameters of ClassMVRBM, here, the defi-

nition of is same to that of MVRBM. Based on the formula (5), the joint
distribution of X; y;H is defined as follows:

p X; y;H;Hð Þ ¼ exp �E X; y;Hð Þð Þ
Z Hð Þ ; ð6Þ

ZðHÞ is the normalized constant and written as:

ZðHÞ ¼
X
X;y;H

expðf�EðX; y;H;HÞgÞ: ð7Þ

3 Optimization of ClassMVRBM Model

Given the training data pairs Dtrain ¼ ðXð1Þ; yð1ÞÞ; � � � ; ðXðnÞ; yðnÞÞ; � � � ðXðNÞ; yðNÞÞ� �
,

the most popular training objective for RBMs and its variants is generative, that is,
maximizing the joint probability is the training objective. Therefore, the equivalent
minimized negative log likelihood objective function can be written as:

min LgenðDtrainÞ ¼ � PN
n¼1

ðlog pðXðnÞ; yðnÞÞÞ ¼ � PN
n¼1

ðlog pðyðnÞ XðnÞ�� Þþ log pðXðnÞÞÞ

¼ � PN
n¼1

log pðyðnÞ XðnÞ�� Þ � PN
n¼1

log pðXðnÞÞ:

ð8Þ

According to (8), our proposed ClassMVRBM includes two parts, one is the
conditional probability part, and the other is the marginal distribution of the input
samples. Since our training data are labeled and for the test sample, a good prediction
of the target classification is the only interesting point, therefore, this paper only
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focuses on the supervised part in (8), that is, the condition probability is the only
objective function as follows.

min
H

LðHÞ ¼ �
XN
n¼1

logðpðyðnÞ j XðnÞ;HÞÞ: ð9Þ

For a single sample pair ðXðnÞ; yðnÞÞ, we derive:

log pðyðnÞjXðnÞÞ ¼ log
pðXðnÞ; yðnÞÞ
pðXðnÞÞ

¼ log
X
H

expð�EðXðnÞ; yðnÞ;HÞÞ � log
X
y;H

expð�EðXðnÞ; y;HÞÞ:

ð10Þ

With respect to any parameter h of H in ClassMVRBM, the gradient of
log pðyðnÞjXðnÞÞ is:

@ log pðyðnÞjXðnÞÞ
@h

¼
P
H

expð�EðXðnÞ;yðnÞ;HÞÞ@ð�EðXðnÞ ;yðnÞ ;HÞÞ
@hP

H

expð�EðXðnÞ;yðnÞ;HÞÞ �
P
y;H

expð�EðXðnÞ;y;HÞÞ@ð�EðXðnÞ ;y;HÞÞ
@hP

y;H

expð�EðXðnÞ;y;HÞÞ

¼ P
H
pðHjXðnÞ; yðnÞÞ @

@h ð�EðXðnÞ; yðnÞ;HÞÞ �P
y;H

pðy;HjXðnÞÞ @
@h ð�EðXðnÞ; y;HÞÞ:

ð11Þ

According to (11), the two terms around the minus sign needed to be solved,
respectively. Analyze the parameters to be optimized, since the
optimization process does not include the reconstruction of the input X, and the input
biases are not involved in the computation of pðyjXÞ, the gradient with respect to B is 0.
The bias vector d in the label layer is special and only the label position is updated. In
this paper, we assume the position of classification label is t, the gradient of the bias
component dt is as follows:

@ log pðyðnÞt jXðnÞÞ
@dt

¼ 1� pðyðnÞ
t jXðnÞÞ; y

ðnÞ
t 2 f1; � � � ;Mg: ð12Þ

Here, M is the number of categories. For the other parameters , the
derivative of the log likelihood function with respect to every parameter is computed
below. Firstly @E

@h is calculated, and then
P
H
pðHjXðnÞ; yðnÞÞ @

@h ð�EðXðnÞ; yðnÞ;HÞÞ and
P
y;H

pðy;HjXðnÞÞ @
@h ð�EðXðnÞ; y;HÞÞ in the objective function (11) are calculated,

respectively. To calculate the gradient @E
@h, we first take calculating @E

@U as an example.
According to (5), we have
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@EðXðnÞ; yðnÞ;H;HÞ
@uki

¼ �
X
j;l

xðnÞij vljhkl: ð13Þ

The corresponding matrix-style representation is:

@EðXðnÞ; yðnÞ;H;HÞ
@U

¼ �HVXðnÞT : ð14Þ

Similarly, the derivatives with respect to other parameters can be calculated, and we

discover that the gradients all include hkl or H, furthermore, for

any binary hidden variable unit hkl in the hidden layer H,

X
hkl2f0;1g

pðhkljXðnÞ; yðnÞÞ � hkl ¼ pðhkl ¼ 1jXðnÞ; yðnÞÞ: ð15Þ

The activation probability of one single unit in the hidden layer is defined by the
following,

pðhkl ¼ 1jX; y;HÞ ¼ rðckl þ
XI

i¼1

XJ
j¼1

xijukivlj þ
XT
t¼1

ytpkltÞ; ð16Þ

where r is the sigmoid function, rðaÞ ¼ 1=ð1þ expð�aÞÞ. It is easy to see that the
hidden unit is influenced by not only the visual layer but also the labeled one. In terms
of matrix representation, the aforementioned conditional probability can be written as:

ð17Þ

Here, r applies on the entries of the corresponding matrices. denotes all the weights
between the label component in the label vector and the units in the hidden layer.

With regard to the second term in (11),

X
y;H2f0;1g

pðy;HjXðnÞÞH ¼ pðyjXðnÞÞ ¼
P
H
expð�EðXðnÞ; y;HÞÞ

P
y�;H

expð�EðXðnÞ; y�;HÞÞ; ð18Þ

Of which, y in the numerator represents a special category, while y� in the denominator
represents all possible categories. Where,

...

... ð19Þ

In summary, we have:
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ð20Þ

The gradient values used to update the parameters of the model are as follows:

ð21Þ

DCðtÞ ¼ aDCðt�1Þ þ k
@LðHÞ
@C

DdðtÞ ¼ aDdðt�1Þ þ k
@LðHÞ
@d

Of which, k is the learning rate, a is the momentum, and n1 and n2 is the weight
regularizer. The training algorithm of ClassMVRBM is presented as follows.

... ...

......
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4 Experimental Results

To evaluate the performance of our method, we conduct two types of experiments on
four publicly available image databases. The first type of experiment aims to evaluate
the classification performance of ClassMVRBM relative to RBM, MVRBM and other
unsupervised methods, and the second type of experiment aims to compare the clas-
sification performance of ClassMVRBM with ClassRBM, respectively for 2D signal
and the general vectorized 1D signal. In addition, we also conduct the sensitivity test
for some parameters.

4.1 The Experimental Datasets

This paper conducts experiments on image databases MNIST, Ballet, ETH80 and
Coil_20. All programs are coded by MATLAB and implemented on an Intel Core i7,
3.60 GHz CPU machine with 12 GB RAM. The datasets are listed as follows:

MNIST Database [14]: MNIST is a dataset of handwritten digits images database
including 60,000 training samples and 10,000 testing samples. Each image is one digit
among 0–9, and each one is a gray image with the size of 28 � 28.

Ballet Database [15]: This dataset includes 8 kinds of complex ballet actions, totally
44 videos clips are cut from the Ballet DVD video, and each clip has 107–506 frames.
The paper randomly selects 200 frames from each kind of action for training, while the
remaining images are used for testing. Similarly, all images are down-sampled to
32 � 32 and transformed to gray scale.

ETH80 Database [16]: ETH80 dataset includes 8 categories (apples, cars, cows, cups,
dogs, horses, pears and tomatoes). Each category consists of 10 different objects, and
each object is collected from 41 different views. Therefore, there are totally 8 � 10 �
41 = 3280 images. We randomly select the images of 21 views (8 � 10 � 21 = 1680)
for training while the others from the additional 20 views (8 � 10 � 20 = 1600) for
testing. All images are down-sampled to 32 � 32 and transformed to gray scale.

Coil_20 Database [18]: There are 20 kinds of different objects in this database, and
each object includes 72 images taken under different views, and all images are down-
sampled to 32 � 32, and transformed to gray scale. We randomly select 36 images for
training while the rest 36 images for testing.

4.2 Experimental Results

Experiment 1: The Classification Performance Evaluation of ClassMVRBM and
Other Unsupervised RBMs and Variants
This section aims to compare the classification accuracy of our proposed
ClassMVRBM with other unsupervised methods such as RBM, IGBRBM, MVRBM
and MVIGRBM. Note that RBM, IGBRBM, MVRBM and MVIGRBM are unsu-
pervised and mainly used to extract features of the input, we use the nearest neighbor
classifier for classification. The comparative experiments are conducted on image
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datasets MNIST, Ballet and ETH80. Table 1 shows the classification accuracy of five
algorithms: RBM, IGBRBM, MVRBM, MVGRBM and ClassMVRBM on three
datasets. Of which, the classification accuracy of unsupervised RBM, IGBRBM,
MVRBM and MVGRBM are reported in [11] when the iteration times and all
parameters are adjusted to the best. In the same way, the classification accuracy of our
proposed ClassMVRBM is obtained when the iteration times are 100 and all the other
parameters are adjusted to the most optimal by grid search. In the Table 1, the bold
figures are the best results in the comparison.

According to Table 1, the classification accuracy of ClassMVRBM is much higher
than other four unsupervised methods on the MNIST, Ballet and ETH80 datasets. It can
be concluded when adding the classification constraint to MVRBM, on one side, the
extracted feature representations are discriminative, on the other side, when the con-
ditional probability is directly used to classify, our proposed discriminative model pays
more attention to the difference between categories, which enables the proposed
method be obviously more robust for modeling relative less and more complicated
input data such as Ballet and ETH80 datasets. Therefore, our proposed model
demonstrates the significant superiority.

Experiment 2: The Classification Accuracy Comparison of ClassMVRBM with
ClassRBM
In this experiment, we will compare the classification accuracy of ClassRBM and
ClassMVRBM on three databases: Ballet, ETH80 and Coil_20. ClassMVRBM and
ClassRBM are both classification models, the difference lies in when ClassRBM is used
to classify 2D images, the images need to be vectorized firstly. To make the comparison
fair, the number of neurons in the hidden layer of ClassRBM and ClassMVRBM is set
consistent. That is, when the hidden dimension of ClassMVRBM is 20 � 20, then the
hidden dimension of ClassRBM is 400. Table 2 demonstrates the classification accuracy
of ClassRBM and ClassMVRBM when all parameters are adjusted to the most optimal
by grid search. According to Table 2, it is easy to see that the classification performance
of ClassMVRBM is better than that of ClassRBM. It’s not difficult to conclude that to
model 2D signal, ClassMVRBM performs better than ClassRBM, which is due to that
ClassMVRBM does not vectorize the images and keeps the spatial structure better.

Table 1. Classification accuracy of ClassMVRBM and other unsupervised methods

RBM IGBRBM MVRBM MVGRBM ClassMVRBM

MNIST 0.9515 0.9398 0.9670 0.9700 0.9725
Ballet 0.3779 0.9216 0.3505 0.9357 0.9509
ETH80 0.5281 0.8750 0.3969 0.8894 0.9053

Table 2. Classification accuracy comparison of ClassMVRBM and ClassRBM

Methods ClassRBM ClassMVRBM

Ballet 0.9114 0.9509
ETH80 0.5078 0.9053
Coil_20 0.9779 0.9896
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ClassMVRBM is sensitive to the hidden size and iteration times. In the following
experiments, we discuss the classification accuracy of ClassMVRBM under different
hidden sizes and iteration times. As regards to the hidden size, the grid search method
[17] is introduced to find the optimal hidden size so as to attain the highest classifi-
cation accuracy. According to the preceding description of the datasets, the input size
of Ballet, Coil_20 and ETH80 are all 32 � 32, for the sake of dimensionality reduc-
tion, we conduct experiments successively assuming the hidden size is 15 � 15,
18 � 18, 20 � 20, 25 � 25, 28 � 28 and 32 � 32. As shown in Table 3, the larger
the hidden size, the higher the classification accuracy, however, when the hidden size
increases to 32 � 32, the classification accuracy decreases instead. Especially,
28 � 28 is the optimal hidden size and with the highest classification performance. It is
not difficult to conclude when the hidden size is small, the extracted feature dimension
is limited, and the less model parameters generally leads to the under fitting, thus the
smaller hidden size brings the lower classification accuracy. But when the hidden size
is more than 28 � 28, the classification accuracy decreases, which probably results
from the overfitting caused by the excessive model parameters.

The influence of the iteration times for classification performance is reported in
Table 4. Note that as the iteration times increased, the classification accuracy increased.
However, when the iteration times are more than 200, the accuracy decreased.
According to Table 4, the best optimal iteration times are about 100 and we can
conclude that the increased iteration times over 100 probably lead to the over fitting.
This implies that our proposed classification model converges rapidly.

5 Conclusions

In this paper, we introduce a novel classification model called Matrix-variate Restricted
Boltzmann Machine Classification Model (ClassMVRBM). Inspired by ClassRBM,
ClassMVRBM integrates classification constraints to MVRBM and presents the opti-
mized objective function of conditional probability to solve the model parameters.

Table 3. Classification accuracy comparison under different hidden layer sizes on various
datasets

Hidden size 15 � 15 18 � 18 20 � 20 25 � 25 28 � 28 32 � 32

Ballet 0.8165 0.8432 0.8875 0.9165 0.9509 0.9053
Coil_20 0.3999 0.3999 0.5139 0.9229 0.9896 0.8653
ETH80 0.7888 0.7975 0.8388 0.8546 0.9053 0.8632

Table 4. Classification accuracy comparison under different iteration times on various datasets

Iteration times 10 30 50 100 200 500

Ballet 0.3838 0.6657 0.8547 0.9365 0.9309 0.9073
Coil_20 0.6753 0.8289 0.9264 0.9719 0.9597 0.9253
ETH80 0.6516 0.7713 0.8782 0.8946 0.8830 0.8632
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Since the proposed ClassMVRBM directly models the images without the vectorized
process, which keeps the spatial structure of the images better. Furthermore, the
classification constraint and the conditional probability objective function ensure the
discriminability of the learnt features. The experiments are carried out on four
benchmark datasets, MNIST, Ballet, Coil_20 and ETH80. The corresponding results
demonstrate the superiority of ClassMVRBM. However, the hidden features extracted
based on our proposed model still lack the discriminative analysis like the within-class
and between-class scatter constraints, we shall extent our work for tackling the task in
future.
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Abstract. To address the problems of the slow convergence and inefficiency in
the existing adaptive PID controllers, we proposed a new adaptive PID con-
troller using the Asynchronous Advantage Actor-Critic (A3C) algorithm.
Firstly, the controller can parallel train the multiple agents of the Actor-Critic
(AC) structures exploiting the multi-thread asynchronous learning characteris-
tics of the A3C structure. Secondly, in order to achieve the best control effect,
each agent uses a multilayer neural network to approach the strategy function
and value function to search the best parameter-tuning strategy in continuous
action space. The simulation results indicated that our proposed controller can
achieve the fast convergence and strong adaptability compared with conven-
tional controllers.

Keywords: Deep Reinforcement Learning � Asynchronous Advantage
Actor-Critic � Adaptive PID control

1 Introduction

The PID controller is a control mechanism of loop feedback, which is widely used in
industrial control system [1]. Based on the investigation of conventional PID controller,
the adaptive PID controller adjusts parameters online according to the state of the
system. Therefore, it has better system adaptability. At present, the majority of the
adaptive PID controllers are as follows: The fuzzy PID controller [2], which adopts
the ideology of matrix estimations like [3, 4]. It takes the error and the error rate as the
input and adjusts the parameters by querying fuzzy matrix table in order to satisfy the
requirement of the self-tuning PID parameters. The limitation of this method is that it
needs much more prior knowledge. Moreover, this method has a large number of
parameters, so that it needed to be optimized [5].

The adaptive PID controller [6, 7] can achieve effective control without identifying
the complex nonlinear controlled object using the good approximation ability of the
neural network to nonlinear structure. It is difficult to obtain the teacher signals in the
supervised learning process. The evolutionary adaptive PID controller [8] has difficulty
in achieving real-time control because it requires less prior knowledge [9]. The
adaptive PID controller based on reinforcement learning [10] solves the problem that
the teacher’s signal is difficult to obtain by unsupervised learning process. What is
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more, the optimization of the control parameters is simple. The Actor-Critic
(AC) adaptive PID [11, 12] is the most widely used in the reinforcement-learning
controller. However, the convergence speed of the controller is affected by the corre-
lation of the learning data in the AC algorithm [13].

Google’s DeepMind team proposed the Asynchronous Advantage Actor-Critic
(A3C) learning algorithm [14]. This algorithm adopts multi strategies such as [15] to
train multiple agents in parallel, each agent will experience different learning state, so
the correlation of the learning sample is broken while improving the computational
efficiency [16]. This algorithm has been applied in many domain [17, 18].

Under the several problems in view of discovery, the contributions of this paper are
as follows:

1. To address the problem of data relevance and the teacher signal, we draw lessons
from the A3C algorithm that enhancing the learning rate with an aim to train agent
in the parallel threads.

2. In order to improve the precision and adaptive ability of the controller, we use two
BP neural network to approach policy function and value function separately.

3. Extensive simulation results and discussions demonstrated that our proposed
adaptive PID controlling algorithm outperforms the conventional PID controlling
algorithms.

In Sect. 2, we present the related work about the adaptive controller. In Sect. 3, we
present our design of A3C-PID controller. Section 4 describes the result that we apply
A3C-PID to the position control of stepper motor. Section 5 discusses the results
achieved so far and presents some directions for further work.

2 Related Work

The conventional PID controlling algorithms can be roughly classified into two cate-
gories including the neural network PID controllers and reinforcement learning PID
controllers.

2.1 Related Works with Adaptive Controller Based on Neural Network

The paper [19] proposed a method utilizing the neural network to reinforce the per-
formance of PID controller for the nonlinear system. Although the initial parameters of
neural network can be determined by artificial test, it is not enough to ensure the
reliability of the manual result. Based on this, the author of [20] adopt the genetic
algorithm to obtain the optimal initial parameters of the network. However, the genetic
algorithm is easily to fall into local optimum. In order to solve the problem, author of
[21] appended the immigration mechanism, 10% of the elite population and the inferior
population were selected as the variant population, to the neural network adaptive PID
controller.
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2.2 Related Works with Reinforcement Learning Adaptive Controller

The authors of [10] proposed a PID controller that combining the ASN reinforcement
learning network with fuzzy math. Despite this method does not need too much
accurate training samples compared the neural network PID, its structure is too com-
plex to guarantee the real-time performance for itself. In view of this point, literature
[22] designed an adaptive PID controller based on Actor-Critic algorithm. The con-
troller has simple structure that formed just one RBF network. However, it conver-
gences slowly owing to the learning sample of Actor-Critic algorithm is relevance.

3 A3C Adaptive PID Control

3.1 Structure of A3C-PID Controller

The design of A3C adaptive PID controller is to combine the asynchronous learning
structure of A3C with the incremental PID controller. Its structure is as shown in
Fig. 1. The whole process is as follow: for each thread, the initial error em tð Þ ¼
y0 tð Þ � y tð Þ enters the state converter to calculate Dem tð Þ ¼ em tð Þ � em t � 1ð Þ
D2em tð Þ ¼ em tð Þ � 2 � em t � 1ð Þþ em t � 2ð Þ and output the state vector Sm tð Þ ¼
em tð Þ;Dem tð Þ;½ D2em tð Þ�T. Then the Actor (m) maps the state vector Sm tð Þ to three
parameters, Kp Ki and Kd, of PID controller. The updated controller acts on the
environment to receive the reward rm tð Þ. After n times, Critic (m) receives Sm tþ nð Þ
which is the state vector of the system. Finally it produces the value function estimation
VðStþ n;W 0

vÞ and n-step TD error dTD, which are viewed as the important basis for
updating parameters. The formula of the reward function is shown as Formula (1)

rm tð Þ ¼ a1r1 tð Þþ a2r2 tð Þ ð1Þ

r1 tð Þ ¼ 0; em tð Þj j\e
e� em tð Þ; other

�
r2 tð Þ ¼ 0; em tð Þj j � em t � 1ð Þj j

em tð Þj j � em t � 1ð Þj j; other

�

Fig. 1. Adaptive PID control diagram based on A3C learning
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In the next step, the Actor (m) and the Critic (m) send their own parameters W 0
am,

W 0
vm and the generated dTD into the Global Net to update Wa and Wv with the policy

gradient and the descend gradient. Accordingly, the Global Net passes their Wa and Wv

to Actor (m) and Critic (m), making them continue to learn new parameters.

3.2 A3C Learning with Neural Networks

Multilayer feed-forward neural network [23], also known as BP neural network, is a
back-propagation algorithm for multilayer feed-forward networks. It has strong ability
for nonlinear mapping and is suitable for solving problems with complex internal
mechanism. Therefore, the method uses two BP neural networks respectively to realize
the learning of policy function and value function. The network structure is as follows:

As shown in Fig. 2, the Actor network has 3 layers:

The first level is the input layer. The input vector S ¼ em tð Þ;Dem tð Þ;D2em tð Þ� �T
represents the state vector. The second layer is the hidden layer. The input of the hidden
layer as follows:

hik tð Þ ¼ Pn
i¼1 wikxi tð Þ � bk k ¼ 1; 2; 3. . .20 ð2Þ

Where, k represents the number of neurons in the hidden layer, wik is the weights
connected the input layer and the hidden layer, bk is the bias of the k neuron. The
output of the hidden layer as follows:

hok tð Þ ¼ min max hik tð Þ; 0ð Þ; 6ð Þ k ¼ 1; 2; 3. . .20 ð3Þ

The third layer is the output layer. The input of the output layer as follows:

yio tð Þ ¼ Pk
j¼1 whohoj � bo o ¼ 1; 2; 3 ð4Þ

e(t)

∆e(t)

∆2e(t)

.

.
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Fig. 2. Network structure of Actor-Critic
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Where, o represents the number of neurons in the output layer, who is the weights
connected the hidden layer and the output layer, bo is the bias of the k neuron.

The output of the output layer as follows:

yoo tð Þ ¼ log 1þ eyio tð Þ� �
o ¼ 1; 2; 3 ð5Þ

Actor network does not output the value of Kp Ki and Kd directly, but output the
mean and variance of the three parameters. Finally, the actual value of Kp, Ki and Kd is
estimated by the Gauss distribution. The Critic network structure is similar to the Actor
network structure. As shown in Fig. 3, the Critic network also uses BP neural networks
with three layers’ structure. The first two layers are the same as the layers in the Actor
network. Obviously, the difference lies in the output layer of the Critic network which
has only one node to output the value function VðSt;W 0

vÞ of the state.
In the A3C structure, Actor and Critic networks use n-step TD error method [24] to

learn action probability function and value function. In the learning method of this
algorithm, the calculation of the n-step TD error dTD is realized by the difference
between the state estimation value VðSt;W 0

vÞ of the initial state and the estimation value
after n-step, as followed:

dTD ¼ qt � V St;W
0
v

� � ð6Þ

qt ¼ rtþ 1 þ crtþ 2 þ � � � þ cn�1rtþ n þ cnV Stþ n;W
0
v

� �

The 0\c\1, represents the discount factor, is used to determine the ratio of the
delayed returns and the immediate returns. W 0

v is the weight of the Critic network.
The TD error dTD reflects the quality of the selected actions in the Actor network. The
performance of the system learning is:

E tð Þ ¼ 1
2
d2TD tð Þ ð7Þ

After calculating the TD error, each Actor-Critic network in the A3C structure does
not update its network weight directly, but updates the Actor-Critic network parameters
of the central network (Global-Net) with its own gradient. The update formulas are as
follows:

Wa ¼ Wa þ aa dWa þrw0a log p a s;W 0
a

��� �
dTD

� � ð8Þ

Wv ¼ Wv þ ac dWv þ @d2TD
�
W 0

v

� � ð9Þ

Where Wa, which is stored by the central network, is the weight of Actor network,
W 0

a represents the weights of Actor network in AC structure, Wv is the weight of Critic
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network in the central network, W 0
v represents the Critic network weights for each AC

structure, aa is the learning rate of Actor and ac is the learning rate of Critic.

4 Position Control of Two Phase Hybrid Stepping Motor

4.1 Modeling and Simulation of Two Phase Hybrid Stepping Motor

In this paper, a two phase hybrid stepping motor is used to control in the simulation
experiment. Firstly, we need to establish a mathematical model, however the two phase
hybrid stepping motor is a highly nonlinear mechanical and electrical device, so that it
is difficult to accurately describe it. Therefore, the mathematical model of a two phase
hybrid stepping motor is studied in this paper. It is simplified and assumed to be as
follows: The magnetic chain in the phase winding of the permanent magnet varies with
the rotor position according to the sinusoidal law. The magnetic hysteresis and the eddy
current effect are not considered while the mean and fundamental components of the air
gap magnetic conductance are considered. The mutual inductance between the two
phase windings is ignored. On the basis of the above limit, the mathematical model of
the two phase hybrid stepping motor can be described by the Eqs. 10–14.

ua ¼ L
dia
dt

þRia � kex sinðNrhÞ ð10Þ

ub ¼ L
dib
dt

þRib � kex sinðNrhÞ ð11Þ

Te ¼ �keia sinðNrhÞþ keie cosðNrhÞ ð12Þ

J
dx
dt

þBxþ TL ¼ Te ð13Þ

dh
dt

¼ x ð14Þ

In above formulas, ua and ub are two-phase voltage and current respectively of A
and B, R is winding resistance, L is winding inductance, ke is torque coefficient, h and
x are rotation angle and angular velocity of motor respectively, Nr is the number of
rotor teeth, Te is electromagnetic torque of hybrid stepping motor, TL is Load torque, J
and B are the load moment of inertia and the viscous friction coefficient respectively. It
can be seen from the mathematical model of a two phase hybrid stepping motor that the
two phase hybrid stepping motor is still a highly nonlinear and coupled system under a
series of simplified conditions.

The simulation model of two phase hybrid stepping motor servo control system is
built by Simulink in Matlab. The simulation is shown in Fig. 3.
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The parameters of the motor are as follows: L ¼ 0:5H, Nr ¼ 50, R ¼ 8X,
J ¼ 2 g:cm2, B ¼ 0Nm s=rad, N ¼ 100, TL ¼ 0, ke ¼ 17:5Nm=A. The N is the
reduction ratio of the harmonic reducer. The A3C-PID controller parameters are set as
follows: m ¼ 4, aa ¼ 0:001, ts ¼ 0:001 s, ac ¼ 0:01, e ¼ 0:001, c ¼ 0:9, n ¼ 30,
K ¼ 3000. The simulation results are shown in Figs. 4, 5 and Table 1.

Dynamic performance of the A3C, BP, and AC adaptive PID controller are shown
on Fig. 4. In the time of early simulation (20 cycles), the BP-PID controller has a faster
response speed and a shorter rise time (12 ms), but it has a higher overshoot of
2.1705%. On the contrary, both the AC-PID and the A3C-PID controller have smaller
overshoot as 0.1571% and 0.1021%. But the adjustment time of AC-PID is long
(48 ms), and the rise time is 21 ms. In contrast, A3C-PID controller has better stability
and rapidity.

Fig. 3. The simulation of servo system

Table 1. The comparison of controller performance

Controller Overshoot
(%)

Rise
time (ms)

Steady
state error

Adjustment
time (ms)

A3C-PID 0.1571 18 0 33
AC-PID 0.1021 21 0 48
BP-PID 2.1705 12 0 32
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Figure 5 shows the process of adaptive transformation of A3C-PID controller
parameters. As be seen from Fig. 5, the A3C-PID controller is able to adjust the PID
parameters based on errors in different periods. At the beginning of the simulation, the
tracking error of system is large. In order to ensure a fast response speed of the system,
KP is continuously increasing while Kd is reducing. Then the system is in order to
prevent from having a high overshoot, which limits the increasing of Ki. With the error
decreasing, KP begins to decrease. Meanwhile, the value of Ki is gradually increased to

Fig. 5. The result of controller parameter turning

Fig. 4. Position tracking
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eliminate the cumulative error. However, a small amount of overshoot is caused. Kd

tends to be stable at this stage because it has a large influence on the system. When the
final tracking error comes to 0, KP, Ki and Kd reach a steady state. Simulation results
show that the A3C-PID controller has an excellent adaptive capability.

5 Conclusions

In this paper, a new PID controller is proposed with asynchronous advantage actor-
critic algorithm. The controller uses the BP neural network to approach the policy
function and the value function. BP neural network have the strong ability in nonlinear
mapping which can enhance the adaptive ability of the controller. The learning speed of
A3C PID controller is accelerated with the parallel training in CPU multithreading. The
method of asynchronous multi-thread training reduces the correlation of the training
data and makes the controller more stable. In the simulation of nonlinear signal and
inverted pendulum, the control accuracy of A3C-PID controller is higher than others
PID controllers.

Current work includes that we use the controller to control the position of two
phase hybrid stepping motor and analyze the performance of controller such as:
overshoot, rise time, steady state error and adjustment time. According to these work, it
confirmed the effectiveness and application significance of the algorithm. Finally, our
aim is to make the controller apply to the multi-axis motion control and the actual
industrial production.

References

1. Adel, T., Abdelkader, C.: A particle swarm optimization approach for optimum design of
PID controller for nonlinear systems. In: International Conference on Electrical Engineering
and Software Applications, pp. 1–4. IEEE (2013)

2. Savran, A.: A multivariable predictive fuzzy PID control system. Appl. Soft Comput. 13(5),
2658–2667 (2013)

3. Jiang, D., Wang, W., Shi, L., Song, H.: A compressive sensing-based approach to end-to-end
network traffic reconstruction. IEEE Trans. Netw. Sci. Eng. (2018). https://doi.org/10.1109/
tnse.2018.2877597

4. Jiang, D., Huo, L., Li, Y.: Fine-granularity inference and estimations to network traffic for
SDN. PLoS One 13(5), 1–23 (2018)

5. Zhang, X., Bao, H., Du, J., et al.: Application of a new membership function in nonlinear
fuzzy PID controllers with variable gains. Inf. Control 2014(5), 1–7 (2014)

6. Cao-Cang, L.I., Zhang, C.F.: Adaptive neuron PID control based on minimum resource
allocation network. Appl. Res. Comput. 32(1), 167–169 (2015)

7. Patel, R., Kumar, V.: Multilayer neuro PID controller based on back propagation algorithm.
Procedia Comput. Sci. 54, 207–214 (2015)

8. Wang, X.S., Cheng, Y.H., Wei, S.: A proposal of adaptive PID controller based on
reinforcement learning. J. China Univ. Min. Technol. 17(1), 40–44 (2007)

506 Q. Sun et al.

http://dx.doi.org/10.1109/tnse.2018.2877597
http://dx.doi.org/10.1109/tnse.2018.2877597


9. Su, Y., Chen, L., Tang, C., et al.: Evolutionary multi-objective optimization of PID
parameters for output voltage regulation in ECPT system based on NSGA-II. Trans. China
Electrotech. Soc. 31(19), 106–114 (2016)

10. Akbarimajd, A.: Reinforcement learning adaptive PID controller for an under-actuated robot
arm. Int. J. Integr. Eng. 7(2), 20–27 (2015)

11. Chen, X.S., Yang, Y.M.: A novel adaptive PID controller based on actor-critic learning.
Control Theory Appl. 28(8), 1187–1192 (2011)

12. Bahdanau, D., Brakel, P., Xu, K., et al.: An actor-critic algorithm for sequence prediction.
arXiv preprint arXiv:1607.07086 (2016)

13. Wang, Z., Bapst, V., Heess, N., et al.: Sample efficient actor-critic with experience replay.
arXiv preprint arXiv:1611.01224 (2016)

14. Mnih, V., Badia, A.P., Mirza, M., et al.: Asynchronous methods for deep reinforcement
learning. In: International Conference on Machine Learning, pp. 1928–1937 (2016)

15. Jiang, D., Huo, L., Lv, Z., et al.: A joint multi-criteria utility-based network selection
approach for vehicle-to-infrastructure networking. IEEE Trans. Intell. Transp. Syst. 19,
3305–3319 (2018)

16. Liu, Q., et al.: A survey on deep reinforcement learning. Chin. J. Comput. 41(01), 1–27
(2018)

17. Qin, R., Zeng, S., Li, J.J., et al.: Parallel enterprises resource planning based on deep
reinforcement learning. Zidonghua Xuebao/Acta Autom. Sin. 43(9), 1588–1596 (2015)

18. Liao, F.F., Xiao, J.: Research on self-tuning of PID parameters based on BP neural networks.
Acta Simulata Syst. Sin. 07, 1711–1713 (2005)

19. Guo-Yong, L.I., Chen, X.L.: Neural network self-learning PID controller based on real-
coded genetic algorithm. Micromotors Servo Tech. 1, 43–45 (2008)

20. Sheng, X., Jiang, T., Wang, J., et al.: Speed-feed-forward PID controller design based on BP
neural network. J. Comput. Appl. 35(S2), 134–137 (2015)

21. Ma, L., Cai, Z.X.: Fuzzy adaptive controller based on reinforcement learning. Cent. South
Univ. Technol. 29(2), 172–176 (1998)

22. Liu, Z., Zeng, X., Liu, H., et al.: A heuristic two-layer reinforcement learning algorithm
based on BP neural networks. J. Comput. Res. Dev. 52(3), 579–587 (2015)

23. Xu, X., Zuo, L., Huang, Z.: Reinforcement learning algorithms with function approximation:
recent advances and applications. Inf. Sci. 261, 1–31 (2014)

24. Yang, S.Y., Xu, L.P., Wang, P.J.: Study on PID control of a single inverted pendulum
system. Control Eng. China S1, 1711–1713 (2007)

The Adaptive PID Controlling Algorithm Using A3C Learning Method 507

http://arxiv.org/abs/1607.07086
http://arxiv.org/abs/1611.01224


Network Emulation as a Service (NEaaS):
Towards a Cloud-Based Network Emulation

Platform

Junyu Lai1,2(&) , Jiaqi Tian1 , Dingde Jiang1 , Jiaming Sun1 ,
and Ke Zhang1

1 School of Aeronautics and Astronautics, University of Electronic Science
and Technologies of China, Xiyuan Ave no. 2006, Chengdu, China

{laijy,tianjq,jiangdd,sunjm,zhangk}@uestc.edu.cn
2 Science and Technology on Communication Networks Laboratory,

Shijiazhuang, China

Abstract. Network emulation is an essential method to test network architec-
ture, protocol and application software during a network’s entire life-cycle.
Compared with simulation and test-bed methods, network emulation possesses
the advantages of accuracy and cost-efficiency. However, legacy network
emulators are typically restricted in scalability, agility, and extensibility, which
builds barriers to prevent them from being widely used. In this paper, we
introduce the currently prevalent cloud computing and related technologies
including resource virtualization, NFV (network functional virtualization), SDN
(software-defined networking), traffic control and flow steering to the network
emulation domain. We design and implement an innovative cloud-based net-
work emulation platform, aiming at providing users Network Emulation as a
Service (NEaaS), which can be conveniently deployed on both public and pri-
vate clouds. We carried out performance evaluation and discussion on this
platform. It turns out, the platform can significantly outperform most legacy
network emulators regarding to the scalability, agility, and extensibility, with
much lower emulation costs.

Keywords: Network emulation � Cloud computing � NFV (network functional
virtualization) � SDN (software-defined networking) � Flow steering

1 Introduction

Modern networking systems are getting far more complicated than before. It is already
difficult to rely on theoretical methods to analyze network performance. Therefore,
network testing technologies are of great importance to the design and implementation
of network architecture, protocols and upper layer applications. There are mainly three
network testing methods.

Firstly, computer simulation is a technique whereby a software program models the
behavior of a network by calculating the interaction between the different network
entities (nodes, links, etc.). Most simulators use discrete event simulation, and the
simulation method cannot be very precise due to inaccurate models, although its
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running speed is usually fast and the cost is pretty low. Secondly, a live test-bed is a
platform for conducting rigorous and transparent testing of network protocols and
applications. It is a prototype of the target network, and is the most accurate method
with the highest cost. Thirdly, network emulation is a technique for the performance
testing of original protocols and applications over a virtual network, which is different
from computer simulation where purely mathematical models are applied. A network
emulator appears to be a real network, and is with medium cost and high accuracy.

This paper focuses on network emulation, which has been researched for more than
half century. However, due to technology constraints, traditional network emulators
have been restricted in scalability, agility, and extensibility for a long time, which
significantly influenced their applications in a larger scale. This research introduces the
currently prevalent cloud computing and related ICT technologies including resource
virtualization, NFV, SDN, traffic control and flow steering to the network emulation
domain, aiming at eliminating the above restrictions. More preciously, the major
contribution of this paper is to design and implement an innovative cloud-based net-
work emulation platform, to provide users Network Emulation as a Service (NEaaS).
The NEaaS can be deployed either public or private cloud to satisfy diverse user needs.

The remaining part of this paper goes as follows. The related work in industry and
academia are briefly reviewed in Sect. 2, followed by the innovative design of the
cloud-based network emulation platform in Sect. 3, and its implementation details in
Sect. 4. Performance evaluation of the proposed emulation platform is presented in
Sect. 5. Finally, Sect. 6 concludes the paper and provides the outlook.

2 Related Work

In industry, in 2003, Wellington and Kubischta [1] from General Dynamics presented
an approach for integrating and testing wireless systems in the laboratory with real-time
emulation of ad hoc radio networks. In 2006, Yousefi’zadeh et al. [2] from Boeing
Company collaborated with University of California reported the addition of emulation
functionality to the NEWS testbed capturing fading wireless link effects. In 2007,
Bonney et al. [3] from Architecture Technology Corporation, developed a hardware-in-
the-loop emulator known as ABSNE that creates a controllable, repeatable, virtual
network environment. Also in 2007, Beuran et al. [4] from NICT of Japan, had pre-
sented the design of QOMET, a wireless LAN emulator, with a versatile two-stage
scenario-driven design. The details of the improved model and additional functionality
were given in 2008 [5], and in 2015 [6], the authors again presented a framework for
evaluating wireless network performance through emulation, using a hybrid design. In
2008, Ahrenholz et al. [7] from Boeing Phantom Works, presents CORE (Common
Open Research Emulator), a real-time network emulator that allows rapid instantiation
of hybrid topologies composed of both real hardware and virtual network nodes. Also
in 2008, Nickelsen et al. [8] from Aalborg University and FTW described how to create
reproducible test conditions by emulating the wireless links. In 2015, Soles et al. [9]
from University of West Florida, collaborated with Northrop Grumman Aerospace
Systems, researched on the need to provide an emulation method for studying the
interaction among diverse hardware and software components.
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In academia, Giovanardi et al. [10–12] from University of Ferrara described the
emulation facility in the Simple Ad hoc simulator (SAM), which is able to emulate
many unicast routing protocols with a real exchange of signaling and data packets. In
2007, Maier et al. [13] from University of Stuttgart focused on scalable network
emulation problems, and present a comparison of different virtual machine (VM) im-
plementations (Xen, UML) and their virtual routing approach (NET). In 2009, Mehta
et al. [14], described a new emulation architecture that is scalable, modular, and
responds to real time changes in topology and link characteristics. In 2014, Balasub-
ramanian et al. [15] from Vanderbilt University, described a rapid development and
testing framework for a distributed satellite system. In 2015, To et al. [16] from
Universidad Galileo, presented the Dockemu tool for emulation of wired and wireless
networks.

Although there have already been a plenty of emulators as introduced above, most
of them are serving for dedicated purposes, and are to some extent, restricted in
scalability, agility, and extensibility. In the last decade, cloud computing and its related
ICT technologies have developed rapidly, which motivates the researchers to leverage
these promising technologies to be applied in developing network emulators in an
innovative manner.

3 Innovative Cloud-Based Network Emulation Platform

3.1 Vital Feature Requirements on Modern Network Emulator

Current networking systems appear to be with a large number of nodes, wired or
wireless links, and dynamic topologies, which introduces new requirements on modern
network emulators. Firstly, scalability. Emulator should support the number of emu-
lated nodes from several to tens of thousands, without changing the hardware and
software architecture. Secondly, agility. Building of a target emulation scenario should
be fast enough to satisfy the user QoE. Thirdly, extensibility. Emulator should be
extensible to hold newly appeared nodes and links in a convenient manner. Fourthly,
low-cost. Without sacrificing emulation accuracy, emulator can emulate larger scale
networks.

3.2 Network Node Emulation Scheme

The principle of network node emulation is to utilize the VMs created and allocated by
the cloud platform to imitate the nodes in target networks. More precisely, to emulate a
router node, the cloud platform calls the underlying hypervisor to create a VM instance,
and then allocates this VM to the emulator. Considering the fact that the targeted router
itself is a computer, it would be straight forward to adopt the allocated VM to emulate
that router.
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3.3 Network Link Emulation Scheme

Emulating target network links relies on using the virtual network links of the cloud
platform. The cloud virtual network consists of virtual links which connect multiple
VMs. Therefore, to emulate a specific link between two nodes in the target network, the
emulator sets a virtual link between the two corresponding VMs. The physical and mac
layer characteristics of the target link shall be accurately mapped to the network layer
attributes of the virtual network link.

3.4 Network Topology Emulation Scheme

Both wired and wireless network topology will change as time goes. For wired net-
work, the reason could be the failures happened on some certain links or nodes. While
for wireless network, it may be the consequence of link break caused by node mobility,
nodes failure, etc. To emulate network topology is to dynamically control and adjust
the virtual network links between the VMs in a fast enough manner to satisfy the
emulation needs.

3.5 Architecture of the Cloud-Based Network Emulation Platform

An architecture of the cloud-based network emulation platform is designed and pre-
sented in Fig. 1, which is divided into four layers: resource virtualization layers, cloud
computing layers, emulation core layers, and emulation interface layers.

Resource Virtualization Layer. Its functionality is to abstract, virtualize and pool all
sorts of underlying hardware resources. The major modules are included: (1) Compute
virtualization. This module creates VMs that acts like a real computer with an operating
system; (2) Network virtualization. The module combines hardware network resources
and network functionality into a single, software-based administrative entity; (3) Stor-
age virtualization. This module presents a logical view of all the physical storage
resources, treating all storage media in the system as a single pool of storage.

Fig. 1. Architecture of the cloud-based emulation platform.
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Cloud Computing Layer. It is a cloud Operating System, responsible for providing
resources in different forms according to the upper layer’s requirements in real-time.
Primarily, this layer consists of three modules: (1) Resource management. The module
allocates and frees compute, network, and storage resources to satisfy the emulation
needs; (2) SDN. This module contains two type of entities, i.e., SDN controller and
virtual switch located in physical machine. Together with the network virtualization
module of the lowest layer, this module can provide traffic control and flow steering
functionalities, which are the key features to implement link and topology emulations;
(3) NFV. The module embodies the principle of node emulation. Each node in the
target network can be emulated by a generic VM with NFV enhancement, which
includes dedicated functionality implementations of the target node by means of
software.

Emulation Core Layer. It contains three modules covering node, link and topology
emulations, respectively, plus with one emulation database storing emulation status and
parameter values: (1) Node emulation. By calling the lower layer’s resource man-
agement and NFV module, this layer can accomplish the tasks of node emulation;
(2) Link emulation. The resource management and SDN modules were utilized to
control the accessibility among arbitrary nodes, together with network ports settings on
the emulated nodes to define the characteristics of the corresponding links; (3) Topol-
ogy emulation. This module still relies on the lower layer’s resource management and
SDN modules, and considers all the nodes and links, which form the emulated network
topology to be consistent with the target network; (4) Emulation database. The database
to record and store the parameter values of the emulated nodes, links and topologies.
The users can store an emulation scenario by means of writing the status of all its
elements into the database, and later on, the scenario can again be recalled according to
the database.

Emulation Interface Layer. Two types of interfaces are considered in the platform:
(1) User Interface. It provides users the graphic interface to accomplish a series of
typical emulation operations, such as creation of nodes, links, as well as topologies,
management of emulation scenarios, etc.; (2) Device Interface. The emulation platform
supports the connections to real network nodes. It could be either a single node or an
external network consisting of an amount of real nodes.

4 Implementation Details

The hardware components of the cloud based emulation platform is illustrated in
Fig. 2. It consists of a number of COTS computers and switches. More precisely, all
the computers are X86 based (i.e., AMD 1700X, 64G RAM, 500G SSD), five of which
are emulation nodes, the rest two are emulation and SDN controller, respectively.
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4.1 Implementation of Resource Virtualization Layer

Considering the balance among efficiency, generality, and cost, Linux Kernel based
Virtual Machine (KVM) is adopted as the hypervisor. KVM requires a CPU with
hardware virtualization extensions. A wide variety of guest operating systems work
with KVM, including many flavors and versions of Linux, BSD, Solaris, Windows,
OS X, Android, Solaris 10, etc. which support the emulation nodes installed with
diverse operating systems. KVM is installed and configured in each emulation node to
virtualize and pool all the compute, storage, and network resources. In particular, VMs
with diverse profiles are created on top of host machines by KVM, according to
emulation needs.

4.2 Implementation of Cloud Computing Layer

OpenStack, OpenDaylight (ODL), and Open vSwitch (OVS) are employed to imple-
ment the three modules in this layer. OpenStack is a free and open-source software for
cloud computing, mostly deployed as IaaS, whereby virtual servers and other resources
are made available to users. OpenStack consists of interrelated components that control
diverse hardware pools of compute, storage, and networking resources. Users either
manage it through a web-based dashboard, through command-line tools, or through
RESTful web services. OpenStack has a modular architecture with various project
names for its components. The goal of the ODL project is to promote SDN and NFV,
with a clear focus on network programmability. ODL is a modular open platform for
customizing and automating networks of any size and scale. In the emulation platform,
Openstack and OVS are deployed on the emulation and the emulation controller nodes.
ODL is installed on the SDN controller node. By using ODL plug-in to replace
OpenStack Neutron’s original ones, the designed functionalities can be achieved.

Fig. 2. Hardware components of the cloud-based emulation platform.
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4.3 Implementation of Emulation Core Layer

The emulation platform is B/S model based. The primary functions, such as node, link
and topology emulations, are implemented in the web server side, together with the
database record the emulation status. Both of the web server and the database are
deployed on the emulation controller. Users can utilize any browser to access that web
server, and to accomplish their emulation tasks.

The web server includes node, link and topology emulation module. The node
emulation module is responsible for the creation, configuration, and deletion of the
emulated nodes. It mainly calls the OPENSTACK dashboard API to accomplish these
tasks. The link emulation module can then configure the emulated node’s network ports
to imitate the ports of the target nodes. Linux Traffic Control is the major tool adopted
to set the bitrate, delay and packet loss attributes of the network ports. The SDN
controller is also commanded by the link emulation module via ODL Controller API to
creation the virtual links connecting the emulated nodes. On the basis of node and link
emulation, the topology module supports the emulation for both the static topology
which keeps unchanged during the emulation, and the dynamic topology which
changes according to user settings or predefined trace files. All the above modules
programmed in Java at the server side, follows the MVC (Model, View and Controller)
design pattern.

As afore mentioned, a database module is designed to store emulation status.
MySQL is chosen to be the DBMS. Hieratical tables are built to record the emulation
parameter values and the relations.

4.4 Implementation of Emulation Interface Layer

This layer contains user interface and device interface modules, serving for different
purposes. The user interface is the front-end of the web server. Technologies, such as
HTML5, jQuery, Ajax, jTopo, etc. are employed to construct the web-based user
interface. Users can conveniently create and configure emulation scenarios. The web
pages designed for emulation tasks and their logical relations are given in Fig. 3. To
realize the united emulation between the emulation platform and a part of the real
network, the device interface module is developed. A real network device can be
directly attached to the emulation platform, and an inner agent, corresponding to the
external device will be created automatically, and will be connected to the external
device via a virtual L2 link. Figure 4 illustrates the implementation principles.

Fig. 3. Web pages designed for emulation tasks and their logical relations.
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5 Performance Evaluation

5.1 Performance Metrics Introduction

The proposed emulation platform can conquer most legacy emulator’s defects in
scalability, agility and extensibility. Therefore, the number of emulated nodes sup-
ported by the platform is chosen as the metric for scalability, while the creation time of
an emulation scenario is selected as the measure of agility. The platform can create
different types of emulated nodes and links only restricted by the VM and channel
templates, and thus has a very good extensibility.

5.2 Evaluation and Discussion

For the scalability evaluation, the number of emulated nodes a single emulation node
can support has been tested; the quantity of the emulated nodes supported by the
platform shall be the summation of the nodes all the physical nodes can emulate.
Experiments show that around 50 emulated nodes can simultaneously run on each
single emulation node, and for 5 emulation nodes of the same profile, 250 emulated
nodes shall be supported. The number can be linearly scaled up by simply increasing
the number of physical emulation nodes.

For the agility evaluation, a scenario with 100 emulation nodes is investigated. The
experiments of creating 10 emulated nodes on a single machine is carried out, and it
turns out 27 s is consumed, which means around 2.7 s are needed for creating one
emulation node. Since the platform has 5 physical emulation nodes, and each nodes can
create VMs independently, the time spent on building the scenario is around 5.4 s,
excluding the detailed configuration time for each node.

To summarize, the proposed platform’s performances on scalability, agility and
extensibility are much better than most legacy emulators.

6 Conclusion

Network emulation is regarded as the most promising network testing method due to its
balance on cost and accuracy. This paper focused on solving network emulation’s
inherent shortcomings in scalability, agility and extensibility. In particular, the paper

Fig. 4. Implementation principles for device interface module.
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designed and implemented an innovative cloud-based network emulation platform
aiming at providing users NEaaS. Performance evaluation and discussion illustrated
that the proposed platform can effectively outperform legacy network emulators
regarding to scalability, agility, and extensibility.

The potential research work we have planned for the next step includes the fol-
lowing two points: Firstly, the cost of VM-based emulation is still high, light- weighted
virtualization technologies, i.e., Docker, will be investigated to replace VMs. Secondly,
the target network’s heterogeneous nodes of diverse hardware architectures, such as
ARM, Sparc, and Power PC, are currently emulated by X86 architected VMs, which is
inaccurate to some extent. Emulation for heterogeneous nodes will be further studied.
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Abstract. Recurrent neural networks-RNN based online handwriting Uyghur
word recognition experiments are conducted applying connectionist temporal
classification in this paper. Handwritten trajectory is fed to the network without
explicit or implicit character segmentation. The network is trained to transcribe
the input word trajectory to a string of characters directly. According to the
writing characteristics of Uyghur, experiments are designed using two Unicode
word transcriptions respectively based on 32+2 basic character types and 128
specific character forms to represent a word. The training process and recog-
nition results based on same network architecture show that both transcription
methods are applicable. The word transcription system using basic 34 character
types showed better performance than the one using 128 specific character forms
in our experiments. 13.96%, 14.73% character error rates (CER) have been
observed respectively for char34 system and char128 system.

Keywords: Online handwriting recognition � Recurrent neural networks �
Connectionist temporal classification � Uyghur word transcription

1 Introduction

Handwriting recognition technology based on recorded trajectory with temporal
information is called online handwriting recognition, while offline handwriting
recognition works on the handwritten shape images which only provide spatial infor-
mation [1]. Achievements on both online and offline handwriting recognition has been
witnessed on well-investigated script kinds [2, 3]. Several competitions were held to
improve the handwriting recognition technology on the popular scripts [4, 5]. General
pattern recognition systems including recurrent neural networks with connectionist
temporal classification-CTC are proving themselves robust for the variety of the script
kinds, especially for alphabetic scripts, both in isolated and cursive writing styles [11].

Uyghur is an alphabetic script which is one of the important languages in north-
west China and Central Asia. Previous studies on Uyghur handwriting recognition
mainly uses classic pattern recognition framework which requires tremendous human
observation and expert design to extract features for later classification [6, 7]. A first
successful end-to-end unconstrained handwriting recognition system by Li et al. [8]
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achieved good results on printed text images. It is fact that recognition of handwritten
shapes is more difficult than printed ones.

According to the written characteristic of Uyghur, a word has two kinds of Unicode
based representations that either based on character types or specific character forms. In
order to compare the effect of the two word transcription methods, this paper conducts
comparative handwritten word recognition experiments using recurrent neural net-
works with connectionist temporal classification-CTC. The experiments are designed in
unconstrained recognition manner that the applied model can map handwritten tra-
jectory into sequence of characters directly without prior segmentation and lexicon
help.

Research on the application of intelligent systems has been gaining more and more
attention in recent years [13, 14]. The handwriting word recognition experiments in this
paper will be a reference for later study and development of intelligent systems. The
remaining content is arranged in several sections where Sect. 2 introduces Uyghur
alphabet and word transcription methods; Sect. 3 details the implemented model
structure; Experiment design and results on the collected dataset are described in
Sect. 4. At last, Sect. 5 draws a brief conclusion.

2 Alphabet and Word Transcription

Uyghur is one of the typical alphabetic scripts. Like other alphabetic scripts, a word is
composed of several characters/letters arranged by language rules. There is an inter-
esting word formation characteristic in Uyghur that a word can be transcribed in two
different ways. As given in Table 1, an Uyghur word can be split to two kinds of
character sequences, which are respectively based on character forms and character
types.

There are 32 basic Uyghur characters that each of them has several different
character shapes according to position within a word. In addition, there are one special
component character (char-33) and a compound character (34). The component char-
acter is very commonly used in typewriting and the compound character always occurs
in handwriting for its ligature shape. According to the alphabet in Table 2, there are 32
+2 basic character types and total 128 character forms.

An Uyghur word can be recorded and represented by two Unicode strings either by
using unicodes of specific 128 character forms or by 32+2 character representative

Table 1. Different Unicode representations of a word

WordCharacter in the wordUnicodes

by character forms

by character types
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forms. The perfect morphological rules made it possible to arrange corresponding
character forms according to the ordered character types of the word. This word coding
property is similar to other Arabic based scripts. Although not all character forms are
frequently used, this paper takes all 128 character forms and 34 character types into
consideration, for the character labels are suppressed with low confidence if they are
not present in the word transcription.

3 End-to-End Handwriting Recognition System

3.1 Input

Raw handwritten trajectory is processed to make short and informative trajectory. The
implemented preprocessing techniques include duplication removing and critic point
selection. In order to enrich the informative content of the raw input, two dimensional
direction vector (Dx, Dy) and another two dimensional pen-state vector are added to the
point coordinates of each point [9]. Thus, each point in input sequence is in shape of [x,
y, Dx, Dy, PS[0], PS[1]] where PS is for pen-state. Pen-state is confirmed conveniently

Table 2. Uyghur alphabet

End Mid Begin Single Rep No. End Mid Begin Single Rep No.
20

1
21
22

2
23
24 3

25
4
5

26
6
7

27
8
9

28
10
11

29 12

30
13

14

31
15
16

32 17
33 18
34 19

Rep, Single, Begin, Mid and End means the representative form, isolated form, beginning form, intermedi-
ate form and ending form of a character respectively.
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by order of neighbor strokes as in that [0, 1] means pen-up state while [1, 0] is for pen-
down state. The temporal direction factor is simply calculated using Eq. (1).

Dx ¼ xi � xi�1 ð1Þ
Dy ¼ yi � yi�1 ð2Þ

3.2 Model Architecture

A deep neural network including two bidirectional recurrent layers and two fully
connected layers are applied to build online handwriting word recognition system as
shown in Fig. 1(a).

Considering the subtlety to gradient vanishing of recurrent networks, Long Short
Term Memory-LSTM is applied for each cell or unit of the recurrent layers in this
paper. The output of the first recurrent layers is directly sent to the second recurrent
layer to obtain more generalized sequential feature. The fully connected layers are
assumed to further generalize the learned features from the recurrent layers. One of the
most effective regularization methods for neural networks, Dropout, is applied on the
fully connected layers to avoid overfitting, because dense connectivity in fully con-
nection layers makes large number of variables to the network. The number of neurons

(a)                                                                                 (b)

BLSTM: [forward: 128, backward: 128]

FC layer: 512 units, dropout

FC: n_chars +1 units

CTC Decoder

Input trajectory

Character sequence

BLSTM: [forward: 128, backward: 128]

Forward layer

Backward layer

Input layer

Output layer

Fig. 1. End-to-End handwritten word recognitions system (a) Model architecture (b) Bidirec-
tional recurrent layer
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in the last fully connected layer is set by the number of characters to make word
transcription and a Blank label used for CTC decoding. CTC decoder provides the last
output string (character sequence) by calculating the most possible character sequence.

3.3 Bidirectional LSTM Layer

Handwriting is usually written in either from right to left or from left to right direction.
However, many disorders happen in actual handwriting even in small handwriting case
such as words. Observing handwritten trajectory from both right-left and left-right
directions is more helpful and fit for the nature of online handwritten trajectory [10].
A bidirectional recurrent layer consists two sub recurrent layers. Input sequence is fed
to one recurrent layer in original order while another one receives the input sequence in
reverse order. Each LSTM cell in a recurrent layer controls input, output and state
values to the next state with gate mechanism, as given in Eqs. (2)–(6).

it ¼ sigm Wixt þUiht�1 þ bið Þ ð2Þ

ft ¼ sigm Wf xt þUf ht�1 þ bf
� � ð3Þ

ot ¼ sigm Woxt þUoht�1 þ boð Þ ð4Þ

ct ¼ ft � ct�1 þ tanh Woxt þUoht�1 þ boð Þ ð5Þ

ht ¼ ot � tanh ctð Þ ð6Þ

Where Wi; Wf ; Wo are the input-hidden weight matrix, Ui; Uf ; Uo are the state-
state weight matrix and bi; bf ; bo are bias vectors, respectively. It; ft; ot are the acti-
vation values at the input, forget and output gates, while ct and ht are the state and
output values of the cell.

The output of the two sub-recurrent layers are concatenated into longer sequence,
see Fig. 1(b) and Eqs. (7)–(9).

Yforward ¼ ht ¼ yr1; yr2; . . .:yrN½ � ð7Þ

Ybackward ¼ h0t ¼ yr1; yr2; . . .:yrN½ � ð8Þ

Y ¼ concat Yforward ; Ybackward
� � ð9Þ

Where yrN and ylN represents the output of the Nth node of in right-left and left-right
sub-recurrent layers. Yforward and Ybackward are the outputs of the two inverse sub-layers
and Y is last output of a bi-directional recurrent layer.

3.4 Output

The output is the sequence of alphabet characters that are assumed to be in the
handwritten trajectory input [11]. The number of nodes in the last fully connection
layer which its output is decoded into character string is set by the number of the
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alphabetic characters that the word transcription based on, either by 32+2 overall
character types or by 128 specific character shapes, with adding the Blank label
especially designed for CTC decoding. Therefore, this paper proposes two systems
based on 32+2 basic character types or 128 specific character forms to compare their
performances. In this way, an input trajectory is transcribed into two different
sequences of Unicode characters by the two systems.

4 Experiments

4.1 Dataset

A dataset has been established by collecting online handwritten word samples from 26
different writers. The dataset contains 900 word classes and each word is recorded in
two different character unicode strings, respectively using character type unicodes and
character form unicodes. Each writer is asked to write all word classes continuously.
The recorded handwritten word trajectories of each writer are saved in separate binary
files, with POTEX extension. Each handwritten word sample contains sequentially
recorded pen-tip (x, y) coordinates. A stroke is separated from its neighbor by a special
stroke-end mark and complete word trajectory is ended by another word-end mark.
A handwritten word sample in binary files is put together with its two word tran-
scriptions mentioned above and overall trajectory information including trajectory
length, number of strokes etc. The collected 23400 handwritten word samples are
divided into training and test sets with respect to the writers to conduct writer inde-
pendent word recognition experiments. 19800 samples from 22 writers are put in
training set while the remained 3600 samples from other 4 writer are used as test set.
Statistics on the collected datasets found that words which have 4–10 characters are the
most common ones. The longest word is recorded to have 22 characters in the dataset
used in this paper. The calculated average numbers of characters is 7.8. The longest and
average handwritten word trajectory lengths are found to hold 1023 and 221 points,
respectively.

4.2 Design and Configuration

In preprocessing, a point is removed if its distance to previous neighbor is less than half
of the average neighbor distance in the stroke. For critical point selection, threshold of
P/6 is found appropriate in our case. By preprocessing, the average trajectory length is
shorted to 67.

According to unicode representations of a word, either by character types or
character forms, two unconstrained handwriting word recognition systems are com-
pared in this paper. The two systems are differed only in the width of the last fully
connection (FC)-output layer. The system which transcribes input trajectory to a
sequence of basic character types is set with 32+2+1 units in the last FC-output layer
and noted char34 system in this paper. The another system uses 128+1 units at the last
FC layer to generate output sequence of specific character shapes and named char128
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system in this context. The transcribed model output is used as word recognition result
directly without help of any lexicon search and external language models.

The model performance is evaluated using character error rate-CER and character
accurate rate- CAR metric [12] and calculated using Eqs. (10) and (11).

CER ¼ Deþ Seþ Ie
Nt

ð10Þ

CAR ¼ 1� Deþ Seþ Ie
Nt

ð11Þ

where (Nt) is the total characters in the reference text. (Se), (De), (Ie) denote substi-
tution errors, deletion errors and insertion errors, respectively. Sum of these three errors
are just the minimum edit distance to align the output sequence to ground truth and
calculated by dynamic programming.

The experiments are conducted using one GTCx980 GPU with 4G RAM for
acceleration of training. One of most favored self adaptive optimizers-Adam is
implemented in all experiments. Samples from one writer in training set are temporarily
used for performance validation during training and remained samples from 21 writers
are used to update network parameters. Train samples are rearranged randomly in each
epoch and put 64 samples in a minibatch. Global learning rate is lowered by decreasing
factor of 0.5 when no improvement seen in successive 3 epochs on validation set.

Training is performed for two sessions in succession. In the first session, initial
learning rate and drop-rate is set as 0.001 and 0.5, while the values are set as 0.00001
and 0.75 in the second session of training. Both training sessions use the same early
stopping mechanism that training is stopped when 10 successive epochs cannot see any
progress on validation set. The generalization ability of the trained model is evaluated
on the test set which contains 3600 samples from new 4 writers.

4.3 Results and Discussion

To compare the performances of the two systems, the training procedure is recorded
using evaluation results on 10 batches of train and validation set against per epoch of
training, as in Fig. 2. Thanks to the short and rich informative input representation
obtained by preprocessing, the applied model has got very fast error decline both on
train and validation sets. Word transcription using 34 character types has shown better
performance than using 128 character forms. Using character type based transcription
had steadier decline in training error than using character forms based transcription
method.

Table 3 gives word recognition results and some other details from the experiments
using 34 character type based and 128 character forms based word transcription
methods. Since both models are same or very similar in architecture, they are observed
to have similar number of variables that each one has almost 1.9M variables and
comparable model sizes, see Table 3. Comparing with char34 system, char128 system
takes little bit longer time to complete an epoch of training. The char34 system
completes an epoch of training for about 4.2 min, while the char128 system uses an
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average of 5.7 min. In order to save training time, only 10 batches train and validation
subsets are used to navigate the model performance during training. It is also found that
char34 system is faster than char128 system on recognition performance, too. The
average recognition time per sample for char34 is 0.019 s while char128 system takes
about two times longer time to recognize a sample, 0.039 s.

Both char34 and char128 systems reached substantial low CER on train set, which
are 0.93% and 1.78%, respectively. Also, it can be seen that char34 got better training
than char128 system. Evaluation on test set which contains 3600 samples for 900 word
classes also showed encouraging results for both systems. 14.73% and 13.96% CER, or
85.27% and 86.04% CAR, results are given for char128 and char34 systems, respec-
tively. The recognition results indicate the superiority of char34 system than char128
system.

According to the training procedure and word recognition results, the experiments
in this paper provided good results both systems and showed that char34 system had
better performance than char128 system in almost all criteria listed n Table 3. This can
be analyzed that char128 system wants to find each specific character form in

(a) Training process of char128 system                 (b) Training process of char34 system

Fig. 2. Training process of char34 and char128 system (results are based on 10 epochs)

Table 3. Comparison of char34 and char128 systems

Model No. vars Model size No. ep T/ep Av-recT Tr_CER Te_CER Te_CAR

Char128 1994117 7.79M 112 *5.7 min 0.039 s 1.78% 14.73% 85.27%
Char34 1849451 7.22M 105 *4.2 min 0.019 s 0.93% 13.96% 86.04%

Tr_CER and Te_CER: CER on train and test sets, No. ep number of epochs the training
stopped, T/ep: average training time per epoch, Av-recT average recognition time per sample,
Te_CAR: average character accurate rate on test set.
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handwritten trajectory. However, a handwritten word, especially in cursive natured
scripts, always misses some character forms because joining with neighbor characters
or casual continues handwriting. The handwritten word sample in Fig. 3(a) has missed
some character shapes, and Fig. 3(b) shows a handwritten word trajectory with false
written character forms.

Nevertheless, both samples in Fig. 3 are readable and the character forms can be
identified within the word context. RNN’s capability of using long context information
make the labeling by 34 character types more applicable to the casual nature of
handwritten word samples. By comparison, labels by 34 character types are more
general to detect characters from handwritten word trajectory. Perhaps, using 128 char
labels are more suitable for recognizing printed texts instead of handwritten ones.

5 Conclusion

This paper conducts unconstrained online handwriting word recognition experiments
using recurrent neural networks on online Uyghur handwritten words. The connec-
tionist temporal classification maps the input handwritten trajectory to a sequence of
characters directly and without any lexicon help. According to the writing character-
istics of Uyghur, two word transcription methods based on 34 character types and 128
character forms are used as ground-truth labels respectively. Experiment results
demonstrate that both word transcription methods are applicable and effective. In
experiments, char34-character type based system has better performance in training and
evaluation process than char128-character form based system. Char34 and char128
systems obtained 13.96% and 14.73% character error rates on the test set respectively.
Different model architectures are to be investigated to further improve the recognition
results in later study.
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Computer Generated Hologram-Based Image
Cryptosystem with Multiple Chaotic Systems
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Abstract. Based on computer generated hologram (CGH) and multiple chaotic
systems, a novel image encryption scheme is presented, in which shuffling the
positions and changing the values of image pixels are combined to confuse the
relationship between the ciphertext and the original image. In the encryption
process, the complex distribution is permuted by use of the designed scrambling
algorithm which is based on Chen’s chaotic system and logistic maps firstly.
Subsequently, the Burch’s coding method is used to fabricate the CGH as the
encrypted image. Finally, the pixel values of the encrypted CGH are changed by
sine map to withstand statistical analysis attacks. Simulation results demonstrate
that the proposed method has high security level and certain robustness against
statistical analysis attacks, data loss and noise disturbance.

Keywords: Computer generated hologram � Chaos � Security and encryption

1 Introduction

With the rapid development of computational technology and modern optical tech-
nology, digital computer is widely used to simulate, calculate and deal with all kinds of
optical processes [1, 2]. In recent years, the optical information processing technique
has been applied in information security [1–8] because of its excellent characteristics,
such as high-speed parallel processing of information with multiple degrees of freedom.
Since the double random phase encryption (DRPE) technique has been developed [3], a
number of improved optical image encryption methods have been proposed [1, 2, 4].
However, it is difficult to transmit the encrypted complex data, which is obtained by the
traditional optical encryption techniques, through the network. Computer generated
hologram (CGH), which is often employed to implement optical encryption schemes
[2, 5, 6], is an effective method of the digitization of encrypted data. In comparison
with conventional optical holography, CGHs have the advantage of being easily and
effectively generated by computer.

In this paper, a novel image encryption scheme with off-axis Fourier transform
CGH and multiple chaotic maps is proposed. In this method, shuffling the positions and
changing the pixel values are performed simultaneously. In the encryption process, the
complex distribution is permuted by use of the designed scrambling algorithm which is
based on Chen’s chaotic system and logistic maps first. Then the Burch’s coding
method is used to fabricate the CGH as the ciphertext. To resist statistical analysis
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attacks, the pixel values of the obtained CGH are changed by sine map. The simula-
tions demonstrate the validity and performance of the proposed method.

2 Related Background

2.1 Fourier Transform Computer Generated Hologram Based
on Burch’s Method

Let O x; yð Þ ¼ A x; yð Þexp ju x; yð Þ½ � and R x; yð Þ ¼ Arexp j2pqur x; yð Þ½ � be the object
wave and the parallel reference wave, respectively. And let A x; yð Þj jmax¼ 1 and Ar ¼ 1,
then the transmittance of the off-axis Fourier transform CGH based on Burch’s coding
method can be expressed as follows [8]:

hðx; yÞ ¼ Oðx; yÞþRðx; yÞj j2

¼ Aðx; yÞj j2 þA2
r þ 2ArAðx; yÞ cos 2pqurðx; yÞ � uðx; yÞ½ �

¼ 0:5 1þAðx; yÞ cos 2pqurðx; yÞ � uðx; yÞ½ �f g:
ð1Þ

where q is the carrier frequency. With the conjugate reference wave, the hologram can
be reconstructed by inverse discrete Fourier transform. For further details the reader is
referred to [8].

2.2 Chen’s Chaotic System

The three-dimensional Chen’s chaotic system is described as following [9]

_x ¼ aðy� xÞ;
_y ¼ ðc� aÞx� xzþ cy;
_z ¼ xy� bz;

ð2Þ

where a, b and c are parameters. The system has chaotic behavior when a = 35, b = 3,
c 2 [20, 28.4].

2.3 Logistic Map

The logistic map, which is a 1D nonlinear chaos function, is expressed as [7]

xnþ 1 ¼ lxnð1� xnÞ; ð3Þ

where l is the logistic map parameter, and l 2 0; 4½ �; xn 2 0; 1ð Þ. When
3.5699456 < l � 4, the dynamical system is in chaotic state.

2.4 Sine Map

The sine map is also a 1D chaos function and defined as [10].
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xnþ 1 ¼ ½c sinðpxnÞ�=4; ð4Þ

where c is sine map parameter. when 0 < c � 4, sine mapping works in a chaotic
state.

3 The Chaos-Based Image Scrambling Method

In the proposed scrambling technique, the chaotic sequences generated by Chen’s
system and logistic map are used to permute the plaintext image. Suppose the size of
the input data I(x, y) is M � N, the scrambling method is described as follows

(1) Initialize XC(1), YC(1) and ZC(1) randomly and choose an arbitrary natural number
L first, then iteratively generate the chaotic sequences XC(i), YC(i) and ZC
(i) whose lengths are all L by using Eq. (2). Here, i = 1, 2, …, L.

(2) Generate three integers p1, p2 and p3 which are between 1 and L randomly first. In
other words, 1 � p1 � L, 1 � p2 � L and 1 � p3 � L. Then calculate the
initial value XL(1) of logistic map according to the following Eqs. (5) and (6)

Xð1Þ ¼ ½XCðp1Þþ YCðp2Þþ ZCðp3Þ�=3; ð5Þ

where XC(p1), YC(p2) and ZC(p3) are the p1th element in XC, the p2th element in
YC and the p3th element in ZC, respectively.

XLð1Þ ¼ 105 � absðXð1ÞÞ � fixð105 � absðXð1ÞÞÞ; ð6Þ

where fix(x) is the operation that rounds the elements of x toward zero.
(3) Using XL(1) and Eq. (3), generate the chaotic sequences XL(i) whose length is MN

+T iteratively. Here, i = 1, 2, …, MN+T, T is an arbitrary natural number.
(4) Truncate NM elements of XL(i) from the p4th element to obtain a chaotic sequence

S = {XL(i), i = p4, p4 + 1,…, p4 + MN−1}. Here, p4 is a random integer which is
between 1 and T.

(5) Sort the sequences S in ascending order to obtain a new sequence SN and its
corresponding permutation indices ISN. There are MN elements in ISN. The rela-
tions between S and SN is SN = S(ISN). For example, the mth element in SN
corresponds to the ISN(m)th element in S.

(6) With the zigzag algorithm [11], map I(x, y) into an 1D array I1. The length of I1is
MN.

(7) Then the permutation indices ISN is employed to permute I1and the scrambled
vector I2 can be achieved as follows

I2 ¼ I1ðISNÞ: ð7Þ

(8) Finally, apply the inverse zigzag scan process [11] to I2, the permuted image SI can
be obtained.
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The inverse image scrambling process is similar to the image scrambling process.
In inverse scrambling process, obtain the permutation indices ISN as described in steps
(1)–(5) with the same initial values and control parameters of the chaotic functions first.
Then the scrambled image SI is mapped into an 1D vector SI1 by use of the zigzag
algorithm. Subsequently, permute SI1 back to their original position according to the
following equation

SI2ðISNÞ ¼ SI1: ð8Þ

After applying the inverse zigzag algorithm to SI2, the decrypted image can be
retrieved.

4 The Encrypted Computer Generated Hologram

The presented algorithm is divided into three parts. First the complex distribution is
permuted by the proposed scrambling scheme. Then the CGH is generated by
employed Burch’s method. Lastly, sine map is applied to change the pixel values of the
shuffled-CGH. Supposing f x0; y0ð Þ denotes the input image with size M � N, the
proposed method is described as follows.

(1) To reduce the dynamic range of the hologram, f x0; y0ð Þ should be multiplied by a
random phase, which can be expressed as

f1ðx0; y0Þ ¼ f ðx0; y0Þexp½j2p/ðx0; y0Þ�; ð9Þ

where / x0; y0ð Þ is a random function distributed uniformly in the interval [0, 1].
(2) By use of the Fourier transform, the object wave O(x, y) can be obtained.

Oðx; yÞ ¼ DFT ½f1ðx0; y0Þ� ¼ Aðx; yÞexp½juðx; yÞ�; ð10Þ

where DFT() represents discrete Fourier transform operator.
(3) Permute the object wave O(x, y) and the reference wave R(x, y) to obtain

Op(x, y) and Rp(x, y) by the proposed chaos-based scrambling method shown in
sub-Sect. 2.3 with the parameters XC(1), YC(1), ZC(1), c, l, p1, p2, p3, and p4.

(4) With Op(x, y) and Rp(x, y), the shuffled hologram transmittance h(x, y) can be
achieved by using Eq. (1). When h(x, y) is 8-bit (256 levels) quantized, the gray-
level computer generated hologram HG can be obtained.

(5) To resist statistical analysis attacks, sine map is adopted to change the pixel values
of the shuffled hologram h(x, y). Initialize XS(1) randomly and choose an arbitrary
natural number v first, then iteratively generate the chaotic sequences XS(i) whose
length is MN+V by use of Eq. (4). Here, i = 1, 2, …, MN+V. Then truncate NM
elements of XS(i) from the s1th element to get a chaotic sequence XS1 = {X(i),
i = s1, s1 + 1,…, s1 + MN−1}.

(6) Compute the chaotic sequence XS1 using the following equation
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XS2 ¼ modðroundððabsðXS1Þ � floorðabsðXS1ÞÞÞ1014; 256Þ; ð11Þ

where round(x) rounds the elements of x to the nearest integers, floors(x) rounds the
element of x to the nearest integers less than or equal to x, abs(x) is returns the
absolute value of x, and mod(x, y) returns the remainder after division, respectively.
Then apply the inverse zigzag scan process to the 1D vector XS2 to obtain the two-
dimensional integer matrix XS3.

(7) Finally, change the pixel values of the permuted CGH to achieve the encrypted
CGH according to the following Eq. (12)

HGP ¼ HG� XS3; ð12Þ

where the symbol � represents the exclusive OR operation bit-by-bit.

The parameters XC(1), YC(1), ZC(1), XS(1), c, l, c, p1, p2, p3, p4 and s1 are used
as private keys and form a large key space in the encryption and decryption processes.

The decryption process is described as follows:

(1) Use the same parameters XS(1), c and s1 to obtain XS3 as described in steps (5)–(6)
first.

(2) Perform the exclusive OR operation between HGP and XS3 to obtain the permuted
hologram HG using Eq. (13)

HG ¼ HGP� XS3; ð13Þ

(3) With the parameters XC(1), YC(1), ZC(1), c, l, p1, p2, p3 and p4, HG is permuted
by the proposed inverse scrambling process mentioned in Subsect. 2.3 to obtain
HG1.

(4) With the conjugate reference wave, the reconstruction RG of the CGH can be
obtained by using inverse DFT. Thus, the decrypted image is achieved.

5 Simulation Results

The presented method is carried out to verify the feasibility of the cryptosystem with
the image “Lena” shown in Fig. 1(a), which size is 256 � 256. The experiments were
performed using MATLAB. Since the CGH is under-sampled, the input image is
expanded to 560� 560 pixels to deal with the under-sampling problem and obtain
spatial separation of the reconstructed terms, as shown in Fig. 1(b). The parameters of
the cryptosystem are XC(1) = −10.058, YC(1) = 0.368, ZC(1) = 37.368, c = 28,
l = 3.8, c = 3.92, L = 105, T = 105, V = 105, p1 = 35762, p2 = 29637, p3 = 88365,
p4 = 15759 and s1 = 51123, respectively. To measure the quality of the decrypted
image, the peak signal-to-noise ratio (PSNR) [12] was used to calculate the similarity
between the original plaintext image and the decrypted image. If the PSNR value is
larger than 40 dB, the decrypted image almost has no difference from the original one
in visual quality.
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5.1 Performance of the Encryption System

Using the proposed encryption scheme, the plaintext image is encrypted, and the
ciphertext shown in Fig. 1(c) is acquired. To evaluate the performance of the proposed
scheme, the ciphertext is decrypted using both correct and incorrect keys. Figures 1(d)–
(e) exhibit the well reconstructed image and decrypted image with the correct keys
respectively. As shown in Fig. 1(e), the PSNR of the decrypted image is above over
45 dB when all the keys are correct.

Nowwe explore the sensitivity of recovered image to slight change of the cipher keys.
The decrypted images with the wrong decryption keys XC(1) = XC(1) + 10−15,
YC(1) = YC(1) + 10−14, ZC(1) = ZC(1) + 10−14, XS(1) = XS(1) + 10−14, c = c +
10−14, l = l + 10−14, c = c + 10−15, p1 = p1 + 1, p2 = p2−1, p3 = p3 + 1, p4 =
p4 + 1 and S1 = S1 + 1 are illustrated in Fig. 2(a)–(l), respectively. It can be observed
from Fig. 2(a)–(g) that any valid information cannot be obtained from the decrypted
imageswhen the absolute values of the deviations ofXC(1) and c are up to 10−15 and those
of YC(1), ZC(1), XS(1), c and l are up to 10−14, respectively. Additionally, as can be seen
from Fig. 2(h)–(l), all the decrypted images are unrecognizable if the parameters p1, p2,
p3, p4 and S1 are less 1 or more 1 than the correct value. All the PSNR values of the
decrypted images in Fig. 2 are less than 10 dB. Please note that the other keys remain
correct while a key is changed in thementioned above experiments. Because the key space
of the cryptosystem consists of the parameters XC(1), YC(1), ZC(1), XS(1), c, l, c, p1, p2,
p3, p4 and s1, the entire key space of the encryption scheme is 1015 � 1014 � 1014

1014 � 1014 � 1014 � 1015 � 105 � 105 � 105 � 105 � 105 = 10125 � 2415.

Fig. 1. Results of the proposed image encryption: (a) the plaintext image ‘Lena’ (256 � 256);
(b) the expansion image (560 � 560); (c) the ciphertext (560 � 560); (d) the reconstruction of
(c) (560 � 560); (e) the decrypted image with correct keys (256 � 256) (PSNR = 45.05).
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5.2 Robustness of the Proposed Scheme Against Attacks

Except for having a large key space, a desirable encryption technique should also well
withstand various attacks such as statistical attack and occlusion attack.

Several types of statistical analysis including histogram analysis, entropy analysis,
and correlation analysis are performed in the experiments. Figure 3(a) and (b) show
histograms of the original image and the encrypted image, respectively. As shown in
Fig. 3(b), the experiment result is nearly uniform. So, the histograms of ciphertext
cannot provide any useful information for the attacker to carry out this kind of sta-
tistical analysis attack.

The entropy is the most outstanding feature of the randomness [13]. The infor-
mation entropy of an image f can be computed according to the following Eq. (14).

Hðf Þ ¼
X255

i¼1

PðfiÞ log2
1

PðfiÞ; ð14Þ

Fig. 2. The decrypted images with incorrect keys: (a) the decrypted images with XC(1) =
XC(1) + 10−15 (PSNR = 8.57); (b) the decrypted images with YC(1) = YC(1) + 10−14 (PSNR =
9.15); (c) the decrypted images with ZC(1) = ZC(1) + 10−14 (PSNR = 8.73); (d) the decrypted
images with XS(1) = XS(1) + 10−14 (PSNR = 8.82); (e) the decrypted images with c = c + 10−14

(PSNR = 8.98); (f) the decrypted images with l = l + 10−14 (PSNR = 9.01); (g) the decrypted
images with c = c + 10−15 (PSNR = 9.13); (h) the decrypted images with p1 = p1 + 1
(PSNR = 9.18); (i) the decrypted images with p2 = p2 − 1 (PSNR = 8.97); (j) the decrypted
images with p3 = p3 + 1 (PSNR = 8.72); (k) the decrypted images with p4 = p4 + 1
(PSNR = 9.46); (l) the decrypted images with S1 = S1 + 1 (PSNR = 8.75).
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where P(fi) represents the probability of symbol fi. For a purely random source emitting
2N symbols, the entropy is H(f) = N. For example, the theoretical entropy of the image
with 256 gray levels is 8.

Using Eq. (14), the entropy of the original image and ciphered image can be
calculated. They are 7.4363 and 7.9994, respectively. The entropy of the encrypted
image is very close to the theoretical value of 8. It means that the proposed encryption
method is secure upon entropy attack.

Because each pixel is highly correlated with its adjacent pixels either in horizontal,
vertical or diagonal direction in an image, the cryptanalysis can be carried out by
employing this characteristic. The 3000 pairs of adjacent pixels in vertical, horizontal
and diagonal directions are randomly selected from the plain images and the ciphertext
to probe the corrections of the adjacent pixels by calculating their corresponding
correlation coefficient rxy [13]. The bigger absolute value of rxy is, the stronger cor-
relation is. The correlation coefficients of the plain image and the ciphertext are shown
in Table 1 and the distributions are shown in Figs. 4 and 5. From Table 1 and Fig. 5, it
is evident that a random relation exists in the ciphered image. Not only correlation
coefficient but also the figures illustrate that neighboring pixels of the ciphered image
have no correlation. The encryption method improves the image’s security.

Fig. 3. (a) Histogram of plain image ‘Lena’, (b) histogram of ciphered image.

Fig. 4. Correlation between two adjacent pixels in ‘Lena’: (a) horizontal correlation; (b) vertical
correlation; (c) diagonal correlation.
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In the noise attack experiments, the ciphertext is added with the Gaussian random
noise with mean value 0 and standard deviation 15. Figure 6(a) is the encrypted image
distorted by Gaussian noise with mean value 0 and standard deviation 15. The
reconstruction is displayed in Fig. 6(b). The recovered image which PSNR is 11.03 dB
is shown in Fig. 6(c). Though the decrypted image depicted in Fig. 6(c) is interfered
seriously and the corresponding PSNR is small, it can still be recognized among the
noise.

During data transmission, information loss also often occurs. The robustness of the
proposed method against occlusion attack which is regarded as data loss is tested.
Figure 7(a) shows the ciphertext occluded by 10%. Figures 7(b)–(c) exhibit the cor-
responding reconstructed image and decrypted image obtained by use of all correct
keys. Though the PSNR of the decrypted image is less than 13 dB, it can still be
distinguished.

Fig. 5. Correlation between two adjacent pixels in the encrypted image: (a) horizontal
correlation; (b) vertical correlation; (c) diagonal correlation.

Fig. 6. Robustness against noise. (a) the encrypted image undergone noise attack; (b) the
reconstruction of (a) with all correct keys; (c) the decrypted image (PSNR = 11.03).

Table 1. Results of correlation coefficients.

Direction Lena Encrypted image

Horizontal 0.9680 −0.0079
Vertical 0.9424 0.0024
Diagonal 0.9175 0.0272
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6 Conclusion

In this paper, based on CGH technique and chaotic theory, a new image encryption
method is proposed. Permuting the positions and changing the values of image pixels
are combined simultaneously to enhance the security of our scheme. The proposed
approach has the following merits: (1) the method is highly sensitive to the secret keys
and it has a large enough key space to resist all kinds of brute-force attacks; (2) the
encrypted image has a good statistical property; (3) the encrypted holograms which are
generated by computer are real-value data, so they are convenient for storage and
transmission.
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Abstract. An efficient and reliable flight Mach controller is specially needed
for an Aircraft. A Flight Mach Fuzzy Controller (FMFC) based on modern
Fuzzy control theory is designed for an Unmanned Aerial Vehicle (UAV) using
a turbojet engine. The theory and process of designing control law is introduced
and its control performance is optimized by changing the scaling factor. In order
to evaluate the control performance, the mathematical simulation and hardware-
in-the-loop simulation are carried out respectively, and the simulation results are
compared. The evaluation shows good control performance to stabilize the UAV
flight Mach number to the target Mach number quickly by controlling the engine
work condition.

Keywords: Unmanned Aerial Vehicle � Flight Mach number � Fuzzy control �
Hardware-in-the-loop simulation

1 Introduction

The Flight Mach Control System (FMCS), which controls the engine work condition to
ensure that the aircraft flight according to the desired Mach number, plays an important
role in the flight performance of an Unmanned Aerial Vehicle (UAV) [1]. However,
because the models of aircraft trajectory and engine are incredibly complicated and
strongly nonlinearized, an efficient and reliable control methodology is required [2].
Intelligent fuzzy control laws do not presuppose the strict mathematical model of the
control object, different from classical model-based control approaches, and is expected
to be able to flexibly handle the change of the characteristics of the control object [3].
A number of studies have already demonstrated that the fuzzy control is a feasible and
flexible approach to flight control and can provide adequate control performance across
the flight envelope [4–6]. In these approaches, however, the evaluation of control
performance usually stays at the level of mathematical simulation without considering
the factors of real products, which affects the control quality.

Hardware-in-the-loop (HIL) simulation is a technique that is used in the develop-
ment and test of complex real-time embedded systems [7]. In order to be close to the
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natural processes, an effective simulation platform is built by adding some real hard-
ware products, such as engine Electronic Control Unit (ECU), and fuel supply
mechanism. These products are apparently smaller and cheaper, as compared to the
complicated products which are replaced by the mathematical simulation models to
avoid high costs and high risks.

In this paper, a Flight Mach Fuzzy Controller (FMFC) based on modern fuzzy
control theory is designed for an UAV using a turbojet engine, considering the inter-
connection factor of Aircraft Flight Control System and Propulsion System. The error
and error rate of flight Mach number are used as the input variables of controller, and
the engine rotation speed difference is used as the output variable. The theory and
process of designing control law is introduced. And the control performance is opti-
mized by changing the scaling factor. To evaluate the control performance, a hardware-
in-the-loop simulation system is built, and the result is discussed by comparing with the
mathematical simulation result. The evaluation showed good control performance to
stabilize the UAV flight Mach number to the target Mach number quickly.

2 Flight Mach Control System

The FMCS which uses the control algorithm to change engine condition by calculating
the supply fuel, is the significant constituent part of an UAV, and its function is
ensuring that the aircraft flight according to the desired Mach number from the Air-
borne Control Compute (ACC). The operating principle of FMCS is shown in Fig. 1.

When the UAV is cruising, the ACC will calculate a target Mach number in real
time and sends it to FMFC, according to the current flight condition and the subsequent
flight requirements. The FMFC compares the actual flight Mach number Ma and the
target Mach number Ma�. If Ma is larger than Ma�, the engine rotation speed n� should
be smaller to decrease the engine thrust for decelerating the UAV. On the contrary, if
Ma is smaller than Ma�, the engine rotation speed n� should be larger to increase the
engine thrust for speeding the aircraft. If Ma is the same with Ma�, the engine rotation
speed will stay its position to keep the balance of thrust and drag. When the flight Mach
number drift off the scheduled variable, the FMCS will change the engine condition in
good time to keep the flight Mach number to the set point needed.

Fig. 1. Sketch map of FMCS principle
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3 Flight Mach Fuzzy Controller

The static and dynamic characteristics performance of the FMCS depends largely on
the performance of the FMFC. The fuzzy control system is a digital and intelligent
control system, with a kind of feedback closed loop structure, the composition heart of
which is an intelligent fuzzy controller [7]. The design major components of the FMFC
include the pretreatment, the fuzzification, the rules, the inference engine and the
defuzzification, as shown in Fig. 2.

3.1 Pretreatment and Fuzzification

The pretreatment means deciding the input and output variables to the inference part,
and quantifying these variables to form the fuzzy space [8]. The FMFC consists of
double inputs and single output. The Mach number error e ¼ Ma�Ma� and error rate
De ¼ ðMa�Ma�Þ=T are chosen as the input variables, where T is the control cycle
time. The output of the fuzzy inference part is used as an engine rotation speed
difference Dn ¼ n� n�. For simplicity, the same quantization domains are used for all
control variables: {−6, −5, −4, −3, −2, −1, 0, 1, 2, 3, 4, 5, 6}.

This fuzzification determines the corresponding degree of each variable within the
associated membership function [8]. Seven fuzzy subsets same for all control variables
are chosen: (NB, NM, NS, Z0, PS, PM, PB},

where

NB = negative big,
NM = negative middle,
NS = negative small,
Z0 = zero,
PS = positive small,
PM = positive middle,
PB = positive big.

Two triangular fuzzy membership functions are used to determine the membership
of fuzzy linguistic values decided by the input (Fig. 3) and output (Fig. 4). In Fig. 3,
the initial values of indexes {a, b, c, d, e, f} are set as {−0.06, −0.04, −0.02, 0.02, 0.04,
0.06} according to the experience. In fact, these values play an important part in the

Fig. 2. FMFC structure
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performance of FMFC and need to be optimized. More details about the optimization
will be discussed in Sect. 4.2.

3.2 Fuzzy Rules and Inference

The inference manages all the operations specified by the fuzzy rules with their logical
operators, and aggregates the outputs of these fuzzy rules as the fuzzified output [8].
Two types of usual methods to determine the fuzzy control rules exist in the literature:
the synthetic reasoning and the experience induction [9]. In this paper, the experience
induction method is adopted to obtain a total of 49 if-then rules that cover the complete
input/output space as Table 1. The experience is extracted from the Mach number
control process described in Sect. 2, utilizing a strategy resembles to that of a classic
PD controller since the rules are predicated on errors and error rates. Examples of the
rules in Table 1 are:

R1: if e is NB and De is NB, then Dn is PB;
R2: if e is NM and De is NM, then Dn is PB.

For implication functions and the compositional rules of inference, Mamdani’s
minimum-operation is utilized. Then, the expression of the new membership function is
obtained as follows:

Fig. 3. Input membership function Fig. 4. Output membership function

Table 1. The fuzzy rules

e
Δn

NB NM NS Z0 PS PM PB

NB PB PB PB PB PM PS Z0
NM PB PB PM PM PS Z0 Z0
NS PB PM PM PS Z0 Z0 NS
Z0 PM PS PS Z0 NS NS NM
PS PS Z0 Z0 NS NM NM NB
PM Z0 Z0 NS NM NM NB NB
PB Z0 NS NM NB NB NB NB
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lcðDnÞ ¼ w1 ^ lPBðDnÞ½ � _ w2 ^ lPBðDnÞ½ � ð1Þ

where

w1 ¼ lNBðeÞ ^ lNBðDeÞ ð2Þ

w2 ¼ lNMðeÞ ^ lNMðDeÞ ð3Þ

3.3 Defuzzification

The resulting fuzzy set is defuzzified to yield a crisp value. The popular defuzzification
method used within the Mamdani defuzzification block is weighted average method
[9], which can be calculated for a discrete membership function as follows:

Dn ¼

Pk

j¼1
lCj

ðwjÞwj

Pk

j¼1
lCj

ðwjÞ
ð4Þ

At last, the target engine rotation speed n� of the next T + 1 can be obtained
according to Eq. (5).

n� ¼ nþ auDn ð5Þ

Where, n is the engine rotation speed of the present T ; au is the scaling factor of the
output.

4 Simulations

In this part, the FMFC control performance is examined for the flight Mach number
control process in a complex system that is built according to Fig. 1. The mathematical
simulation and hardware-in-the-loop simulation are carried out respectively. The goal is
to test the ability of the control system to stabilize the UAV flight Mach number.

4.1 Mathematical Simulation

Validation of the FMFC is done on the test platform built according to Fig. 1, con-
sisting of the FMFC, the ECU model, the engine model and the aircraft trajectory
model. The function of ECU model is calculating the supply fuel flow to the engine
according to the target engine rotation speed n� from FMFC. The engine model and the
aircraft trajectory model that is built to simulate the steady state operation of the UAV
are complex, and can calculate accurately the parameters that consist of flight Mach
number, flight altitude, engine rotation speed and thrust. The platform and all the
models are written in C# language.
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The simulation is assumed to take place at a typical flight condition of Mach 0.72 at
5 km altitude that the engine rotation speed is 85% of the maximum speed as shown in
Table 2 Example A. The UAV needs to be accelerated to Mach 0.8. Whereafter, the
FMFC activates and assumes the control authority.

The simulation result is shown in Fig. 5. The maximum overshoot is 0.1 for Mach
number. It can be clearly learned that the controller has performed a good work for
controlling the Mach number to achieve and stabilize the target. Although a long period
of oscillations are observed before reaching the stable target because the initial values
of the variables membership is not reasonable that is needed to be optimized.

4.2 Optimization

In order to improve the controller performance, the control variable scale factors
(ae; aec and au) are adjusted as the optimization parameters to modify the membership
function of the all variables. Figure 6 shows the effect of the scale factors to the control
performance. The smaller ae or the bigger au gives rise to the oscillation and overshoot,
while the bigger aec leads to overshoot only.

Table 2. Simulation conditions

Parameter Symbol Example A Example B

Altitude (km) H 5 8
Mach number Ma 0.72 0.716
Engine rotation speed n=nmax 85% 85%
Target mach number Ma� 0.8 0.65
Control cycle time (s) T 5 5

Fig. 5. Result of mathematical simulation
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The objective function of the optimization is defined in Eq. (6).

J ¼ min
Ztz

0

eðtÞj jdt
0

@

1

A ð6Þ

Where, t is the simulation time, and e(t) is the error of Mach number to the target Mach
number. According to the optimization results, it is probable to achieve good control
performance when the scales are chosen as ae ¼ 1:29; aec ¼ 0:31, and au ¼ 0:9. The
results contrast before and after the optimization is shown in Fig. 7. The contrast shows
that the time response is quick and overshoots are tiny.

Fig. 7. Contrast before and after optimizationFig. 6. (a)–(c) Three scale factors effect
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4.3 Hardware-in-the-Loop Simulation

The Hardware-in-the-loop simulation system is built on the basis of mathematical
simulation by replacing partial mathematical models with real products [10, 11]. The
system consists of Electronic Control Unit (ECU), Fuel Supply Mechanism (FSM),
Simulation Host Computer (SHC), Data Recording and Processing Computer (DRPC),
Signal Interface Box (SIB), and Uninterrupted Power Supply (UPS), as shown in
Fig. 8. The FSM is one of a series of actuators that the ECU controls on an internal
combustion engine to ensure optimal engine performance. These two real products
work together to achieve the fuel supply function of the engine, by reading values from
a multitude of parameters within the engine model, interpreting the data using the
complex control algorithms, and adjusting the engine actuators. The Engine model,
aircraft trajectory model, FMFC controller and the other related mathematical models
run on the SHC computer.

Two Simulation Examples (A and B) are carried out to test the performance of the
FCFC controller. The condition of example A is the same with that in Sect. 4.1. The
simulation of example B is assumed to take place at a flight condition of Mach 0.716 at
8 km as shown in Table 2.

The comparison results of mathematical simulation and the hardware-in-the-loop
simulation in the same condition are shown in Fig. 9. It can be clearly learned that the
controller has performed an excellent work for the tracking task, and the results of
mathematical simulation and the hardware-in-the-loop simulation are almost the same.
The relative error of the stabilized final Mach number defined as h in Eq. (7) is less
than 2%, while the engine rotation speed are quite different that is especially for
example B, as represent in Fig. 9(b). The result of hardware-in-the-loop simulation is
more hysteretic and stable, which is because the system has delayed effect benefit from

Fig. 8. HIL system architecture diagram (the bold solid frames are real products)
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adding the real products, and the ECU has more detailed algorithm to calculate the fuel
flow than mathematical simulation model.

h ¼ maxð eðtÞj jÞ
Ma�

� 100% ð7Þ

5 Conclusions

Flight Mach Fuzzy Controller (FMFC) based on modern fuzzy control theory is
designed for an UAV using a turbojet engine, and the control performance is optimized
by changing scaling factor. A hardware-in-the-loop simulation system is built to
evaluate the control performance, and the relative error of the stabilized final Mach

(a) The Simulation Example A 

(b) The Simulation Example B 

Fig. 9. Comparison of mathematical simulation and hardware-in-the-loop simulation
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number is less than 2%, meaning that the controller has performed an excellent work
for the tracking task.

This study indicates that, although the flight condition for the UAV is complicated
and changeable, the FMFC controls the flight Mach to the target Mach number quickly.
This conclusion is proved by the test including the mathematical simulation and
hardware-in-the-loop simulation.

In the future, the work is expected to integrate the FMFC with the roll, Angle of
attack and Angle of sight controller using fuzzy logic concept, and create more realistic
hardware-in-the-loop simulation environment.
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Abstract. The millimeter-wave (mmWave) band will play an impor-
tant role in the fifth generation (5G) cellular system. The analysis of
the propagation characteristics based on measurements in the mmWave
spectrum is crucial for the system design and network deployment. In
this paper, we present a channel measurement campaign at 28GHz in the
urban microcell (UMi) scenario by utilizing a 3-dimensional (3D) channel
sounder. The transmitter was placed on the top of a three-storey build-
ing to emulate a base station, and the receiver was moved to several
positions on the ground to emulate mobile stations in the line-of-sight
(LOS) and not-line-of-sight (NLOS) scenarios. We utilized four steering
high-gain horn antennas to capture the multipath components (MPCs)
incoming from all directions and thus measured the power delay profiles
(PDPs) as well as the angular power spectra (APSs) of the channels.
We have analyzed the impact of the surrounding buildings and trees on
the mmWave propagation based on the measurement results. It is shown
that the signal power can be enhanced in the NLOS scenarios by building
reflections and foliage introduces significant attenuation for the mmWave
signals.

Keywords: Millimeter-wave · 28 GHz · Channel measurement ·
Propagation

1 Introduction

The shortage of bandwidth resources has become a challenge for the mobile
communication systems globally [1]. The frequency bands in the current cel-
lular systems and wireless local area networks (WLANs) have been crowded
already due to the rapid increase of electronic devices. These have motivated
the exploitation of the millimeter-wave (mmWave) frequency spectrum, espe-
cially for densely populated areas such as downtowns, shopping malls, and air-
ports [2]. Therefore, it is necessary to investigate the propagation characteristics
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of the mmWave bands to provide the guidance for the theoretical analysis, sim-
ulation, and deployment of future mmWave networks.

Many channel measurement campaigns in the mmWave band, including
indoor and outdoor scenarios, have been done [5]. The authors in [4] studied the
propagation characteristics of the indoor scenario at 28 GHz. The second-order
fading statistics are shown. The authors in [3] carried out channel measurements
at 28 GHz in an indoor environment. The multipath components (MPCs) and
some parameters such as APS were obtained. The measurements in [6] were
done for the outdoor scenario, and the authors analyzed the small-scale fading
model. However, most of the existing literatures focus on the large-scale fading
(path loss and shadowing) of the mmWave channels, and the range of distance is
usually more than 200 m. Few literatures have studied the temporal and angular
distributions of received signal energy in an urban microcell (UMi) scenario. In
addition, the influence of buildings and trees on the mmWave signal propaga-
tion in the cellular network scenarios has not been fully explored. Therefore, field
measurement to observe the multipath propagation and obtain the small-scale
parameters of mmWave propagation paths is still lack.

In this paper, a measurement campaign on the 28 GHz mmWave channels
using a spatial-temporal multipath channel sounder is presented. The campaign
was performed in a typical UMi scenario. The transmitter (TX) was placed on
the top of a three-storey canteen to emulate a base station (BS), and the receiver
(RX) was moved to several positions on the ground to emulate mobile stations
(MSs) in both the line-of-sight (LOS) and not-line-of-sight (NLOS) scenarios.
In the NLOS case, the direct propagation paths were blocked by dense foliage.
We utilized four high-gain horn antennas that rotated horizontally on the RX
to capture the MPCs incoming from all directions and measured the small-scale
parameters of propagation paths, including power, excess delay, and angle of
arrival (AoA). Then we obtained the power delay profiles (PDPs) and angular
power spectra (APSs) of the mmWave channels.

Furthermore, based on the measurement results, we have analyzed the scat-
tering effect of the surrounding buildings on the mmWave signal propagation in
the LOS scenario and the obstructing effect of the blocking trees in the NLOS
scenario. It is found that the scattering and reflection by objects have differ-
ent effects on the channel characteristics. Reflection from buildings has positive
influence in some cases, while the scattering and obstructing by trees and foliage
cause significant attenuation. The results show that the received signals can be
enhanced in some specific NLOS environments.

The rest of the paper is organized as follows. Section 2 describes the channel
sounder used in the measurement campaign. Section 3 presents the measurement
scenario and process. The measurement results and analysis of the PDPs and
APSs are discussed in Sect. 4. Section 5 concludes the paper and points out
future research issues.
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2 Channel Measurement System

2.1 28GHz Channel Sounder

In this work, a spatial-temporal multipath channel sounder was utilized to per-
form the measurement on the 28 GHz mmWave channels. The TX and RX sys-
tems are shown in Fig. 1 and the architectures are shown in Fig. 2. The TX system
consists of an arbitrary waveform generator (AWG), a vector signal generator,
a power amplifier, and a sector antenna with a beam width of 120◦. The base-
band signal used in this measurement campaign is the repeat of a pseudo-noise
sequence (PN-sequence), with the bandwidth of 160 MHz. On the TX side, the IQ
signals are generated by an arbitrary waveform generator, and then modulated
by BPSK on the 28 GHz carrier. The radio frequency (RF) signal is amplified
by a power amplifier before being transmitted through the sector horn antenna.

Fig. 1. Photos of the channel sounder.

The RX consists of a down converter and a vector signal transceiver (VST).
Four high-gain horn antennas are placed on a horizontal tablet on a rotator. The
four antennas are facing different directions and perpendicular to each other. The
rotator is controlled by a computer and rotates horizontally by the step of ten
degree. All the equipments on the RX side are put on a cart. The height of
the four horn antennas is 1.3 m. The RF signals received by the four antennas
are sent to a down converter. Then the intermediate-frequency (IF) signals are
captured by a VST with four input ports. Finally, the demodulated I/Q signals
are sampled and stored in a harddisk array for off-line processing.

Meanwhile, GPS-triggered rubidium clocks are used on the TX and RX to
ensure the synchronization in transmitting and receiving the probing signals.
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Fig. 2. Measurement system diagram.

2.2 Calibrations of System

Before field measurement, we need to conduct a the system calibration of the
TX and RX systems to ensure the accuracy of the measurement data. The
signal phase offsets are introduced by the equipments at each step. We need
to ensure that the phases of the received signals are only determined by the
channel propagation. Through the calibration experiment, we can acquire the
phase effect of the system and removed it from the measurement data. The
steps of the system calibration are as follows.

We remove one antenna on the RX and then connect the receiving port
directly to the transmitting port on the TX. The power of the transmitted
signal is −30 dBm. Then we can obtain the channel impulse response (CIR) of
the radio chain without the antenna. Similarly, the same operation is repeated
for the other three receiving ports. The CIRs (i.e., the gains and phase shifts)
of the radio chains will be used to remove the effect of the measurement system
when we analyze the captured probing signals. As an illustrative example, the
calibration result of one antenna is presented in Fig. 3.

Meanwhile, to eliminate the gains and phase offsets introduced by the trans-
mitting and receiving antennas, we have measured the antenna patterns in a
microwave chamber and then de-embed them from the received signals. Thus,
the antenna responses are removed in the captured propagation parameters.

3 Channel Measurement Scenario

The measurement campaign was conducted in a street canyon environment on
the campus of Northwestern Polytechnical University. It is a typical UMi sce-
nario.

The TX was located on the top of a 10-meter-high building. Both the LOS
and NLOS scenarios were included, depending on if the direct propagation paths
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Fig. 3. The receiving port of one antenna is connected directly to the transmitting
port. (a) The CIR of the connected radio chain. (b), (c), and (d) The CIRs of the other
three antennas.

Fig. 4. The environment of measurement campaign. (a) The LOS scenario with direct
propagation path. (b) The NLOS scenario where the direct path was blocked by dense
foliage.

were blocked by the dense foliage. The range of the measurement distance is from
24 to 40 m.

When conducting the measurement, the RX was moved to four positions
on the ground to emulate MSs. For example, two RX locations are shown in
the photos in Fig. 4. At each position, as described in Sect. 2.1, the four horn
antennas rotated with a step size of ten degrees, completing a sweep of 360◦

in the horizontal plane. The VST collected the received probing signals on the
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four horn antennas simultaneously. Note that the sector antenna of the TX was
adjusted to always point to the RX.

4 Measurement Results and Analysis

4.1 APS

The results of APS are shown in Fig. 5, together with the environment diagram.
The results and analysis are discussed in two aspects as follows. The observations
in the LOS scenario are analyzed below.

(1) From Fig. 5(a), it can be observed that at RX1 the power in the LOS direc-
tion has the highest value, which was −9 dBm at the angle of 180◦. The
propagation distance of the LOS path was the shortest, with the lowest
attenuation.

(2) The power at 0◦, which is opposite to the LOS direction, is slightly lower
than the power of the LOS path, but higher than other directions. This is
due to the apartment buildings A and B behind RX1. The signals propa-
gating to the apartment buildings A and B were reflected back and received
by the RX. Therefore the finally received signal power was enhanced.

(3) On the left side of RX1 there standed a billboard. This may explain why
the power at 260◦ was −15 dBm. This is because the signals reflected by
the billboard were received at RX1. Meanwhile, this caused the difference
between the power arrival on the two sides of RX1, which leaded to the
dissymmetry of the APS.

Fig. 5. APS at the four measurement spots from RX1 to RX4.
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(4) From (b), similarly, we can find the LOS path at 200◦, with the maximum
power intensity about −10 dBm. About −20 dBm signals were detected on
the opposite direction. This is because the wall behind RX2 reflected the
signals.

(5) On the right side of the polar plot in (b), the power level is obviously lower
than other directions. This is because the two sides of RX2 were surrounded
by trees and shrubs. Signals impinging the trees were scattered and absorbed
and thus there were no significant reflections.

Comparing the similarities and differences between (a) and (b), we have
noticed that the wave beams in both the polar plots were concentrated and
narrow. This is due to the significant high-power component of the LOS propa-
gation path. The MPCs by reflection, scattering, and diffraction were much less
significant. However, the surrounding environments of position RX1 and RX2
were different. RX1 was in a relatively open space while around RX2 there were
trees and buildings nearby. The relevant discussion will be presented at the end
of this section.

The observations in the NLOS scenario are analyzed below.

(1) Firstly, the maximum power intensity shown in (c) and (d) is small than
that in (a) and (b). There was no direct link between the TX and RX. The
signals must be received at RX through at least one reflection or diffraction.
Thus, the intensity of the received power was much lower than that of the
LOS path.

(2) In (c), the direction of the connection line between the TX and RX3 was
at 120◦ approximately. Because of the obstruction of the thick foliage in
this direction, the power intensity was lower than others directions. On
the contrast, at the angle of 310◦, the power intensity reached the peak at
−15 dBm. This is because the tree was shorter than others around RX3.
Therefore the signals arrived at the walls of the apartment building and
were reflected back to RX3, increasing the received power.

(3) Other wave beams, whose power intensities were between the maximum
and the minimum in (c), were caused by reflection and scattering from the
foliage. The power of these MPCs was smaller than those caused by the
reflection on the external walls of the apartment buildings.

(4) From (d), it is observed that the results have a similar pattern with (c). The
direct link at 220◦ was blocked by the tree severely. As a result, the power
was at a low level around −30 dBm. In contrast, at the angle of 260◦ and
190◦, the power intensities were higher than others. This is because that at
RX4, the obstructor was a single tree and the surrounding was relatively
open. The radio waves may propagate to RX4 from other directions.

(5) At the angle of 300 and 120◦, the signal power was quite low. But on the
back side of RX4, there were some signals impinging with the power of
−28 dBm. This is due to the reflection from the wall of the apartment
buildings B.

RX3 and RX4 were both located in the shadow of the trees. But there were
more reflections received by RX4. By comparing the APS results in the LOS
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scenario, it can be seen that the foliage has a significant effect on the 28 GHz
propagation characteristics.

The measurement results in this campaign show that in some specific envi-
ronments, the received signal power can be enhanced. For example, the signals
arrived at the back of RX1 were enhanced by the reflection from the wall. Reflec-
tion from construction, billboards, vehicles, streetlights, etc. may arrive at the
RX from any directions. These MPCs can cause positive influence for the sig-
nal reception. However, trees/foliage cannot cause positive signal construction
as shown in this measurement campaign. Signals are scattered and absorbed by
them, resulting in severe signal power attenuation.

4.2 PDP

Figure 6 illustrates the PDPs in the LOS and NLOS scenarios. The x-axis rep-
resents the excess delay and the y-axis represents the index of the PN-sequence
chips. The z-axis represents the power intensity. The multipath excess delay is

Fig. 6. PDP at four collection spots. (a) corresponding to RX1. (b) corresponding to
RX2. (c) corresponding to RX3. (d) corresponding to RX4.
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defined with respect to the most significant path, whose time delay was 100 chips
approximately. Analysis and comparison for the LOS scenario are presented as
follows.

(1) The fluctuation of the received power at RX2 was severer than at RX1.
This reflects the difference in actual surrounding environments. The trees
around RX2 limited the reception of signals, and thus the received signal
power fluctuated within some ranges. This echoes the discussion in the
previous subsection.

(2) Excess delay is determined by the distance of propagation. Due to the dense
surrounding of trees, RX2 mainly received the MPCs scattered from other
objects. As a result, the excess delay in Fig. 6(b) is much more spread.

In the NLOS scenario, the maximum excess delay was longer, which was
because of the relatively more spreaded MPCs comparing with the LOS scenario.
However, the MPCs with excess delay more than 200 chips detected at RX3 were
less than at RX4, which is because the impinging signals at RX3 were blocked by
the trees and fewer MPCs could be received. Consequently, in the NLOS case,
the presence of trees can reduce the excess delay and delay spread.

It should be noted that this study has focused only on specific environments.
More raw data need to be collected in measurements. The results in our work
could match the discussions above. Further studies, such as the effect of the
pedestrians have been taken into account to perfection this work.

5 Conclusion

In this paper, a measurement campaign on the 28 GHz mmWave channels by
utilizing a spatial multipath channel sounder was conducted in a typical UMi
scenario. We measured the power, time of arrival, and angle of arrival of the
propagation paths at four MS positions, including both the LOS and NLOS
scenarios. Based on the measurement data, the channel propagation character-
istics including the CIR, APS, and PDP are analyzed. The measurement results
indicate that the scattering, reflection, and blocking by the surrounding objects
have significant effects on the mmWave channel propagation. The trees intro-
duce severe attenuation on the received power due to the scattering. However, in
the NLOS environments, the reflection from objects such as the external walls
of buildings can enhance the received power level. The observations in this work
can provide guidance in the subsequent studies of the channel modelling and sim-
ulations for the mmWave frequency spectrum. Further studies on the channel
characterization, such as the effect of pedestrians on the mmWave propagation,
will be studied in the future works.
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Abstract. The development of network technology has greatly enhanced the
degree of informationization of life. Although computers and mobile phones in
developed regions have spread all over, there are still some minority peoples
living in remote areas that have problems such as low mobile penetration rate,
scattered national application software, language barriers which is due to
information occlusion. In this case, this paper uses the collaborative filtering
algorithm and the recommendation algorithm based on content to implement the
recommendation system, use the loop neural network to implement the smart
translation function, and finally incorporate other techniques to design an ethnic
minority applications recommendation App that is suitable for ethnic minorities.
This App is convenient for them to learn Chinese, strengthen their communi-
cation with the outside world, improve their living standards and expand their
horizons. At the same time, this software can speed up the popularization of
smartphones and promote the development of information technology in
minority areas.

Keywords: Ethnic minorities � Collaborative filtering algorithm �
App recommendation

1 Introduction

China is a multi-ethnic country. The minority people are an indispensable part of the
forest of our nations. Ethnic Minority areas are mostly located in mountainous areas
with poor natural environment, with backward culture, education, economy and so on.
To develop, we need to strengthen exchanges with other countries, so it is necessary for
us to improve the communication between minorities and foreign countries. Smart
mobile phones, as a means of communication, have been basically popularized in
ethnic minority areas, and used as the primary means for most people to obtain
information. However, until now, there is no App for promoting the knowledge and
culture of ethnic minorities, which undoubtedly hinders the mutual understanding and
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communication between ethnic minorities and the outside world, and also hinders the
spread of ethnic culture.

By investigating the major application store, we find that the supported minority
languages in App store are very few, mainly the two languages of Tibetan and Uighur.
Most of the applications that support minority languages are the typewriting, dictionary
and translation application. Compared with other Chinese Apps, these Apps are rela-
tively weaker in the ability of human-computer interaction. Popular Apps for ethnic
minorities, such as Holvoo, Ehshig and Bainu, are only designed for one minority
language. The most popular phones only support Chinese. A small part of smart phones
can set up ethnic minority languages, but how to find applications suitable for their
learning, entertainment and life from the millions of App for minority people who are
not familiar with Chinese?

In order to solve the above problems, this paper proposes a software which can be
used to search Apps for minority people. This paper designed an application to solve
the retrieval and usage problems caused by the language barrier. Based on the lan-
guage, culture and usage preferences of ethnic minorities, the application recommends
users their favorite mobile Apps.

2 System Development

2.1 Background Analysis

In recent years, products and services related to mobile information are changing the
survival and competition mode of traditional industries and further affecting people’s
lives [1]. However, these changes do not appear to be obvious in minority areas, so we
propose the recommended Apps to promote the development of minority areas, help
enjoy the convenience and speed brought by the development of modern information
technology. At present, minority smartphone users are still in great demand for
applications, moreover, learning and entertainment, as the important part of people’s
lives, are particularly crucial and essential demand module in the applications.
Therefore, considering the above factors and the difficulty of resource development, we
decided to choose learning and entertainment as the main content of application
recommendation.

2.2 Platform Configuration

Main configuration of the server: Ubuntu Server 16.04 LTS Linux, PHP Laravel
framework [2], Nginx [3], MySQL, PHP, Python. Finally, this paper deploys the
mobile terminal software to make it easy for users to use.
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3 System Functions

The whole system consists of server and mobile client application. The server mainly
includes: data crawling; data processing and storage; screening and recommendation.
The client is an ordinary mobile phone application. The main function modules are:
smart App recommendation; one-stop search App; one-click real-time translation. The
overall software architecture diagram is shown in Fig. 1.

Among them, “language selection”, “home page recommendation” and “intelligent
translation” these three functional modules are the main part of the recommendation
platform, mainly providing users with different kinds of demand services. “Language
Selection” function module not only enable users of different ethnic groups to use the
software, but also enable them to learn and inherit their own language in this fast-paced
era. This function module provides convenient ethnic application search and download
function for ethnic minority compatriots who are not familiar with Chinese; on the
other hand, it also provides them with the opportunity to learn other national languages.
When users switch the language to other national languages, bilingual or even multi-
lingual learning can also be carried out. “Home recommendation” function module
firstly recommends minority applications in the highly download, and then the main-
stream App sales list. This allows fewer and more dispersed minority applications to be
downloaded centrally. The function module of “screenshot translation” provides users
with the translation function outside the application. The popular Apps, such as Mei-
tuan, Taobao etc., are all Chinese software. Even if the user switches the language of
the mobile phone system, it is still displayed in Chinese, which brings operational
difficulties to many minority users. As long as the recommendation App is running in
the background, users can click the hover ball screenshot in other applications to point-
to-point translation.

According to the criterion of several main minority languages used by Chinese
ethnic minorities at present, based on the analysis of the types of language demanded
by smartphone users and the number of requirements for each language, the right
language should be chosen from the point of view of design and use.
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Fig. 1. App function modules
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3.1 Home Recommendation App

The home recommendation database mainly consists of three sub-databases: user
preferences, user groups, and user reports in that these factors can basically reflect the
user’s demand for software. The formation of user preferences firstly predicts user
preferences through users’ basic data and behavior, and then secondly mines user
historical behavior data to discover users’ preferences. User groups are mainly divided
by information such as mother tongue, race, gender and geographic location, and
aggregate the common preferences of a certain group of users. User reports are formed
by user feedback, correction of data, and optimization of the smart recommendation
system. Ultimately, this software can group users based on different preferences and
recommend applications with similar tastes.

3.2 Graphic Word Recognition

The database of picture-text recognition is composed of three sub-databases: collecting
graphic text data, identifying graphic text data, and identifying and correcting. It is free
open interface for other developers to collect image data. Collect the image wanted to
identify and convert it into TIF format to generate the box file. Summarize the image
and text data submitted by the client and classify similar images for evaluation.

3.3 Intelligent Translation

In recent years, with the “deep learning technology” and other artificial intelligence
machine translation added, machine translation is more and more powerful. It is no
longer just translating one word into another language but is able to constantly recall
complex sentences that have already been understood to understanding the specific
meaning of each pronoun. In addition, we have to understand that machine translation
is a process of decoding and encoding. For example, when translating Chinese into
Tibetan, the original Chinese text should be first decoded into “neural code” and then
encoded to generate the Tibetan language.

4 Software Functions Implementation

The design and development of recommendation mobile phone App for minority
applications is based on the needs of users, the significance and feasibility of devel-
opment. Drawing on the design concepts of several mainstream application stores in
China, this paper establishes the structure according to the requirements of “harmony
and different” of various national cultures in China.

In the process of software functions implementation, first of all, this paper uses Java
language to design the page controls and display modules. The screen capture of App
interface is shown in Fig. 2.
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Then, the main function is to apply the external screenshot click translation func-
tion. For example, we open Alipay, take a screenshot through the floating ball and then
click to translate, as shown in Fig. 3. Users can submit data for translation training
through the interface and evaluate the translation quality [4, 5]. Then it feedbacks to the
neural machine translation training model to improve the translation quality.

4.1 Key Modules Implementation

Recommendation function is the key and emphasis of the whole recommendation App
implementation and is also an important part of the whole system. One of the main
functions of the recommendation App is to recommend the Apps that conform to local
characteristics to ethnic minority compatriots, so the recommendation function plays an
important role in the development. It not only has the recommendation function of
traditional application store, but also has the characteristics of national characteristic
recommendation.

Fig. 2. Snapshot of APP

Fig. 3. Snapshot of provided translation function for another App by touch point ball
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The collaborative filtering algorithm was proposed by Goldberg et al. in 1992. The
principle of collaborative filtering algorithm is as follows: firstly, the user’s basic data
is predicted by the user’s preferences; secondly, the person with similar interests is
divided into the same group; finally, the user’s favorite software is recommended to
other users with similar interests. For example, I like Meitu Xiuxiu and the recom-
mendation algorithm will recommend Meitu Xiuxiu to other users in the same
group. The algorithm flows chart shown in Fig. 4 [6]. The content-based recommen-
dation algorithm [7], which does not consider human factors, only considers the things
with the same keywords and tags. Its implementation principle is as follows: First, it
makes recommendations based on the similarity between the collected information
resources and user interests; then, by calculating the vector similarity between the user
interest model and the applied feature vector, it recommends the application with high
similarity to the client of the model; finally, because each customer operates inde-
pendently, they have their own independent feature vectors, this algorithm ignores the
interests of other users. Therefore, there is no problem that the evaluation level is high
or low and it is possible to recommend a new application or recommend an unpopular
application. These advantages make content-based filtering recommendation systems
unaffected by cold-start and sparse issues.

The application recommends the software through collaborative filtering algorithm.
Based on the evaluation of content recommendation, it can recommend more per-
sonalized results to each user so that it is more convenient access to information. This
paper uses Python to crawl the minority and Han nationality App in the main appli-
cation store and then selects the star rating and user rating as input and calculates the
correlation between App by using Pearson correlation evaluation. Now that the pre-
diction is completed, this paper presents a recommendation to the user based on a
similar App. The flow chart of the whole process is as follows in Fig. 5:

Fig. 4. Flow of d User-based CF
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4.2 Database Development

In order to obtain real-time and useful data information, reduce the power consumption
of ICT network devices [8], and prevent the loss of information in the process of
transmission [9–11], this paper chooses a better network interface [12]. All the data in
the minority application recommendation App is reflected in the database. Every
function mentioned above has corresponding data in the database and its own attri-
butes, which can facilitate the management of various data [13]. Of course, in addition
to database development, the configuration of the App server and other development
environments need pay attention. After running the program, the normal use of the
recommended App can be guaranteed only if the databases can be connected properly.

5 Conclusion

At present, the development of Apps for ethnic minorities in China is increasing year
by year. But ethnic applications are scattered, and most ethnic minority users are
unaware of their existence. For another, due to the obstacles to the cognition of Chi-
nese, many efficient and convenient Chinese Apps are not popularized in minority
areas, which hinders the development of ethnic areas to a certain extent. Therefore, this
paper mainly combines the characteristics of ethnic minorities and the needs of users
and designs the main function module of ethnic minority application recommendation
App. This can help minority users to make reasonable and effective use of network
resources, promote economic development and increase cultural inheritance and
exchanges.

Now many mainstream application stores such as Huawei, Xiaomi serve basically
the Han population from the interface design to App search. The recommendation App
has language selection function with mainstream minority languages. This makes it
possible for ethnic minority compatriots to overcome language barriers. The recom-
mendation App also gives priority to the recommendation of minority-related App,
which solves the problem of scattered application of ethnic minorities. The recom-
mendation software provides mobile phone users with the external click translation
function so that minority users can use mobile phones with no language barriers in

u1 ….. un

i1 5.4 … 4.1

i2 5.2 … 4.7

… 3.3 .. 3.5

in 4.6 … 4.1

Output AppCF

recommendation

prediction

Paj (prediction on 

item for active user)

{Ti1,Ti2,…,Ti3} 

Top-N list of item 

Input(rating table)

Fig. 5. App recommendation process

Study and Implementation of Minority Mobile Application Recommendation Software 565



other App. With this paper’ work, it is bound to accelerate the development of
information technology in minority areas.
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Abstract. In this paper, we focus on the issue how to reduce the
throughput performance gap between the cell-center user and the
cell-edge user in a downlink two-user non-orthogonal multiple access
(NOMA) system. To this end, we apply the Simultaneous Wireless Infor-
mation and Power Transfer (SWIPT) protocol to the NOMA scheme and
propose a dynamic SWIPT (DSWIPT) cooperative NOMA scheme, in
which both the time allocation (TA) ratio and power splitting (PS) ratio
can be adjusted dynamically to improve the performance of the cell-edge
user in the system. Specifically, we derive two analytical expressions for
the outage probability (OP) of the cell-center user and the cell-edge user
to study the DSWIPT NOMA scheme’s influence on the system. And we
also propose an optimization algorithm to find the optimal TA ratio and
PS ratio for maximizing the sum-throughput of the system. The numer-
ical results show that the analytical results are in accordance with the
Monte-Carlo simulation results exactly and the DSWIPT NOMA scheme
has a better performance in both the sum-throughput of the system and
the OP of the cell-edge user comparing with the non-cooperative NOMA
scheme and the SWIPT NOMA scheme.

Keywords: Non-orthogonal multiple access (NOMA) ·
Dynamic simultaneous wireless information and power transfer
(DSWIPT) · Time allocation ratio · Power splitting ratio ·
Outage performance

1 Introduction

As one of the latest, most frontier and concerned technologies, the Fifth Gener-
ation (5G) is widely recognized as the key to realise the Internet of Everything
(IoE). However, only limited number of the users can be served in the conven-
tional multiple access schemes because of the limitation in the number of orthog-
onal resources blocks [1]. As a promising candidate, the non-orthogonal multiple
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access (NOMA) has been received more and more attention recently [2,3]. The
core idea of NOMA is that multiple users are multiplexed in the power-domain
on the transmitter side and multi-user signal is seperated with a successive inter-
ference canceller (SIC) on the receiver side [2]. And in NOMA, it is an essential
issue how to improve the data rate of the cell-edge user without doing harm
to the Quality of Service (QoS) of the cell-center and the system. One possi-
ble solution to the issue is using cooperative transmission. Cooperative NOMA
transmission was first proposed in [4], in which the cell-center user worked as
a relay to improve the reception reliability of the cell-edge user. The author
in [5] treated the decoding time of the cell-center user as a random variable
and proposed a dynamic decode-and-forward based cooperative NOMA scheme
with spatially random users, in which the outage performance of the system
was improved. An another category of cooperative NOMA is the application of
Simultaneous Wireless Information and Power (SWIPT) in NOMA, which was
first proposed in [6]. The author in [7] proposed three cooperative transmission
schemes utilizing hybrid SWIPT and antenna selection protocols to resolve the
fairness issue of data rate between the cell-center user and the cell-edge user.
In [8], the author invested a scenario where a user was in a poor channel and
had to communicate with the base station with a dedicated relay. The SWIPT
cooperative NOMA protocol was used in the relay and the author proposed
an algorithm to get the optimal relaying transmission scheme to minimize the
outage probability (OP) of the user. The author in [9] considered a downlink
two-user NOMA where the SWIPT protocol was applied at the cell-center user.
And the gradient decent method was used in the paper to find the optimal value
of the PS ratio to maximize the sum-throughput of the system.

In this paper, we study a downlink two-user NOMA system, where one user
can work as a relay to improve the OP of another user. Particularly, a dynamic
SWIPT protocol is proposed and used at the cell-center user for cooperative
transmission. In the DSWIPT NOMA scheme, both the power splitting (PS)
and time allocation (TA) ratios can be adjusted dynamically. By this way, the
fairness issue of data rate between the cell-center user and the cell-edge user can
be solved without jeopardizing the sum-throughput of the system.

The rest of the paper is organized as follows. In Sect. 2, the system model for
studying the dynamic SWIPT cooperative NOMA is introduced. In Sect. 3, the
OP expressions of the cell-center user and the cell-edge user in the system are
derived. And a joint optimization algorithm is proposed to maximize the sum-
throughput of the system. In Sect. 4, numerical results are provided. Finally,
Sect. 5 is the conclusion.

2 System Model

Figure 1 depicts a downlink two-user NOMA system, where a base station S
communicates with a cell-center user UN and a cell-edge user UF simultaneously.
Each node works in half-duplex mode. All wireless channels in the system follow
independent and identically distributed (i.i.d) Rayleigh block flat fading. And
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the channels coefficient hiv(i ∈ {S,UN}, v ∈ {UN,UF}) between different nodes
are constant during each transmission, where |hiv|2 is an exponential random
variable with mean λiv. Additionally, the background noise ni (i ∈ {UN,UF}) is
a complex Gaussian random variable with mean zero and variance σ2.
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Fig. 1. Downlink two-user cooperative NOMA system model, which consists of a base
station denoted by S and two paired users denoted by UN and UF. SIC is performed
at UN to decode xN.

To improve the outage performance of UF, we consider the application of
SWIPT protocol at UN. The entire transmission period T can be divided into
two phases. In the first phase, UN harvests energy from received RF signals
launched by S within the time (1 − α)T , where α (0 < α < 1) denotes the
TA ratio. And the energy is simultaneously splitted for storing and information
decoding with a ratio β and 1 − β, where β (0 < β < 1) denotes the PS ratio. At
the same time, UF decodes information transmitted from S directly. In the second
phase, within the time αT , UN as a relay transmits signals to UF with the full
energy stored in the first phase if UN has decoded the information successfully.
At the meantime, UF keeps performing information decoding by employing the
selection combining (SC) technique [7]. Additionally, S keeps transmitting during
the entire transmission period T .

According to the principle of NOMA, the message xi (i = N,F) for Ui is
coded in a superposition manner with a different power allocation coefficients√

pi at S, where E[x2
i ] = 1. Here we assume 0 < pN < pF < 1 and pN + pF = 1.

At S, the coded message
√

pNxN +
√

pFxF is transmitted with the power Ps

during the entire transmission period. Hence, the received signal at Ui from S
can be shown as

yi = (
√

pNPsxN +
√

pFPsxF)hSUid
−l
SUi

+ nUi
, (1)

where hSUi denotes the small-scale Rayleigh fading coefficient between S and Ui

with hSUi ∼ CN (0,1), nUi
denotes the additive white Gaussian noise (AWGN)
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at Ui with ni ∼ CN (0, σ2), dSUi denotes the distance between S and Ui, and l
denotes the path loss exponent.

The power received by UN is splitted up into two parts simultaneously. One
part is used for information decoding with the ratio 1−β, and the other part
is used for energy storing with the ratio β. Hence, with the help of successive
interference cancellation (SIC), the data rate at UN for decoding xi can be shown
as

RxF
N = (1 − α)log2(1 +

(1 − β)pFPs|hSUN |2d−l
SUN

(1 − β)pNPrms|hSUN |2d−l
SUN

+ σ2
), (2)

RxN
N = (1 − α)log2(1 +

(1 − β)pNPs|hSUN |2d−l
SUN

σ2
). (3)

And the energy stored during the first phase at UN can be shown as:

EN = (1 − α)TηβPs|hSUN |2d−l
SUN

, (4)

where η (0 < η < 1) denotes the energy conversion efficiency of Ui.
During the first phase, the received Signal to Interference plus Noise Ratio

(SINR) at UF for decoding xF directly can be shown as

γxF
F =

pFPrms|hSUF |2d−l
SUF

pNPs|hSUF |2d−l
SUF

+ σ2
. (5)

If UN has decoded xF in the first phase, S and UN will transmit message xF

to UF synchronously during the second phase. If not, UN keeps silence and S
transmits alone. The transmission power of UN can be shown as

PN =
EN

αT
= (

1 − α

α
)ηβP[s]|hSUN |2d−l

SUN
. (6)

At UF, the received signal from UN can be shown as

yFN =
√

PNxFhUNUFd−l
UNUF

+ nUF , (7)

where hUNUF denotes the small-scal Rayleigh fading coefficient between UN and
UF with hUNUF ∼ CN (0,1), dUNUF denotes the distance between UN and UF.

According to (6) and (7), with the help of UN, the received SINR at UF for
decoding xF can be shown as

γxF
FN =

ηβPs|hSUN |2|hUNUF |2d−l
SUN

d−l
UNUF

( 1−α
α )

σ2
, (8)

Finally, UF selects signals with high SINR for reception. So the received SINR
at UF during the second phase can be written as

γsc
F = max{γxF

F , γxF
FN}. (9)
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Based on the signal reception model above, the data rate of UF at the end of
the transmission period can be expressed as

RxF
F =

{
(1 − α)log2(1 + γxF

F ) + αlog2(1 + γsc
F ) RxF

N ≥ Rth
F ,

log2(1 + γxF
F ) RxF

N < Rth
F ,

(10)

where Rth
F denote the target data rate of decoding xF.

3 Performance Analysis

3.1 Outage Performance

UN will suffer a service outage when its data rate is below the target data rate.
According to the principle of SIC, UN should decode UF first before decoding
UN. So, the OP of UN can be written as

PN
out = Pr(RxF

N < Rth
F ) + Pr(RxN

N < Rth
N , RxF

N ≥ Rth
F ), (11)

where Rth
F and Rth

N denote the target data rates to decode xF and xN, respec-

tively. And we also define γxN
N,α � 2

Rth
N

1−α −1, γxF
N,α � 2

Rth
F

1−α −1, ε1 � (1−β)pFPsd
−l
SUN

σ2 ,

ε2 � (1−β)pNP[s]d
−l
SUF

σ2 , ζ � pF
pN

.

Theorem 1. The closed form expression of the OP at UN can be show as:

PN
out =

{
1 − min{e−μ1 , e−μ2} α < 1 − ν,

1 α ≥ 1 − ν,
(12)

where μ1 =
γ

xF
N,α

ε1−ε2γ
xF
N,α

, μ2 =
γ

xF
N,α

ε2
, ν = Rth

F
log2(1+ζ) .

Proof. Define X = |hSUN |2. Plugging (2) and (3) into (11), the OP of UN can
be written as

PN
out = Pr(

ε1X

ε2X + 1
< γxF

N,α) + Pr(ε2X < γxN
N,α,

ε1X

ε2X + 1
≥ γxF

N,α). (13)

For the case α ≥ 1 − ν, we obtain (ε1 − ε2γ
xF
N,α)X ≤ 0, so that the OP of UN is

always equal to 1. And for the case α < 1 − ν, (11) can be written as

PN
out = Pr(X < μ1) + Pr(X < μ2,X ≥ μ1). (14)

Based on the probability distribution of X and done by some algebraic manip-
ulations, the OP expression of UN can be shown in (12). And the proof of the
Theorem 1 is completed. ��
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UF will suffer a service outage when its data rate is below the target data
rate. And the data rate of UF depends on whether UN decodes xF successfully
or not in the first phase. Based on (10), the OP of xF can be written as

PF
out = Pr((1 − α)log2(1 + γxF

F ) + αlog2(1 + γsc
F ) < Rth

F , RxF
N ≥ Rth

F )

+ Pr(log2(1 + γxF
F ) < Rth

F , RxF
N < Rth

F ).
(15)

In order to use the notations conveniently, we define Φi � cos( 2i−1
2I π), wi �

(1−α)Rth
F

2 (Φi + 1), γwi,α � 2
wi

1−α − 1, γxF
wi,α � 2

Rth
F −wi

α − 1, θ1 � pFPsd−l
SUF

σ2 , θ2 �
pNPsd−l

SUF
σ2 , θ3 � ηβPsd−l

SUN
d−l
UNUF

( 1−α
α )

σ2 , κ1 � 2Rth
F −1

θ1−θ2(2
Rth

F −1)
.

Theorem 2. The approximate expression of OP at UF can be given as

PF
out ≈ (1 − α)Rth

F

2I

I∑

i=1

(√
1 − Φ2

i (1 − exp(−Q3(α,wi)))

× (exp(−μ1)(1 − 2
√

Q4(α,wi))K1(2
√

Q4(α,wi)))

× exp(−Q1(α,wi))Q2(α,wi)
)

+ (1 − e−κ1)(1 − e−μ1),

(16)

where K1 (·) is the modified Bessel function for the second kind, and

Q1(α,wi) =
γwi,ασ2

(pF − γwi,αpN)Psd−l
SUF

, (17)

Q2(α,wi) =
2wpFσ2ln2

(pF − γwi,αpN)2Psd−l
SUF

, (18)

Q3(α,wi) = − γxF
wi,α

θ1 − γxF
wi,αθ2

, (19)

Q4(α,wi) =
γxF

wi,α

θ3
. (20)

Proof. We define W = (1 − α)log2(1 + γxF
F ), Y = |hSUF |2, Z = |hUNUF |2. And

without loss of generality, we consider W ≤ (1 − α)Rth
F [5].

The cumulative distribution function of random variable W can be shown as

FW (w) = 1 − exp(− γw,ασ2

(pF − γw,αpN )Psd−l
SUF

). (21)

Based on the cumulative distribution function FW (w), the Probability Density
Function (PDF) of W can be shown as

fW (w) = exp(− γw,ασ2

(pF − γw,αpN)Psd−l
SUF

)
2wpFσ2ln2

(pF − γw,αpN)2Psd−l
SUF

. (22)
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Secondly, we derive the OP of UF. Plugging (5), (9) and the random variable W
into (15), the OP of UF can be written as

PF
out = qΨ1

out + qΨ2
out

= EW (P(max{ θ1Y

θ2Y + 1
,XZθ3} < 2

Rth
F −W

α − 1,
ε1X

ε2X + 1
≥ γxF

N,α))

+ P(
θ1Y

θ2Y + 1
< 2Rth

F − 1,
ε1X

ε2X + 1
< γxF

N,α).

(23)

Done by some algebraic manipulations, qΨ1
out can be expressed as

qΨ1
out =

∫ (1−α)Rth
F

0

(1 − exp(− γxF
w,α

θ1 − γxF
w,αθ2

))

× (exp(−μ1)(1 − 2

√
γxF

w,α

θ3
)K1(2

√
γxF

w,α

θ3
))fW (w)dw,

(24)

where K1(·) is the modified Bessel function for the second kind.
The direct calculation of (24) will be very complicated. By using Gauss-

Chebyshev quadrature, we approximate the expression (24) as

qΨ1
out ≈ (1 − α)Rth

F

2I

I∑

i=1

(√
1 − Φ2

i (1 − exp(−Q3(α,wi)))

× (exp(−μ1)(1 − 2
√

Q4(α,wi))K1(2
√

Q4(α,wi)))

× exp(−Q1(α,wi))Q2(α,wi)
)
,

(25)

where Q1(α,wi), Q2(α,wi), Q3(α,wi) and Q4(α,wi) are defined as (17–20),
respectively. And in (23), qΨ2

out can be written as

qΨ2
out = (1 − e−κ1)(1 − e−μ1) (26)

Thus, plugging (25) and (26) into (23), PF
out can be written as (16). The proof

of the Theorem 2 is completed. ��

3.2 Throughput Performance

In order to maximize the sum-throughput of the system, a joint optimization
algorithm for selecting the TA ratio and the PS ratio is proposed in this subsec-
tion. Based on (12) and (16), the problem of maximizing the sum-throughput of
the system can be expressed as

(P1) : max Rs(α, β) = (1 − PN
out)R

th
N + (1 − PF

out)R
th
F

s.t. 0 < α < 1,

0 < β < 1,

(27)
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which is a constrained optimization problem.
To solve this problem, we use the penalty function method to change the

constrained optimization problem into the unconstrained optimization problem
firstly. The penalty function can be expressed as

f(α, β, rk) = − Rs(α, β) + rk(
1
α

+
1

1 − α
+

1
β

+
1

1 − β
), (28)

where rk is a series of penalty factors which have decreasing property. Secondly,
we use the pattern search method to solve the unconstrained optimization prob-
lem since it is hard to calculate the derivative of (28). The details of the proposed
optimization algorithm can be summarized as Algorithm1.

Algorithm 1. The algorithm of finding the optimal (α�, β�)
Require: Ps, pN, pF, dSUN , dSUF , η, σ2 and f(α, β, rk);
1: Initialization stopping threshold: ε1, ε2, interior-point: (α0, β0), obstacle factor:

r1, iteration index: k, shrinking coefficient: δ; initial step: ϑ0, accelerated factor: τ ,
shrinking coefficient: ς, coordinate directions: en (n = 2);

2: repeat
3: rk+1 = δrk; i = 1, j = 1, ϑ = ϑ0; x

(1) = (α(k), β(k)), y(1) = x(1);
4: repeat
5: for j = 1; j <n; j + + do
6: if f(y(j) + ϑej) < f(y(j)) then
7: y(j+1) = y(j) + ϑej ;
8: else if f(y(j) − ϑej) < f(y(j)) then
9: y(j+1) = y(j) − ϑej ;

10: else
11: y(j+1) = y(j);
12: end if
13: end for
14: if f(y(n+1)) < f(x(i)) then
15: x(i+1) = y(n+1); y(1) = x(i+1) + τ(x(i+1) − x(i)); i := i + 1, j = 1;
16: else
17: y(1) = x(i); x(i+1) = x(i); ϑ := ςϑ; i := i + 1, j = 1;
18: end if
19: until ϑ < ε2. Update: (α(k+1), β(k+1)) = xi+1;
20: until rk+1B(α(k+1), β(k+1)) < ε1

4 Simulation Results

In this section, we compare the DSWIPT NOMA scheme with the NOMA
scheme [2] and the SWIPT NOMA scheme [9]. The parameters are set up as:
Rth

N = Rth
F = 1 bps/Hz; pN = 0.1, pF = 0.9; nN = nF = −100 dBm/Hz; band-

with = 1 MHz; l = 3; η = 0.7; dSUN = 2 m, dSUF = 8 m; I = 30. As can be seen
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Fig. 2. Outage probability versus different transmit power, TA ratios and PS ratios.

from Fig. 2, the analytical results (A) are in exact accordance with Monte-Carlo
simulation results, which corroborates our analyses in Sect. 3.

Figure 2 illustrates the OP versus different transmit power, TA ratios and
PS ratios of the three schemes. In Fig. 2(a), we can see the OP of UF in the
DSWIPT NOMA scheme has been improved in comparison with that of UF

in [2] and [9]. In Fig. 2(b), we can see that α in the DSWIPT NOMA scheme
can be adjusted according to the optimization algorithm proposed in Sect. 3
to maximize the sum-throughput of the system. And UN will suffer a service
outage and the outage performance of UF will not be improved when α is higher
than 0.7, which is because the decoding time of UN is too short to decode xF

correctly. In Fig. 2(c), we can see UF in the DSWIPT NOMA scheme has a lower
OP comparing with that in [2] and [9]. And the outage performance of UF in
DSWIPT NOMA scheme is getting better as β going large.

Figure 3 provides the throughput performance versus the transmit power of
the three schemes. In Fig. 3(a), the sum-throughput of the DSWIPT NOMA
scheme and the sum-throughput of the NOMA scheme are similar and they are
higher than that of the SWIPT NOMA scheme when the SNR is lower than
2.5 dbm. This is because the decoding time in the SWIPT NOMA scheme is
short and can’t be adjusted flexible, which has a significant influence on the OP
of UN. As can be seen in Fig. 3(b), the DSWIPT NOMA scheme has a better
performance in the throughput of UF comparing with the other two schemes,
which illustrates the DSWIPT NOMA scheme indeed improves the OP of UF

even though the SNR is low. Thus, the throughput gap between the cell-center
user and the cell-edge user can be reduced with the DSWIPT NOMA scheme.
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Fig. 3. Throughput of the system and UF versus the Transmit SNR.

5 Conclusion

In this paper, we focus on the issue of throughput fairness between the cell-center
user and the cell-edge user in a downlink two-user NOMA system. We have pro-
posed the DSWIPT NOMA scheme and have investigated the outage perfor-
mance and the throughput performance of the users in the scheme. And we have
also proposed an optimization algorithm to get the maximal sum-throughput of
the DSWIPT NOMA scheme. The numerical results have illustrated that the
throughput performance of the cell-edge user can be enhanced quite a lot with-
out jeopardizing the sum-throughput of the downlink two-users NOMA system
when using the DSWIPT NOMA scheme. Consequently, we can say that the
DSWIPT NOMA scheme is a significant solution for the issues like fairness in
throughput performance between different users.
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Abstract. Channel measurement and modeling are fundamental and
critical for the analysis and simulations of communication systems. For
the fifth generation (5G) cellular network, the wireless channel charac-
terization in its application scenarios, such as the enhanced mobile broad-
band (eMBB) and massive machine type of communication (mMTC), is
critical. In this paper, we investigate the radio propagation at 900 MHz,
2.6 GHz, and 3.5 GHz in Outdoor-to-Indoor (O2I) scenario. We per-
formed the channel measurements using a multi-frequency narrow-band
sounder to derive the large-scale fading parameters such as the path loss
and shadow fading. Then, based on the measurement data, we analyze
the differences of the large-scale fading parameters at the three frequen-
cies and the impact of frequency on the channel characteristics. Fur-
thermore, we compare the accuracy of three path loss models specified
in the WINNER and 3GPP channel modeling standards according to
the measurement results. Finally, we propose the modification on the
model coefficients to fit the measurement results better for various car-
rier frequencies in the O2I scenario. The measurement data and revised
channel model can support the signal coverage analysis and subsequent
communication system optimization.

Keywords: Channel measurement and modeling · O2I · Path loss ·
Shadow fading

1 Introduction

Wireless communication is conducted by radio wave propagation via wireless
channels. Because of the presence of scatterers in the environments, radio waves
arrive at receivers along different paths (direct, reflection, scattering, diffraction
etc.). Therefore, accurate measurement and channel modeling of the large-scale
radio propagation characteristics, such as path loss and shadow fading, facilitates
the design, deployment, and management of wireless networks. Using channel
models to predict the propagation characteristics of radio waves is the basis
of performance simulation and evaluation of wireless communication systems.
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The stochastic channel models based on geometry have been widely used for the
link and system-level simulation.

The advent of the fifth generation (5G) mobile systems has extended its appli-
cation scenarios to a broader sense, including the enhanced mobile broadband
(eMBB), massive machine type of communication (mMTC), and ultra-reliable
and low latency communication (uLLC) [1]. One of the distinguished features of
the 5G networks is all-spectrum access which involves low-frequency (LF) bands
below 6 GHz and high-frequency (HF) bands above 6 GHz such as the mmWave
bands, where the former is the core bands used for seamless coverage [2]. As
such, the channel modeling of sub6G for coverage in the outdoor-to-indoor (O2I)
scenario is worth studying. Due to the vision of 5G about mMTC, Telecommu-
nications agencies and organizations around the world have begun to conduct
in-depth studies on the spectrum used in mMTC, such as China Mobile Commu-
nications Corporation (CMCC) who chooses 900 MHz (Band 8) as the spectrum
of module test specification. As for the demand of eMBB, Chinese Ministry of
Industry and Information Technology (MIIT) has also selected 3.5 GHz as the
working spectrum of 5G.

Channel measurements have been conducted widely to prove the feasibility
of the above 6 GHz [3]. The O2I scenario has also been studied in this frequency
range and the signal power loss due to building penetration is assessed especially
in [4] and [5]. However, for O2I scenarios in 5G, the application scenarios for both
mMTC and eMMB are requested. At present, there are few studies on the hybrid
spectrum coverage analysis and channel modeling for MMTC and eMBB in the
O2I scenarios.

In this paper, we perform the multi-frequency O2I channel modeling for the
sub6GHz band, including 900 MHz, 2.6 GHz, and 3.5 GHz. According to the cov-
erage analysis at the three frequencies, we can provide guidance for base station
selection and network planning. Furthermore, a detailed signal channel modeling
and analysis is presented for the radio planning in the 5G. The path loss models
defined in WINNER II, WINNER+, and 3GPP technological report are com-
pared based on our measurement data. The results show that the WINNER+
model is closet in this measurement O2I scenario for the three frequencies. Then
we further improve the model by revising the model coefficients to fit the mea-
surement data better.

The rest of the paper is organized as follows. Section 2 introduces the chan-
nel sounding and presents the measurement environments. Section 3 investigates
three standard channel models, select the most suitable channel model, and mod-
ifies it with the measurement data. Section 4 concludes the paper with the future
research issue.

2 Measurement Campaign

2.1 Measurement System

This measurement campaign was conducted using a triple-band large-scale chan-
nel sounder. Figure 1 shows the measurement equipments. The system uses a
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continuous wave (CW) narrow-band sounding scheme, the transmitter (TX)
generates and transmits a single tone at each carrier frequency. In Fig. 1(a), the
antennas working at 900 MHz, 2.6 GHz, and 3.5 GHz are installed on the pylons.

As for the receiver (RX), a wide-band antenna, as shown in Fig. 1(b), is
adopted to receive all the transmitted signals. In the field measurements on
propagation path loss, the three radio frequency (RF) chains in the TX trans-
mit signals simultaneously. The multi-band sounding signals are received on the
wideband antenna and input into a spectrum analyzer (SA). The SA has been
programmed to record the received power at the three marked frequency points
for 30 times continuously with the interval of 100 ms. Then it calculates the aver-
age power at each frequency and transfer the data to a computer via Ethernet
for storage.

Fig. 1. The photos of the multi-band channel sounder. (a) TX System; (b) RX System

2.2 Scenario Description

The measurement campaign was conducted in Chengdu, China, in a typical
urban microcell (UMi) O2I scenario. The measurement environments and the
placement of the RX are shown in Fig. 2.

As shown in Fig. 1(a), the TX was installed on top of a building to emulate
a base station (BS). The height of the three antennas was about 26 m. The RX
was moved on the floors in a modern apartment building on the opposite side of
the TX to emulate a user equipment (UE), as shown in Fig. 1(b) and (2b). The
minimum three-dimensional distance between the TX and RX was 50 m.

Figure 2 shows the apartment building layout. Figure 2(a) includes the satel-
lite map of the measurement environment, indicating a typical O2I scenario.
In Fig. 2(e), the red number i (i = 0, 1, 2, ... 38) represents the RX locations,
including three typical indoor scenarios, which are displayed in (b), (c), and (d).
Figure 2(b) shows the interior room scenario which is defined as Area One (A1).
Figure 2(c) displays the short hall, defined as Area Two (A2). Figure 2(d) is the
long hall, namely Area Three (A3). In this campaign, we put the RX on the
10th, 8th, 6th, 4th and 3rd floors where the positions of the RX in all the A1, A2,
and A3 were accurately recorded.
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Fig. 2. The measurement environment. (a) Satellite map; (b) A1; (c) A2; (d) A3; (e)
Measured area layout

3 Measurement Results and Modeling

3.1 Measurement Results

The diagrams in Fig. 3 demonstrate the distributions of the path loss at the
three frequencies on the 10th floor. For the room (A1) scenario, the signals
can propagate through the windows and achieve good coverage at all the three
frequencies. According to the link budget design, the maximum tolerable path
loss for the BS-to-UE links is PLth = 140 dB. It can be seen that the path loss
in the rooms was much smaller than PLth at 900 MHz and 2.6 GHz. Therefore,
the BS can cover the room entirely at both the frequencies. It is noticed that
the path loss of 3.5 GHz is largest in Room 1016 but Room 1015 and 1019 could
be covered very well. It is unexpected and will be discussed in details later.

For the ease of comparison, we defined the average path loss (APL) of A1 as
the mean path loss of the rooms of 1001, 1002, 1016, and 1020, on each floor in
the apartment building. In the short hall (A2) scenario, the path loss at all the
three frequencies was obviously larger than that in the rooms of 1001 and 1002,
but the path loss at the three frequencies was well below PLth, ensuring good
coverage in A2. The APL in A2 at 900 MHz, 2.6 GHz, and 3.5 GHz were larger
by 12, 18, and 25 dB, respectively, than those in A1.

In the long hall (A3) scenario, it is obvious that the path loss of 900 MHz
was almost 110 dB, which was much below PLth. However, the path loss of 2.6
and 3.5 GHz was closed to PLth, and thus these two bands may not meet the
path loss requirement except the locations near the windows. The APLs in A3
at 900 MHz, 2.6 GHz, and 3.5 GHz were larger by 27, 39, and 49 dB, respectively,
than that in A1.
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Fig. 3. The path loss variation at different locations. (a) 900 MHz; (b) 2.6 GHz; (c)
3.5 GHz.

The unexpected phenomena of 3.5 GHz may be explained with Fig. 4. There
was a high-rise building to the west of the measurement apartment building, as
shown in Fig. 4. Thus, some signals were reflected into the rooms through the
windows, resulting in the decreasing trend of the path loss from the south to the
north.

Fig. 4. Building reflection

In summary, we can see that the 900 MHz band could provide good coverage
for all the areas. Therefore, CMCC has selected 900 MHz as the spectrum band
of NB-IoT, which not only can be deployed quickly based on the existing cellular
systems, but also can achieve wide area coverage for the terminal devices. As
for the 2.6 GHz band adopted in the LTE system, the coverage of the signal
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basically achieved the coverage requirements. As for the spectrum of 5G, the
3.5 GHz band could provide basic coverage of A2 and the propagation through
windows provided the received power and hence determined the O2I coverage
for 3.5 GHz in A1. Meanwhile the received power decayed quickly with the depth
of the indoor position due to the large path loss. Consequently, the radio signal
at 3.5 GHz cannot cover the inner space of buildings without direct propagation
through exterior windows. Hence it is necessary to deploy more BSs or increase
the transmission power to achieve better coverage.

3.2 Channel Model Selection

WINNER II Channel Model [6] has been widely used for link and system-level
simulations. The measurement setting of this research is consistent with the
definition of the O2I scenario in WINNER II. The model is specified as

PL = PLb + PLtw + PLin + XwinnerII , (1)
⎧
⎪⎨

⎪⎩

PLb = 22.7log10(d3D) + 41 + 20log10(fc),
PLtw = 14 + 15(1 − cosθ)2,
PLin = 0.5din.

(2)

In (1) and (2), fc is the carrier frequency in GHz. d3D is the 3D Tx-to-Rx
separation distance in the unit of meters, θ is the wall-piercing angle of wave, and
din is the distance from the exterior wall to the RX. XwinnerII is known as the
shadow fading (SF) factor representing the large-scale signal fluctuations resulted
from obstructions in propagation environment, PLb represents the propagation
model of signal in free space, while PLtw describes the loss of walls and PLin

indicates the additional indoor loss relative to the free space.
WINNER+ Channel Model [7] defines O2I scenario similar as that of Winner

II. The model is expressed as (3) and (4) which adds the effect of wall-piercing
angle and frequency on path loss of PLtw.

PL = PLb + PLtw + PLin + Xwinner+ (3)
⎧
⎪⎨

⎪⎩

PL = 22.7log10(d3D) + 27 + 20log10(fc)
PLtw = 31.64 + 15(1 − cosθ)2 − 25.2log10(fc)
PLin = 0.5din

(4)

3GPP TR38.900 V14.3.1 [8] specifies the O2I path loss model as (5), (6) and
(7), which takes path loss through the glass and walls in the propagation link
into consideration.
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PL = PLb + PLtw + PLin + XTR38.900 (5)
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

PLb = 32.4 + 21log10(d3D) + 20log10(fc)

PLtw = PLnpi − 10log10
∑N

i=1(Pi · 10
lmateriali

−10 )
PLin = 0.5din

lmateriali = amateriali + bmateriali · fc

(6)

PLtw =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

5 − 10log10(0.3 · 10
−lglass

10 + 0.7 · 10
−lconcrete

10 )
low − lossmodel

5 − 10log10(0.7 · 10
−liirglass

10 + 0.3 · 10
−lconcrete

10 )
high − lossmodel

(7)

In (5), (6) and (7), PLnpi is an additional loss and added to the external wall loss
to account for non-perpendicular incidence. lmateriali represents the loss factor
of each materials, and lmateriali of windows and walls are lglass = 2 + 0.2fc and
lconcrete = 5+4fc, respectively. Using the low or high loss model is a simulation
parameter that should be determined by the channel models depending on the
use of metal-coated glass in buildings and the deployment scenarios. Considering
that all the windows of the measurement apartment building did not use the
metal-coated glass, we select low-loss model in this work.
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Fig. 5. The measurement results and models of the path loss in the A2 scenario. (a)
900 MHz; (b) 2.6 GHz; (c) 3.5 GHz

Because of the large amount of data, the scenario of A2 is selected for mod-
eling and analysis. The results are shown in Fig. 5. According to (1) to (7), the
path loss of the three standard models with respect to d3D can be calculated.
To observe the difference between the models and the actual measurement data,
we conduct the curve fitting. It can observed that the fitting curve according
to the WINNER+ model is the closest to the measurement data. At the same
time, comparing the mean and variance of the fitting results, WINNER+ has the
smallest mean error and variance. Further, the O2I scenario are slightly different
in these models, such as base station height, receiver and transmitter distance,
which also results in the discrepancies. Based on the observations from Fig. 5,
WINNER+ Channel Model is selected for the multi-band large-scale modeling
according to our measurement results.
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3.3 Revesion of Winner+ Channel Model

According to (2), the two main factors, namely, fc and d3D, can be selected
to adjust the coefficients of the model. The model is revised according to the
Gradient Descent (GD) algorithm, and the appropriate interval is determined to
select suitable coefficients of fc or d3D. The hypothetical function (hθ(x)) of the
Gradient Descent algorithm is

hθ(d3D, fc) = θ0 · log10(d3D) + θ1 · log10(fc) + θ2. (8)

Considering that this measurement campaign mainly involves three spectrum
bands, we can set the variable fc as a constant, and thus we reduce the Binary
Gradient Descent into one dimensional Gradient Descent and obtain path loss
models depending on fc. Hence hθ(x) can be updated as

hθ(d3D) = θ0 · log10(d3D) + θ1, (9)

and the cost function (J(θ)) is

J(θ0, θ1) =
1

2m

m∑

i=1

(hθ(d
(i)
3D) − PL(i))2. (10)
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Fig. 6. The measurement results and corrected models of the path loss. (a) 900MHz;
(b) 2.6 GHz; (c) 3.5 GHz (Color figure online)

The results are demonstrated in Fig. 6. The blue markers represent the actual
measurement data and the red and yellow curves represent the WINNER+ Chan-
nel Model ant its correction. It can be observed that the modified model can fit
the measurement data better at 900 MHz, and the great deviation between the
original model and the measured data is avoided at 2.6 GHz and 3.5 GHz. The
revised path loss models at the three measurement frequency points are given
as

PL = 34.26 log10(d3D) − 15.98 log10(fc) + 15(1 − cosθ)2 + 0.5din + 38.25 (11)
PL = 39.58 log10(d3D) − 20.56 log10(fc) + 15(1 − cosθ)2 + 0.5din + 59.08 (12)
PL = 40.21 log10(d3D) − 17.78 log10(fc) + 15(1 − cosθ)2 + 0.5din + 65.10 (13)
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3.4 Shadow Fading

SF is an important large-scale fading parameter. Differences between the mea-
sured path loss and path loss model at the RX positions are the SF factor. We
use the Kolmogorov-Smirnov (K-S) check method to test whether these data are
consistent with the lognormal distribution. Theoretically, SF should follow the
logarithmic distribution, because SF is due to the power losses caused by barri-
ers such as walls and trees. SF can be counted by multiplying all power losses
along a propagation path, which is transformed to the addition of the losses in
the logarithmic domain. In accordance with the central limit theory, SF should
comply with a normal distribution in the logarithmic domain. Hence, the SF
derived from the proposed revised path loss model can also be used to verify the
reasonability of the model itself.

0
SF/dB

Fig. 7. The measurement results and normal distribution of the SF. (a) 900 MHz; (b)
2.6 GHz; (c) 3.5 GHz

As depicted in Fig. 7, the x-axis represents the value of the SF in the log-
arithmic domain, and the y-axis represents the probability density of each SF
interval. The calculated SF samples at the three frequency points with the mod-
ified path loss model basically conforms to the lognormal distribution with the
mean value of 0, and the standard deviations, namely σ, of 900 MHz, 2.6 GHz
and 3.5 GHz are 4.5913, 6.6289, and 7.421, respectively.

4 Conclusion

In this paper, we select a typical UMi O2I scenario for signal coverage analysis in
three spectrum bands, namely 900 MHz, 2.6 GHz, and 3.5 GHz. We conducted
extensive field measurement on the signal power attenuation for rooms, short
hall, and long hall. We conclude that 900 MHz and 2.6 GHz signals can achieve
good coverage for the indoor areas, and by benefitting from the reflection on
adjacent buildings, the 3.5 GHz signal guarantees the basic signal coverage in
most areas. The observations and analysis can provide guidance for BS deploy-
ment and network optimization. At the same time, we compare several standard
path loss models by fitting the measurement data. The WINNER+ O2I path
loss model is selected and the model coefficients are further adjusted according
to the measurement data. Then, the lognormal distributions of the SF samples
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at the three frequencies are obtained for this O2I channel model. The observa-
tion and revised channel models can be used in the analysis and simulation of
the cellular systems, and to compare the network performance when working in
different frequency bands. The BS deployment and network optimization based
on the channel models will be studied in the future works.
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Abstract. This paper proposes an algorithm of simulated traffic sign recogni-
tion based on compressive sensing domain and convolution neural networks for
simulated traffic sign recognition. And the algorithm can extract the discrimi-
native non-linear features directly from the compressive sensing domain. The
image is transformed into compressive sensing domain by measurements matrix
without reconstruction. This paper proposes a cross-connected convolution
neural networks (CCNN) with an input layer, 6 six hidden layers (i.e., three
convolution layers alternating with three pooling layers), a fully-connected layer
and an output layer, where the second pooling layer is allowed to directly
connect to the fully-connected layer across two layers. Experimental results
show that the algorithm improves the accuracy of simulated traffic sign recog-
nition. The recognition of the algorithm is possible even at low measurement
rates.

Keywords: Compressive sensing domain � Convolution neural networks �
CS measurements � Simulated traffic sign recognition

1 Introduction

Nowadays, Intelligent Simulation Transportation Systems attract more and more
attention in research community and industry [1–4]. Traffic signs classification is one of
the foremost important integral parts of simulated driving and advanced driver assis-
tance systems (ADAS) [5–10]. Most of the time driver missed traffic signs due to
different obstacles and lack of attentiveness. Automating the process of classification of
the traffic signs would significantly help reducing accidents. Classification of traffic
signs is not so simple task, images can be affected to adverse variation due to illu-
mination, orientation, and the speed variation of vehicles etc. Normally wide angle
camera is mounted on the top of a vehicle to capture traffic signs and other related
visual features for ADAS. Such images are distorted due to several external factors
including vehicles speed, sunlight, rain etc. Sample images from GTSRB dataset are
shown in Fig. 1.
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Traditional computer vision and machine learning based methods were widely used
for traffic signs classification [11, 12], but those methods were soon replaced by deep
learning based classifiers. In deep learning, convolution neural networks (CNN) is
developed in recent years and is a computer pattern recognition method which leads to
an extensive attention [13, 14]. CNN is a multilayer preceptor special designed to
recognize two-dimensional shapes. The network structure of CNN has highly invari-
ance for translation, scaling, tilting or other forms of deformation. Because CNN does
not require pre-processing images and can directly input the original image, it has been
successfully applied to simulated traffic sign recognition [15, 16].

At the same time, the research shows that the comprehensive utilization of high
level features and low level features are advantageous to improve the recognition
performance of the visual system [17–19]. Therefore, based on the traditional convo-
lution neural networks, by introducing the idea of cross-layer connections, the paper
refers to a cross-connected convolution neural network model with a nine-layer
structure, which is aimed at effectively combining low-level features and high-level
features to build a better classifier.

In many computer visualization applications, however, the objective is not perfect
recovery of the image, but to determine certain properties of the image. Because most
of reconstruction algorithms of compressive sensing computationally expensive and the
reconstruction results are poor at low measurement rates. In image recognition, such as
simulated traffic sign recognition, we are interested in determining the category to
which the object in the image belongs. Following some recent work in this emerging
field of compressive sensing domain, we find further the possibility of performing
effective high-level inference directly on compressive sensing measurements, without
reconstruction. In [20], compressive sensing domain is applied to image recognition,
without reconstruction. On the MNIST and ImageNet database, it got good recognition
performance.

Therefore, the paper proposed a simulated traffic sign recognition approach using
cross-connected convolution neural network based compressive sensing domain. The
approach show that convolution neural network can be employed to extract discrimi-
native non-linear features directly from compressive sensing domain. The image is

Fig. 1. Sample images of GTSRB dataset
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compressed and is converted into the compressive sensing domain as the input of cross-
connected convolution neural network, without reconstruction. Cross-connected con-
volution neural networks is a 9 layers framework with a input layer, 6 six hidden layers
(i.e., three convolution layers alternating with three pooling layers), a fully-connected
layer and an output layer, where the second pooling layer is allowed to directly connect
to the fully-connected layer across two layers. Experimental results show that the
algorithm improves the accuracy of simulated traffic sign recognition.

The rest of the paper is organized as follows. Section 2 details the proposed
approach to simulated traffic sign recognition. Experimental results are illustrated in
Sect. 3. Section 4 concludes the paper.

2 Simulated Traffic Sign Recognition Using Cross-Connected
Convolution Neural Network Based on Compressive
Sensing

This paper proposed a simulated traffic sign recognition approach using cross-
connected convolution neural network based compressive sensing domain. First, the
image is transformed into compressive sensing domain by measurements matrix
without reconstruction. Then, the discriminative non-linear features can be directly
extracted by cross-connected convolution neural network. Finally, traffic sign images
are recognized by classifier.

2.1 Compressive Sensing Domain

Compressive Sensing
The compressive sensing (CS), y 2 Rm, of an image x 2 Rn (ordered lexicographically),
where m\n, are obtained using y ¼ Uxþ e, where e 2 Rm is the measurement noise.
U 2 Rm�n, called the measurement matrix with all entries and drawn from certain
distributions such as Gaussian, Bernoulli etc. [21]. The problem of recovering x from y
is generally ill-posed since the linear system is underdetermined. It has been proven by
Candes et al. [22] and Donoho [23] that, by posing additional constraints that x is s-
sparse in a basis W, U being incoherent with W and m ¼ O s log n

s

� �
, the solution to the

linear system is unique and x can be recovered perfectly from y. This is typically
achieved by solving an optimization problem of the form:

minx Wxk k1 s:t y� Uxk k2 � � ð1Þ

There exist variants of the optimization problem in (1) which are applicable to com-
pressible signals (since images are not exactly sparse in the wavelet domain).

Compressive Sensing Domain
Over the past decade, a great number of algorithms have been designed to solve this
problem such as Orthogonal Matching Pursuit [24] and Basis Pursuit [25]. However,
these algorithms are computationally expensive in addition to belong ineffective at low
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measurement rates. Compressive sensing domain has gained momentum in recent
years. Calderbank et al. [26] show that classifiers can be learned directly in the com-
pressive sensing domain. Sankaranarayanan et al. [27] model videos as linear
dynamical system (LDS) and use it to acquire and reconstruct CS videos. They also
perform classification using the LDS parameters obtained directly from CS measure-
ments. In [28], Matching Pursuit is modified and employed for reconstruction-free
signal detection from CS measurements. In [29], a compressive sensing architecture is
developed where, instead of perfect reconstruction of the CS images, only relevant
parts of the scene i.e., the objects are reconstructed.

In simulated traffic sign recognition, we are interested in determining the category to
which the object in the image belongs. Therefore, the paper applies compressive
sensing domain to simulated traffic sign recognition. The traffic image is compressed by
the measurement matrix. And the image is converted into the compressive sensing
domain as the input of cross-connected convolution neural network, without
reconstruction.

2.2 Cross-Connected Convolution Neural Network

Convolution Neural Network
The traditional convolution neural network is a special deep forward neural network
model whose structure generally consists of input layer, multiple alternate convolution
and pooling layer, full connection layer and output layer. The input layer is usually a
matrix, such as an image. From the point of feed-forward network, convolution layer
and pooling layer can be regarded as special hidden layers, in addition to output layer,
and the full connection layer is the common hidden layer. In the convolution neural
network, there are four basic operations which are defined as inner convolution, outer
convolution, under-sampling and up-sampling.

Suppose A and B are matrixes, the size are M� N and m� n, and M�m, N� n.
Their inner convolution C ¼ A ��B’s elements are defined as below:

cij ¼
Xm

s¼1

Xn

t¼1
aiþm�s;jþ n�t � bst ð2Þ

Where, 1� i�M � mþ 1, 1� j�N � nþ 1.
Outer convolution is defined as:

A �̂B ¼ cAB ��B ð3Þ

Where, cAB ¼ caij is a matrix which is got by using 0 for A. The size is
Mþ 2m� 2ð Þ � Nþ 2n� 2ð Þ, and:

cai;j ¼ ai�mþ 1;j�nþ 1; m� i�Mþm� 1; n� j�Nþ n� 1
0; else

�
ð4Þ
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If matrix A is divided into blocks without overlapping. Suppose that the size of every
block is k� s, and use GA

k;s i; jð Þ to represent ijth block. The structure is as follows:

GA
k;s i; jð Þ ¼ astð Þk�s ð5Þ

Where, i� 1ð Þ � kþ 1� s� i� k, j� 1ð Þ � sþ 1� t� j� s. GA
k;s i; jð Þ’ under-

sampling is:

down GA
k;s i; jð Þ

� �
¼ 1

k� s

Xi�k

s¼ i�1ð Þ�kþ 1

Xj�s

j�1ð Þ�sþ 1
ast ð6Þ

The under-sampling of the matrix A by the non-overlapping block with k� s multiple
is defined as:

downk;s Að Þ ¼ down GA
k;s i; jð Þ

� �
ð7Þ

The up-sampling of the matrix A by the non-overlapping block with k� s multiple is
defined as:

upk�s Að Þ ¼ A� 1k�s ð8Þ

Where, 1k�s is a matrix with all 1 elements. � represents Kronecker product.

Cross-Connected Convolution Neural Network
One drawback of the traditional convolution neural network is that it is difficult to
efficiently integrate the lower level features with the higher features to construct a better
classifier. Aimed at the problem. The paper introduces a cross-connected convolution
neural network for the simulated traffic sign recognition. The network consists of a
input layer x, three convolution layers h1; h3; h5ð Þ, three pooling layers h2; h4; h6ð Þ, a
full connection layer h7ð Þ and a output layer o, as shown in Fig. 2. The network starts
with an image as input. Then, using three interlaced convolution layer and pooling
layer extracts the features of the image. Finally, the features extracted from two pooling
layers (h4 and h6) are passed directly to the full connection layer for fusion processing
and classification. In the network, the connection from pooling layer h4 to pooling layer
h7 strides over two layers and is called cross-connection. At this point, the number of
nodes in the full connection layer is the sum of the nodes of the pooling layer h4 and h6.
The Table 1 presents the cross-connected convolution neural network, which consists
of type, patch size, stride and output size.
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3 Experimental Results

3.1 GTSRB Database

GTSRB (German Traffic Sign Recognition Benchmarks) database is one of the stan-
dard database of traffic sign recognition. GTSRB has 43 categories and 51839 images.
Each category has 100–1000 images, including prohibitory signs, danger signs and
mandatory signs. 39209 images are selected as the training data set, and the rest images
is selected as the test data set. There is a distortion in the images, because perspective
change, shade, color degradation, weather change and so on. In the database, the size of
image is different. After the image converted into compressive sensing domain, the
image size is adjusted to 32� 32 as the input of network. Figure 3 is subsets of traffic
signs in the GTSRB database.

X h1 h2 h3 h4 h6h5 h7 o

Fig. 2. The structure of the cross-connected convolution neural network

Table 1. The description of the cross-connected convolution neural network

Layer Type Patch size Stride Output size

x Input 32� 32
h1 Convolution 5� 5 1 28� 28� 6
h2 Max pooling 2� 2 2 14� 14� 6
h3 Convolution 5� 5 1 10� 10� 12
h4 Max pooling 2� 2 2 5� 5� 12
h5 Convolution 2� 2 1 4� 4� 16
h6 Max pooling 2� 2 2 2� 2� 16
h7 Fully-connected 364
o Output 2
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3.2 Recognition Rate Comparing

In order to evaluate the effectiveness of the proposed method of simulated traffic sign
recognition using cross-connected convolution neural network based on compressive
sensing domain, the experiment is done on the GTSRB database. Cross-connected
convolution neural network is trained and tested on caffe framework.

From Table 2, compared with other method, the proposed method has some
advantages. From the results of the six traffic signs, the proposed method has a higher
recognition rate. In speed limit signs, prohibitory signs, mandatory signs and danger
signs, the proposed method has obtained the highest recognition rate, and the

Fig. 3. Subset signs in the GTSRB data set. (a) Speed limit signs. (b) Derestriction signs.
(c) Danger signs. (d) Unique signs.

Table 2. Comparison of recognition of different method

Method Speed limit Prohibitory Derestriction Mandatory Danger Unique

[30] 99.47 99.93 99.72 99.89 99.07 99.22
[31] 99.86 100.00 99.95 99.89 99.89 99.87
[30] 98.61 99.87 94.44 97.18 98.30 98.63
[12] 98.82 98.27 97.93 96.86 96.95 100.00
[32] 95.95 99.13 87.50 99.27 92.08 98.73
Proposed method 99.88 100.00 99.93 99.90 99.92 99.89
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recognition rate is 99.88%, 100.00%, 99.90% and 99.92%. In derestriction signs and
unique signs, compared with the best method, the gap of the proposed method is not
big.

From Table 3, in the results of the six traffic signs, the proposed method gets
highest average recognition rate 99.92%. Compared with the best method, the average
recognition rate increased by 0.04%. It shows that the proposed method improves the
robustness of the simulated traffic sign recognition.

3.3 Comparison of Different Measurement Rates

We train different networks, with the same architecture, at five different measurement
rates of MR = 1, 0.25, 0.1, 0.05. If the number of pixels in original traffic sign images
is n = 784, these MRs correspond to m = 784, 196, 78, 39 and 8 CS measurement
respectively. For the five cross-connected convolution neural networks, the parameters
such as learning rate, momentum and weight decay are fixed in order to be compared.
The recognition rate on the test set at different measurement rates are shown in Table 4.
It shows that the transformation of image to the compressive sensing domain can
improve the performance of traffic sign recognition.

4 Conclusion

Based on the development of the compressive sensing domain theory and the simulated
traffic sign recognition of convolution neural network, the paper proposed a simulated
traffic sign recognition using cross-connected convolution neural network based on
compressive sensing domain. Using cross-connected convolution neural network
directly extracts features from the compressive sensing domain of the image for sim-
ulated traffic sign recognition. The image is transformed into compressive sensing main
by measurements matrix without reconstruction as the input of cross-connected con-
volution neural network. The proposed method can extract discriminative non-linear
features directly from compressive sensing domain for simulated traffic sign

Table 3. Comparison of the average recognition rate of different method

Method Average Method Average

[30] 99.55 [12] 98.14
[31] 99.88 [32] 95.44
[30] 97.84 Proposed method 99.92

Table 4. The recognition rate on the test set at different measurement rates

Measurement rate (MR) 1 0.25 0.10 0.05 0.01
Recognition rate 99.92 98.43 97.35 94.77 60.20
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recognition. Experiment on standard traffic sign database GTSRB, it is found that the
method improves the recognition accuracy and enhances the robustness of simulated
traffic sign recognition.
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Abstract. AutoDock is a widely used simulation platform for Protein-ligand
docking which is a simulator to provide the field of computer-aided drug design
(CADD) with conveniences. Protein-ligand docking establishes docking models
and study interaction between the receptor and the ligand, as a part of the most
important means in drug development. Protein-ligand docking problem is of
great significance to design more effective and ideal drugs. The experiments are
simulated on AutoDock with six weighted algorithms such as Lamarckian
genetic algorithm, a genetic algorithm with crossover elitist preservation, arti-
ficial bee colony algorithm, ABC_DE_based hybrid algorithm, fireworks algo-
rithm, and monarch butterfly optimization. The diversity of search function
constructed by different evolutionary algorithms for separate receptors and
ligands is applied and analyzed. Performances of distinct search functions are
given according to convergence speed, energy value, hypothesis test and so on.
This can be of great benefit to future protein-ligand docking progress. Based on
the work, appearances are found that performances of the same algorithm vary
with different problems. No universal algorithms are having the best perfor-
mance for diverse problems. Therefore, it is important how to choose an
appropriate approach according to characteristics of problems.

Keywords: Evolutionary computation � Swarm intelligence � Protein-ligand
docking � Search function

1 Introduction

In developing period of drug design, inefficiency and high cost is becoming increas-
ingly problematic. Computer-aided drug design (CADD) steps up the process and
opens up ideas of drug design as a basis. An indispensable part of CADD is protein-
ligand docking. Protein-ligand docking is a practical approach for CADD. The simu-
lation process makes use of the characteristics of receptors and the interaction between
receptors and molecules to solve the problem [1–3]. To combine small molecules with
protein macromolecules, the position of small molecules should be reasonably adjus-
ted, the ideal location and interaction of the combination is detected according to the
complementary principle of docking, and finally a stable complex conformation is
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obtained. The purpose is to find the best binding sites between ligands and receptors
[4].

Steps to solve the protein-ligand docking problem on the simulation platform
contain the scoring function and the search algorithm. The scoring function evaluates
the energy value of different conformations, which is used to evaluate the binding
conformation of ligands and receptors computer simulations predicted. In the process
of docking, the binding affinity between ligand and receptor is supposed to be obtained
accurately. As the basis of optimization, the scoring function can be directly an
adaptive value in the optimization algorithm [5–8]. Scoring function is the key to
optimization problems and plays an important role in the results of molecular docking
and virtual screening.

Evolutionary algorithms construct the search algorithms. Some researchers have
improved these methods on efficiency. Morris published in the paper [9–11] introduces
genetic algorithm with Lamarck on the platform of AutoDock (Lamarckian genetic
algorithm, LGA) to solve the docking problem [12]. Guan B in the paper [13] proposed
a genetic algorithm with crossover elitist preservation (CEPGA) to solve the protein-
ligand problem. Some researchers released some modified swarm intelligence algo-
rithms to the protein-ligand problem such as the artificial bee colony algorithm
(ABC) [14], ABC_DE_based hybrid algorithm (ADHDOCK) [15]. Evolutionary
algorithms are widely applied in many fields, such as data analysis and network
optimization [16–20]. Some swarm intelligence algorithms also have good perfor-
mance in the search process such as fireworks algorithm (FWA) [21], monarch but-
terfly optimization (MBO) [22].

The AutoDock platform simulates algorithms [23] to settle protein-ligand docking
problem. Algorithms have their advantages in different test cases. In this paper, six
algorithms are carried out on AutoDock to make a fair comparison, such as LGA,
CEPGA, ABC, ADHDOCK, FWA and MBO. Results of solving protein-ligand
docking problems of algorithms are calculated and analyzed such as convergence
speed, energy value, and hypothesis test. According to analysis, search algorithms have
respective advantages and disadvantages in settling the protein-ligand docking
problem.

2 Materials and Methods

2.1 Simulation Platform

AutoDock is a universal simulation software for protein-ligand docking. Many
researchers study the protein-ligand docking problem on this platform. AutoDock is an
open source molecular simulation software developed and maintained by the Olson
laboratory at the Scripps Research Institute [23]. The taken version is AutoDock 4.2.

In this study, AutoDock simulates the protein-ligand docking process. The optimal
combination location needs to consider the geometric structure matching of the protein
and the ligand and the energy value of the combined position. AutoDock evaluates the
resulting conformation and searches for a suitable conformation. The platform uses a
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specific scoring function to make an evaluation. The search algorithm constructed by
the evolutionary computation algorithm searches for the optimal solution.

2.2 Materials

Six protein-ligand complexes [24] were chosen from the Brookhaven PDB to compare
the performance of the docking techniques. Six docking problems are summarized as
test cases in the following:

• HIV-1 Protease/XK263 (1hvr): The cyclic urea HIV-protease inhibitor, XK-263,
has ten rotatable bonds, excluding the cyclic urea’s flexibility.

• Streptavidin/Biotin (1stp): Biotin, also known as vitamin H or coenzyme R, is a
water-soluble B vitamin. Streptavidin/biotin is one of the most tightly binding non-
covalent complexes.

• McPC-603/Phosphocholine (2mcp): Phosphocholine is an intermediate in the
synthesis of phosphatidylcholine in tissues. The recognition of phosphocholine by
FabMcPC-603 is mainly because of the influence of ArgH52.

• b-Trypsin/Benzamidine (3ptb): Benzamidine is a reversible competitive inhibitor of
trypsin, trypsin-like enzymes and serine proteases. The recognition of benzamidine
by b-trypsin is mainly because of the polar amidine moiety and the hydrophobic
benzyl ring.

• Dihydrofolate Reductase/Methotrexate (4dfr): Methotrexate is an antimetabolite
that attacks proliferating tissue and selectively induces remissions in certain acute
leukemias.

• Influenza Hemagglutinin/Sialic Acid (4hmg): The recognition of sialic acid by
influenza hemagglutinin is chiefly because of hydrogen bonding.

2.3 Algorithm Analysis

This paper implements and runs the algorithms on the AutoDock, namely LGA,
CEPGA, ABC and ADHDOCK, FWA, MBO. The test cases are the same. On the same
platform, the performances of six different algorithms are equally compared. Six dif-
ferent evolutionary algorithms are listed below to state the principle of algorithms.

• Lamarckian Genetic Algorithm (LGA): Lamarckian genetic algorithm is coupled
with the local search for the genetic algorithm. Local search refers to the current
solution around an optimal solution until finding the local optimal solution algo-
rithm. If the solution is not a local optimal solution, the local search can find the
optimal solution around the solution. In the search for molecular conformation,
local search has the advantage of no need for gradient information about district
energy patterns, thus promoting torsional space search.

• Genetic Algorithm with Crossover Elitist Preservation (CEPGA): Good genes from
parents can no longer produce good individuals through crossover operation, as
original genetic algorithms do not retain the parents of the elitist individual.
A crossover elitist preservation (CEP) mechanism incorporated into genetic algo-
rithm is applied to solve protein-ligand docking problems. The crossover elitist
preservation mechanism can make sure not to discard optimal solution while
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speeding the operation up. In this way, the next generation will be more suitable for
the competition of elitist parents and their descendants. Besides, an optimal solution
in near space of current solutions which included in GA can be selected by a local
search.

• Artificial Bee Colony Algorithm (ABC): The basic structure is divided into the
employed bees phase, the onlooker bees phase, and the scout bees phase. The
employed bees store information about the food source and share it with other bees
with a certain probability. The number of employed bees is the number of food
sources. An employee bee is only related to a food source. The onlooker bees
observe the dance of employed bees in the hive to determine which food source to
choose. Scout bees randomly search for new food sources next to the hive.

• ABC_DE_Based Hybrid Algorithm for protein–ligand docking (ADHDOCK):
ABC_DE_based hybrid algorithm is an algorithm for protein–ligand docking, while
integrating differential evolution algorithm (DE) and artificial bee colony algorithm
(ABC). ABC and DE, two typical optimization methods that have been widely used
in various fields, execute in parallel and have the same population during the
present algorithm. ADHDOCK incorporates an adaptive population partition
mechanism to distribute two subpopulations partition automatically to ABC and
DE. On account of the reasonable allocation of computing resources, ADHDOCK is
uniquely positioned to take the advantages of ABC and DE, and then avoid local
optimum.

• Fireworks Algorithm (FWA): FWA presents a new search manner which searches
the potential space by a stochastic explosion process within a local space. At first, N
fireworks are initialized randomly. The quality is evaluated to determine the
explosion amplitude and the number of sparks for each firework. And fireworks
explode and generate different types of sparks within their local space. Finally, N
candidate fireworks are selected among the set of candidates, which includes the
newly generated sparks as well as the N original fireworks. In order to ensure
diversity and balance the global and local search, the explosion amplitude and the
population of the newly generated explosion sparks differ among fireworks.

• Monarch Butterfly Algorithm (MBO): MBO simulates the migration behavior of
the monarch butterflies in nature. In MBO, all the monarch butterfly individuals are
only idealized and located in two lands such as Southern Canada and the northern
USA (land 1) and Mexico (land 2). Monarch butterflies of two positions are updated
in two ways. At first, the offsprings are generated by migration operator which can
be adjusted by the migration ratio. Subsequently, the positions of other butterflies
are tuned by butterfly adjusting operator. In other words, the search direction of the
monarch butterfly individuals in MBO algorithm is mainly determined by the
migration operator and butterfly adjusting operator. Also, the migration operator
and butterfly adjusting operator can be implemented simultaneously.
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3 Materials and Methods

3.1 Parameters Setting

In the process of performance testing, each algorithm must be reasonably set the
parameters. LGA, CEPGA, ABC, ADHDOCK, FWA and MBO are compared at the
AutoDock platform. The initial population is set as 50. These algorithms terminate
when the energy function evaluations reach 1.5 � 106 for each run. The AutoDock
platform runs every search algorithms 20 times to solve given test cases. The search
algorithm is evaluated the docking results by analyzing the convergence, stability and
hypothesis testing.

3.2 Convergence Analysis

According to set iterations, the energy value obtained by the algorithm is used to
determine the convergence of the algorithm. Figure 1 is the convergence diagrams of
the six algorithms for each test case.

The slope of ADHDOCK and ABC in Fig. 1(a) is the smallest, which is at the
better convergence position and gets lowest energy value. Moreover, LGA converges
slowly and finds the energy close to the lowest. In Fig. 1(b), the slope and the energy
value of ABC are in good agreement with our expectation. With the increasing of
iterations, results of LGA are approaching the lowest. The convergence rate of CEPGA
and FWA is moderate, while the result is relatively high. In Fig. 1(c), the energy value
of MBO is getting better as the number of iterations increases and MBO gets the best
energy finally. The convergence rate of other algorithms is moderate. In Fig. 1(d), the
slope of MBO is stable which can prevent from falling into the local optimal solution
early, and MBO has the lowest energy. The convergence rate of all the algorithms in
Fig. 1(e) is relatively equal. LGA gets better results. In Fig. 1(f), the convergence rate
of LGA is the slowest. ABC get the best energy value whose results change distinctly
with the number of iterations increasing. The convergence rate and the solution quality
of the same algorithm differ in different test cases.

3.3 Algorithm Stability Analysis

Figure 2 shows box plots for each test case. The minimum, the first quartile, the
median, the third quartile, the maximum and the outliers of the energy values are
calculated to mark on the box plot. The range from the minimum to the maximum
shows the variation range of data. The interquartile range shows the likely variation
range. The outliers are points out of the range. The protein-ligand docking problem is
an optimization problem in need of minimum value. When the shown value or the
median value is lower, the algorithm has better solving performance. The box plot with
smaller range shows that the algorithm has stability.

According to Figures, the median energy value of ADHDOCK is the lowest in
Fig. 2(a) and its minimum energy value is lowest. In Fig. 2(b), ABC finds smaller
energy value and the range of ABC is also smallest. In Fig. 2(c), the minimum energy
of MBO is lowest. The median energy of ADHDOCK is lowest. The range of CEPGA
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is the smallest while its results are not good. In Fig. 2(d), MBO gets lowest energy. The
range of values of ABC is smallest in Fig. 2(e). And LGA has lowest energy. The
median energy of ADHDOCK is lowest. In Fig. 2(f), the median and minimum of the
energy of ABC are lowest. The range of FWA is the smallest while its result is not
good. It is observed that the distribution of the same algorithm is different for different
test cases.
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Fig. 1. This figure shows the convergence graphs of the six algorithms for each test case. Neval
is the number of iterations of the function, and the ordinate is the energy value generated by the
docking of the function after iterating specified times.: (a) Convergence diagram of 1hvr;
(b) Convergence diagram of 1stp; (c) Convergence diagram of 2mcp; (d) Convergence diagram
of 3ptb; (e) Convergence diagram of 4dfr; (f) Convergence diagram of 4hmg.
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3.4 Hypothesis Test Results

On six test cases, compared algorithms run for 20 times. Table 1 demonstrates the
hypothesis test results. The difference factor p-value determines the quality of the
result. In the experiment, a is settled as 0.05. If p-value < 0.05, the current algorithm is
superior to the compared algorithm. If p-value > 0.95, the current algorithm is inferior
to the compared algorithm. If 0.05 < p-value < 0.95, it shows that the performance of
the two algorithms is not very different on this test case.

Some phenomena can be seen through the results of the hypothesis test. For 1hvr,
ADHDOCK is better than four compared algorithms. For 1stp, ADHDOCK is better
than three compared algorithms. For 4hmg, ABC is better than four compared
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Fig. 2. This figure shows the box plots for each test case. (a) Box plot of 1hvr; (b) Box plot of
1stp; (c) Box plot of 2mcp; (d) Box plot of 3ptb; (e) Box plot of 4dfr; (f) Box plot of 4hmg.
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algorithms. ABC is better than three compared algorithms for 1hvr, 1stp, and 3stp. For
1hvr, MBO is better than three compared algorithms. For 1stp, 2mcp, 4df, and 4hmgr,
LGA is better than three compared algorithms. Accordingly, from results of the
hypothesis test, there is not an algorithm better than others for given six test cases.

Table 1. Results of hypothesis tests

PDB ABC ADHDOCK FWA MBO CEPGA LGA

1hvr ABC – 0.443 0.016 0.054 0.007 0.003
ADHDOCK 0.562 – 0.019 0.009 0.009 0.005
FWA 1 1 – 1 0.702 0.998
MBO 0.947 0.905 0.021 – 0.012 0.020
CEPGA 1 1 0.299 1 – 0.998
LGA 1 0.996 0.018 0.997 0.003 –

1stp ABC – 0.342 0.001 0.002 0.001 0.348
ADHDOCK 0.665 – 0.001 0.001 0.002 0.605
FWA 1 0.999 – 0.475 0.142 1
MBO 0.998 0.989 0.528 – 0.179 0.998
CEPGA 0.999 0.997 0.857 0.822 – 0.996
LGA 0.650 0.396 0.001 0.002 0.001 –

2mcp ABC – 0.768 0.001 0.368 0.001 0.933
ADHDOCK 0.231 – 0.001 0.170 0.001 0.881
FWA 0.999 1 – 0.987 0.007 0.999
MBO 0.630 0.832 0.013 – 0.004 0.956
CEPGA 0.999 1 1 1 – 1
LGA 0.063 0.116 0.002 0.005 0.003 –

3stp ABC – 0.353 0.004 0.006 0.001 0.731
ADHDOCK 0.647 – 0.067 0.194 0.001 0.787
FWA 0.997 0.934 – 0.732 0.190 0.999
MBO 0.944 0.806 0.267 – 0.007 0.986
CEPGA 1 1 1 1 – 1
LGA 0.268 0.216 0.001 0.732 0.003 –

4dfr ABC 0.053 0.205 0.018 0.001 0.749
ADHDOCK 0.948 0.613 0.138 0.004 0.998
FWA 0.796 0.388 0.170 0.028 0.909
MBO 0.984 0.862 0.827 0.095 0.999
CEPGA 0.999 0.996 0.971 0.138 1
LGA 0.250 0.002 0.009 0.170 0.001

4hmg ABC – 0.014 0.036 0.014 0.005 0.490
ADHDOCK 0.986 – 0.969 0.429 0.502 1
FWA 0.962 0.030 – 0.057 0.001 1
MBO 0.985 0.570 0.945 – 0.523 0.999
CEPGA 0.995 0.495 0.999 0.470 – 1
LGA 0.510 0.032 0.005 0.004 0.001 –
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4 Results Discussion

The primary purpose of this paper is to explore the differences between different
evolutionary algorithms in protein-ligand docking. The research shows that search
functions constructed by different evolutionary algorithms can achieve satisfactory
results respectively under different environments or requirements. In study as men-
tioned, the results of algorithms are different due to the change of problems. Under
parameter setting above, ADHDOCK has highlighted performance for 1hvr, ABC has
good performance for 1stp and 4hmg, MBO is best for 2mcp and 3ptb, LGA has good
performance for 4dfr. Evaluations of algorithms on six protein-ligand complexes are
different.

In general, the experiments show that affected search functions check molecular
pairs. Performances of algorithms vary with test cases to be solved.

5 Conclusions

Experiments mentioned above demonstrate that different search functions have dif-
ferent effects on respective problems. For every algorithm solving protein-ligand
problem, it can perform pretty well in some cases while it has terrible performance in
other cases. Consequently, there are no multipurpose algorithms concerning different
test cases. Presented algorithms have apparent advantages in specified problems, not in
common use. Therefore, it is vital to choose a suited method which is implemented on
the same simulation platform to solve protein-ligand problem.

Acknowledgments. This study is funded by Shenyang Dongda Emerging Industrial Technol-
ogy Research Institute.
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Abstract. Complex factors with the electronic noise, X-ray scattering and
uneven illumination often disturb the image registration. A new algorithm was
proposed in this paper. The improved phase correlation algorithm based on log
polar transformation was used to calculate parameters, such as rotation, scaling
and translation. Then, the Harris corner matching points were extracted in
overlapping positions and purified by the improved Ransac algorithm. Finally,
images were processed by NSCT transform algorithm to make the image joint
seemed smooth and natural. Experiments confirmed that, the new algorithm is
accurate and efficient, and has high robustness to complex environment.

Keywords: Image registration � Logarithmic polar coordinates � Mosaic �
Ransac algorithm � NSCT transform

1 Introduction

In medical images, panoramic image equipment is very expensive and the visual field
of most medical imaging devices is limited [1]. Using image stitching technology [2–4]
to generate panoramic images has low cost and good effect, but under the influence of
complex factors, the result details are blurred. With the development of computer and
multimedia technology, the requirement of real-time network transmission of mosaic
video images is becoming higher and higher [5–7].

In view of the above problems, a new image registration and stitching algorithm
was proposed. First, using the improved phase correlation algorithm of logarithmic
polar coordinate transformation to calculate the parameters of scaling, rotation and
translation, and estimate the overlapped region. Then, the Harris corner points were
extracted and the Ransac algorithm [8, 9] was improved to accurately purify the
matching points. Finally, the NSCT transformation algorithm [10] was used and the
fusion strategy was formulated to further solve the splicing joint.
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2 Improvement of Logarithmic Polar Coordinate

In order to improve the robustness of different environments, this paper uses the polar
coordinate transformation to improve the phase correlation algorithm, which can adapt
to the situation of rotation, scaling and displacement.
Step 1: The image I1ðx; yÞ and I2ðx; yÞ are converted to I 01ðu; vÞ after Fourier transform.
When I1 and I2 exist translation, rotation, and scaling, the relationship is:

I2ðx; yÞ ¼ I1ðkxcosh0 þ kysinh0 � Dx;�kxsinh0 þ kyconsh0 � DyÞ ð1Þ

k is scaling ratio, h0 is rotation angle, and Dx and Dy are translation distances.

I 02ðu; vÞ ¼
e�j2pðuDxþ vDyÞ

k2
I 01ððucosh0 þ vsinh0Þ=k; ð�usinh0 þ vcosh0Þ=kÞ ð2Þ

Step 2: q ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2

p
, h ¼ arctanðu=vÞ, transform the space of the image to the log-

arithmic polar space:

I 02ðqcosh; qsinhÞ
�� �� ¼ I 01ðqcos(h� h0Þ=k; qsin(h� h0Þ=kÞ

�� �� ð3Þ

Step 3: g ¼ log q, g0 ¼ log k, M1 and M2 are the models of I 01 and I 02,
M2ðg; hÞ ¼ M1ðg� g0; h� h0Þ. The conjugate power spectrum of M2ðu; vÞ is M�

2ðu; vÞ.
After normalization, the cross power spectrum of the image is expressed as follows:

M1ðu; vÞM�
2ðu; vÞ

M1ðu; vÞM�
2ðu; vÞ

�� �� ¼ e�j2pðug0 þ vh0Þ ð4Þ

Step 4: After the inverse Fourier transform, the impulse function is obtained.

F�1½e�j2pðug0 þ vh0Þ� ¼ dðg� g0; h� h0Þ ð5Þ

The position of the peak of impulse function means the size of the scaling ratio k and
the angle h0 of rotation. Inverse transform I2 according to the scaling ratio and the
rotation angle, then the translation distance ðDx;DyÞ is calculated with I1 by the phase
correlation method.

3 Registration and Feature Purification

3.1 Corner Extraction

The Harris algorithm detects the corner points by the change of the gray level after
moving the local sliding window. Make Iðx; yÞ a gray value at ðx; yÞ, wðx; yÞ is a Gauss
filter, and the horizontal vertical position of the window is u and v. Eðu; vÞ is an
autocorrelation function in any direction, that is the sum of gray scale error in the
window. The expressions of Eðu; vÞ and wðx; yÞ are as follows:
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Eðu; vÞ ¼
X
x;y

wðx; yÞ½Iðxþ u; yþ vÞ � Iðx; yÞ�2 wðx; yÞ ¼ 1
2pr2

e�
ðx2 þ y2Þ

2r2 ð6Þ

The Gauss window function wðx; yÞ increases the weight of pixels near the center point.
Iðxþ u; yþ vÞ � Iðx; yÞ is the gradient of the image, r is the standard deviation. After
the formula (6) is carried out by Taylor’s expansion and neglecting the high term, the
matrix form of Eðu; vÞ and M are as follows.

Eðu; vÞ ffi ½u; v�M u
v

� �
M ¼

X
x;y

wðx; yÞ I2x IxIy
IxIy I2y

� �
¼ wðx; yÞ � I2x IxIy

IxIy I2y

� �
ð7Þ

Ix and Iy are the partial derivatives of the x; y. A ¼ I2x � w, B ¼ I2y � w, C ¼ ðIxIyÞ � w,
the corner response function is shown by the following formula.

R ¼ det M � kðtrMÞ2 ¼ ðAB� C2Þ2 � kðAþBÞ2 ð8Þ

The rD and srD are the scale space integral and the differential factor respectively and
matrix M is expressed as:

M ¼ sr2Dwðx; y; rDÞ �
I2x ðx; y; srDÞ Ixðx; y; srDÞIyðx; y; srDÞ
Ixðx; y; srDÞIyðx; y; srDÞ I2y ðx; y; srDÞ

� �
ð9Þ

3.2 Feature Registration

After the corner points are extracted, the feature matching is performed by the nor-
malized cross correlation coefficient. The feature point is centered in a square window
x. The NCC value as a matching principle. �I1 and �I2 are the mean value of the gray
level of the square window pixels to be matched. When the matching method based on
NCC is affected by illumination, scale transformation and noise, the matching accuracy
is reduced. Window size is 2N þ 1ð Þ � 2N þ 1ð Þ. �I1, �I2 and NCC are expressed as
follows:

�I1 ¼ 1

2Nþ 1ð Þ2
X
x;y2x

I1 x; yð Þ

�I2 ¼ 1

2Nþ 1ð Þ2
X
x;y2x

I2 x; yð Þ

NCC ¼

P
x;y2x

I1 x; yð Þ � �I1½ � I2 x; yð Þ � �I2½ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
x;y2x

I1 x; yð Þ � �I1½ �2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

x;y2x
I2 x; yð Þ � �I2½ �2

r
ð10Þ
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3.3 Ransac Algorithm Improvement and Splicing

In order to reduce error matching, an improved Ransac algorithm can eliminate the
mismatch feature points. Nine matching points are more convenient to verify the
temporary model, it can timely re-select the random sample set.

The maximum and minimum of the coordinates of the matching points are selected
from the reference image I1. The matching feature points are divided into M*M blocks.
This paple takes M = 6. Randomly select 9 different blocks in the I1 and randomly
select a matching point from each of the 9 blocks to constitute the sample set with
9 corresponding matching points in image I2. As shown in the following formula,
h11, …, h32 are degree of freedom.

x
y
1

2
4

3
5 ¼ h

x0

y0

1

2
4

3
5 ¼

h11 h12 h13
h21 h22 h23
h31 h32 1

2
4

3
5 x0

y0

1

2
4

3
5 ð11Þ

Check whether ninth pairs of matching points are support sets for the basic matrix
of the temporary model, if not, 9 pairs of matching points are re-selected. Repeat the
Step 2, if it is the support set, the temporary model matrix h is considered as a candidate
matrix h. Iteratively calculates the minimum value of the error function E of the

matching point pairs, and updates the matrix h, E¼PP
i¼1

e2i ¼
PP
i¼1

½I2ðx0i; y0iÞ � I1ðxi; yiÞ�2.

3.4 Image Fusion

The NSCT algorithm is composed of non sampling Pyramid and non sampling
directional filters. While maintaining the translation invariance, it has good direction
selectivity, time frequency localization, and multi-resolution characteristics.
Step 1: Suppose Aðx; yÞ and Bðx; yÞ are the overlapped regions. After multiscale
decomposition, it can get a series of subband Ak

l and Bk
l , l = 1, 2, 3, …, L, L is the

largest number of layers of decomposition.
Step 2: For the low frequency subband, the image change is slow, and the direct
average fusion method is used, AB0

L ¼ ðA0
L þB0

LÞ
�
2.

Step 3: For the high frequency sub-band, it reflects the sensitive edges and details of the
human eye. Using high frequency subband weighted fusion method based on regional
variance saliency. As shown in formula (12):

ABk
l ðx; yÞ ¼

ð1� wÞAk
l þwBk

l GðAÞ�GðBÞ
wAk

l þð1� wÞBk
l GðAÞ\GðBÞ M� T

�

Ak
l GðAÞ�GðBÞ

Bk
l GðAÞ\GðBÞ M\T

�
8>><
>>:

w ¼ 0:5� 0:5
1�M
1� T

� 	 ð12Þ

Step 4: Reconstructed image and output fused image.
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4 Experimental Results and Analysis Conclusion

As shown in Fig. 1(f)–(h) are the energy distributions of (a) (b), (a) (c), (a) (d) impulse
function respectively. According to the information of large peak parameters, the
location of overlapping regions is roughly estimated to reduce the extraction range of
feature points in precise registration. Because there is no overlap area in (a) (e), so there
is no maximum prominence peak in (i).

Figure 2 compares the NCC matching method with the new method. (a) is the
result of NCC matching, threshold selection is 0.6. Because of the low resolution, there
are a lot of mismatching points. (b) is the result of the improved Ransac algorithm in
this paper, the mismatch was removed. (c)–(g) are the matching results under the
changes of scaling, noise, rotation, brightness and perspective transformation. (h) is the
result of mixing the scaling, rotation and the perspective transformation.

(a)Image1 (b) Image2 (c) b noise+fuzzy (d)b illumination+rotation (e) Image3      

(f)ab impulse function (g)ac impulse function (h)ad impulse function (i)ae impulse function

Fig. 1. Distribution of impulse function

(a)NCC matching (b)After improvement (c)Scaling            (d)Noise 

(e)Rotation                    (f)Brightness                  (g)Perspective    (h)Mixed 

Fig. 2. Image registration
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Table 1 is the transformation matrix and corners information of the Fig. 2(c)–(h).
The table sets up the parameter values of the degree of freedom for the matrix H
between images, and describes the number of points in the image and the number of the
matched corners.

Figures 3 and 4 are the comparison of stitching results, (a) is a image of before
stitching. (b)–(d) are the results of direct stitching, average gradient stitching and new
method stitching. After the fusion and reconstruction of the decomposed low frequency
and high frequency subbands, (d) shows the image joint is more smooth and more
clear.

Table 1. Corner registration and transformation matrix

Scaling Noise Rotation

H 1.4396 −0.0363 75.5787 0.9102 −0.0404 75.4524 0.8076 −0.6124 34.1210

−0.0279 1.4439 33.8658 −0.0323 0.9288 34.2291 0.6703 0.7795 −41.4569

−0.0004 −0.0004 1.0000 −0.0005 −0.0005 1.0000 0.0001 0.0002 1.0000

Right image 64 117 168

Matching points 16 18 15

Brightness Perspective Mixed

H 0.9666 0.0003 75.2576 0.7379 −0.1229 80.2946 1.1633 0.3355 44.1548

−0.0203 0.9974 33.2290 −0.0477 1.1097 6.3354 −0.0723 1.2982 21.4007

−0.0002 0.0000 1.0000 −0.0018 0.0009 1.0000 −0.0001 0.0013 1.0000

Right image 107 176 147

Matching points 22 16 15

(a) Before stitching  (b) Direct (c) Average gradient (d) This paper

Fig. 3. Comparison of lungs stitching results

(a) Before stitching    (b) Direct (c) Average gradient (d) This paper

Fig. 4. Comparison of hip stitching results
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5 Conclusion

The new algorithm improves the phase correlation algorithm by using the logarithmic
polar coordinate transformation, so that it can adapt to the situation of scaling, rotation
and translation between the images adaptively. After using NCC normalized cross-
correlation coefficient to extract Harris corners at overlapping positions, the improved
Ransac algorithm is used to precisely purify, optimize model parameters. In the mosaic
process, we use NSCT transform algorithm to design fusion strategy, which solves the
problem of noise accuracy, low resolution and low contrast interference and saves the
cost of medical equipment.
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Abstract. University of Corsica and CNRS are working on a scientific program
called “Smart Paesi”. This project focus on a sustainable rural territories
development using advanced artificial intelligence concepts in order to adapt
smart city concept (including sustainable development, ICT with by example
wireless sensors network, education, e-citizenship, governance) to rural terri-
tories and their specificities. In this paper, we introduce a new approach com-
bining discrete event modelling concepts and machine learning methods. This
work is a first step towards the conception of a generic and scalable framework
allowing model generation from large amount of data.

Keywords: Machine learning � DEVS formalism � Model generation �
Decision supports � Internet of Thing � Big data

1 Introduction

In the recent past, boosted by artificial intelligence (AI) progress, a horde of automation
and acceleration technologies in the IT field have been proposed to resolve smart cities
problematics with great success [1, 2]. Indeed fewer have been proposed for people
who live in rural and isolated territories.

In the same time, we assist to the deployment of low cost Wireless Sensor Network
(WSN) over all territories. Due to the success of IoT [3], related technologies have
generated an exponential increase of collected data. The challenge today is to explore
the potential of this amount of data over artificial intelligence process base and machine
learning (ML) in a modeling and simulation context as describe in Fig. 1.

Supported by a “European Fund for Research and Development” (ERDF) and the
“Regional Council of Corsica” (RCC), the “Smart Village Scientific Program” (SVSP)
[4] proposes newer approaches based on the concept of “real-world people-centric
applications” [5]. Built in partnership with two company: EDF (Electricity of France)
and SITEC (IT Service Company) the project focuses on four areas of research:
environmental data gathering, data visualization, e-democracy and simulation. This
paper deals with the last.
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Our goal is to provide a robust framework allowing an easy integration of collected
data inside a modelling and simulation process by replacing “physical model” with
“data model”.

2 M&S, Data and Machine Learning

Recently, researches in the field of Modeling and Simulation (M&S) have intensively
evolved towards hybrid approaches combining M&S background and Artificial Intel-
ligence advances in data mining and machine learning. Nowadays, complementarity of
both approaches seems to appear as an evidence. Miller and Buckley [6] argue that they
should be used in conjunction through a “modeling continuum” and illustrate their
vision upon examples from health care and supply chain management. In [7], the
authors provide an extensive comparison of both approaches called respectively
“simulation modeling” and “data modeling” and detail their advantages and limitations.
They demonstrate their complementarity and suggest a new modeling approach
involving both of them. In according to Andreas Tolk [8], the next generation of
Modeling & Simulation applications will integrate big data and deep learning tools and
methods: “bringing all the three topics together will create synergy that will allow us to
significantly improve our services to others science”.

An interesting review about ways of combining both approaches in the context of
manufacturing and logistics is done in [9]. They focus on the integration of Machine
Learning (ML) process from a simulation perspective.

According to literature in the field of M&S, the main benefit of the use of Machine
Learning is to improve the efficiency simulation analysis. In other words, it may help to
reduce simulation cost. This is particularly useful in the context of complex models
requiring extensive resource allocation and leading to very expensive experiments.
Recently [10], it has been proposed to use machine learning mechanisms inside a
DEVS simulator in order to optimize simulation execution by learning from past
simulations.

Wang and Marek-Sadowska [11] suggest a double level learning flow applied to the
field of circuit design. ML is first used to reduce input samples by discarding

Fig. 1. From data to predictive model
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unimportant samples. The selected inputs are then predicted by ML rather than sim-
ulated and so simulation cost is reduced.

In the case study of a green-house control system introduced in [4], the global
model is a “simulation oriented” one but it internally uses results given by a “data
oriented model” (“the controller”). Furthermore, data obtained as outputs from the
simulation model enhance the dataset used for the “controller” data oriented model thru
another data model called “Optimal Controller Model”. Experimental results show that
the use of such hybrid model improves significantly control performance and reduce
the rate of error.

These hybrid modeling approaches may also be related to “grey-box” modelling in
the field of “system (or model) identification” [12]. Grey-box models are defined as
combination of “data driven models” (black-box), and “physical based models” (white-
box). They combine physics based methods for building the model structure and use
data driven to estimate the model parameters. They also benefit from the advantages of
both approaches: generalization capabilities from physical models and better accuracy
from data driven ones.

On the other hand, M&S models may be used to help in building ML models.
Results from simulation may provide data sets allowing to construct data-oriented
models. In the field of personalized medicine [13], it shown that the prediction of a
cancer treatment efficiency cannot be processed using “pure data” approaches. Authors
suggest to integrate simulation as a “pre-processing step in a machine learning pipeline
to include detailed expert knowledge”.

Similar hybrid approaches are introduced in the domain of “smart manufacturing”
[14]. In a case study, simulation results are used to generate data streams that can be
used by a diagnostic analytics application (“data oriented model”).

In summary, ML may assist M&S in building input samples, estimating unknown
input parameters, analyzing output data and validating simulation results. M&S can
also assist ML by providing data sets as output results from simulation process.

In the context of smart village, according to the diversity of data and associated
processes, it clearly appears that we need to combine both data centered and simulation
based approaches. However, we think that defining an integration framework will be a
guaranty of the global model coherence.

In order to provide a high level of genericity and interoperability between models
and their formalism we choose to build our approach on Discrete Event System
Specification (DEVS) formalism. We introduce the concept of “Smart-Entity” (SE) as a
specific DEVS model. Background on the formalism is described in next part.

3 Back Ground: DEVS Formalism

DEVS is a modelling and simulation formalism proposed by Zeigler [15]. Due to its
success since its publication and a large community of users, high number of extension
DEVS extensions have been proposed to enrich the classic formalism: dynamic DEVS
[16], parallel DEVS [17], Cell-DEVS [18], etc. Due to the number of extensions DEVS
is today one of the main used formalism for modeling and simulation in research teams.
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This formalism can be considered as a multi-formalism [19] integrating other for-
malisms such as Petri-Net [20] or differential equations [21].

DEVS allows to represent a wide range of systems. It has been used with success
for many applications in various fields such as: agriculture, military, anthropology,
engineering, ecology, etc.

The main idea beside this formalism is an explicit separation between modeling
description and simulation core. The formalism is based on two mains concepts:
“Atomic model” (AM) and “Coupled model” (CM). AM describes the system behavior
in a modular way and CM describes the system structure by abstraction levels and
model encapsulations. This genericity of model description provides a reusable abstract
simulator independent of studied systems.

3.1 Atomic DEVS Model

Atomic DEVS model (AM) is the lowest level of abstraction of studied system. It
describes the component behavior. This model is defined by the following structure:

AM = \XY; S; dext; dint; k; ta[ ð1Þ

Where:

– X: the set of input ports of the model defined by tuple (port, value)
– Y: the set of output ports of the model defined by tuple (port, value)
– S: the set of model states
– dext: the external transition function activated when events are received on model

inputs port
– dint: the internal transition function activated during state change (state time

exceed)
– k: the ouput function activated when outputs are produced by model
– ta: time advance function defining state duration for each model state

Complex systems are described over several atomic models. Inputs and outputs
(IO) of model must be connected to others models IO. This part is insured by coupled
DEVS model (CM).

3.2 Coupled DEVS Model

CM describe model structure over interconnections and encapsulations. Indeed CM can
encapsulate AM and CM models allowing different granularity of system description.
This models are described by the following tuple:

CM = <X, Y, D, EIC, IC, EOC, Select>
Where:

– X: the set of input ports of the model defined by tuple (port, value)
– Y: the set of output ports of the model defined by tuple (port, value)
– D: the set of components (AM or CM)
– EIC: External Input Coupling (input to input)
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– IC: Internal Coupling (input to output)
– EOC: External Ouput Coupling (output to output)
– Select: selection function used to ordinate model execution when their states expire

at the same time.

After this description of DEVS formalism we introduce our approach of Smart
Entity”.

4 Our Approach “Smart Entity”

We choose to build our approach on DEVS formalism in order to maintain a high level
of genericity in the decision support framework.

Our framework will allow to define three kinds of DEVS models:

– “white-box” model: atomic or coupled classical DEVS models
– “black-box” model: DEVS atomic wrapper model that encapsulates ML capabilities

(“Smart entity Model”).
– “grey-box” model: coupled models including at least one Smart entity.

In this part, we focus on “black-box” model by introducing the concept of Smart-
Entity Model. We detail structural and behavioral conceptual representations of the
Smart Entity Model and we show how these capabilities are embedded into a DEVS
atomic model.

4.1 SEM Conceptual Structure

The “smart entity model” (SEM) is a generic model based on data approach modeling
concepts. As describe on Fig. 2, the model is defined with a fixed number of inputs and
outputs ports. This constraint maintains a high level of interoperability between dif-
ferent model on smart entities to represent a global system.

In our approach, two inputs ports are defined: “Environmental Data” (XE) and
“Decision data” (XD). XD port can be optional if SE represents an entity on witch no
influences can be made. The XE port is connected to outputs of models that represent
the unmanageable phenomena of studied system as weather or environmental events
(e.g. fire, storm, etc.). The XD port is connected to models that represent the man-
ageable interactions such as decision or users choices.

Two outputs ports are also defined. The outputs ports are: “Interactions” (YI) and
“Results” (YR). The YI port is connected to other SEM models in case of interactions
between them. The YR port is connected to a “decision model” (DM) in order to
estimate efficiency of different decisions scenarios by collecting and observing deci-
sions effects on results. Their outputs values are computed by ML methods provided
inside the SEM attributes.
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As illustrated in Fig. 2, the SEM also contains a buffer. The goal is to increase the
prediction precision by considering previous received data without compromising
simulation coherence. Indeed many applications need more than one previous value to
predict next value (e.g. past three day rain to predict day rain). In this case SE stores the
previous values in a buffer. When prediction function is called, this buffer is passed as
an input parameter. At each new event on input port, this buffer is updated with the new
value received.

4.2 SEM Dynamic Behavior

SEM execution can be decomposed in three parts: “learning”, “testing” and “simuling”.
Transitions between these states are explain on Fig. 3.

At the beginning of process execution, SEM is in the “learning” state. During this
state, the model is built from a dataset by using machine learning algorithms. When this
step is over, SEM state turns into “testing”. Model outputs are collected and analyzed.
If their accuracy exceeds a specified threshold SEM state becomes “simuling”.
Otherwise it goes back to “learning” state and a new machine learning process is
performed. At the end of simulations, if some new data has been added to the initial
dataset, the size of the added data is quantified. If the increase is significant, a new
learning process occurs.

Using of ML methods is based on the principle of “cross-validation”. Usually the
algorithms use 80% of data to make their learning process and 20% of data to make the
validation process. This principle provides an estimation of prediction quality. We
reproduce this concept in our architecture and we add the concept of “choosing the best
method” for SEM linked dataset.

Fig. 2. Conceptual structure of SEM
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During “learning” step, the SEM generates several learners based on different
machine learning algorithms family. The “learning ()” method is called with database
link as parameter. The different algorithms provided by SEM are listed in Table 1.

Fig. 3. Conceptual representation of SEM states

Table 1. Algorithm provided by smart entity

Category Method name

Linear Regressor Linear Regression (LR) Huber Regression (HR]
Random Sample Concesus Regression (RSCR)

Generalized linear
model

Stochastic Gradient Descent (SGD)

Support vector
Regression

SVR with kernel

Gaussian Processes
Regrettion

Gaussian Process Regression (GPR)

Ensemble methods Kernel Ridge Regression (KRR)
Bayesian Ridge Regression (BRR)

Decision Tree Decision Tree Regressor Random Forest Regressor Extra Trees
Regressor
Gradient Bosting for regression

Neural Networks Neural Network with 2 hidden layers (NN2) Convolutional Neural
Network (CNN) Recurrent Neural Network (RNN)
Bi-directional Recurrent Neural Network
(LSTM)

Others Least Angle Regression (LAR)
Automatic Relevance Determination Regression (ARDR)
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During “testing” step, “loss value” (LV) is computed for each instanced learner.
Different equations are introduced in literature. In our models, LV is represented by
men squared error (MSE) and given by:

MSE ¼ 1
N

X

ðx;yÞ2D
ðy� predictionðxÞÞ2 ð2Þ

where

– N is the dataset size
– x is the input of the prediction function
– y is the observed value

The learner with minimum LV is selected to produce model behavior. During
simulation when data are received on inputs port, they are combined with buffer values
to make predictions. At regular interval the SEM checks the size of its learning
database. If number of new records exceed a specified threshold, a new “learning” step
occurs. It allows to perform better predictions over simulation time.

4.3 SEM as a DEVS Atomic Model

As said before, SEM outputs are generated by a learner object encapsulated inside the
SEM. To make an efficient learning, this object needs a large amount a data, pretreated
and stored inside a database. Each record is described by

\XE, XD,YI,YR[ ð3Þ

Where:

– XE: {XE1,…,XEn}: the inputs environmental data
– XD: {XD1,…,XDn}: the decision data
– YI = {YI1, …, YIn}: the results (interactions)
– YR = {YR1, …, YRn}: the results

This record is enriched by model state variables C added to each record to enhance
the learning process with model characteristics. At this end of configuration process,
the SEM is ready to learn from the following dataset:

\XE; XD; YI; YR; C[ ð4Þ

This conception allows us to define a SEM as a DEVS atomic model wrapper
encapsulating ML capabilities.

The input sets XE and XD are linked to X values of DEVS atomic model (AM).
The output sets YI and YR are linked to Y values of DEVS atomic model. C values are
linked to DEVS states (S).

Concerning the DEVS functions, they are the same for each SEM independently of
modelized system. The dext function stores input values and updates the buffer
(function save). The k function calls the “predict” function of learner and sends value
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on specified output port. The dint function checks the SEM database and starts a new
learning process when needed.

The mapping between DEVS concepts and ML concepts is summarized in Fig. 4.

5 First Results

In order to validate the SE concepts, we build our own machine learning library called
“PredictSV”. This library is based on several well know Python optimized and scalable
libraries: Kereas, Scikit-Learn, Pytorch and Tensorflow. This “PredictSV” library not
only merges several ML libraries but also tries to automatize the data pretreatment (e.g.
normalization) and the method configuration process in a not fastidious way for the
modeler. These aspects are not presented in this paper.

Before applying the SEM on collected data from SVSP, we choose to use robust
datasets to compare obtained results with literature. In next step of our development,
these datasets will be replaced by SVSP data that we are collecting today.

We choose a dataset relevant to sustainable development as studied in (SVSP):
“Weather in Madrid” (WIM). This data has been linked to a SEM integrated in a DEVS
architecture as described in Fig. 5.

Smart Entity wrapping has been tested in different ways considering different
number of features. For WIM dataset, we try to predict day+1 temperature from

DEVS init X Y S δext() δint() λ() ta()

SEM learning() XE XD YI YR C save() check_data() predict() ta()

Fig. 4. Analogy between DEVS & SEM

Fig. 5. Example of SM utilization for ECE dataset
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minimum, maximum, mean temperature of 8 previous day. An example of best
obtained results with double layers neural network is visible on Fig. 6.

First results confirm the interest of our unified approach to approximate physical
model behavior.

6 Conclusion

Smart Village is a scientific program which combines the collected data using Wireless
Sensor Networks, data storage, visualization and prediction.

For the prediction, our goal is to propose a generic model using DEVS formalism
whose inputs are produced by Machine Learning methods using large amount of data.
This model had to be compatible with classic DEVS models in order to benefit of
available models. The “smart entity model” offers a promising solution to this prob-
lematic for system on which user dispose of big data but few knowledges.

First results have replaced a model of weather with an acceptable precision level
during a DEVS simulation. At this step of our research, we need to perform other tests
on different systems and test interactions between different smart entities. Moreover
many improvement must be proposed. Indeed, data pretreatment is a central task in
machine learning field. We need to propose efficient software solution helping modeler
to exploit efficiently provided data. We also need to develop an efficient ML method
comparison process in order to provide to the SEM the better predict core.

An important part of our work will be to integrate SEM inside combinational
optimization process to provide an intuitive but powerful tool helping rural decision
makers to benefit of most recent advances in M&S, ML and optimization fields.

Fig. 6. Comparison of SM predict data and real data
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Abstract. The Massive multiple-input multiple-output (MIMO) system
can schedule dozens of end user equipment at each time slot, however,
different quality-of-service (QoS) requirements needs different scheduling
policy. Some QoS requirements of buffering services are related to the sta-
bility of long term transmit rate, and the instantaneous rate depends on
the scheduling policy and channel state. Therefore it is difficult to build
direct relationship between the QoS requirement and optimal scheduling
user number at each time slot in Massive MIMO system. Based on the
effective capacity (EC) theory, the relationship among the number of
scheduling user, the QoS requirement and the effective transmit rate is
built. The simulation result shows that EC can be described by a smooth
function of the number of scheduled users and the QoS requirement.

Keywords: Massive MIMO · Quality of service · Quality of experience

1 Introduction

The huge differentiation among emerging mobile services poses the challenge
to guarantee the quality-of-service (QoS). Some new technologies [1–3], such as
compressive sensing and big data analysis, are proposed to predict the network
traffic and user behavior. Based on network traffic analysis and user behavior
analysis, new performance evaluation approaches [4] and routing schemes [5,6]
are designed to guarantee the QoS and improve energy-efficiency. According to
special QoS requirements, some refined network selection schemes [7] and user
selection schemes [8] are designed in access network side. However, the insta-
bility of wireless access network is still the bottleneck to improve the end user
experience. As two key technologies in the future 5G networks, Massive MIMO
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and small cells are proposed to deal with increasing traffic data and diverse
requirements. The base station adopting Massive multiple-input multiple-output
(MIMO) technology is usually equipped with a few hundreds of antennas for
simultaneously serving a large number of users. The researches have demon-
strated that the large number of antennas can increase the spectral efficiency
(SE), and effectively improve the end user experience [9]. Because the large
number of users are scheduled simultaneously, The scheduling scheme is critical
important to guarantee QoS. The first key problem in Massive MIMO schedul-
ing should be the maximum number of user scheduled in a time slot under QoS
constraint. In reference [10], a algorithm is proposed to compute the maximum
number of user and the power allocation according to the QoS requirements for
Massive MIMO. However, the QoS constraint mentioned in [10] is just related
to the instantaneous rate. Generally, the QoS is affected by the jitter of a long
term rate. Therefore, we analyze the relationship among the number of user,
QoS constraint and achievable transmit rate in this paper.

2 Effective Capacity of Massive MIMO

We consider a massive MIMO cellular network where the BS of each cell equipped
with an array of M antennas communicates with K single-antenna UEs at the
time, out of a set of N UEs which have unlimited demand for data. Each cell is
assigned an index in the set L. The geographical position of UE k ∈ {1, ...,K}
in cell l ∈ L is given by zlk ∈ R

2. The time-frequency resources are divided into
equal frames whose time and bandwidth is smaller or equal to the coherence time
and the coherence bandwidth of all UEs respectively. Thus all the channel are
static within the frame. Let hjlk ∈ R

N denote the channel response between BS
j and UE k in cell l, which are drown as realizations from zero-mean circularly
symmetric complex Gaussian distributions [11]:

hjlk ∼ CN (0, dj (zlkIM )) (1)

where IM is the M ×M identity matrix. The function dj(z) gives the variance of
the channel attenuation from BS j to any UE position z. Let S be the amount
of symbols transmitted in each frame, B out of the S symbols are reserved for
pilot signaling. Thus the remaining S−B symbols are allocated for payload data.
The symbols have transmit power plk = ρ

dj(zlk)
, where ρ is a design parameter for

the channel attenuation inversion policy. The policy make the average effective
channel gain the same for all UEs:E{plk‖hllk‖2} = Mρ. The received download
signal at UE k in cell j in a frame is given by:

yjk =
∑

l∈L

K∑

m=1

hT
ljkwlmxlm + njk (2)

where (·)T denotes transpose, xlm is the symbol transmitted to UE m in cell l,
wlm ∈ C

M is the corresponding precoding vector, and ‖wlm‖2 is the allocated



Optimal Scheduling User Number in Massive MIMO With QoS Requirement 629

download transmit power. It can be expressed as

wlm =
√

pjk

Eh{‖gjk‖2}gjk (3)

where the average transmit power pjk ≥ 0 is a function of the UE position, but
not the instantaneous channel realizations. The vector gjk ∈ C

M defines the
spatial directivity of the transmission and is based on the acquired CSI. The
SNIR is given by (see reference [12] for the power control policy):

SINRjk =
pjk

Eh{‖gjkhjjk‖2}
Eh{‖gjk‖2}

∑
l∈L

∑K
m=1 plm

Eh{‖glmhljk‖2}
Eh{‖glm‖2} − pjk

Eh{‖gjkhjjk‖2}
Eh{‖gjk‖2} + σ2

. (4)

In reference [12], the achievable Spectral Efficiency in download of cell j can
be written by:

SEj = K

(
1 − B

S

)
log2

(
1 +

1
Ischeme
j

)
(5)

where

Ischeme
j =

∑

l∈L|(β)\{j}

⎛

⎜⎝μ
(2)
jl +

μ2
jl +

(
μ
(1)
jl

)2

Gscheme

⎞

⎟⎠

+

(∑
l∈L μ

(1)
jl Zscheme

jl + σ2

ρ

) (∑
�∈Lj(β)

μ
(1)
jl + σ2

Bρ

)

Gscheme

(6)

where the Gscheme and Zscheme
jl depends on the different receive combining

schemes, GMR = M and Zscheme
jl = K with MR combining, while GZF = M −k

and

ZZF
jl

⎧
⎨

⎩
K

(
1 − μ

(1)
jl

∑
�∈Lj(β) μ

(1)
jl + σ2

Bρ

)
if l ∈ Lj (β) ,

K if l /∈ Lj (β) .

(7)

The following notation was used:

μ
(w)
jl = Ezlm

{(
dj (zlm)
dl (zlm)

)w}
for w = 1, 2. (8)

The QoS requirement is often formulated by

Pr

(
max

1≤i≤N
Qi (0) > B

)
≤ ε. (9)

According to reference [13], for some large buffer size B, given the QoS constraint
ε and by choosing θ = − log (ε) /B, the QoS requirement can be expressed as an
effective capacity (EC) problem:

λ ≤ min
1≤j≤N

Ck (θ) , (10)
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where
Ck (θ) =

1
θ

lim
n→∞

−1
n

lnE

(
e−θ

∑n
t=1 rk(t)

)
, (11)

the rk (t) is the rate allocated to user k in cell j at time t. We assume that the
scheduling scheme at the base station stochastically picks the K users out of a
set of the N active users for transmission, thus the rk can be written as:

rk (t) =

{
Nf

K

(
1 − B

S

)
log2

(
1 + 1

Ischeme
j

)
, w.p. K

N ,

0, w.p. 1 − K
N .

(12)

Let ν = Nf

(
1 − B

S

)
log2

(
1 + 1

Ischeme
j

)
, the EC of user k is rewritten as:

Ck (θ) =
1
θ

lim
n→∞

−1
n

ln
n∑

τ=0

(
e−θτ ν

K P

{(
n∑

t=1

rk (t)

)
= τ

ν

K

})

=
1
θ

lim
n→∞

−1
n

ln
n∑

τ=0

(
e−θτ ν

K

(
n
τ

) (
K

N

)τ (
1 − K

N

)(n−τ)
)

=
1
θ

lim
n→∞

−1
n

ln
n∑

τ=0

((
n
τ

) (
e−θ ν

K
K

N

)τ (
1 − K

N

)(n−τ)
)

=
1
θ

lim
n→∞

−1
n

ln
[
1 − K

N

(
1 − e−θ ν

K

)]n

=
−1
θ

ln
[
1 − K

N

(
1 − e− θν

K

)]
.

(13)

While θ → ∞ the EC is 0, when θ → 0 the EC is K
N

Nf

K

(
1 − B

S

)
log2(

1 + 1
Ischeme

j

)
. With the assumption that users have same QoS requirements,

let f(K) = Ck (θ) is the function of scheduled user number K at each time slot,
with the fixed θ. Therefore, the derivative of this EC function with respect to K
is:

∇f(K) =
Ke

θν
K − K − θν

(NKθ)
(
Ne

θν
K − Ke

θν
K + K

) . (14)

It is obviously, the value of Eq. (14) is greater than 0, at the point K = 1.
And the denominator of the Eq. (14) is always greater than 0, the numerator
of the Eq. (14) is a oscillatory function. The first inflection point of Eq. (14) is
a suboptimal solution. By using binary search, it is easy to find the maximum
value of formula (13).

3 Simulation Result

In our simulation, two hundred users that are served by one base station equipped
one thousand antennas have the same QoS requirement. The pilot reuse factor
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is 1, and we set the coherence block length to 400, set the SNR to 5 dB, set
the pathloss factor to 3.7. The QoS parameter θ gradually increase from e−10 to
e10, the low value of θ means non-strict demand for real-time, the high value of
θ means that the service must satisfy high real-time request and high stability.
The unit of EC is bits/S/Hz. In our simulation algorithm, we first compute
the spectral efficiency based on the code in reference [12], and then the EC is
obtained according to the formula (13). The simulation result is showed as Fig. 1.
The Fig. 2 is a slice of the Fig. 1, as the θ = 0.15. The EC is a smooth function
of user number. In the Fig. 1, the QoS requirement is log θ. With the low value
of θ, the point of optimal EC is near to the point of K = 1. As the value of θ
increases, the optimal point moves to the point of K = N , and the achievable
EC descends sharply. Because the higher θ requires higher stability.
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4 Conclusion

We deduce the EC function with respective to the number of scheduling users
and to the QoS requirement parameter in Massive MIMO system. The EC can
be described by a smooth function of the number of scheduled users and the
QoS requirement. A simulation is performed under various QoS requirement to
survey the characteristics of the function. Designing the fast algorithm to find the
optimal scheduling number of users under QoS requirement in Massive MIMO
is a practical research work in the future.
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Abstract. Artificial bee colony (ABC) algorithm has been widely used to solve
the optimization problems. In the existing ABC algorithms, choosing which
employed bee giving up its food source only based on its current trial number. It
may cause some promising areas are exploited insufficiently and some non-
significant areas are searched excessively. Thus, much more searching resources
are wasted. To cope with this problem, an improved exhausted food source
identification mechanism based on space partitioning (ISP) is designed, which
considers the food source states both in the objective space and searching space
simultaneously. Then, the proposed mechanism is applied to the basic ABC
algorithm and a recently improved ABC algorithm. The experimental results
have demonstrated that the ABC algorithms with the designed exhausted food
source identification mechanism perform better than the original ABC algo-
rithms in almost all the functions on the CEC2015 test suit.

Keywords: Swarm intelligence � Optimization problem � Artificial Bee Colony
Algorithm

1 Introduction

Swarm intelligence (SI) has become a significant research subfield of artificial intel-
ligence inspired by natural behavior of the swarm individuals [1]. The artificial bee
colony (ABC) algorithm is a popular SI-based algorithm by simulating waggle dance
and foraging behaviors of real honey bee colonies [2]. Due to the simple concept, easy
implementation and fast convergence, ABC has attracted much attention and wide
applications in numerical optimization domain and engineering applications [3]–[6].

In the ABC model, when the food sources are abandoned, the employed bee related
to it becomes a scout. Then, a food source is produced for this scout, and the scout bee
becomes an employed bee again to consume this food source. We can see that the
worth of scout lie in that it can make the exhausted food source be abandoned timely to
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save search effort. In term of simulating the behavior of scout bees, identify the
accurate exhausted food source, most of the literatures are the same as the basic ABC
algorithm. If there is more than one food source whose trail number exceeds the limit
number, literatures [7]–[9] identified the food source with the largest trail number as an
exhausted source of food, and [10]–[12] selected only one food source as an exhausted
food source. Literature [11] proposed MNIIABC algorithm, where the scout bees also
added a judgment mechanism to guarantee that the new generated food source was
different from the abandoned exhausted food source. Literature [13] selected a food
source according to their probabilities at first. And then judge it whether it is an
exhausted food source by comparing its trail number with the limit number.

However, these identification mechanisms perform not well in identifying the
exhausted food sources. The larger the area around a food source is not explored, that
is, the larger the subspace volume of the food source is, the higher the search frequency
of this food source is compared with other food sources, then the trail number will be
higher. Therefore, according to the original identification mechanism, it is of great
possibility to identify this food source as an exhausted food source, and this recognition
is likely to be wrong.

In order to avoid this deficiency, this paper introduces a novel exhausted-food-
source-identification mechanism based on space partitioning (ISP) in the scout bees
phase, which identifies exhausted food sources more accurately by judging the volume
and density of the subspace of every food source. For food sources with the same trail
number, the food source with smaller subspace volume and greater subspace density is
supposed to be identified as an exhausted food source with great possibility. In addi-
tion, the experimental results on the 15 test functions on CEC2015 test suit have
demonstrated that ABC algorithms with ISP mechanism perform better than the ABC
algorithms with the original identification mechanism.

2 The Artificial Bee Colony Optimization Model

Artificial Bee Colony (ABC) is one of the most recently defined algorithms by Kar-
aboga [2], motivated by the intelligent forage behavior of honey bees. In ABC algo-
rithm, the colony of artificial bees consists of three groups of bees: employed bees,
onlookers and scouts. A food source represents a possible solution to the problem tobe
optimized. The nectar amount of a food source corresponds to the quality of the
solution represented by that food source. For every food source, there is only one
employed bee. The basic structure of the ABC algorithm can be divided into the
initialization stage, employed bee stage, onlooker bee stage and scoutstage.

At the initialization stage, it is supposed that the initial population of the food
sources is made up of SN number of n-dimensional real valued vectors, and the ith
solution of the population can be represented as xi = {xi1, …, xin}. Then the SN
candidate solutions are randomly generated by

xij ¼ lj þ randð0; 1Þðuj � ljÞ ð1Þ
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where lj and uj are the lower and upper bound constraints of the jth variable of xi,
respectively. At the employed bee stage, each employed bee flies to a food source and
explores it by

vij ¼ xij þuijðxij � xkjÞ ð2Þ

where uij is uniformly distributed random real number in [−1, 1], k 2 {1,…, i − 1, i + 1,
…, SN} is randomly chosen and j 2 {1, …, n} is a randomly chosen dimension. After
generating the vi by Eq. (2), there is a greedy selection between xi and vi by Eq. (3).

xi ¼ vi; if fitðviÞ[ fitðxiÞ;
xi; otherwise;

�
ð3Þ

Where fit(xi) means the fitness value of xi. For a minimization problem, the fitness
value of a solution can be defined as:

fit xið Þ ¼
1

1þ f ðxiÞ ; if f ðxiÞ[ 0;
1þ f ðxiÞj j; if f ðxiÞ� 0;

�
ð4Þ

Where f(xi) is the value of the objective function at xi.
At the onlooker bee stage, every onlooker bee randomly selects a solution from the

SN solutions with a probability pi. The probability of a food source chosen by an
onlooker bee can be calculated by:

pi ¼ fitðxiÞ
.XSN

i¼1
fitðxiÞ ð5Þ

As can be seen from Eq. (5), the solution with a better fitness has a higher prob-
ability selected by an onlooker bee. Once the onlooker bee has chosen her food source,
an exploitation is made on it by Eq. (2) to generate a new solution, then a greedy
selection is made by Eq. (3) between the new solution and the old one to remain a
better solution.

After all employed bees and onlooker bees have explored their food sources, there
is a check to see whether there is an exhausted food source need tobe abandoned or not
at the scout stage. Here the exhausted food means a food source that has not been
improved over the last LIMIT cycles. The LIMIT is a predetermined control parameter
of the ABC algorithm. If there is an exhausted food source xi, a scout bee discovers a
new food source by Eq. (1) to replace it.

3 The Exhausted Food Source Identification Mechanism
Based on Space Partitioning

As we can see from what have been mentioned in Sect. 2, there is a shortcoming in the
ABC algorithm. It is of great possibility to identify an abundant food source as an
exhausted food source if we only judge it by comparing the trail number with the Limit
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number. In the following, we introduced a novel exhausted-food-sources-identification
(ISP) mechanism to identify the exhausted food sources, for not giving up a sufficient
supply in a sense. That is, for food sources with the same trail number, the food source
with smaller subspace volume and greater subspace density is supposed to be identified
as an exhausted food source with greater possibility. Therefore, the greater the sub-
space density is, the greater the probability that this food source will be identified as an
exhausted one is. Hence, scout bees utilize this searching space information to make the
selection of food source to abandon more accurate.

As is shown in Fig. 1, assuming that the trail numbers in food sources X9 and X10
are both greater than the Limit number and the subspace density of the food source X9
is higher than that of X10, then X9 will be identified as the exhausted food source with
a higher probability.

Space partitioning in this paper is implemented through a Binary Space Partitioning
(BSP) tree [14], which preserves all the historical food sources in the process of
iteration. Each leaf node in the tree represents a subspace, the subspaces do not overlap,
and the sum of all subspaces is the entire area of all food sources around a hive. While
partitioning, the boundary values are determined by using two food sources that belong
to the same subspace. The search density for the current subspace is evaluated by the
super volume of the subspace.

Definition 1 (Subspace of x): Assume x is a food source in the search space A (x 2
A), and A is partitioned as the subspace set H by BSP tree, we define the subspace
h � H as the “subspace of x” if x 2 h and h is represented by a leaf node of BSP tree.

Definition 2 (Subspace density of x): Supposing that there is only one food source x
in a subspace h. The subspace density of x can be evaluated by figuring the subspace
super volume value of h utilizing Eqs. (6) and (7), where v(x) refers to the subspace

Fig. 1. The diagram of sub-regions of the exhausted food sources x9 and x10
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size, uk and lk are the upper and lower limits for dimension k respectively, and D
(x) refers to the subspace density of x.

v xð Þ ¼ P
D

k¼1
uk � lkð Þ ð6Þ

D xð Þ ¼ 1
v xð Þ ð7Þ

The steps of space partitioning are as follows:

Step1: Create an empty BSP tree, where there is only one root node in the tree.
Step2: After a new food source v is found, v will be saved in the root node if there is
only the root node in the current tree, and the partitioning process will be completed.
Otherwise, supposing h is the subspace of v, search the node corresponding to h and
the unique solution x stored in it.
Step3: Calculate the partition dimension j according to the food sources v and x, and
subspace h in the dimension j is divided into two parts.
Step4: Create two nodes n1 and n2, save the food sources x and z, the corresponding
subspace boundary values. Then insert n1 and n2 as left and right children of node n
into the tree.

Based on the above descriptions, the exhausted-food-sources-identification
(ISP) mechanism is designed as follows in this paper. In scout bee phase, a scout
bee first determines the number N of the candidate food sources whose trail number is
greater than the limit number. If N = 0, the scout bees phase ends. If N = 1, identify
this food source as an exhausted one and generate a new food source V utilizing Eq. (1)
to substitute X meanwhile reset its trail = 0. If N > 1, first find the subspaces of these
candidate food sources. Then calculate their subspace density values and the proba-
bility values Pdi utilizing Eqs. (6), (7) and (8) respectively. After that, identify the
exhausted food source X utilizing the greedy selection mechanism according to the
subspace probability values Pdi. Finally, generate a new food source V utilizing Eq. (1)
to substitute X and reset its trail = 0.

pdi ¼ D Xið ÞP
D Xið Þ ð8Þ

In the following, the paper integrates ABC algorithm with ISP to better identify the
exhausted food sources, which is called ABC-ISP in the following parts. It is still
performed into four steps: initialization phase, employed bees phase, onlooker bees
phase and scout bees phase. Except that a BSP tree is created to preserve all the food
sources and their subspace boundaries. It is significant to figure out that the ISP
mechanism can also be easily integrated with other ABC variants. So, to verify the
effectiveness of the ISP mechanism for the sending scout phrase, we also introduce it
into the recently proposed improved ABC algorithm called ABCG [15]. And the
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pseudo-code of ABC algorithm with ISP is presented in Table 1 to better illustrate the
integration way of it.

4 Experimental Results

In this part, the ABC-ISP and the ABCG with ISP mechanism called ABCG-ISP
algorithms are tested and computed with the original ABC and ABCG algorithms. All
the experiments are tested on 15 test functions of the CEC2015 test suit. The dimension
D = 100, the whole search space is set to [− 100, 100]D for all the test functions. All

Table 1. The pseudo-code description of ABC algorithm with ISP

AlgorithmABC with ISP
Begin 
1. Initialize density tree T which only has a root node
2. Initialization phrase
3. Memorize the best food source position
4. Insert food sources into T use algorithm Insert (T, x)
5.while not stopping criteria met do
6.     Employed bees phrase
7.     Insert food sources founded in the employed bees phrase into T
8.     Onlooker bees phrase
9.     Insert food sources founded in the onlooker bees phrase into T
10.    Memorize the best food source position      

/* Scout bee phrase*/ 
11.    Count the number of candidate exhausted food sources N use trial number
12.    if N=1 then
13.       Generate a new solution randomly V use Eq.(1)
14.       Replace the exhausted solution with V 
15.       Insert ( T,V)
16.    end if
17.    if N>1 then
18.       fori=1 to N do
19.          Search (T, Xi) 
20.          Calculate super volume of subspace containing Xi use Eq. (6) 
21.          Calculate density probability Pdi of subspace containing Xi utilizing Eq. (7)
22.       end for
25.       Identify the exhausted food source X by a greedy selection mechanism according to Pdi

26.       Generate a new food source V use Eq. (1)
27        Substitute food source V for X 
28.       Insert (T, V)
29.    end if 
30.end while
end
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algorithms are terminated when the maximum fitness evaluation number MFE =
10000*D is arrived, and the other parameters of these algorithms are set as the same as
in [2] and [15]. All the experiments are done on the same computer (2.93 GHz CPU
and 3 GB RAM) with Visual Studio 2008.

The main experiment results are that the algorithms solve the test functions and run
51 times independently to obtain the minimum function values. The achieved maxi-
mum, minimum and the mean values by the compared algorithms on each test instance
are given in Table 2. The distributions of the obtained results for the compared algo-
rithms are shown as Fig. 2. In this figure, there are five solid lines in every diagram,
each solid line from the top to the bottom on behalf of: the maximum point (there may
exists abnormal points), quarter-digit, median, three-quarters and the minimum point
(there may exists abnormal). For what we care for is to obtain the minimum function
optimization, therefore, the smaller the obtained function value is, the quality of the
algorithm is better. The performances of all the algorithms can get directly through this
box diagrams. And the convergences of the algorithms on the test instances are shown
as in Fig. 3.

From the Table 2, it can be seen that the ABC-ISP and ABCG-ISP achieved
smaller maximum, minimum and the mean fitness values than the ABC and ABCG
algorithm respectively, which can be further proved by the Fig. 2. From the conver-
gence curve of these algorithms on the test instances in Fig. 3, we can see that the
ABC-ISP and ABCG-ISP not only converge faster than the ABC and ABCG algo-
rithm, but also converge to a better position on each test function. So, we can conclude
that the designed ISP mechanism works well.

Table 2. Results of compared algorithm based on description statics way

Function Result ABC ABC-ISP ABCG ABCG-ISP

F1 Min 1.40E+07 8.98E+06 6.84E+06 6.50E+06
Max 3.77E+07 2.46E+07 1.54E+07 1.34E+07
Mean 2.76E+07 1.51E+07 1.11E+07 9.32E+06

F5 Min 1.03E+04 9.75E+03 9.64E+03 9.05E+03
Max 1.34E+04 1.20E+04 1.33E+04 1.23E+04
Mean 1.19E+04 1.11E+04 1.16E+04 1.12E+04

F8 Min 7.07E+06 3.06E+06 3.48E+06 3.13E+06
Max 1.48E+07 1.35E+07 1.16E+07 1.19E+07
Mean 1.09E+07 8.33E+06 7.40E+06 7.24E+06

F10 Min 4.59E+05 1.04E+06 8.67E+04 5.12E+04
Max 6.99E+06 3.11E+06 1.13E+06 8.81E+05
Mean 4.06E+06 1.86E+06 5.30E+05 3.49E+05

F14 Min 9.79E+04 9.74E+04 9.82E+04 9.73E+04
Max 1.10E+05 1.09E+05 1.08E+05 1.05E+05
Mean 1.04E+05 1.01E+05 1.02E+05 1.00E+05
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5 Conclusion

In this paper, an improved exhausted food source identification mechanism based on
space partitioning (ISP) is designed. Instead of presenting a new hybrid ABC algorithm
or integrating an operator of an existing algorithm into ABC, our aim is to model the
behavior of foragers in ABC more accurately. By using the new selection mechanism
proposed for scoutbees, the ABC algorithms combined with it achieved a better per-
formance than the original versions in terms of solution quality and convergence
characteristics. Through this work, we can see that combining the searching space
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information and objective space information during optimizing process can effectively
improve the algorithm performance.
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Abstract. The traffic flow prediction of cellular network requires low
complexity and high accuracy, which is difficult to meet using the existing
methods. In this paper, we propose an long short-term memory (LSTM)
network based traffic flow prediction in which we consider temporal corre-
lations inherently and nonlinear characteristics of cellular network traffic
flow data. We use Back Propagation Through Time (BPTT) to train the
LSTM network and evaluate the model using mean square error (MSE)
and mean absolute error (MAE). Simulation results show that the pro-
posed LSTM network based traffic flow prediction for cellular network is
superior to the stacked autoencoder network based algorithm.

Keywords: Deep learning · Long short-term memory (LSTM) ·
Traffic flow prediction · Cellular network

1 Introduction

With the popularity of smart phones and the upgrading of wireless commu-
nication techniques, the demand for data services increases rapidly. Thus, the
resource allocation place the critical role for meeting the demand. However, the
environment is changed dynamically and the resource allocation based on infor-
mation at the current moment has a certain time delay, it can not satisfy the
demand for resource at the current moment. So traffic flow prediction in cellular
network is imperative requirement.

There are many traditional methods for predicting traffic flow in cellu-
lar network. For example, In [1], Auto-Regressive Integrated Moving Average
(ARIMA), fractional ARIMA, artificial neural network (ANN), and wavelet-
based predictors were used for wireless traffic prediction and analyzed compu-
tational complexity. The joint Kohonen maps and ARIMA time series models
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method was proposed in [2] which is a short-term traffic prediction. A theory
which aims to model the univariate traffic condition data flow as a seasonal
autoregressive integrated moving average process was proposed in [3]. In wire-
less networks, information theory techniques are proposed in [4] for discrete
sequence prediction. A multi-resolution finite impulse response neural network
learning algorithm based on the maximum overlap discrete wavelet transform
was proposed in [5] for network traffic prediction (real world aggregated Ether-
net traffic data).

With the development of machine learning techniques, various machine learn-
ing methods are used for wireless network traffic flow prediction, the experimen-
tal results show that these methods have effectively improved the accuracy of
traffic flow prediction. The joint principal component analysis and time series
model was proposed in [6] to predict the fluctuation of Internet traffic in the
international IP transmission network. An ANN model based on Multilayer Per-
ceptron was proposed in [7] to predict Internet traffic flow in IP networks. Three
methods for accurately predicting traffic in TCP/IP-based networks were pre-
sented in [8], which included a neural network integration methods and two adap-
tive time series methods (ARIMA and Holt-Winters) respectively. A short-term
network traffic prediction algorithm LSVM-DTW-K based on Chaos Theory
and Support Vector Machines was proposed in [9] for wired and wireless campus
networks. In [10], the traffic model based on Elman-NN network was used to
predict future traffic and the results showed that this method can achieve better
performance. In addition, it also includes traffic flow prediction problems when
incomplete data exist. There are many other methods of machine learning that
have been proposed for traffic prediction, [11–13].

Deep learning has developed rapidly, and prediction methods based on deep
learning have also developed, such as in transportation and communication net-
works. In [14], a stacked autoencoder model (SAE) to learn general traffic flow
characteristics, after extracting the traffic characteristics, then this method uses
top-level logistic regression to predict traffic flow. Two different artificial neu-
ral network methods are proposed in [15], which are multilayer perceptrons and
stacked autoencoder for predicting Internet traffic. An underlying deep belief
network (DBN) and top-level multitask regression layer deep learning model
was proposed in [16], where DBN is used for unsupervised feature learning. The
deep learning models that has been used to perform traffic flow prediction that
do not fully consider the correlation between time series. Recently, LSTM net-
work has been developed and extensively used on time series prediction, such as,
for TCP/IP networks, a model that combines LSTM with deep neural networks
was proposed in [17], which utilized autocorrelation features to improve the accu-
racy of network traffic prediction. So, LSTM network takes full account of the
temporal correlation of time series and can remember some of the information
entered before so that to exploit the relationship between these time series and
improve the prediction accuracy. In this paper, we proposed a LSTM network
based traffic flow prediction for cellular network. Time series data were highly
related, so we can utilize LSTM that can reserve long-term memory to learn the
basic characteristics of cellular network traffic flow data in the cell.
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The rest of the paper is organized as follows. We describe the system model
in Sect. 2. The LSTM network based traffic flow prediction is described in Sect. 3.
The simulation results of the proposed LSTM network based traffic flow predic-
tion for cellular networks are provided in Sect. 4. In Sect. 5, conclusion is offered.

2 System Model

The system considered in this paper consists of one micro cell which serves K
users as shown in Fig. 1. In this paper, we consider the uplink traffic flow data of
the micro cell. The data was collected every time slot and each time slot consists
of n minutes. Denote x〈t〉 as the traffic flow data at tth time slot. In this network,
we want to use the collected traffic flow data {x〈1〉, x〈2〉, x〈3〉, · · · , x〈T 〉} from T
time slots to predict the volume of traffic flow x〈T+1〉 at the (T + 1)th time slot.

Fig. 1. A simple cellular network

3 LSTM Network Based Traffic Flow Prediction

3.1 LSTM Network

Figure 2 shows the structure of LSTM network used for predicting traffic flow. As
shown in Fig. 2, we use T consecutive traffic flow data {x〈1〉, x〈2〉, x〈3〉, · · · , x〈T 〉}
as the input to the LSTM network to predict cellular traffic flow x〈T+1〉 at the
T + 1 time slot. The traffic flow prediction requires T time steps at a time, and
each time step corresponds to an LSTM cell. The LSTM network adopts a self-
looping method in which only one data can be entered into the network at a
time.

The basic component of LSTM network is the LSTM cell as shown in Fig. 3,
the tth LSTM cell corresponds to the tth time step, which has the ability to
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Fig. 2. The structure of LSTM network

Fig. 3. The structure of LSTM cell

remove or add information to a cell’s state through a well-designed structure
consisting of three different kinds of gates, which are “input gate”, “output
gate” and “forget gate” [18]. Each gate is a feedforward network layer which
consists of one hidden layer, the number of hidden layer neurons denoted as P
which is called LSTM cell units. The gate is a way of letting messages pass by
and overcoming the vanishing gradient and the exploding gradient. The gate
has the ability to choose whether to pass the information by itself and the gate’s
output value is in the range of (0,1), where 1 means “completely reserved”, 0
means “completely discarded”. σ(x) is the gate function, which is usually chosen
as sigmoid function so that the gate function can be expressed as

σ(x) =
1

1 + exp−x
(1)

According to Fig. 3, the input of the LSTM cell is h〈t−1〉, x〈t〉, c〈t−1〉, where
c〈t−1〉 is the cell state at the t − 1 time step, h〈t−1〉, the output value of cell
state at the t − 1 time step. The output value of the LSTM cell is x̂〈t+1〉 at the
t time step.
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In LSTM network, i〈t〉, f 〈t〉, and o〈t〉 denote the output value of “input
gate”, “forget gate” and “output gate”, which represented by (2), (3) and (4),
respectively. The output value of the forget gate decides whether the content of
the cell state at t−1 time step will add to the update cell state at the t time step.
The output value of the input gate decides whether new candidate values c̃〈t〉

could add to cell state, where c̃〈t〉 is expressed as (5). Then, combine c̃〈t〉 and
c〈t−1〉 can get the update cell state c〈t〉, which indicates the update contents
of the cell state stored at the t time step and the cell state is expressed as (6).
The output value of the output gate decides whether the updated cell state can
influence the output of the LSTM cell, the output value of cell state is expressed
as (7) [17].

i〈t〉 = σ(Wi [h〈t−1〉, x〈t〉] + bi) (2)

f 〈t〉 = σ(Wf [h〈t−1〉, x〈t〉] + bf ) (3)

o〈t〉 = σ(Wo [h〈t−1〉, x〈t〉] + bo) (4)

c̃〈t〉 = tanh(Wc [h〈t−1〉, x〈t〉] + bc) (5)

c〈t〉 = i〈t〉 ∗ c̃〈t〉 + f 〈t〉 ∗ c〈t−1〉 (6)

h〈t〉 = o〈t〉 ∗ tanh c〈t〉 (7)

which the parameters Wc , Wi , Wf and Wo are weight matrixes corresponding
to the network structure of cell state, input gate, forget gate, and output gate,
the dimension of them is P × (P + 1), bc , bi , bf , bo are bias vector corresponding
to the network structure of cell state, input gate, forget gate, and output gate,
the dimension of them is P × 1 and tanh(x) is represented as expx − exp−x

expx +exp−x . The
h〈t〉 can get the predicted traffic flow value x̂〈t+1〉 through the linear regression
layer. Because LSTM network is a self-looping architecture and the parameters
it uses for each time step are shared, we continue to train the LSTM network
and update these parameters to make predictions more accurate.

For the data of sequence length T , the output of the T th LSTM cell is also
the predict traffic flow data of the LSTM network and the output of the LSTM
network needs to consider the input of the previous T − 1 time step.

3.2 Training LSTM Network

When training the LSTM network, we firstly initialize all parameters, usually
to a very small number close to 0 and initialize c〈0〉 and x̂〈0〉 to 0. Selecting M
number of epochs during training, each epoch consists of N batches, the size of
each batch is J which means that each batch contains J sequences, each sequence
is {x〈1〉, x〈2〉, x〈3〉, · · · , x〈T 〉}. When we set the parameters we must follow that
the batch multiplied by the batch size equals the number of training data set.
Initialize c〈0〉 and x̂〈0〉 for the end of each batch size training, the epoch indicates
that the data of the training set is trained several times, and the batch indicates
that the training set is divided into several parts and input into the network for
training.
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We use Back Propagation Through Time (BPTT) to train the network [19].
Given a set of training samples {x〈1〉, x〈2〉, x〈3〉, · · · , x〈t〉, · · · , x〈m〉}. For the net-
work, we choose the time series of length T as input, and the value of (T + 1)th
time slot as label. For every batch, the loss function is represented by (8) [20]

L〈J〉
(
x̂〈t+1〉, x〈t+1〉

)
=

1
J

J∑
t=1

(
x〈t+1〉 − x〈t+1〉

)2

(8)

and the whole loss function is showed in (9)

L (x̂, x) =
1
m

m∑
t=1

(
x̂〈t+1〉 − x〈t+1〉

)2

(9)

where x̂〈t+1〉 is the prediction of traffic flow at t time slot, x〈t+1〉 is the actual
value at t + 1 time slot.

W∗ = Ŵ∗−α
∂L (x̂, x)

∂W∗
(10)

Where α is learning rate for training LSTM network, Ŵ∗ denotes W∗ at
previous time step, and W∗ can represent Wc , Wi , Wf and Wo . When we
adjust the parameters of this network, the objective is to minimize the whole
loss function of the network.

4 Simulation Results

In this section, we make the evaluation standard to calculate the accuracy of
prediction. There are two evaluation standards included in this paper, which
are the mean absolute error (MAE) and the Mean Square Error (MSE) [14].
Given a set of training samples {x〈1〉, x〈2〉, x〈3〉, · · · , x〈t〉, · · · , x〈m〉}, the length
of training set is m. The definitions of them are shown as follows respectively

MAE =
1
m

m∑
t=1

∣∣∣x̂〈t〉 − x〈t〉
∣∣∣ (11)

MSE =
1
m

m∑
t=1

(
x̂〈t〉 − x〈t〉

)2

(12)

The cellular network traffic flow data set is collected from the cell which is
collected every 15 min, and finally a total of 3,500 data. 80% of historical data
was used for training set to train the network, and the rest of historical data
was used for test set to test the performance of the network. In this paper, we
use the Keras framework to build the LSTM network module [21], which is a
deep learning framework and the underlying library uses theano or tensorflow.
When training the LSTM network model, we found that setting the parameters
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Fig. 4. MSE over epochs

M = 300, N = 175, J = 20, T = 12 and P = 4 to train the LSTM network will
get the optimal cellular network traffic flow prediction result.

As shown in Fig. 4, LSTM has a fast convergence rate, which can achieve
the best prediction accuracy when the time of epoch is 150 compared to the
stacked autoencoder which need epoch 100 times to reach the current optimal
prediction, so we choose M = 150. From the LSTM curve, it can be seen that
the MSE will fluctuate a little during the training process but it will decrease at
last. This is because when the new data input to the network, it may not have
been trained well to make prediction. When the network is trained well, if you
continue to increase the number of training epoch, it will lead to overfit, MSE
will always rise.

Figure 5 shows that the variation of MSE with the number of LSTM cell units
in the hidden layer in each gate. There is a sharp drop in MSE when the number
of LSTM cell units changing from 1 to 4, which indicate that the prediction
accuracy is gradually increasing, and the MSE reaches the minimum value when
the number of LSTM cell units is 4, where the prediction effect is the best. Then
the MSE starts to rise with the number of LSTM cell units increasing, while the
prediction accuracy decreases, we choose P = 4. Because the LSTM is composed
of complex nonlinear functions, the structure is complex to explain. This result
can help us to choose the best local value of the cell unit number to make the
best prediction for the traffic flow data.

In order to reflect the performance of LSTM in traffic flow prediction, we do
a comparative experiment with a stacked autoencoder network. We use the same
data set, the same data distribution, and the optimal parameters adjustment.
After training network convergence, we get the perform comparison of the LSTM
network and stacked autoencoder network, as shown in Table 1. According to
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Fig. 5. MSE changes with the number of LSTM cell units in the hidden layer in each
gate

Fig. 6. Training data prediction

Table 1. Performance comparison of the LSTM network and Stacked autoencoder

Model MAE MSE

LSTM network 1.43 3.40

Stacked autoencoder 2.23 4.16

the results of comparison, we can make the conclusion that the LSTM network
improve the accuracy of the cellular network traffic flow prediction.
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Fig. 7. Testing data prediction

Figure 6 shows the prediction of training data. As can be seen from the
Fig. 6, the actual data we collected is periodic at most of the time and meets the
data requirements of the LSTM network. The traffic flow prediction results of
the LSTM network more closely resemble the actual data compared to stacked
autoencoder network.

Figure 7 shows the partial prediction data of the testing data. As can be seen
from the Fig. 7, our trained LSTM network gains high performance on the test
set, indicating that LSTM network has a good generalization capability.

5 Conclusion

In this paper we proposed a deep learning based traffic flow prediction model. We
extract a time series from the real-time traffic flow of the cellular networks. Then
we train a deep learning model called LSTM network using these time series.
Since the traffic flow at the current time is highly correlated with the previous
time, the LSTM network is quite suitable for the prediction. And our simulation
results showed that the proposed LSTM network gain significant performance.

From a practical aspect, with the real-time traffic flow as inputs, the output
of the LSTM network will benefit greatly in resource allocation for the service
provider. In addition, the high accuracy of the LSTM network traffic flow pre-
diction in the proposed scheme ensures an engaging user experience.
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Abstract. The current network attacks on the network have become very
complex. As the highest level of network security situational awareness, situa-
tion prediction provides effective information for network administrators to
develop security protection strategies. The generative adversarial network
(GAN) is a popular generation model, which is difficult to train, collapse mode
and gradient instability in this network. A Wasserstein distance as a loss
function of GAN is proposed. And a difference term is added on the loss
function. The improved Wasserstein-GAN (IWGAN) is to improve the classi-
fication precision of the situation value. Compared with other forecasting
methods, the results show that the method has obvious advantages.

Keywords: Situational awareness � Situation prediction � Generative
adversarial network � Difference � Wasserstein-GAN

1 Introduction

The network security situation prediction is the ultimate goal in the network security
situation awareness (NSSA) [1]. NSSA on the premise of extracting and understanding
the security element information of real network. Through the observation and analysis
of history and current data. Furthermore, the future security trend of the network is
speculated.

In the field of network security, situation prediction has become a hot spot. The
network security situation prediction is based on the situation value obtained by the
network security data in a period of time.

Based on the deepening of machine learning, generative adversarial Network
(GAN) [2] is another form based on the micro-generation network, the training of GAN
needs to achieve Nash equilibrium, the training of GAN model is unstable. On this
basis also made a lot of improvements, such as DCGAN [3] and LSGAN [4]. But in
practice this approach does not completely solve the problem. Wasserstein-GAN
(WGAN) [5] had a very good effect. In this paper, WGAN is applied to network
security, and an improved WGAN situation prediction method is proposed. Taking full
account of the dependence of different situation factors, using the correlation of the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
H. Song et al. (Eds.): SIMUtools 2019, LNICST 295, pp. 654–664, 2019.
https://doi.org/10.1007/978-3-030-32216-8_64

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32216-8_64&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32216-8_64&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32216-8_64&amp;domain=pdf
https://doi.org/10.1007/978-3-030-32216-8_64


situation factor time dimension to predict the future network security situation factors,
the influence of the historical network security situation on the future situation is more
objectively reflected.

2 A Method of Situation Prediction Based on Improved
WGAN

2.1 Generative Adversarial Network

GAN consists of two models, generating model G and discriminant model D, random
noise z through G generation as far as possible to follow the real data distribution of the
sample G(z), discriminant model D can determine whether the input sample is real data
x or generate data G(z). Both G and D can be non-linear mapping functions, such as
multilayer perceptron. The optimization goal is to achieve Nash equilibrium so that the
generator estimates the distribution of data samples. The process of GAN is shown in
Fig. 1:

2.2 GAN Core Principle Description

The discriminant is a two classification model. The training discriminant is the process of
minimizing the cross entropy. The Eð�Þ is the calculation of expected value, x is sampled
from the real data distribution pdataðxÞ, and Z is sampled in a priori distribution pzðzÞ. In
order to learn the distribution of data x, the generator constructs a mapping space g z; hGð Þ
by a priori noise distribution pzðzÞ, and the corresponding discriminant mapping function
is D x; hdð Þ. The probability of outputting a scalar to represent x as real data is:

min
G

max
D

V D;Gð Þ ¼Ex�PdataðxÞ ½logDðxÞ�
þ Ez�PzðzÞ ½logð1� DðGðzÞÞÞ�

ð1Þ

It can obtain the optimal state of the discriminant D when the generator G is fixed by
the formula (1). For a specific sample x, PrðxÞ is the real sample distribution, PgðxÞ is the
generator produced by the sample distribution, it may come from a real distribution or a
generation distribution, and its contribution to the formula (1) Loss function is:

Generator
G

Discriminant
D

Real data x

Random Noise 
z

Discriminant
results

Generate
samples G(z)

Fig. 1. GAN flow chart.
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�PrðxÞ½logDðxÞ� � PgðxÞ½logð1� DðxÞ� ð2Þ

So that its derivative of D(x) is 0, it concludes:

�PrðxÞ
DðxÞ þ PgðxÞ

1� DðxÞ ¼ 0 ð3Þ

The best discriminant for simplification is:

D�ðxÞ ¼ PrðxÞ
PrðxÞþPgðxÞ ð4Þ

This result is intuitively easy to understand, and is to look at the relative proportions
of a sample x from the actual distribution and the probability of generating the
distribution.

Substituting formula (1), and then a simple transformation can be obtained:

Ex�PdataðxÞ log
PrðxÞ

1
2 ½PrðxÞþPgðxÞ�

þ

Ez�PzðzÞ log
PgðxÞ

1
2 ½PrðxÞþPgðxÞ�

� 2 log 2
ð5Þ

The transformation is to introduce two important similarity metrics for KL diver-
gence [6] and JS divergence [7]:

KL P1 P2kð Þ ¼ Ex�P1 log
P1ðxÞ
P2

ð6Þ

JS P1 P2kð Þ ¼ 1
2
KL P1

P1 þP2

2

����
� �

þ 1
2
KL P2

P1 þP2

2

����
� �

ð7Þ

So the formula (5) can be written as:

2JS P1 P2kð Þ � 2 log 2 ð8Þ

Under the approximate optimal discriminant, the loss of the minimized generator is
equivalent to minimizing the JS divergence. The gradient (approximate) of the gen-
erator is 0, and the gradient disappears. Under the condition of KL divergence, the
problems such as the gradient imbalance and the penalty imbalance lead to mode
collapse [8].

The problem of mode collapse is caused by the gradient disappearance of GAN, the
unbalanced gradient and the unbalanced punishment. In GAN, the Wasserstein distance
[9] is introduced as the loss function, because of its superior smoothing characteristic
relative to KL divergence and JS divergence, the gradient vanishing problem can be
solved theoretically.
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2.3 An IWGAN Algorithm Description

WGAN’s biggest contribution is to use Wasserstein distance to replace the JS diver-
gence or KL divergence in GAN, greatly alleviate the problem of GAN difficult to
train, Wasserstein distance also called Earth-mover (EM) distance, defined as follows:

W Pr;Pg
� � ¼ inf

c�
Q

ðPr;PgÞ
Eðx;y� cÞ x� yj jj j½ � ð9Þ

The
QðPr;PgÞ is a collection of all possible joint distributions of Pr and Pg

combined, The lower bound that can be taken to this expectation in all possible joint
distributions is defined as Wasserstein distance.

Since the Wasserstein distance definition formula (9) cannot be directly solved, it
can be transformed into the following form with an existing theorem:

W Pr;Pg
� � ¼ 1

K
sup
fk kL �K

Ex�Pr f ðxÞ½ � � Ex�Pg f ðxÞ½ � ð10Þ

This process has been proved by the literature [10]. How this distance is solved.
First you need to introduce a concept Lipschitz continuous [11]. It’s actually an extra
restriction on a continuous function f that requires a constant to satisfy any two ele-
ments and within the defined domain:

f x1ð Þ � f x2ð Þj j �K x1 � x2j j ð11Þ

At this time the Lipschitz constant of the function f is K.
In particular, we can define a series of possible function fw with a set of parameter

w, at which point the solution formula (9) can be approximated to the following form:

KW Pr;Pg
� � ¼ max

w: fwk kL �K
Ex�Pr fwðxÞ½ � � Ex�Pg fwðxÞ½ � ð12Þ

A discriminant network fw with the parameter w and the last layer is not a Non-
linear activation layer is constructed, and the loss function of the discriminant is given
under the condition that the w does not exceed a certain range:

L ¼ �Ex�Pr fwðxÞ½ � þEx�Pg fwðxÞ½ � ð13Þ

The Lipschitz limit is that the gradient of the discriminant does not exceed K
(K = 1), and a loss term can be added to the end of the formula to reflect this, which is
a difference function, and the loss function is:

ð14Þ
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In other words, they are still sampling randomly on distribution px̂, but two at a
time, and then ask them to have a line slope of nearly 1. To limit the distance between
the true and false samples, the specific difference can play a role, given the following
proof.

Theorem: Loss function adding difference term can stabilize gradient value.
Analysis: The discriminant is to try to pull large real sample and the distance

between the sample, without the difference limit, usually also want to add a weight
Clipping. But it is the overall effect on the sample space, it will inevitably lead to
gradient disappear or gradient explosion. The difference is only the true and false
sample concentration area, and the gradient is limited to 1 near, controllability is very
strong.

Proof: Known xr � pxrxr � pxr ; supposing e�Uniform 0; 1½ � is randomly interpo-
lated in the middle of xr and xg, namely:

bx ¼ exr þ 1� eð Þxg ð15Þ

At this time bx satisfied with the distribution of pbxr , random sampling on pbxr , in
which to select two different values, for example x1 � px̂; x2 � px̂, these two values are
real samples and generate samples of the concentration of the selection, control the
distance between them, to limit it, can prevent the distance too large or too small
distance, to distinguish the discriminant has brought good results. A simple comparison
between weight clipping and differential was made, and the advantage of difference
was obviously seen.

The Fig. 2 shows that the gradient value changes very little after using the dif-
ference term, which gives the discriminant an unexpected effect on the distinction
between real and generated samples. ■

11 10 9 8 7 6 5 4 3 2 1-30

-20

-10

0

10

20

30

40

Number of discriminant layers

G
ra

di
en

t v
al

ue
lo

g

Difference
Clip=0.01
Clip=0.001

Fig. 2. Gradient value comparison

658 J. Zhu and T. Wang



In conclusion, the IWGAN successfully solves the following problems of GAN:
Solving the instability problem of GAN training thoroughly, no longer need to be
careful about the training degree of balance generator and discriminant; the problem of
collapse mode is solved and the diversity of generating samples is ensured; The
problem with WGAN is that The discriminant is a multilayer network. The weight
clipping is used directly when dealing with Lipschitz constraints, but this method
restricts the parameters to the clip range.

In short, a difference is added to the loss function of the difference term, and by
judging whether the new loss function is eligible, the generator and the discriminant
will be re-trained until the requirement is reached, and the parameters are updated
through the Adam algorithm.

The specific algorithm is as follows:

x P x P

Network Security Situation Prediction Based on Improved WGAN 659



3 Flow Chart of Situation Forecast

In the WGAN prediction model, the convolution neural network (CNN) [12] is used in
the generator G and discriminant D, which is also a kind of deep convolution coun-
termeasure generation network, the concrete model is shown in Fig. 3:

This article is the before X’s days of data as the input of the generator, generate a
distribution. The distribution equivalent to PgðxÞ. After X’s days of data as a real data
input discriminant. The final distribution equivalent to PrðxÞ. The discriminant will be
judged in the before X’s days of data distribution and after X’s days of the data to

G

D
Real

samples

Generate
samples

Enter the noise under
a division

Input

Generating model: Rotating the
volume neural network

Discriminant models: Convolution
neural networks

Fake two
classifier

Fig. 3. Deep convolution Confrontation Generation network

start

Before X s
days data

Noise

G

Meet the
conditions ?

D

After X s days
data

output

yes

no

no

Fig. 4. IWGAN prediction flow chart
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distinguish. Constantly update the network to reach the probability of approximately 1
of the state. That is to predict the situation before X’s days is not going to develop into
the situation after X’s days.

IWGAN Security situation forecast Flowchart (Fig. 4):

3.1 Generative Adversarial Network

Analysis of the attack characteristics of security data, uncertainty and continuity, this
paper selects a company from July to September 95 days of firewall, IDs and other
historical log information as the original dataset [13]. Make a sample of the daily log
information.

Because the security situation value is random, the dimensional difference is big, in
order to raise the model the training speed, the situation value carries on the extremum
standardization processing, the processing formula is as follows:

X̂ ¼ X � Xmin

Xmax � Xmin
ð16Þ

The upper Xmin and Xmax are the smallest and largest situation values in the sample.
X and X̂ are the situation values before and after treatment. The network security
situation data after the extreme value standardization is shown in Fig. 5.

Figure 5 represents a change curve in the situation value in 95 days of log infor-
mation. In order to deal with the one-dimensional time series samples which are worth
to the situation assessment, the topological order dimension is determined to be 5. The
refactoring results are shown in Table 1.

0 10 20 30 40 50 60 70 80 90 1000.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Days

St
an

da
rd

iz
ed

si
tu

at
io

n
va

lu
es

Fig. 5. The value of network security situation after extremum
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3.2 Analysis and Comparison of Experimental Results

Convergence Analysis
After the data is refactored, the specification is tanh [−1, 1]. The batch size in Mini-
batch training is 64. All parameter initialization is randomly obtained from the normal
distribution of (0 0.02) and the slope of the Leakyrelu is 0.2.

A WGAN loss function with a difference item and no difference is added, as shown
in Fig. 6. The former is IWGAN, the later is WGAN. It can be seen clearly that the
difference function has brought some effect to WGAN.

Compared with Other Prediction Methods
Comparing the IWGAN prediction method with the common GAN improvement
methods, such as WGAN, DCGAN and LSGAN, the results are shown in Fig. 7.

We can see from Fig. 7 that the IWGAN prediction method works well. This is
because it solves the problem of gradient imbalance and collapse mode.

Table 1. Training data refactoring results

Input sample Output sample

X1;X2;X3;X4;X5 X6

X2;X3;X4;X5;X6 X7

. . . . . .

X74;X75;X76;X77;X78 X79

. . . . . .

Number of iterations

Er
ro

r

WGAN
IWGAN

Fig. 6. Variation curve of difference with iterative times
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4 Conclusion

This paper presents an IWGAN network security situation prediction method, estab-
lishes the cyclic neural network model for the real network environment, extracts the
network security situation factor training model and forecasts the future network
security change trend. Using historical log information, such as firewall and IDs 95
days from July to September, as the original data set, the results show that the method
is feasible and of high accuracy.
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