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Preface

After restructuring and deregulation of the electricity industry, it is stated that the
power system will be more efficient if the differences between peak and low load
periods are kept as small as possible. It has been demonstrated that the perfect
balance between the supply and demand in the real time is necessary for a reliable
operation of electricity system. Demand response program is defined as changes in
electric consumption patterns of end-user clients in response to changes of electricity
price over time or to incentive payments designed to decrease high electricity usage
at high wholesale market prices times or when the system reliability problems occur.
In other words, the procedure through which consumers respond to the price signals
inserted in tariffs by changing their consumption patterns is called the demand
response programs (DRPs). Moreover, DRPs can help the independent system
operator (ISO) to reduce the price volatility during peak demand hours. Different
DRPs can be classified into two main categories: incentive-based programs (IBPs),
which are further divided into classical programs and market-based programs, and
price-based programs, (PBPs), which are based on the dynamic pricing rates in
which the electricity tariffs are not flat. The rates fluctuate following the real-time
cost of electricity. The ultimate objective of these programs is to flatten the demand
curve by offering a high price during peak periods and lower prices during off-peak
periods. These rates include the time of use (TOU) rate, critical peak pricing (CPP),
extreme day pricing (EDP), extreme day CPP (ED-CPP), and real-time pricing
(RTP). The basic type of PBP is the TOU rates, which are the rates of electricity
price per unit consumption that differ in different blocks of time. The rate during
peak periods is higher than the rate during off-peak periods. The simplest TOU rate
has two time blocks: the peak and the off-peak. The rate design attempts to reflect the
average cost of electricity during different periods. The CPP rates include a
pre-specified higher electricity usage price superimposed on TOU rates or normal
flat rates. CPP prices are used during contingencies or high wholesale electricity
prices for a limited number of days or hours per year. On the other hand, EDP is
similar to CPP in having a higher price for electricity and differs from CPP in the fact
that the price is in effect for the whole 24 h of the extreme day. Furthermore, in
ED-CPP rates, CPP rates for the peak and off-peak periods are called during extreme
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days. RTPs are the programs in which the customers are charged hourly fluctuating
prices reflecting the real cost of electricity in the wholesale market. RTP customers
are informed about the prices on a day-ahead or hour-ahead basis. Many economists
are convinced that RTP programs are the most direct and efficient DRPs suitable for
competitive electricity markets and should be the focus of policymakers. In other
words, PBPs have a wide range of planning horizon from a few minutes to many
years. DRP can be categorized into long-term, midterm, and short-term programs
based on their planning intervals. Programs with more than a day period are long-
term or midterm programs. Finally, this book seeks to analyze economic and
technical effects of demand response programs in smart grids in operation issues.

Bonab, Iran Sayyad Nojavan
Tabriz, Iran Kazem Zare
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Chapter 1
Smart Grids and Green Wireless
Communications

Farzad H. Panahi and Fereidoun H. Panahi

Nomenclature

AMI Advanced metering infrastructure
AP Access point
BS Base station
CR Cognitive radio
D2D Device to device
DR Demand response
DSM Demand-side management
EE Energy efficiency
EH Energy harvesting
FQL Fuzzy Q-learning
FSL Fuzzy SARSA learning
GA Genetic algorithm
GHG Greenhouse gas
HetNet Heterogeneous network
HPPP Homogeneous Poisson point process
ICT Information and communications technology
IoT Internet of things
LTE-A Long-term evolution advanced
M2M Machine to machine
MNO Mobile network operator
NE Nash equilibrium
OPEX Operational expenditure
PLC Power line communications
PSM Power saving mode
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QoS Quality of service
RES Renewable energy source
RPS Renewable power supplier
SEP Smart energy profile
SG Smart grid
SGFAN Smart grid field area network
SGHAN Smart grid home area network
SGNAN Smart grid neighborhood area network
SGWAN Smart grid wide area network
SINR Signal to interference and noise ratio
UDN Ultradense network
UE User equipment
UMTS Universal mobile telecommunications system
WSN Wireless sensor network

1.1 Introduction

In a traditional electric grid, the main causes of power inefficiency are high-voltage,
long-distance transmission, and large-scale centralized electricity generation [1]. To
improve the power efficiency and reliability of the grid, the concept of smart grids
(SGs) has been proposed by using information and communications technology
(ICT). Demand response (DR), decentralized power generation, demand-side man-
agement (DSM), and price signaling are the key characteristics of a SG associated
with green wireless communications. With DR and DSM, both power generators and
consumers can interact to optimize the process of power supply and consumption.
The power generation may be performed by small distributed power plants (e.g.,
small wind turbines and solar panels) and consumers using decentralized design.
Therefore, this could help consumers to be less dependent on the main electrical grid.
With price signaling, the consumers will know about the present power price.
Moreover, the generators can encourage consumers to consume electrical energy
when the demand is low, i.e., during the off-peak period, by giving them a lower
price for electricity during those times. This will result in a lower investment for the
infrastructure as the peak load will be reduced.

In recent years, the integration of wireless communications and SGs has attracted
a significant research attention [2]. On one hand, wireless communication technol-
ogies will play an essential role in the revolution of SGs by communicating a variety
of data and measurement over all nodes of the electrical grid. On the other hand, for a
better power usage when providing a wireless service to mobile units, SGs can be
used to support green wireless communications. In wireless networks, each wireless
base station (BS) powered by a SG might be selfish in optimizing its own operation
in terms of capacity or quality of service (QoS). In this chapter, how to design
energy-efficient communication infrastructures without negative effects on the
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performance is one of the main concerns. Indeed, the problems of power manage-
ment, cost-function analysis, optimal network design, energy-harvesting (EH), and
energy-efficient strategies are considered for green-powered communication net-
works in a SG environment and, in particular, we attempt to focus on efficient
interaction between the RPS’s random green power generations and the BS’s
dynamic of energy consumption via minimization of an energy-based cost function,
considering the D2D and M2M impacts on efficient utilization of energy and
bandwidth. In general, due to the unlimited growth of service demands and high
load traffic, a green wireless communication system is considered with the aim of
decreasing energy consumption of heterogeneous networks (HetNets). This system
provides a proportion of required energy of BSs by employing some renewable
power suppliers (RPSs), while user equipment (UE) and sensor nodes especially
benefit from short device-to-device (D2D) and machine-to-machine (M2M) links as
a promising technique to design energy-efficient HetNets.

1.2 Demand-Response Power Consumption Model

To meet today’s rapid proliferation of data traffic, the cellular network operators are
recently installing more and more BSs. As a result, the daily power cost adds up to a
huge bit of the operational expenditure (OPEX). Therefore, the need for cellular
operators to implement new energy-efficient solutions is critical in order to lower
their energy costs [3–6]. In general, energy-efficient solutions can be employed by
managing either the power supply or the data-traffic demand. On the supply side,
energy-harvesting technologies, such as wind turbines and solar panels, at the BSs
are considered as one of the most commonly adopted solutions. Using energy-
harvesting devices, BSs can consume clean and affordable renewable energy to
decrease or even substitute the energy purchased from the grid. It is clear that the
power grid, as a reliable energy source to BSs, is still required. This is because the
renewable energy is not always available when needed, and it is mainly distributed in
both time and space in a random way. As a result, different BSs are hard to solely
rely on the uncertain supply to power their units.

Power grid, in addition to being a reliable energy supply, can offer new capabil-
ities for the BSs’ cost-saving with its ongoing transformation from conventional grid
to SG. A SG differs from the conventional grid in that it allows two-way data and
energy flows between the grid and end users by deploying smart meters at end users,
rather than a one-way flow. Energy cooperation in cellular networks, which allows
the BSs to trade and share their harvested energy to support the nonuniform data
traffic in a cost-effective way, will then be possible through the two-way delivery of
energy-information flow in SG. On the demand side, to lower the energy consump-
tion, different methods have been proposed across various layers of protocols for
data transmission. Among these methods, communication cooperation, which
enables the BSs to share the wireless resources and shift the traffic loads with each
other, is the most appealing. However, the use of renewable energy sources at BSs
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would lead to a variety of new problems and challenges in the current communica-
tion cooperation design: the conventional design to save energy may no longer be
cost-effective. In fact, although renewable energy is unreliable in supplying energy,
in general it is way cheaper than the energy purchased from the grid and thus BSs
should maximally harvest renewable energy to lower cost. However, under the
energy-saving design, the harvested energy at BSs may not be efficiently exploited
when serving a time-variant traffic load. To tackle this issue, the design of novel
cost-aware communication cooperation schemes is desirable. This can be done by
taking into consideration the cost differences between conventional and renewable
energy sources [3]. In Fig. 1.1, we can see the general energy and communication
cooperation model for cellular networks at the power supply and the communication
demand layers, respectively.

Power grid

Aggregator

Energy
Cooperation

Cooperation

Communication

Wind turbineSolar panel

MT

BS

Information flowEnergy flow

Smart
meter

Smart
meter

Smart
meter

Fig. 1.1 A general model for integrated smart grids and green wireless communications [3]
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1.3 Energy-Efficient Communication Infrastructures

In wireless networks, consisting of battery-powered nodes such as sensor nodes or
mobile phones, energy efficiency (EE) has always been under consideration. How-
ever, until recently, the EE of network equipment powered from mains such as
switches, routers, and BSs has not been caught in the spotlight of attention [7]. With
the growing number of subscribers and their ever-increasing energy demands,
electricity bills of service providers have been skyrocketing. Therefore, to reduce
the energy consumption of core and access network equipment, significant efforts
have been made in both academic and industrial projects. Besides the energy costs,
the high level of greenhouse gas (GHG) emissions coming from the communication
networks is expected to increase the expenses and costs of the operators with the
forthcoming carbon taxes and caps. To lower energy costs and electricity bills, the
communication infrastructure can employ the price-following demand management
of SG. Indeed, on one side, the way energy-efficient communication technologies
are implemented is influenced by SG-driven schemes. On the other side, SG is
impacted from EE techniques as it involves dense communications.

In terms of communication coverage and functionality, we can roughly divide the
SG into three interconnected communication networks: SG home area network
(SGHAN), SG neighborhood area network (SGNAN), and SG wide area network
(SGWAN). SGHAN basically corresponds to a network of signal-controlled appli-
ances, consumer devices, and energy management devices. This will enable
connected devices to send/receive signals from meter, displays, and other home
management devices. Indeed, SGWAN covers home area monitoring, regulation,
control, and management. SGNAN is applicable for distributed generation and
distribution automation, and it is related to a group of houses possibly fed by the
same transformer. SGWAN shelters SGHAN and SGNAN for monitoring and
control of the entire communication network. SGWAN is a gigantic network
covering the management of generation, transmission, distribution, and utilization
of the entire grid. The communication facility for the electricity distribution systems
is also formed by a SG field area network (SGFAN), which operates as a bridge
between customer premises and substations. Since the geographical scale of a
SGFAN is similar to SGNAN, similar communication techniques can be considered
for both of them. A variety of communication technologies can be used to implement
these network domains. For example, because of their wide-coverage fiber-optic,
universal mobile telecommunications system (UMTS), long-term evolution (LTE)/
LTE-advanced (LTE-A) can be more applicable for SGWAN, while IEEE 802.11
and IEEE 802.15.4 power line communications (PLC) could be more appropriate for
SGNAN and SGHAN. The authors in [8] present a profound research on routing
protocols and applications in the related fields. Generally, wireless communications
have a broad range of applications in the SG including demand management,
substation, meter data collection, and power line monitoring and protection. In the
following subsections, wireless technologies that are applied in SGWAN, SGNAN,
and SGHAN are described, respectively.
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1.3.1 Energy-Efficient SGWAN

The EE, in wireless communications, is generally defined as the ratio of the total
achievable data rate to the total power consumption, and it is quantified by the “bits-
per-joule”metric [7]. The EE of OFDMA as the common multiple access scheme for
3G, 4G, and WIMAX networks has been studied in several works. Note that 3G, 4G,
and WIMAX stand as strong candidates for SGWAN. An energy-efficient rate
adaptation and resource allocation approach has been presented in [9]. Multiple
input multiple output (MIMO) is another technique that is common in 3G, 4G, and
WIMAX. In MIMO, higher throughput is often achieved at the cost of using more
antennas and therefore higher circuit power consumption. The authors in [10]
propose a selective model of active antennas in order to improve EE for MIMO
according to the daily profile of traffic loads. In a SG environment, the implications
of adaptively changing the number of antennas have been explored. Note that the
effects of this adaptive approach on the performance of SG applications still remain
as an essential challenge.

Finally, according to the IEEE 802.22 standard, cognitive radio (CR) is a
technology that allows unlicensed users to access the blank frequency bands.
Based on the concept of CR, underutilized resources that are facing scarcity are
being used by unlicensed secondary users opportunistically when the primary users
(licensed user) are idle, i.e., when the channels are not occupied by primary users.
Thus, the spectrum is maximized and the channels are vacated before the primary
users arrive since they have higher priority. The authors in [11] have suggested a CR
network that senses not only the radio-frequency bands but also the SG resources.
Under real-time pricing, the operating cost of the CR network is optimized. More
specifically, BSs manage their power consumptions over the related cells according
to the electricity costs. Although the main focus of those studies has not been energy
conservation, they are providing a combinational model of CR networks and SG
concepts. To this end, EE of CR has been investigated in [12]. The effects of EE
techniques on the QoS of SG data and other related challenges in energy-efficient
communications have been discussed in [7] as well.

1.3.2 Energy-Efficient SGNAN

SGNAN, one of the important fields, carries large volumes of data that come from
heterogeneous data sources and supports a large number of devices. Indeed, 3G, 4G,
and WIMAX can also be exploited in the SGNAN as they are strong candidates for
SGWAN. In addition, promising deployments for urban SGNANs are offered by the
IEEE 802.11 family of standards. Recently, power saving mode (PSM) has been
adopted by several IEEE 802.11 standards in their operations. PSM is utilized by
IEEE 802.11b and IEEE 802.11s to enable sleep mechanisms for wireless nodes
when they are not in active mode, i.e., when they are not transferring data. IEEE
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802.11b is also preferred for SGHANs because it is widely used for residential
premises, while IEEE 802.11s, the mesh standard, is defined as a promising solution
for electric vehicle networks. In [13], the authors consider an admission control
scenario for electric vehicles to study the performance of IEEE 802.11s. In fact, PSM
can be used for SGNAN communications; however, one bottleneck of the PSM is
the extra delay which is the common issue in all sleep/wake-up mechanisms
[14]. Because of this, it is necessary to further explore the impacts of PSM on the
SG operation [7].

1.3.3 Energy-Efficient SGHAN

In general, ZigBee is considered a widely adopted protocol for home automation and
smart energy standards in SGHANs. Recently, there exist different types of ZigBee-
certified products for home automation. Some of the leading smart meter vendors
have manufactured ZigBee-enabled smart meters. In addition, smart energy profile
(SEP) has been developed by ZigBee Alliance to support the needs of smart
metering and advanced metering infrastructure (AMI) and connects utilities and
household devices. Indeed, ZigBee is a new technology of short-range, low com-
plexity, low power consumption, low-cost, and duplex wireless communications that
is based on the IEEE 802.15.4 standard. Initially, ZigBee was defined for power-
constrained sensor networks; thus, EE is an intrinsic property of ZigBee. The authors
in [15] propose to use a ZigBee-based wireless sensor network (WSN) for demand
management in the SGHAN. Another strong candidate for wireless SGHAN com-
munications is Wi-Fi. The use of Wi-Fi-enabled sensors in the SG has been
researched in [16]. Particularly, it is expected that newly emerging ultralow-power
Wi-Fi chips increase the adoption of Wi-Fi for WSNs and increase their interoper-
ability at SGHAN. There is abundant literature relating to energy saving and EE in
WSNs; however, those works are out of the scope of this chapter because they are
independent of SG concepts such as demand management and dynamic pricing.
Besides ZigBee and Wi-Fi, cellular technologies are also able to provide data-
transmission links among residential premises distributed over small cells. To
lower the energy consumption of the transmitters in SGHAN, femtocells and indoor
picocells can be used as they are more energy-efficient than macrocells [17]. It
should be noted that the total power consumption of a cellular network can be
reduced by up to 60% in urban areas using the joint deployment of macro- and
residential picocells. Moreover, the growth of small cell density and ultradense
networks (UDNs) will increase the EE [18]. As a result, implementing small-cell-
based SGHANs provides energy-efficient wireless communications [7].

1 Smart Grids and Green Wireless Communications 7



1.4 Green Communications Model to Support Smart Grids

As already stated, due to the rapid growth of subscribers and the traffic loads, power
consumption of the networks is rising [19]. Indeed, the main issues in correspon-
dence to the rise in the number of sensors and devices need to be responded through
an improvement in EE. The traditional networks provide capacity enhancement by
focusing on the transmission power. However, such strategy is not always applicable
from the economic perspective of the mobile network operators (MNOs). Therefore,
modernization of cellular networks with green strategies is one of the most important
goals which is realized by the 5G networks and the networks thereafter. This goal is
met by reducing the power consumption which is not related to information trans-
mission directly. The 5G green strategies which allow minimization of power
consumption can be observed in Fig. 1.2.

Since the highest proportion of energy is consumed by the BSs, some practical
strategies should be investigated in order to reduce power consumption and achieve
the desired demand response without ignoring the acceptable QoS [20]. Meanwhile,
employing renewable energy sources (RESs) has been suggested to reduce the
overall grid energy consumption of HetNets, where the user equipment and
machines are respectively allowed to use D2D and M2M communications to
improve the capacity with little amount of energy in the presence of managing the
interference [21]. In D2D communications, UEs are able to transmit information via
direct links not through the BS, which offloads the traffic load of the core network.
D2D users can either utilize different time/frequency resources from cellular ones
(overlay mode) or reuse the same resources with them and transmit simultaneously
(underlay mode) [22]. Considering environmental conditions and dependence on
location and weather, the amount of supplied power of renewable power suppliers
(RPSs) is variable. In addition, the reservation capacity of RPSs is limited. Thus, a
proper controlling mechanism is essential for efficient power allocation. In addition,

Fig. 1.2 Energy-efficient
technologies for green
wireless communications
[19]
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minimizing the cost function of both supply cost of RPSs and energy reservation cost
of BSs is the other main criterion in the system design [23]. This system provides a
proportion of the required energy of BSs by employing some RPSs, while UEs
especially benefit from short D2D links as a promising technique to design energy-
efficient HetNets. Indeed, according to our presented model, BSs are jointly powered
via a renewable energy source and the electric grid (EG).

As stated, the factor of EE is critical to obtain the maximum performance of
cellular networks, according to power consumption of the whole system. Prior
researches have considered various conditions and applied different technologies
to get a desirable level for EE. Due to the high power consumption of BSs, [20]
presents an online algorithm where a BS is able to switch between on and off states
based on traffic load. In order to manage and minimize power consumption of the
BS, employing RPSs has been developed and some of the famous operators like
Huawei and Ericson have started exploiting this technology to provide energy for the
BS via these sources [24]. Some beneficial optimal strategies for BS’s transmission
were considered to reduce the amount of energy demand while considering the QoS
requirements [25]. Due to the time-variant energy demands of a BS, article [5]
showed that BSs are able to determine the amount of both used and reserved
energies. Considering undeniable cost, the recent research in [26] presented a
stochastic programming approach in order to minimize energy cost regarding BS’s
storage and utilizing RPSs. Ref. [23] proposes a new noncooperative game model to
achieve an optimal strategy for decentralized allocating energy and minimize the
cost of BS for reservation and RPS for supply based on the interaction between them.
Indeed, using an M/M/G make-to-stock queue model, the impact of QoS on the
energy supply rate of RPS and energy storage level was discussed. On the other
hand, D2D communications in wireless cellular networks have attracted researcher’s
attention. D2D communication is a promising technique for improving the system
performance with respect to reducing power consumption of BSs and increasing the
whole network throughput. To get this aim, in [27] D2D communications and
HetNets have been presented together for designing a future generation of systems
in order to maximize the amount of spectrum reusing. Mobile association, as an
important factor in choosing access points (APs) with the aim of balancing load
distribution and providing the best performance, has been analyzed in [28]. Some
practical strategies have also been investigated to provide energy-efficient resource
allocation for D2D-aided networks. In [29], authors introduce a method for manag-
ing resources by employing a novel model called coalition game. A resource
allocation technique based on the game and matching theory has also emerged to
get maximum EE of users [30]. Energy harvesting (EH), as an efficient solution to
overcome the limitation problem of battery capacity and lifetime, has been promoted
recently which enables users to get the required energy from RPSs [31]. This will
reduce the amount of power consumption of BSs. In [21], to perform the joint
optimization of power control and resource allocation problem in a D2D-aided
network using EH technology, authors provided an energy-efficient stable matching
algorithm. In [32], an energy-efficient mobile association has been investigated to
maximize the EE of networks by solving a joint optimization problem of AP
selection, switching mode, and power control.

1 Smart Grids and Green Wireless Communications 9



Moreover, we provide a green cellular model in which the BSs are jointly
powered via RES and EG power sources. Indeed, we present the efficient interaction
between the RPS’s green power generations and the BSs’ dynamic of power
consumption via minimization of an energy-based cost function, considering the
cache-enabled D2D impacts on efficient utilization of energy and bandwidth. The
network performance takes into consideration the downlink (DL) connections as
well. In this scenario, the system components are described in detail that refer to the
renewable-energy-powered BSs and the power supplier consisting of EG and RPS
(Fig. 1.3). The output power of the supplier is considered as random variable with
mean η0s (energy per time). Considering the finite capacity of the RPS, ηs is defined as
the amount of supply rate of the RPS based on the RPS’s production model in the
BS’s point of view ηs < η0s

� �
. Indeed, we analyze the power consumption of the BS

in a wireless system that involves both static and dynamic parts such that it is related
to the type of BS. In addition, estimation of the connection demands over a cell is
possible due to the usage history. The connection demand is modeled as a stochastic
homogeneous Poisson point process (HPPP) with rate λc (the number of connection

Solar panel

Wind turbine

Renewable sources
Battery

Power grid

Base station

Base station

Fig. 1.3 Green-powered communication base stations
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demands/unit time). Providing connection demand is due to the order of arrival
connections that follows the first-come-first-served model, and E is defined as a unit
of consuming energy of a BS in each connection in the DL mode. The energy storage
unit of the BS should be charged by the green energy in order to respond to the
D2D-aided network demands and provide mobile services. Thus, if the stored energy
of the BS is not enough to achieve a desired QoS, the BS will compensate this
shortage by requesting and reserving power from the RPS and consequently paying a
specific price for each unit energy. The methods of reserving energy from RPS
depend on the condition of renewable power production. As a result, the BSs are
responsible for paying the cost Cr per unit time due to the holding energy in storage
unit according to the desired energy level α.

Users in the HetNet can request popular contents from neighboring users through
D2D communication, whereas they can also request contents from the BSs by the
traditional cellular communication [33, 34]. Users may request files from a set of
m files, named “library.” We assume the BSs are aware of the stored files and
channel state information of the users and control the D2D communications. For
example, a user node u establishes a link with a certain BS when the user node
u requests a file from the “library” of size m. Then, BS searches the requested file in
the certain area where the user is located at the center point. If the file is found, BS
allocates a frequency sub-band fD2D for the D2D link between the user u and the user
storing the file. Otherwise, user u receives the file through the traditional cellular
network. Here, we also assume that users follow PPP with average intensity λU; that
is, the probability that l users exist in the area S is

f l;Sð Þ ¼ Sj jλUð Þl
l!

e� Sj jλU ð1:1Þ

where|S| means the area of district S. Denote the probability that a user stores the file i
as pi. Therefore, the file i is distributed with the PPP model with average intensity
λUDpi. Also, let rd be a random variable representing the distance between the
reference user requesting file i and the nearest user storing the file i. When rd > d,
there exists no user with file i in the area S (|S| ¼ πd2). Thus, the probability of the
reference user successfully establishing a D2D link to deliver the desired file is

Pr rd � dð Þ ¼ 1� Pr rd > dð Þ ¼ 1� f 0;Sð Þ ¼ 1� e�πd2λUDpi ð1:2Þ

Obviously, only users without file i try to send the request to get file i. As a result,
averagely, there are λU �S

�� �� 1� pið Þ users who may request file i in the network. �S
�� �� is

the area of the cellular system. The probability that users cache the ith ranked file can
be expressed as (Zipf distributions) [35]
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pi ¼
1=ið ÞrcPm

j¼1 1= jð Þrc i ¼ 1, 2, . . . ,m ð1:3Þ

where rc� 0 is a parameter named skew coefficient and characterizes the distribution
by controlling the relative popularity. Let qi denote the probability that file i is
requested by a user; the user request probability also follows the Zipf distribution
[35]. Based on the above explanations, the number of activated D2D links for
delivering file i is

ni ¼ λU �S
�� �� 1� pið Þqi 1� e�πd2λUDpi

� �
ð1:4Þ

and the expected number of active D2D links for all files can be given by

ND2D ¼
Xm

i¼1
λU �S

�� �� 1� pið Þqi 1� e�πd2λUDpi
� �

ð1:5Þ

A cellular link with the reference user is set up if establishing a D2D communication
link is a failure. It implies that a traditional cellular link has to be established if the
reference receiver cannot find the corresponding user who stores the desired file
within the maximum transmission range of D2D links (d ). Thus, the expected
number of cellular links for all files (or the expected number of users who obtain
their desired files from the cellular network) is

NCellular ¼
Xm
i¼1

λU �S
�� �� 1� pið Þqi e�πd2λUDpi

� �
ð1:6Þ

1.5 Energy-Cost Analysis

Considering one time unit for each connection with one unit energy consumption, in
the presence of a backlogged access where the BS is not able to provide the desired
energy level α for the UE’s demand, the BS energy storage should be charged to α
units via RPS. Thus, the process of reserving energy follows the energy inventory
strategy [23] in order to avoid placing energy replenishment by the BS without
paying attention to connection arriving. Scheduling the process of a queuing system
has impressive effects on improving QoS. In our model, where the backlogged
access occurs, the UE has to wait for a while and this leads to QoS deterioration.
As a result, a cost δ will be assigned to the system. This cost is divided into two parts
and is devoted to the BS and RPS with a fraction δ 2 [0, 1]. We define parameter Cb

as the average number of backlogged accesses, Cr as the average energy reservation
level, and Cη as the operation cost for the RPS which is considered because of load
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factor variation of the RPS (i.e., the relation of the service demand rate and the
service supply rate as ρ ¼ λc/ηs < 1). Indeed, the RPS is able to distribute energy
among several BSs. The mean cost per unit time for both the BS and RPS is
respectively formulated as

CBS α, ηsð Þ ¼ ε � Cr � ERD2D þ δCb ð1:7Þ

and

CRPS α, ηsð Þ ¼ 1� δð ÞCb þ ξCη ð1:8Þ

where ε, E, and ξ are the cost coefficients, and RD2D is defined as a saving energy
reward for D2D communications over a cell which may lead to data traffic offloading
from the BSs. In order to analyze and optimize the cost functions of the RPS and the
BS, we will utilize an M/M/G queue to determine Cr and Cb with the help of α and ηs.
Thus, we investigate a model based on the noncooperative strategic game [36] with
predefined assumptions, in a way that the BS and the RPS are the players of this
game with the strategies α and ηs, respectively. A queuing policy will be followed in
our model which is based on the BS that is considered as a single-server queue with
specified demand rate λc and service rate ηs. Here we assume Nc as a continuous
random variable that is geometrically distributed with mean ρ/(1 � ρ) or exponen-
tially distributed with parameter β ¼ (1 � ρ)/ρ ¼ (ηs � λc)/λc and shows the
stationary number of waiting connections. It is straightforward to express the
average cost functions as Cr ¼ E[α > Nc], Cb ¼ E[α < Nc] and also the average
D2D reward function as RD2D ¼ E[ND2D < α < Nc].

A wireless network based on a queuing system with heavy traffic condition has a
large ρ, meaning that there is a shortage of green energy production. Since there are
several entities (i.e., BSs) with rate λb which request power from the RPS, the load
factor can be defined as Cη ¼ λb= η0s � ηs

� �� λb=η0s ¼ λbηs=η
0
s η0s � ηs
� �

that repre-
sents the operation cost (the average power supply cost) of the RPS. Recall that η0s is
the maximum power generation rate of the RPS and ηs is the provided power for the
BS by the RPS. Thus, a Poisson process is introduced with rate η0s � ηs that defines
the rest of the supply capacity of the RPS. Load factor is an important parameter for a
queuing system in order to determine the average queue length. When load factor
arrives 1, it means that the average queue length will get to infinity and finally leads
to loss QoS totally. Here, we attempt to express average cost of the BS and the RPS
while they are normalized and investigated in terms of the α and β (normalized
energy supply rate). Therefore, the average cost of the BS and the RPS are respec-
tively given as follows:

CBS α, βð Þ ¼ α� 1� e�αβ

β
� ERD2D þ δ

e�αβ

β
ð1:9Þ
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CRPS α, βð Þ ¼ 1� δð Þ e
�αβ

β
þ λc β þ 1ð Þ
η0s � λc β þ 1ð Þ ð1:10Þ

The mentioned demand-response system operates over periodic intervals during
which network parameters such as the power production capacity and connection
demand rate can be estimated. However, smart grid monitoring systems are able to
extract the required network characteristics from history record and atmospheric
parameters [23]. It should be noted that fixed power prices are assumed in this
model. Therefore, no matter whether the RPS has storage or not, it should respond to
the power demands from the BS rather than storing the energy. Indeed, the BSs’
action to choose a strategy α corresponds to set a power replenish order to the RPS.
Therefore, at the start of the game, the BS should have charged its energy storage to
an inventory of α energy units through the existing EG or the RPS. Once the game
starts, the RPS attempts to supply the energy with the service rate β and the BS
serves the users with the renewable energy, thereby striking a balance between the
power consumption and maintaining the QoS. Generally, in a distributed game-
theoretic formulation, both BS and RPS attempt to select their individual strategies α
and β so that their own cost functions are minimized. It means that the BS will opt α
to reach a minimum value for CBS(α, β), assuming that the RPS selects β to minimize
CRPS(α, β); similarly, the RPS will simultaneously assign a value for β to minimize
CRPS(α, β), assuming the BS uses α to minimize CBS(α, β). Thus, a pair of strategies
(α�, β�) is a Nash equilibrium (NE) if neither the BS nor the RPS can gain from a
one-sided deviation from their strategies, i.e.,

α� ¼ argmin
α

CBS α, β�ð Þ ð1:11Þ

and

β� ¼ argmin
β

CRPS α�, βð Þ ð1:12Þ

Since the existence of the NE is guaranteed as [23], the conventional best
response dynamics [36, 37] can be exploited to converge to the NE. Therefore, the
RPS and the BS can adopt a plan about the strategies at the start of the game. Further,
the performance of the demand-response strategies is evaluated for the RPS and BSs
over a HetNet with a specific power consumption profile. Indeed, a model based on
the noncooperative strategic game is considered with predefined assumptions, in a
way that the BS and the RPS are the players of this game with the strategies α and β,
respectively. Then, the D2D communication is exploited to reduce the cost values
for the RPS and BSs formulated in this section in order to determine the D2D
impacts on efficient utilization of energy.

In the first set of results (Figs. 1.4, 1.5, and 1.6) presented here, the power demand
and related cost values for the RPS and N ¼ 20 BSs are evaluated according to the
specific network power-consumption profile. Later (in Fig. 1.7), the D2D impacts on
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efficient utilization of energy are analyzed. Here, the energy threshold is defined as
krps � EReq to indicate the maximum service capacity provided by the RPS. Note that
EReq is assumed to be the average energy demand ordered by the BSs. Moreover, krps
is the service coefficient (0 < krps <1). Clearly, lower values for krps mean that the
RPS has finite capacity in response to the received energy demands. Furthermore, in
the case of krps ! 1, there is no energy constraint (i.e., infinite capacity); thus
maximum cost values can be expected in the RPS side. Indeed, the RPS should
acquire the exact energy demand information from the BSs. Meanwhile, the traffic
offloading effects of the D2D communication can be observed in Fig. 1.7, where the
cost values are reduced for the D2D-enabled network compared to the conventional
demand-response system.

1.6 Energy-Optimized Wireless Communications

1.6.1 Wireless Cellular Networks

In the literature—see, e.g., [38–45]—the EE of single-tier (macro-tier) cellular
networks has been widely discussed and researched. The authors in [40, 45] suggest
using the dynamic BS operation, i.e., adopting a dynamic off/on switching for BSs
based on a real network traffic profile. However, both the randomness and the
spatial distribution of the network traffic have been ignored. More recently, the
cellular network has become multitiered with cells providing overlapping coverage
[46, 47]. This is due to the emergence of low-cost small cells. Because of the
increased overlapping areas and high fluctuations of traffic demand (both in time
and over space) in cellular networks, optimal sleep/wake-up schemes can be
designed either for small cells or for the coverage-overlapped macro-BSs (MBSs)
[48, 49].

The studies mentioned above consider models such as hexagonal and Manhattan
model network [50]. In other words, they only focus on ideal and non-tractable
network deployment models. Here, the non-tractability issue is in accordance with
signal to interference and noise ratio (SINR) distribution. However, dense and
unplanned deployment of small cells over space have called for more tractable
models. Using tractable models, key performance metrics can be evaluated quickly
without the need to perform complex and time-consuming ray tracing and simula-
tions. A tractable network deployment is modeled by the authors in [51, 52] with the
aid of stochastic geometry [53–56]. More specifically, they propose to independently
switch off each BS with a fixed probability. However, the HetNet deployment has
not been considered in their work. Authors in [35, 57, 58] have studied sleep/wake-
up schemes in stochastic geometry-based HetNets. Both dynamic (i.e., traffic load-
based) and random sleeping strategies for MBSs have been presented in [35]. To
design the optimal sleeping mechanism for MBSs, they consider EE maximization.
The authors in [57, 58] also study random sleep/wake-up schemes for BSs. In [57],
based on minimizing BS energy consumption, the optimal switch-off probability for
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MBSs is determined. Also, in [58], based on maximizing EE with the constraint for
coverage probability, the optimal switch-off probability for small cell BSs is derived.

Compared with the dynamic BS sleep/wake-up strategies, the random sleep/
wake-up schemes have the advantages of less operational cost and low computa-
tional complexity. However, they are not adaptable to the dynamic nature of realistic
cellular networks. The basic concepts about dynamic BS operation issues have also
been summarized in [42]. They, however, lack the ability to learn the uncertain
wireless network environment. Many factors such as intracell and intercell interfer-
ence, location uncertainty, SINR requirements, and traffic load can be considered for
characterizing uncertainty. The use of learning-based mechanisms in wireless net-
works is not new. For example, in [59–62], in order to optimize range expansion
bias, sleep/wake-up scheduling, and transmit power, two learning-based techniques
known as regret-based learning and Q-learning have been applied. Another learning-
based technique developed in [63] plays a key role for BS energy conservation in
cellular radio access networks (RANs). More specifically, they use Markov decision
processes with knowledge transferring to formulate and model the BS operations
under a variant traffic load. Note that the state of the surrounding environment and
available actions to the agents are commonly represented by discrete sets in all
lookup-table-based learning-based approaches (such as Q-learning and state-action-
reward-state-action [SARSA]). This may lead to inaccuracies and subjectivity in the
agent’s behavior and consequently the system performance, particularly when the
input variables are continuous or the number of state-action pairs is large. To deal
with this issue, a fuzzy logic controller is usually combined with Q-learning and
SARSA. The combination of the fuzzy logic controller with Q-learning and SARSA
is known as fuzzy Q-learning (FQL) and fuzzy SARSA-learning (FSL) [64], respec-
tively. This will help agents (BSs) to better and faster adjust their actions bringing in
a considerable benefit in terms of precision and the learning period. Nevertheless,
FSL might be somewhat faster than FQL. This is because FQL does not learn the
same policy as it follows, i.e., in FQL, the policy is updated dependent on the best
possible future scenario, rather than what actually happens after an action is taken
(as is the case in FSL) [64, 65]. However, this will lead to a better performance of
FQL, while FSL appears to be not flexible enough for uncertain and changing
environments and to get stuck in local maxima. Therefore, in general and particularly
for uncertain wireless environments, it is believed that the policy learnt by FQL is
able not only to satisfy the system constraints, but also to achieve a higher level of
system performance in terms of EE.

The unavoidable coverage holes caused by switching some BSs off is one of the
key bottlenecks of applying sleep/wake-up mechanisms. Because of this reason,
several schemes, such as user association [38, 43, 52] and power control [20, 35, 39,
40, 45], have been suggested to counter the coverage voids. For instance, a fixed
power control policy is proposed in [35], where it is assumed that the power of all
active BSs is increased equally without considering the channel conditions of the
switched off cell users. A perfect power control strategy taking into account power
levels at other cells is considered by the authors in [20], which can consequently
manage the interference between neighboring cells. Different from these studies, in

18 F. H. Panahi and F. H. Panahi



[32], a D2D-enabled FQL scheme is used to fill the coverage holes resulting from
switching some BSs off (see Fig. 1.8).

1.6.2 Wireless Sensor Networks

Here, a hierarchical sensor network is considered that means some fusion centers
collect reports from the neighboring sensors in the area and send the information to
the BS [15, 16, 62]. Indeed, the network is cluster-based in which the cluster heads
(CHs) or sinks have a more prominent role than the other sensors. It should be noted
that each cluster consists of several nodes and a head node. Generally, the WSN
architecture is n-tier (n > 1), and WSNs are widely used in a two-tier network
format. Thus, we consider a two-tier heterogeneous WSN that includes a number of
clusters and several BSs. In this two-tier network, the lower tier consists of nodes of
different clusters, while the CHs and the BSs compose the upper tier (see Fig. 1.9).

Sensors, which form the network’s lower tier, are responsible for sensing and
sending the collected data to the CHs or sinks in their own area. CHs have the ability
to collect and transmit the received data to the BS. The BS receives the data from
the sinks and, according to its analysis, obtains the full sense of the network. In the
defined network model, the cluster can also play the role of the relay and transfer the
messages to the BS in multiple hopes. As mentioned before, the energy of BSs is
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considered limited. Therefore, the energy consumption of the BSs is our concern and
it is clear that in order to decrease power consumption and prolong the lifetime of the
two-tier WSN, power management mechanisms should be exploited more precisely.
In order to understand the sleep and wake-up mechanisms, it is first necessary to
recognize the differences between the different modes of power saving that can be
given by a small cell. We describe this concept in terms of “depth.” The greater the
depth, the higher the power saving, and the deeper the sleep, the more time it takes to

Fig. 1.9 Wireless sensor
network with BSs, sinks,
and mobile sensors
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wake up. Power consumption is considered as a percentage of total power consump-
tion in each mode. It is assumed that a BS is the most energy consuming when it is
turned on. In addition, BS power consumption varies according to different traffic,
but we consider the average of the network performance. Therefore, the instanta-
neous power changes have not been considered for traffic variations in the BS power
consumption model. It should be noted that, in this section, sleep/wake-up mecha-
nisms are simply used to control the power consumption of BSs by putting them in
different operation modes (see Table 1.1). Indeed, this section addresses the problem
of designing of a smart sleep and wake-up mechanism using the genetic algorithm
(GA), as a nature-inspired optimization approach, to manage the operation modes of
the BSs according to the time-variant profile for the daily traffic load.

In addition, simulation results are presented to analyze the performance of the
smart sleep and wake-up mechanism. The impact of network topology and param-
eters (e.g., density of BSs, CHs, and the related locations) can be investigated
according to the comprehensive network simulations (Fig. 1.10). All simulations
are performed using Monte Carlo runs. Here, as mentioned before, GA, as a nature-
inspired optimization approach, makes the opportunity to design optimal and prac-
tical solutions for WSNs. Therefore, the GA-based optimization is performed in the
simulations that focuses on a centralized management process to adopt the operation
modes of BSs according to the time-variant profile for the daily traffic load. By
controlling the operation modes of the densely deployed BSs over the WSN, EE of
the network converges to the optimal level as can be observed in Fig. 1.11. Here,
L2-norm of the operation modes for the BSs also converges versus iterations that
verify the network stability in the steady phase of the GA (Fig. 1.12). In addition, the
optimal operation modes for the BSs can be finally considered to form the optimal
network configurations as in Fig. 1.13

Indeed, a practical GA-based strategy can also be adopted to obtain the optimal
BSs’ positions for the two-tiered HetNet. Then, we demonstrate the L2-norm of BSs’
positions (Fig. 1.14) and the network EE curve (Fig. 1.15) versus a sufficient number
of iterations. We then show the optimal network topology obtained according to the
optimal numerical results for the BSs’ positions (Fig. 1.16). As mentioned before,
the GA-based optimization executes over several generations in order to determine
the best set of solutions (i.e., the optimal BS positions) and generally finishes at the
best convergence, that is, when the best fit occurs according to the convergence
criteria. Results show that convergence can be obtained for the network EE as the
number of iterations increase, and this clearly confirms the network stability in the
steady phase of the GA.

Table 1.1 Different
operation modes

Operation mode Power consumption

On/wake-up 100%

Standby 50%

Sleep 10%

Off 0
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1.7 Energy Harvesting and Self-Powered Technologies

Generally, the EH has been utilized for quite a long time for bike dynamos or solar
panels. Today, it is widely applied to application fields, such as smart cities,
automotive vehicles, and security systems. Development inside the areas of big
data and IoT and thus the spread of battery-based sensor systems are real power-
driving advances in EH and self-powered systems [66, 67]. The most well-known
power sources utilized for EH are mechanical and thermal energy and sunlight-based
radiations. Recent advances in ultralow-power technologies have accelerated the
improvement of self-powered monitoring gadgets for a wide scope of utilizations
consisting of SGs, structural health monitoring, and biomedical telemetry [68–71]. A
self-powered wireless sensor, which gains surrounding energy for driving its hard-
ware, is among the promising techniques for supporting a maintenance-free sensor
network in SGs. The worldwide EH market demonstrates a stunning development:
somewhere in the range of 2015 and 2019, it could sum at 21.9% and peak at 28% in
2019 (Fig. 1.17). Governments and public initiatives are the main drivers for EH
market development. Public actors utilize EH as a key apparatus for gathering the
rising energy request and saving power. The imperative to confront the issue of
climate change as a worldwide challenge will fuel the development of the market
amid the coming 5 years.
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In fact, EH supports SGs by powering WSNs that are fundamental to provide
connectivity between devices. A huge number of sensors are required to monitor and
manage SG processes and the sensors should be powered. Ordinarily, batteries were
utilized to enable the sensing nodes but they have a restricted lifetime, and in a
network with a huge number of wireless sensors, replacement of the batteries will not
be applicable. It should be noted that EH-powered sensors need less maintenance
and are easier to arrange than batteries and also more comfortable to manage in
mobile sensing strategies. To sum up, development of IoT and energy-efficient
communication infrastructures for SGs is driving interest for wireless and battery-
less sensors which will be increasingly more powered by EH. Indeed, EH wireless
solutions find increasing applications in SGs due to their low-cost installation and
maintenance. In addition, EH-based wireless technology is the reliable communica-
tion strategy to provide connectivity among thousands of nodes in SGs.

Here, a practical smart scenario for mobile sensors is considered to investigate the
power-saving impacts of EH on wireless sensor networks. In addition, to evaluate
whether this strategy can help to accelerate the EH process in mobile sensors, we
conduct a series of simulations. It should be noted that the simulated environment is
configured according to the conventional WSN parameters, and then we present the
simulation results corresponding to the conventional EH model (Fig. 1.18a) and a
FQL-based EH model (Fig. 1.18b), respectively. After that, a simple definition to
evaluate the EH effectiveness over the network is presented. Here, the EH rate
(EHR) is formulated as kEH � d0EH=d

t
EH

� �2
to indicate any improvement in accelera-

tion of the charging process for all mobile sensors deployed over the network. Note
that dtEH is assumed to be the mean distance between mobile sensors and power
stations (PSs) at the time of t. Moreover, kEH is the EH coefficient (1 � kEH). From
the results (Fig. 1.19), one can observe the performance degradation in the case of
partial PS-state information (where the mobile sensors are moving toward PSs based
on partial location information of PSs obtained via M2M communications), for
average EHR, as expected. It is assumed that the exact information of PS locations
can be accessible for all mobile sensors when the perfect case is performed.
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(a) Conventional EH Model

(b) FQL-based EH Model
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1.8 Conclusion

The electric power grid is experiencing extraordinary changes that have changed it
from a hierarchical system to a distributed, user-based SG. Realizing the vision of
the SG is dependent upon energy-efficient communication infrastructures that can
empower rapid and reliable data transmission in the grid. Undoubtedly, wireless
communication systems play a key role in realizing a lot of the SG features, for
example, DR, AMI, electric vehicle, storage units, and microgrid control. Thus, a
plenty of strategies for SG communications have been proposed that rely on wireless
communications and PLC technologies. The incorporation of ICTs in the grid clearly
raises security hazards that must be controlled based on cyber-physical protocols.
Indeed, this chapter presented profound contributions in the broad area of SG
communications along with various scenarios through computer simulation.
Table 1.2 summarizes the general topics to prepare a comprehensive perspective
on the recent studies in this area.
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Chapter 2
Implementation of Demand Response
Programs on Unit Commitment Problem

Farkhondeh Jabari, Mousa Mohammadpourfard,
and Behnam Mohammadi-Ivatloo

Nomenclature

Sets

t Operating time interval
i The thermal generation station
k The number of the operating zone in the linearized characteristic of the thermal

power plants

Variables

P The electrical power generation of plant i at operating time period t
FCi, t The operation cost of the fossil-fuel-based generating unit i at operating

time period t
STCi, t The start-up cost of the generation station i at operating time period t
SDCi, t The shutdown cost of the generation station i at operating time period t
ui, t The binary decision variable equals to 1 if the generating unit i is on at

hour t, else it is 0.
Pmax
i , Pmin

i The maximum and minimum limits of the power generation of the
plant i

Pi,t, Pi,t The minimum and maximum time-related operating bounds for
generation station i
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UTi The minimum uptime for the power plant i
DTi The minimum downtime for the power plant i
yi, t, zi, t The start-up and shutdown modes for the power plant i at timeframe t
ai, bi, ci The fuel cost indices for the power plant i
Ck
i,ini

The initial operating point of the unit i in the linearized zone k

Ck
i,fin

The final operating point of the unit i in the linearized zone k

ΔPk
i The deviation of the power generation of power plant i in zone k

n Number of linear zones
ski The slope of the fuel cost characteristic of power plant i in zone k
SUi, SDi The boundaries of the start-up and shutdown ramp rates of the power

plant i
L0t Base load at hour t without applying the DSM program
Lt Energy demand at time t
DSMt Percentage of load decrease at time t
inct Percentage of demand increase at hour t

2.1 Introduction

The consumption of electrical energy is increasing as a result of global population
growth. In developing countries such as Iran, the limited reconfiguration of the
interconnected power systems and the higher energy utilization cause a considerable
imbalance between load and generation, which usually arises in the summer
[1]. Hence, implementation of demand-side management (DSM) strategies for
peak load reduction can reduce daily operation cost of thermal power plants [2].

Recently, different approaches have been proposed by scholars to solve a unit
commitment (UC) problem, minimize daily fuel cost of power producers, and
determine their optimum generation schedules for satisfying demand [3, 4]. If max-
imization of profit achieved from selling energy in the electricity market is the main
objective, hourly variations of market prices are considered in mixed-integer
nonlinear programming problem (MINLP) and called a profit-based UC problem
[1, 5, 6]. Multiobjective optimization techniques are also presented for simultaneous
minimization of fuel cost and emissions associated with coal- and gas-fired power
plants [7, 8]. According to Refs. [9, 10], minimization of greenhouse gas footprints is
considered in optimization problem to find the Pareto optimal solutions. Weighting
method can be applied on economic-emission dispatch problem to change a
multiobjective framework to a single objective mixed-integer program [11–
13]. Unlike the weighting approaches, the evolutionary algorithm proposed in [14]
requires only one run to reach the Pareto optimal frontiers. A modified particle
swarm optimization algorithm is introduced in [15, 16], which is able to find better
generation schedules than the weighting method and evolutionary algorithm.
Authors of [17] presented a bilevel unit commitment model to model the availability
of the wind product and find a robust operating point of the generation units against
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the wind shortages. In [18], cuckoo search algorithm is exerted on optimal operation
of photovoltaic-hydrothermal units. Uncertainties associated with solar irradiations
could also be models under clear and cloudy sky conditions. In [19], the information
gap decision theory (IGDT) is applied on unit commitment problem to clear the joint
reserve and energy market and make robust and opportunistic decisions against the
uncertain prices. The IGDT approach is also integrated with load-level control
strategies in the UC optimization problem [20]. In [21], minimization of transmis-
sion lines overloading probability is incorporated in the UC problem using the
dynamic branch loading index. In [22], the fluctuations in the wind power are
compensated in the probabilistic UC problem using optimal scheduling of the
pumped hydroelectric energy storage and participation of flexible customers in
demand response programs. In [23], cooperation of thermal power plants with
aggregated pure electric vehicles and advanced adiabatic compressed air energy
storage is optimized. Reference [24] combined lexicographic optimization method
and augmented-weighted ε-constraint algorithm to reach better solutions than parti-
cle swarm optimization and evolutionary algorithm. A fuzzy logic-based security
constrained UC problem is solved in [24], which is able to assess the impact of the
natural gas availability on generation capability of the thermal power stations. In this
research, the genetic algorithm is used for solving the load flow problem in the gas
network.

A high investment should be made on large-scale power systems, transmission
lines, and distribution grids to procure a maximum electrical demand, which occurs
at some hours of hot days [25–27]. To solve this issue, DSM programs are
implemented on different district levels. They are defined as follows [28, 29]:
changes in energy consumption pattern of industrial/residential/commercial/agricul-
tural end users in response to fluctuations of electricity tariffs aiming to reduce a part
of electricity usage when system reliability is at risk or at hours with high energy
rates. In other words, the DSM approach applies to power systems faced with
contingencies to prevent blackouts. In a general category, there are two types of
load management Schemes [30, 31]: incentive-based models and price-based ones.
Incentive-based DSM programs consist of direct load control, load curtailment,
demand bidding, and emergency load reduction methods [32]. In direct load control,
each registered customer or participant receives incentive to allow the system
operator to shut its appliances down when system reliability is decreased or events
[33, 34]. In load curtailment programs, each registered end user is informed to reduce
or curtail its electricity usage by regional distribution companies [35]. If he or she
does not fulfill its commitments, he will be penalized. In a demand bidding program,
a consumer with more than 1-MW demand can bid to curtail a percentage of its load
under a certain rate [36, 37]. The price-based demand response programs consist of
time of use, critical peak pricing, and real-time pricing procedures. In the time of use
method, consumers are encouraged to shift a part of their consumption from peak
hours to mid-peak and off-peak periods and reduce their bill [38–40]. Critical peak
pricing is only used for annual peak clipping in the summer [41]. The electricity
tariffs in critical peak shifting scheme is higher than the time of use prices
[42, 43]. Real-time pricing method is similar to the time of use approach. But hourly
electricity prices are considered instead of three-level rates [44].
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Although there are many researches on the UC problem, it has not been solved in
the presence of load management programs. As known, if the value of the electrical
demand is higher than the sum of the generation capacity of thermal units, the UC
problem will fail and not be solved. Therefore, the use of the demand response
programs can reduce the peak load and shift this value to other mid-peak and
low-demand hours. Hence, the load variation curve will be smoother. Therefore,
the current chapter proposes the DSM-based UC strategy for reducing the start-up,
shutdown, and fuel cost of the power plants as low as possible. A standard system
with 10 units is tested without and with consideration of the DSM program in the UC
problem. The optimal solutions of two cases are compared and the cost saving is
determined.

The rest of the current chapter is presented as follows: In Sect. 2.2, integration of
the unit commitment problem with demand response programs (DRPs) is mathe-
matically formulated. Afterward, case study and result analyses are described in
Sect. 2.3. Conclusion is presented in Sect. 2.4.

2.2 Problem Formulation

A comprehensive problem formulation section is presented for modeling the
day-ahead unit commitment problem. The daily cost of the power procurement
process is selected as the objective function and minimized by solving the mixed
integer nonlinear programming problem (MINLP). The start-up cost, shutdown cost,
and fuel cost of the power plants are incorporated in the objective function. The ramp
down and up rates, minimum uptime, minimum downtime, power production
capacity, and calculation of the fuel cost of the thermal generating units are
completely presented in the optimization model. Firstly, the base unit commitment
problem is developed under the general algebraic mathematical modeling system
taking into account the mentioned constraints. The power generation schedules of
the thermal units are obtained as the main decision variables. Then, the second case
study is implemented on the same test system in the presence of a DSM program.
The output electrical power of the thermal units and the economic saving achieved
from applying the DSM on the unit commitment problem is investigated and
compared with the first one. In the DSM strategy, a part of the electrical demand
is shifted from on-peak hours to low-demand periods. Therefore, Sect. 2.2.1 presents
a cost-based unit commitment problem. Then, the time-value-based DSM approach
is formulated in Sect. 2.2.2.

2.2.1 Unit Commitment Problem

Figure 2.1 shows how the fuel cost of the unit i changes with respect to its output
power.
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In the base UC problem, the sum of the start-up cost, shutdown cost, and fuel cost
of generation units is minimized as in Eq. (2.1) subjecting to (2.2)–(2.24).

Cost ¼ Min
X

i, t

FCi,t þ STCi,t þ SDCi,tð Þ ð2:1Þ

According to (2.2), it is assumed that the distance between the lower and the
upper bounds of the power generation of unit i is divided into n sections. Moreover, a
maximum value of power change within each subinterval k is equal to ΔPk

i , which is
modeled as (2.3).

ΔPk
i ¼

Pmax
i � Pmin

i

n
ð2:2Þ

0 � Pk
i,t � ΔPk

i ui,t, 8k ¼ 1 : n ð2:3Þ

The initial and final levels of the power for unit i in section k of the linearized
cost-power model are calculated based on power changes in this subinterval, ΔPk

i ,
and the minimum generation capacity of power plant i,Pmin

i .

Pk
i,ini ¼ k � 1ð ÞΔPk

i þ Pmin
i ð2:4Þ

Pk
i,fin ¼ ΔPk

i þ Pk
i,ini ð2:5Þ

As expressed by (2.6), the power output of the thermal unit i is equal to the sum of
its minimum capacity and power production schedules of this unit in k sections of the
linearized model.
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Fig. 2.1 The schematic
presentation of the fuel cost
calculation for the thermal
unit i
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Pi,t ¼ Pmin
i ui,t þ

X

k

Pk
i,t ð2:6Þ

The fuel cost of the thermal unit i for generating the initial and final values of
power in section k is obtained as (2.7) and (2.8), respectively. These costs depend on
constant factors ai, bi, and ci and decision variables Pk

i,ini and Pk
i,fin.

Ck
i,ini ¼ ai P

k
i,ini

� �2 þ biP
k
i,ini þ ci ð2:7Þ

Ck
i,fin ¼ ai P

k
i,fin

� �2 þ biP
k
i,fin þ ci ð2:8Þ

The slope of the fuel cost-power curve in section k of the linearized model, ski , is
calculated from (2.9) and used for finding its fuel cost at hour t. It is obvious from
Fig. 2.1 that ski is obtained in terms of $/MWh. By inserting it in (2.10), ski P

k
i,t will be

achieved in $.

ski ¼
Ck
i,fin � Ck

i,ini

ΔPk
i

ð2:9Þ

FCi,t ¼ ai P
min
i

� �2 þ biP
min
i þ ciui,t þ

X

k

ski P
k
i,t ð2:10Þ

The power generation of the thermal unit i at each operating time period t is
limited by maximum and minimum values as inequality constraint (2.11).

Pi,t � Pi,t � Pi,t ð2:11Þ

If the thermal unit i shuts down at time period t + 1, its shutdown ramp rate and
status will be modeled as Pi,t � SDizi,tþ1, as stated by (2.12) and (2.13). If the
generation station i is off at hour t � 1 and Pi, t � 1 ¼ 0, its shutdown ramp rate
should be considered to limit the power generation at hour t as Pi, t � SDi. If the
power plant i is on at hour t � 1 (ui, t � 1 ¼ 1) and will be on at the next hour, its
power generation, Pi, t, can be increased up to RUi and Pi,t � Pi,t�1 þ RUiui,t�1. If
the thermal unit i is off at period t� 1 (ui, t � 1¼ 0) and should be on at the next hour
(yi, t ¼ 1), its maximum power generation at hour t, Pi,t, will be smaller than SUi and
Pi,t � SUi yi,t.

Pi,t � Pmax
i ui,t � zi,tþ1½ � þ SDizi,tþ1 ð2:12Þ

Pi,t � Pi,t�1 þ RUiui,t�1 þ SUi yi,t ð2:13Þ

According to constraints (2.14) and (2.15), if the producer i is on at time interval t,
its output will be more than the minimum generation value Pmin

i ui,t. If the unit i is on
for the time periods t� 1 and t, its electrical power generation at hour twill be higher
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than Pi, t � 1 � RDiui, t. If the generator i is on at time period t � 1 and off at hour t,
the electrical power generated by this unit at hour t� 1 will be smaller than the value
SDizi, t.

Pi,t � Pmin
i ui,t ð2:14Þ

Pi,t � Pi,t�1 � RDiui,t � SDizi,t ð2:15Þ

Based on (2.16) and (2.17), the shutdown and the start-up conditions of the
generation station i at hour t are shown with auxiliary binary decision variables
yi, t and zi, t, respectively.

yi,t � zi,t ¼ ui,t � ui,t�1 ð2:16Þ
yi,t þ zi,t � 1 ð2:17Þ

The minimum uptime (UTi) of the unit i is modeled as (2.18)–(2.20). If the unit
i has been on at t¼ 0, for fewer hours than UTi, constraint (2.18) is considered when
modeling the minimum uptime limit of the power plant i. This criterion is imposed
on all time subintervals with UTi hours, as stated by (2.19). According to (2.20),
during the last UTi � 1 hours, the unit i will be committed until the last hour if it is
started at each hour of this set.

Xζi

t¼1

1� ui,t ¼ 0; where ζi ¼ min T , UTi � U0
i

� �
ui,t¼0

� � ð2:18Þ

XkþUTi�1

t¼k

ui,t � UTi yi,k 8k ¼ ζi þ 1, . . . ,T � UTi þ 1 ð2:19Þ

XT

t¼k

ui,t � yi,t � 0 8k ¼ T � UTi þ 2, . . . , T ð2:20Þ

Similarly, the minimum downtime (DTi) of unit i is formulated by (2.21)–(2.23).
If the generating unit i has been off at t¼ 0, for fewer hours than DTi, Eq. (2.21) will
be incorporated into the UC problem to model its minimum downtime constraint.
This constraint is used for all time sets with DTi hours, as expressed in (2.22). Based
on (2.23), during the last DTi � 1 hours, the unit i will be decommitted until the last
hour if it is off at each hour of this set.

Xξi

t¼1

ui,t ¼ 0; where ξi ¼ min T , DTi � S0i
� �

1� ui,t¼0½ �� � ð2:21Þ
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XkþDTi�1

t¼k

1� ui,t � DTizi,k 8k ¼ ξi þ 1, . . . , T � DTi þ 1 ð2:22Þ

XT

t¼k

1� ui,t � zi,t � 0 8k ¼ T � DTi þ 2, . . . ,T ð2:23Þ

The start-up cost (STCi, t) and the shutdown cost (SDCi, t) of the unit i at hour t are
assumed as sti � yi, t and sdi � zi, t, respectively. At each hour t, the total electrical
power generated by the thermal units should be equal to demand, as given by (2.24).

X

i

Pi,t ¼ Lt ð2:24Þ

2.2.2 Demand Response Programs

Figure 2.2 demonstrates the concept of the demand-side management approach. It is
assumed that the initial value of the electrical demand at time t is described as L0t .
The percentage of the load decrease and increase at each hour is selected as the
decision variables DSMtand inct, respectively.

According to balance equation (2.25), if the DSM program is not considered in
the optimization problem, the values of the demand increase inct � L0t and decrease
DSMt � L0t will be equal to zero. Hence, Lt ¼ L0t . In the case of application of the
DSM strategy in the unit commitment problem, if 0< DSMt< 0.25, the value of the
energy consumption at hour t will decrease to L0t 1� DSMtð Þ. Similarly, if
0 < inct < 0.25, the demand will increase as L0t � inct.

Lt ¼ L0t 1� DSMtð Þ þ inct � L0t ð2:25Þ

Before DSM program Peak clipping Valley filling

0
tL

0(1 )t tDSM L 

0(1 )t tinc L Fig. 2.2 The load value
before and after
implementation of the DSM
program
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To shift the demand from 1 h to other times, the value of the load reductions at a
24-h time interval is considered to be equal to the total demand increase at the same
period, as stated by (2.26).

XT

t¼1

inct � L0t
� � ¼

XT

t¼1

DSMt � L0t
� � ð2:26Þ

As mentioned in (2.27) and (2.28), the maximum value of the demand increase
and decrease is limited to 25% of the base load and DSMmax ¼ incmax ¼ 0.25.

0 � DSMt � DSMmax ð2:27Þ
0 � inct � incmax ð2:28Þ

2.3 Illustrative Example and Discussions

In order to show that time-value-based demand shifting strategy is a cost-effective
tool in the unit commitment problem, a real case study has been selected for
simulations. The standard power system is composed of 10 thermal power plants
[45]. The constant factors related to the generating units are listed in Table 2.1. At the
first case study, the value of the coefficients DSMmax and incmax is considered to be
equal to zero. Hence, the value of the demand increase and decrease will be equal to
zero. In case 1, the demand response program has not been implemented on the unit
commitment problem (2.1)–(2.24). In the second case study, it is supposed that
DSMmax ¼ incmax ¼ 0.25. Hence, a maximum of 25% demand can reduce at peak
hours. Moreover, t1maximum value of load increase at hour t is equal to 25% of the
base demand L0t . The MINLP is solved under the generalized algebraic mathematical
modeling system (GAMS) [46] using the standard branch-and-bound (SBB) solver
[47]. The hourly variations of the electrical demand over the 24-h study horizon is
illustrated in Fig. 2.3.

The optimum generation schedules of the thermal units 2, 4, and 6 in two cases
“case 1: without demand response programs” and “case 2: with demand response
programs” are depicted in Figs. 2.4, 2.5, and 2.6, respectively. In addition, the on and
off status of all units before and after implementation of the load shifting program is
reported in Table 2.2. For instance, it is obvious from Fig. 2.4 that unit 2 is off at
hours 1 and 2 in two cases. But it turns on at hour 3 and remains on until t ¼ 24.
Moreover, the output electrical power of this unit at peak demand period and case
1 increases to satisfy a higher electricity load. After implementation of the DSM
program, it is economic to reduce its power production to 140 MW at peak time
interval (from t ¼ 8 to t ¼ 20) and increase it up to 140 MW at mid- and off-peak
hours (from t ¼ 3 to t ¼ 7 and t ¼ 21 to t ¼ 24).
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According to Fig. 2.5, it is found that when the load management program is not
applied on a multiperiod UC problem, the hourly production pattern of the thermal
power plant 4 changes severely. But it has been flattening by applying the time-
value-based demand response program, as shown in red. Moreover, not only does
this generation station decrease its power at high-demand hours (from t ¼ 8 to
t¼ 21), but also the application of the DSM strategy results in a significant reduction
of its power generation from 412 and 371 MW to 277 MW at hours 1 and 2, respec-
tively. From t ¼ 8 to t ¼ 20, the value of the electrical demand decreases in the case

Fig. 2.3 The daily profile of the electrical load

Fig. 2.4 Optimum generation schedule of thermal unit 2 before and after application of demand
response program
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of the “with demand response program” case. It is expected from constraint (2.28)
that the reduced demand is satisfied at mid�/off-peak load periods. Therefore, the
thermal unit 4 should provide the higher electricity from t ¼ 3 to t ¼ 7 and t ¼ 21 to
t ¼ 24. This leads to flattening of the daily power generation pattern.

Fig. 2.5 Economic operating point of thermal unit 4 without and with implementation of DSM
scheme

Fig. 2.6 Output power of generating unit 6 in two cases: “without demand response program” and
“with demand response program”

48 F. Jabari et al.



Figures 2.3 and 2.6 demonstrate that the output power of the generating unit
6 before implementation of load curve smoothing approach increases at time interval
t ¼ 8 to t ¼ 20 with large-value power consumption. But if the peak-clipping and
valley filling scheme is considered in the optimal scheduling of the committed units,
it will be reduced to 125 MW. From t ¼ 3 to t ¼ 7 and t ¼ 21 to t ¼ 24, the value of
the electrical demand will be increased to supply the shifted power load. In Figs. 2.4,
2.5, and 2.6, the blue curves represent the optimal operating point of the thermal
generating units 2, 4, and 6 before using DSM policies. The red one shows the same
decision variables for the “with demand response program” case. For all power
generating units, the decision variable Pi, t is reduced when the electrical demand is
high and increased at off-peak time interval. This leads to the smooth generation
pattern of power plants. Therefore, their fuel costs are reduced after applying the
DSM program on the UC problem.

Moreover, the load profile before and after application of the demand response
program is compared in Fig. 2.7. The numerical values of the load increase and
decrease are reported in Table 2.3. As obvious from Fig. 2.3, the on-peak electrical
demand occurs from t ¼ 8 to t ¼ 20. In addition, the off-peak load occurs at other

Table 2.2 On and off status
of thermal units before and
after the demand response
approach

Hours

Units

1 2 3 4 5 6 7 8 9 10

1 0 0 1 1 1 0 1 0 1 1

2 1 0 1 1 1 0 1 0 1 1

3 1 1 1 1 1 0 1 1 1 1

4 1 1 1 1 1 1 1 1 1 1

5 1 1 1 1 1 1 1 1 1 1

6 1 1 1 1 1 1 1 1 1 1

7 1 1 1 1 1 1 1 1 1 1

8 1 1 1 1 1 1 1 1 1 1

9 1 1 1 1 1 1 1 1 1 1

10 1 1 1 1 1 1 1 1 1 1

11 1 1 1 1 1 1 1 1 1 1

12 1 1 1 1 1 1 1 1 1 1

13 1 1 1 1 1 1 1 1 1 1

14 1 1 1 1 1 1 1 1 1 1

15 1 1 1 1 1 1 1 1 1 1

16 1 1 1 1 1 1 1 1 1 1

17 1 1 1 1 1 1 1 1 1 1

18 1 1 1 1 1 1 1 1 1 1

19 1 1 1 1 1 1 1 1 1 1

20 1 1 1 1 1 1 1 1 1 1

21 1 1 1 1 1 1 1 1 1 1

22 1 1 1 1 1 1 1 1 1 1

23 1 1 1 1 1 1 1 1 1 1

24 1 1 1 1 1 1 1 1 1 1
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Fig. 2.7 The electrical load profile before and after participation of customers in the DSM scheme

Table 2.3 The values of the
load increase and decrease in
the demand-side management
approach

Time (h) Load increase or decrease (MW)

1 �230.5

2 �160.5

3 182.5

4 255

5 257.5

6 260.5

7 56.5

8 �23.5

9 �133.5

10 �119.5

11 �147.5

12 �171.5

13 �159.5

14 �51.5

15 �23.5

16 �91.5

17 �79.5

18 �173.5

19 �105.5

20 �83

21 108.5

22 180.5

23 192.5

24 260.5
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time intervals. By solving the optimization problem (2.1)–(2.28), the value of the
load increase or decrease at each hour is found in Table 2.3. It is demonstrated that
the on-peak demand is shifted to the low-demand hours. In Table 2.3, the negative
sign refers to the load decrease and the positive one represents the load increase. It is
obvious that from t ¼ 8 to t ¼ 20, the value of the load change is negative and a part
of the electrical demand is shifted to other time intervals. During t ¼ 3 to t ¼ 7 and
t ¼ 21 to t ¼ 24, the off-peak electrical demand has been increased after implemen-
tation of the demand response program, as obvious from Table 2.3 and shown in
Fig. 2.7.

According to Table 2.4, the start-up cost of thermal units after implementation of
demand response programs is decreased from $442 to 0. By implementing the peak-
clipping and valley filling strategy in the electricity consumption pattern, the opti-
mum operating point of the generation units changes in a way that the total fuel cost
reduces from $533,978 to $531,230. Therefore, the objective function is reduced
from $534,420 to $531,230 using the demand response programs. In fact, when the
peak electrical demand is shifted to off-peak load periods, the value of the power
generation of the thermal units is reduced at peak time intervals and increased at
other hours, as seen from Figs. 2.4, 2.5, and 2.6. This leads to a significant reduction
in their fuel costs as well as their optimal generation curves being flattened. In
summary, $3190 cost saving results from incorporation of demand response pro-
grams in the cost-based unit commitment problem.

2.4 Conclusion

In this chapter, a cost-based unit commitment problem was comprehensively
presented to determine the best operating schedule of the conventional generation
stations. The start-up cost, shutdown cost, and fuel cost of the fossil-fuel-based
power plants were introduced as a single objective function and minimized in two
case studies: “without demand response program” and “with demand response
program.” It was found that the optimal generation curve of each thermal unit was
flattened by shifting a part of the peak electrical demand to off-peak load periods.
Therefore, the daily fuel cost and start-up cost of thermal power plants were
decreased, considerably. But shutdown cost in two cases was obtained to be equal
to zero, which reveals the capability of the generalized mathematical algebraic
modeling system software in finding the least operation cost. In future trends, the
value of the incentives, which should be paid to participants in demand-side

Table 2.4 The values of the load increase and decrease in the demand-side management approach

Case
study

Start-up cost
($)

Shutdown cost
($)

Fuel cost
($)

Objective function
($)

Cost saving
($)

1 420 0 533,978 534,420 3190

2 0 0 531,230 531,230
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management strategies, will be considered in the load procurement process. In
addition, the uncertainties of electrical load and renewable energy resources in the
cost-based unit commitment problem can be modeled using the risk-constrained
short-term scheduling methods such as information gap decision theory, game
theory, and robust optimization approach.
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Chapter 3
Hourly Price-Based Demand Response
for Optimal Scheduling of Integrated Gas
and Power Networks Considering
Compressed Air Energy Storage

Mohammad Amin Mirzaei, Morteza Nazari-Heris,
Behnam Mohammadi-Ivatloo, Kazem Zare, Mousa Marzband,
and Amjad Anvari-Moghaddam

Nomenclature

Index

b, b0 Power system buses
i Power plants
j Power demand index
l Gas demand index
L Power lines
m, n Gas system nodes
pl Gas pipeline
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s Scenario index
sp Gas provider
t Time interval

Constants

αingk
Conversion factor of the electric power to the stored air

αwk Conversion factor of the released air to the electric power
αi, βi, γi Fuel consumption coefficients of the power plant i
πmax
m , πmin

m Max/min pressure

Amax
k =Amin

k
Max/min air storage in the CAES

Bn, j, t Marginal benefit of price-responsive shiftable consumer n at time t
Cm, n Constant of pipeline
CBLj, t, s Base value of demand j at time t in scenario s
DRj, t, s Adjustable load j at time t in scenario s
Dj, t, s Power demand
NB Number of buses
NGL Sum of gas demands
NGS Sum of gas suppliers
NS Number of scenarios
NT Sum of time intervals
NU Sum of power plants
Ps Probability of scenario s
Pi

max, Pi
min Max/min capacity of power plant i

PFmax
L Capacity of line L

Rup
i ,Rdn

i
Ramp up/down of power plant i

TOn
i ,TOff

i Minimum up-/downtime of power plant i

Umax
sp ,Umin

sp Max/min natural gas injection

xL Reactance of line L

Variables

δb, t Voltage angle of power system buses
πm, t, s Pressure of gas node m at time t in scenario s
Ak, t, s The stored air in CAES at time t in scenario s
FC
i,t Operation cost of power plant i at time t

Fgasunit
i,t,s

Fuel function of plant i at time t in scenario s

Fpl, t, s Gas flow of pipeline pl at time t in scenario s
Ii, t, s Binary on/off indicator of power plant i at time t in scenario s
IDISk,t,s/I

CH
k,t,s Generation/storage mode of CAES

Ll, t, s Gas demand l at time t in scenario s
Pi, t, s Power supply of plant i at time t in scenario s
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PCH
k,t,s The amount of stored power by the CAES

PDIS
k,t,s The amount of generated power by the CAES

PFL, t Power flow at line L at time t
SUCi, t, s/SDCi, t, s Start-up and shutdown cost of power plant i
Usp, t, s Gas supply of provider sp at time t in scenario s
VW
k,t,s/V

ING
k,t,s Release/store of compressed air in CAES at time t in scenario s

Xon
i,t�1,s,X

off
i,t�1,s On/off time of power plant i at time t in scenario s

3.1 Introduction

The annual gas consumption for supplying electrical energy has been rapidly
increased since 2007 [1]. Emission regulation and power system reliability improve-
ments show great importance in such research area. One fundamental approach for
reliability improvement is to increase the flexibility in system operation. To enhance
this flexibility in power networks, different approaches have been proposed such as
the use of demand response programs [2], integration of energy storage system (ESS)
in the model [3, 4], and the use of flexible gas turbine power plants such as combined
heat and power plants [5, 6]. Gas-fired units are more flexible compared to other types
of plants with fast starting time (i.e., less than 1 h) and ramp rate ability of more than
50 MW/min, while coal-fueled and nuclear type have 4 up to 8 h starting time and
ramp rate of 1 MW/min [7, 8]. From the environmental perspective, gas turbine
power plants produce 50–60%CO2 lesser than coal-fired plants and insignificant SO2

[9]. Natural gas consumption makes gas-fired power generation plants more depen-
dent on the natural gas network, where the shortage of pressure in a gas transmission
line or increase of prices of natural gas can increase power system operation cost.

Recently, according to some considerable improvements in the power industry,
new options have appeared to be employed for energy management purposes. One of
these options is demand-side management service which itself includes various
programs, i.e., time-of-use program according to which some of the load is shifted
from peak time intervals into off-peak ones to make the operating system perfor-
mance the most optimal [10]. Demand response (DR) program is defined as an
efficient method to overcome the issues created in the electrical systems during
on-peak hours. Recently, significant efforts have been made to apply DR programs
in energy systems. In [11, 12], demand response services have been proposed for
electrical consumers in multienergy systems in which various energy couplings have
been provided to make the system performance more flexible. Higher flexibilities of
these energy systems can ease the electricity consumer’s participation in such
proposed demand response services. In [4], the authors have considered DR pro-
grams in providing optimal energy management of micro-grids, where the time-of-
use (TOU) program is employed to shift the power load demand from on-peak hours
to off-peak hours. The profit of the hydrogen storage system and demand response
program (DR) on system operation cost in the SCUC problem has been evaluated in
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[13]. The authors have proposed a novel electricity market model based on an agent-
based DR program in [14] for managing air-conditioning loads, where machine
learning approach is employed. Demand response services can also enhance energy
system performances from the viewpoint of various criteria such as reliability. As an
example, in [15], demand response services have been proposed for energy con-
sumers in the distribution network to make the system performance more economic
and enhance the reliability of the system through reduction of the loss of load index.
In [16], a day-ahead scheduling problem is proposed for price-based DR with
hydrogen energy storage.

Compressed air energy storage (CAES) plant with compressing air via a compressor
and storing it in anunderground storage cavern at low loadhours is one possible solution
for achieving higher system flexibility. Releasing the high-pressure (i.e., over 100 psi)
air at peak load hours enables power production utilizing less fuel. Two types of these
plants are located in Huntorf, Germany, with 290-MW facility in 1978 and McIntosh,
Alabama, with 110-MW capacity in 1991 [17, 18]. An in-hand CAES project with
317-MW capacity in Texas, USA, would be ready to operate in 2019 [19]. In [20, 21],
stochastic security-constrained unit commitment (SCUC) problems have been solved
with the penetration of wind farms and CAES plants, while in [22], the authors have
studied the influence ofCAES on operation costwith the integration ofwind farms. The
authors have proposed a look-ahead operation model for CAES systems considering
DR programs in [23]. In [24], the capability of producing both power and heat from
CAES systems has been studied for increasing the efficiency of storing energy. In this
reference, the optimal operation of the studied advanced adiabatic CAES system is
examined in energy and reserve markets. The participation of CAES systems in real-
time markets has been investigated in [25] considering fast ramping and fast response
abilities of CAES. In [26], a robust bidding strategy problem has been solved for the
participation of CAES in the day-ahead market. This literature has modeled the uncer-
tainty of power price under a robust approach. In [27], a stochastic unit commitment
problem with CAES and DR program has been proposed. In this literature, the con-
straints related to natural gas networks have been ignored. A conditional value at risk
(CVaR)-based stochastic method for maximizing profit of a company consisting of
thermal plants and CAES has been expressed in [28]. An economic assessment of the
merit of employing a CAES system to a renewable-based network as well as a financial
analysis of the system has been accomplished in [29]. In [30], a non-dominated sorting
genetic algorithm has been applied for solving a multiobjective problem in operation of
CAES systems considering two conflicting objectives including round-trip efficiency
and annual total cost saving.

Recently, several research studies have concentrated on integrated gas and
electricity networks. In [31, 32], the dependency of power network on natural gas
is analyzed. A day-ahead scheduling scheme using the stochastic model is proposed
in [6], where the authors solved the SCUC problem considering natural gas trans-
mission limits. The stochastic model includes network load prediction error, line
outage, and generation outage contingencies. The impact of hourly electricity
demand responses on dependency reduction of the electric system to gas has been
studied in the stochastic day-ahead management of coordinated electricity and gas
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networks [2]. In [33], stochastic scheduling of coordinated electricity and gas
systems has been performed to firm the variability of wind. The effect of the
uncertainty of a natural gas supplier and price changes is studied by solving a
two-stage stochastic scheduling problem in [34]. Robust day-ahead management
for coordinated gas and electricity system has been performed to facilitate volatile
renewable generation via power to gas (P2G) [35]. In [36], the influence of distrib-
uted natural gas storage system on the robust operation of an integrated electricity-
natural gas system has been studied. In [37], a two-stage stochastic network
constrained UC has been proposed for multicarrier energy systems.

This study introduces a SCUC problem for integrated electricity and gas systems
with the integration of CAES system and price-based DR program. The main
features of the paper are as follows:

• CAES is utilized to reduce dependency of power system operation cost to
constraints of the gas system.

• Influence of DR programs on operation cost of the integrated energy networks as
well as load profile is investigated.

• Constraints of a natural gas network have been included in day-ahead security-
constrained scheduling of the power system.

• The influence of gas system limits is studied on the hourly participants of
gas-fired plants in the market and power system operation cost.

The rest of this chapter is organized as follows: the problem formulation and the
corresponding concept are provided in Sect. 3.2. Section 3.2.1 provides a full
description of the modified six-bus system and the numerical results. The conclu-
sions are provided in Sect. 3.2.2.

3.2 Problem Formulation

The main objective of a SCUC problem is providing an optimal scheduling of plants
to maximize the social welfare. The proposed objective function considering a
CAES plant is given as (3.1). The first term in (3.1) corresponds to the benefit of
DR providers (DRPs). The second three terms include the fuel cost of generation
plants, start-up and shutdown costs, respectively. The last term corresponds to the
fuel cost of CAES plant in generation mode.

max
XNS
s¼1

Ps

PNP
n¼1

PNT
t¼1

PNJ
j¼1

Bn, j,tdn, j,t,s

�PNT
t¼1

PNU
i¼1

FC
i,t Pi,t,sð Þ þ SUCi,t,s þ SDCi,t,s

� �

�PNT
t¼1

PNK
k¼1

FC
k,t PDIS

k,t,s

� �

2
666666664

3
777777775

ð3:1Þ

This maximization process is subjected to the following constraints.
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3.2.1 Electric Network Constraints

Power generation limits of power plants are as given in (3.2).

Pmin
i Ii,t,s � Pi,t,s � Pmax

i Ii,t,s ð3:2Þ

Increase or decrement in power production of a plant at consecutive periods
depends on the up and down ramp rate of the plant, which is shown in (3.3) and (3.4).

Pi,t,s � Pi,t�1,s � Rup
i ð3:3Þ

Pi,t�1,s � Pi,t,s � Rdn
i ð3:4Þ

Minimum up-/downtime limits of plants are defined in (3.5) and (3.6).

Xon
i,t�1,s � Ton

i

� �
Ii,t�1,s � Ii,t,sð Þ � 0 ð3:5Þ

Xoff
i,t�1,s � Toff

i

� �
Ii,t,s � Ii,t�1,sð Þ � 0 ð3:6Þ

Constraints corresponding to start-up and shutdown cost of a plant i are expressed
as (3.7) and (3.8).

SUCi,t,s � SUi Ii,t,s � Ii,t�1,sð Þ ð3:7Þ
SDCi,t,s � SDi Ii,t�1,s � Ii,t,sð Þ ð3:8Þ

Conversion of compressed air to electric power and vice versa in CAES system is
mentioned by (3.9) and (3.10).

PDIS
k,t,s ¼ αwk V

W
k,t,s ð3:9Þ

PCH
k,t,s ¼ αingk V ING

k,t,s ð3:10Þ

The amount of injected air or released air from a storage system depends on gate
size and pressure limitations that are modeled as (3.11) and (3.12).

VW
k, min I

DIS
k,t,s � VW

k,t,s � VW
k, max I

DIS
k,t,s ð3:11Þ

V ING
k, min I

CH
k,t,s � V ING

k,t,s � V ING
k, max I

CH
k,t,s ð3:12Þ

CAES at each time can only operate in one of the three modes of generation,
storage and no-load states, which is defined in (3.13).

IDISk,t,s þ ICHk,t,s � 1 ð3:13Þ
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The following relations (3.14)–(3.16) model the capacity of CAES system.
Equation (3.14) is related to the quantity of air stored in CAES system at time
t and scenario s, which is limited to its maximum and minimum quantities as defined
in (3.15). At each time period, CAES system has a specific initial capacity at time
t ¼ 0 and final capacity at time t ¼ 24 should be the same as given by (3.16).

Ak,t,s ¼ Ak,t�1,s þ V ING
k,t,s � VW

k,t,s ð3:14Þ
Amin
k � Ak,t,s � Amax

k ð3:15Þ
Ak,0,s ¼ Ak,in,s ¼ Ak,24,s ð3:16Þ

Equation (3.17) shows the power balance in each bus. Power flow from bus b to
b’ is determined by (3.18) while constrained by (3.19).

XNUb

i¼1

Pi,t,s þ
XNKb

k¼1

PDIS
k,t,s �

XNKb

k¼1

PCH
k,t,s �

XNJb
j¼1

d j,t,s ¼
XNLb

l¼1

PFL,t,s ð3:17Þ

PFL,t,s ¼ δb,t,s � δb0 ,t,s
xL

ð3:18Þ

�PFmax
L � PFL,t,s � PFmax

L ð3:19Þ

The constraints related to the DR program are defined by (3.20)–(3.23). Equation
(3.20) indicates the relation between blocks of DR demand and total load of the
system. Moreover, the limitations of blocks of DR demand are defined by (3.21).
The limitation of adjustable load demand is defined by (3.22), and (3.23) indicates
that the total curtailed load is shifted to another time interval [16]:

XNP
n¼1

dn, j,t,s ¼ Dj,t,s � DR j,t,s � CBL j,t,s ð3:20Þ

0 � dn, j,t,s � dmax
n, j,t,s ð3:21Þ

DR j,t,s

�� �� � DRmax
j,t,s ð3:22Þ

XNT
t¼1

DR j,t,s ¼ 0 ð3:23Þ

where the number of levels of DR demand and the associated demand are defined by
n and d. Moreover, DR and CBL indicate the adjustable load and base value. It is
noticeable that base loads do not participate in the DR program.
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3.2.2 Gas Network Constraints

Natural gas transmission network is responsible for transmitting gas from suppliers
to consumers. Any gas network includes several gas wells, gas storage systems, gas
loads, pipelines, compressor, and other devices such as control taps and regulators.
Gas flow within the pipeline is a quadratic function of the end node pressure and is
defined by (3.24) and (3.25). The gas flow direction through the pipeline Fpl, t, s is
determined by �1, which is positive when gas pressure at node m is greater than the
pressure at node n and vice versa.

Fpl,t,s ¼ sgn πm,t,s, πn,t,sð Þ Cm,n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2m,t,s � π2n,t,s
�� ��q

ð3:24Þ

sgn πm,t,s, πn,t,sð Þ ¼ 1 πm,t,s � πn,t,s

�1 πm,t,s � πn,t,s

�
ð3:25Þ

where Fpl, t, s is natural gas flow through the pipeline pl at time t and scenario s and
πm, t, s and πn, t, s are natural gas pressure at nodesm and n. Also, Cm, n determines the
pipeline constant in which it’s value depends on temperature, and the diameter of the
pipeline, fraction and gas composites, natural gas pressure of each node, like the bus
voltage limits in an electric network, varies between the upper limit and lower limit
as given in (3.26).

πmin
m � πm,t,s � πmax

m ð3:26Þ

The delivered natural gas to corresponding nodes by suppliers is limited to
maximum and minimum values as (3.27).

Umin
sp � Usp,t,s � Umax

sp ð3:27Þ

In each node of gas network, the amount of injected gas should be equal to
consumed gas which is modeled as (3.28).

XNGSm
sp¼1

Usp,t,s �
XNGLm

l¼1

Ll,t,s ¼
XNPLm

pl¼1

Fpl,t,s ð3:28Þ

Gas-fired plants and CAES system are the large consumers of gas which are
connected to a natural gas network considering (3.29) and (3.30). Amounts of gas
fuel used by gas-fired power and CAES plants are indicated by (3.31) and (3.32).
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Ll,t,s ¼ Fgasunit
i,t,s ð3:29Þ

Ll,t,s ¼ FCAES
k,t,s ð3:30Þ

Fgasunit
i,t,s ¼ αi þ βiPi,t,s þ γiP

2
i,t,s ð3:31Þ

FCAES
k,t,s ¼ HRk P

DIS
k,t,s ð3:32Þ

where αi, βi, andγi are gas-fueled plant coefficients, and HRk declares the heat rate of
the CAES system.

3.3 Simulation Results

For studying the performance of the introduced model, it is applied and tested on a
six-bus power system [38] integration with a six-node gas network. A day-ahead
stochastic-based SCUC model is performed on the test system taking into account
gas system constraints and CAES plant. A six-bus network consists of three gas-fired
plants, one CAES plant and two loads of different types. The characteristics of the
gas network are also given in [9]. Data for the generation plants, the transmission
lines of the power system, the pipelines of the gas system and gas load table,
characteristics of the nodes in gas pipelines, characteristics of the gas pipelines,
and hourly residential gas load have been reported in Tables 3.1, 3.2, 3.3, 3.4, 3.5,
and 3.6. The SCUC problem is solved in four different cases.

Table 3.1 Characteristics of the generation plants

Unit
α
(MBtu/h)

β
(MBtu/
MWh)

c
(MBtu/
MWh) Pmax Pmin

Initial
status
(h)

Min
down
(h)

Min
up
(h)

Ramp
(MW/h)

G1 176.95 13.51 0.0004 220 100 4 4 4 55

G2 129.97 32.63 0.001 100 10 �3 3 2 50

G3 137.41 17.7 0.005 20 10 �1 1 1 20

Table 3.2 Characteristics of the transmission lines of power system

Branch From bus To bus X (p.u.) Flow limit (MW)

Line 1 1 2 0.17 200

Line 2 1 4 0.258 100

Line 3 2 3 0.197 100

Line 4 2 4 0.140 100

Line 5 3 6 0.037 100

Line 6 4 5 0.037 100

Line 7 5 6 0.018 100
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3.3.1 Solving Deterministic SCUC (Case 1)

Figure 3.1 shows hourly production dispatch of three gas-fueled plants. The cheapest
plant G1 is committed at the whole scheduling item, while the expensive plant G2 is
committed between t¼ 11 and t¼ 22. Also, plant G3, as the second expensive plant,
is dispatched during hours t ¼ 10 to t ¼ 22. Total operation cost in case 1 is equal to
$83,242.6.

Table 3.3 Characteristics of the pipelines of gas system and gas load

Index From node To node C (kcf/Psig) Load no. Node no. Load type

Pipe 1 1 2 50.6 1 1 G1

Pipe 2 2 4 50.1 2 1 Residential gas load

Pipe 3 2 5 37.5 3 3 G3

Pipe 4 3 5 43.5 4 3 Residential gas load

Pipe 5 5 6 45.3 5 2 G2

Table 3.4 Characteristics of the nodes in gas pipelines

Node no. Min pressure (Psig) Max pressure (Psig)

1 105 120

2 120 135

3 125 140

4 130 155

5 140 155

6 150 175

Table 3.5 Characteristics of the gas pipelines

Supplier no. Node no. Min outpout (kcf/h) Max outpout (kcf/h)

1 4 1500 5000

2 6 2000 6000

Table 3.6 Hourly residential gas load

Time
(h)

Residenatial
gas load

Time
(h)

Residenatial
gas load (kcf)

Time
(h)

Residenatial
gas load (kcf)

Time
(h)

Residenatial
gas load (kcf)

1 2439.196 7 2607.496 13 2803.68 19 3055.97

2 2298.944 8 2831.73 14 2663.43 20 3168

3 2186.746 9 2887.83 15 2691.48 21 3112.07

4 2214.96 10 2962.576 16 2747.58 22 3055.97

5 1915.814 11 2859.78 17 2831.73 23 2831.73

6 2635.05 12 2859.78 18 2915.88 24 2579.446
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3.3.2 SCUC Considering Gas System Constraints (Case 2)

The comparison of the hourly dispatch of plants G1 and G2 with case 1 is demon-
strated in Fig. 3.2. As shown in this figure, the limited capacity of gas transmission
lines enforces some limitations on gas consumption of generation plant G1 which
results in a reduction in its power generation. Consequently, the power generation of
plants G2 and G3 is increased. The total operation cost, in this case, is equal to
$86,644.5, which shows $3401.9 increase in cost.

Fig. 3.1 Hourly generation dispatch of gas-fueled power plants

Fig. 3.2 Comparison of hourly generation dispatch of gas-fired power plants in case 1 and 2
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3.3.3 Case 2 with CAES (Case 3)

In this case, a CAES with a 30-MW capacity is located at bus 5. Table 3.7 shows the
characteristics of the CAES system. Based on [19], coefficients αwk and αingk are
assigned as 0.9. The initial capacity of CAES is assumed as 50% of its maximum
capacity. It is obvious from Figs. 3.3 and 3.4 that the CAES system is in generation
mode during off-peak time periods. In these periods, plant G1 produces more power
than case 2, but at other periods specifically at peak hours (i.e., t ¼ 15, 16, and 17),

Table 3.7 Characteristics of
CAES system

Amax
k,t Amin

k,t VW
k, max VW

k, min V ING
k, max V ING

k, min

180 40 30 5 30 5

Fig. 3.3 Generated and stored power by CAES system

Fig. 3.4 Comparison of hourly generation dispatch of gas-fueled power plants in case 2 and 3

66 M. A. Mirzaei et al.



power injection by CAES to the network causes some reduction in power generation
of plant G2 with respect to case 2. This results in daily generation cost reduction. In
this case, the total system operation cost is reduced to $83,276.4.

3.3.4 Case 3 with DR Program (Case 4)

In this case, the effect of DR as well as the CAES is investigated on the operation
cost of the network. The DR includes a demand block with a marginal profit of 45 $/
MWh. It is assumed that 10% of the load participate in price-based DR program.
Figure 3.5 demonstrates the load profile after application of the DR program. As it is
seen in this figure, the load has been shifted from peak hours to off-peak hours,
which reduces the participation of expensive power plants. The cost of the system in
this case is $79,153.52, which is reduced with respect to case 3.

3.3.5 Solving Stochastic SCUC (Case 5)

In this case, network electric load uncertainty is modeled utilizing Monte Carlo
simulation approach. The load prediction error follows a normal distribution func-
tion with a mean value that is equal to the load prediction and a standard deviation of
5% of the mean value. The initial scenario set generated by Monte Carlo (which
represents 1000 loading conditions) is then decreased to five suitable scenarios
utilizing the SCENRED. Such tool includes two reduction methods: the backward
approach and forward approach. The first one takes advantage of the best-expected
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Fig. 3.5 The role of DR on load demand profile of the system
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response time-based performance. Additionally, the obtained results of the forward
approach are more accurate than the backward approach; however, the forward
approach requires higher computation time. SCENRED has the capability of
selecting a desired number of preserved scenarios, which is called Red_num_leaves.
In addition, red_percentage is an option of SCENRED, which works based on the
relative distance between the initial and reduced scenarios. This chapter has used fast
backward reduction approach according to the running time and performance accu-
racy with red_num_leaves factor of 5.

The power generation of power plants G1–G3 for different scenarios has been
reported in Tables 3.8, 3.9, and 3.10. In addition, Tables 3.11 and 3.12 report the
optimal charge/discharge of the CAES system in different scenarios. Daily operation
cost in different scenarios is shown in Table 3.13. As shown in Table 3.13, scenarios
2 and 3 result more operation cost with respect to deterministic case (i.e., case 4).
Total operation cost is equal to $79076.3, which is less than case 4.

3.4 Conclusions

This paper solved a stochastic-based SCUC with CAES plant. Moreover, gas
delivery to gas-fueled power plants and CAES plant is modeled. Considering the
gas system model could result in dispatch of more expensive plants in the energy
provision process and therefore imposes higher daily operation costs. The impact of
CAES plant as a flexible source with high ramp rate on electric network dependency
to natural gas fuel reduction has been studied. Also, it’s impact on the reduction of
expensive unit commitment and power system operation cost has been investigated.
In addition, the role of the DR program in optimal scheduling of integrated energy
networks is studied, and the effect of such programs is investigated on the operation
cost of the system, which shows reduction in such index. Moreover, the influence of
DR on the load demand profile shows that such programs are effective in shifting
demand from on-peak hours to off-peak hours. The numerical results proved the
effectiveness of the introduced concept.
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Table 3.10 Daily power generation of G3 in different scenarios

Time S1 S2 S3 S4 S5 Time S1 S2 S3 S4 S5
1 0 0 0 0 0 13 20 20 20 20 20

2 0 0 0 0 0 14 20 20 20 20 20

3 0 0 0 0 0 15 20 20 20 20 20

4 0 0 0 0 0 16 20 20 20 20 20

5 0 0 0 0 0 17 20 20 20 20 20

6 0 0 0 0 0 18 20 20 20 20 20

7 0 0 0 0 0 19 20 20 20 20 20

8 0 0 0 0 0 20 20 20 20 20 20

9 0 0 0 0 0 21 20 20 20 20 20

10 20 20 20 20 20 22 20 20 20 20 20

11 20 20 20 20 20 23 14.743 16.902 12.531 13.335 11.144

12 20 20 20 20 20 24 12.387 14.713 10.422 11.009 10.865

Table 3.11 Daily power charge of CAES in different scenarios

Time S1 S2 S3 S4 S5 Time S1 S2 S3 S4 S5
1 9.624 16.456 11.551 10.85 12.76 13 0 0 0 0 0

2 9.448 8.461 9.17 9.271 8.929 14 0 0 0 0 0

3 15.976 14.738 15.627 15.754 15.341 15 0 0 0 0 0

4 20.004 18.61 19.611 19.753 19.696 16 0 0 0 0 0

5 19.669 18.289 19.28 19.421 18.969 17 0 0 0 0 0

6 14.179 13.01 13.849 13.969 13.576 18 0 0 0 0 0

7 0 0 0 0 0 19 0 0 0 0 0

8 0 0 0 0 0 20 0 0 0 0 0

9 0 0 0 0 0 21 0 0 0 0 0

10 0 0 0 0 0 22 0 0 0 0 0

11 0 0 0 0 0 23 0 0 0 0 0

12 0 0 0 0 0 24 0 0 0 0 0
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Chapter 4
Energy Management of Hybrid AC-DC
Microgrid Under Demand Response
Programs: Real-Time Pricing Versus Time-
of-Use Pricing

Ramin Nourollahi, Kazem Zare, and Sayyad Nojavan

Nomenclature

Index

n Index of PHEV
t Index of time

Parameter

αdcharge The coefficient of PHEVs’ discharging (P.U.)
ηAC‐DC Rectifier efficiency (P.U.)
ηDC‐AC Inverter efficiency (P.U.)
ηDG Efficiency of DG unit (P.U.)
CO & M The cost of maintenance and operation of DG ($)
DRmax Maximum participant load in DRP (%)
HR Heat rate of natural gas (kWh/m3)
Incmax Maximum load that can be increased (kW)
load0t Initial load (kW)
LoadAC(t) AC load at time t (kW)
LoadDC(t) DC load at time t (kW)
LoadTotal(t) Load at time t (kW)
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Pav Average electricity demand
Pconv Converter nominal power (kW)
PDG, max Maximum power of DG unit (kW)
PPV(t) Generated power in PV panels at time t (kW)
PWT(t) Generated power in wind turbine at time t (kW)
PRfuel The fuel price ($)
PRsell Selling price to the external grid ($/kWh)
PRTOU(t) TOU prices at time t ($/kWh)
PEVn

charge, max Maximum charged power of PHEV (kW)
PEVn

dcharge,max Maximum discharged power of PHEV (kW)
PGmax Maximum exchange power through external grid (kW)
QEVn Capacity of PHEV (kWh)
RR Ramp rate of DG unit (kW/h)
SOCn

min Minimum state of charge of PHEV (kWh)
SOCn tnarr

� �
PHEV SOC at the time of arrival (kWh)

SOCn tndep

� �
PHEV SOC at the time of departure (kWh)

SOCn
in Input state of charge of PHEV (kWh)

SOCn
out PHEV state-of-charge output (kWh)

Binary Variables

Xn
charge Binary variable for PHEV’s charging at time t

Xn
dcharge Binary variable for PHEV’s discharging at t

XAC‐DC(t) Binary variable for AC to DC converted power at time t
XDC‐AC(t) Binary variable for DC to AC converted power at time t
XGin(t) Binary variable for external grid purchased power at time t
XGout(t) Binary variable for sold power to external grid at time t

Variables

DRt Potential of DRP execution (%)
F(t) Gas consumption at time t (m3)
inct Amount of increasing load in DRP (kW)
ldrt Shiftable load at time t (kW)
loadinct

Load increased in DRP (kW)

loadtRTP Load demand considering real-time pricing of DRP
loadtTOU Load demand considering time-of-use pricing of DRP (kW)
PDG(t) Power generation by DG units at time t (kW)
PAC‐DC(t) AC to DC converted power at time t (kW)
PDC‐AC(t) DC to AC converted power at time t (kW)
PEVn

charge tð Þ Charging power of PHEV at time t (kW)
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PEVn
dcharge tð Þ Discharging power of PHEV at time t (kW)

PGin(t) Purchased power from external grid at time t (kW)
PGout(t) Sold power to external grid at time t (kW)
SOCn(t) State of charge of PHEV at time t (P.U.)

4.1 Introduction

Microgrid (MG) is a distributed system with various distributed generators such as
renewable generation units, storage system, microturbine, and controllable loads
which can be operated in two modes connected to the upstream grid or isolated
[1, 2]. The new design of microgrids, which is called H-AC-DC-MG, has recently
become popular in power systems, because the H-AC-DC-MG can feed AC and DC
loads individually and also have fewer losses than the C-AC-MGs. In addition,
H-AC-DC-MG does not need a separate converter to feed DC loads. So, H-AC-DC-
MG can be a serious competitor for C-AC-MGs.

4.1.1 Literature Review

The microgrid can be categorized into two types of AC and DC based on the type of
supply voltage. The use of AC microgrid is more common because of its prevalence
[3]. However, the main advantage of DC microgrid is that it supports better DC
power output of DC units such as photovoltaic system and PHEVs. In addition, DC
loads can be fed with lower losses [4]. Recently, a new type of microgrid has been
introduced that has one or more AC and DC microgrids. In addition, all the benefits
mentioned above are combined. References [5, 6] describe the common topology of
H-AC-DC-MG and compare them to conventional networks.

Distributed resources such as generators and storage systems depending on their
type of voltages are jointed to the corresponding bus. AC-DC converters enable
power exchange among the AC and DC buses. In [7, 8], planning of a H-AC-DC-
MG has been performed. Planning problems consist of minimum generation, cost of
distributed energy resources (DER), determining the feeder type (i.e., AC or DC),
and the optimal location of each DERs. In [9], the problem of optimal microgrid
performance is solved by implementation of renewable energy resources, storage
systems, and exchanged power between the AC and DC grid. Also, maintaining the
state of charge (SOC) in batteries is the right strategy for optimal operation of the
mentioned problem. Power management strategies for a hybrid AC/DC microgrid
system are proposed in [10]. In [11], a new operation model is introduced for the
H-AC-DC-MG which consisted of system-based and device-level H-AC-DC-MG.
In [12], robust optimal power management of the system is proposed for a
H-AC-DC-MG in which the power flow in the microgrid is controlled by solving
the optimization problem.
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The penetration of renewable energy sources, especially the photovoltaic system,
has led to the prevalence use of the AC-DC microgrid. The economic and environ-
mental analysis of renewable energy sources has been done in [13–15]. In addition,
the penetration of storage systems, including battery storages and PHEVs, has
increased in microgrid in recent years. In [16], a novel method for energy manage-
ment for PHEV has been introduced. Also, impacts of PHEV on the cost and
pollution have been evaluated in [17].

The existence of flexible loads in microgrid has led to many advantages, in which
one of the advantages is the use of DRP. Demand response program (DRP) can be an
option to reduce costs in the H-AC-DC-MG. Reference [18] shows the positive
effect of DRP on the economic performance of microgrid in the presence of flexible
loads. Therefore, multiple types are presented in literature for DRP such as time-of-
use (TOU) and real-time pricing (RTP). In [19], the effects of DRP on the total cost
of the smart grid are analyzed and their formulation has been introduced. In [20], a
time-based type and incentive-based type of DRP are used in a smart grid to reduce
total cost.

According to the reviewed literature, it can be concluded that the work done for
the H-AC-DC-MG is very low. As far as we know, in few articles, the optimal
operation issue of H-AC-DC-MG has been addressed. Also, any article does not
focus on RTP of DRPs in H-AC-DC-MGs.

4.1.2 Novelty and Contribution

The DC network along with the AC network is intended to increase the efficiency of
the storage and photovoltaic system. The DC voltage generated by the photovoltaic
system is transmitted by the DC network and stored directly in the storage system. In
addition, according to loss reduction, the operation cost reduction is the main
advantage of this plan that will be proven in this chapter. Also, TOU and RTP of
DRPs can be used as useful options to reduce cost. Therefore, this novelty and
contributions section is summarized as follows:

1. DC link is used to increase efficiency of microgrid operation.
2. PHEVs are used for flexible use of renewable resources in the microgrid.
3. Time-of-use pricing of DRP is proposed to manage peak load in order to reduce

the operation cost of the microgrid.
4. In order to reduce the MG operation cost, real-time DR has been proposed.

4.1.3 Chapter Organization

The rest of this chapter is categorized as follows: Introduction of hybrid AC-AC
microgrid and C-AC-MG topologies is proposed in Sect. 4.2. The problem formu-
lation of both microgrids, which consist of operation, cost minimization, and
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relevant constraints, is introduced in Sect. 4.3. In Sect. 4.4, both types of DRP
formulation including RTP and TOUmodeling are proposed in Section 4.5. The case
study section which includes obtained results and input data will be presented in
Sect. 4.6. Finally, the conclusions will be provided in Sect. 4.6.

4.2 Topology Introduction of Hybrid AC-AC Microgrid

Two topologies for supplying demand are presented in this chapter. These two
topologies include the convention AC microgrid and H-AC-DC-MG. The structure
of these two topologies is described as follows:

4.2.1 Conventional AC-MG

This topology is an AC network wherein power is generated by AC generators, as
well as by renewable energy resources (wind turbine and photovoltaic system),
which is transmitted by the use of AC bus and DC loads as well as charging
PHEVs. In addition, the external grid is used to maintain power balance in the AC
network. The schematic of this topology is shown in Fig. 4.1.

4.2.2 Hybrid-AC-DC-MG

H-AC-DC-MG has provided many benefits to distribution networks. Power loss
reduction and easy provision of DC loads are the main benefits of this topology. DC
resources such as a photovoltaic system which uses DC bus provide the DC loads
and required energy of PHEVs. Also, AC resources such as the wind turbine and AC
generators, using AC bus, provide the AC loads. Between the AC and DC buses,
there is a converter for the electrical connection between the two buses. In addition,
the external grid is used to maintain power balance in the AC network. The
schematic of this topology is shown in Fig. 4.2.

4.3 Problem Formulation

In this section, the formulation of the C-AC-MG and H-AC-DC-MG will be
provided. By solving the scheduling problem, the power generated by DG units
and charge/discharge rate of PHEVs, as well as the power purchased from the
external network in the considered time horizon, will be determined.
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4.3.1 Objective Function

In this chapter, minimizing the overall operation cost is the objective function of the
microgrid in both topologies. The mathematical model for objective function is
presented in Eq. (4.1)

OC ¼
X24
t¼1

PGin tð Þ � PRTOU tð Þ
�PGout tð Þ � PRsell

þ F tð Þ � PRFuel þ CO&Mð Þ
P10
n¼1

PEVn
dcharge tð Þ � PRTOU tð Þ � αdcharge

� �
�PEVn

charge tð Þ � PRTOU tð Þ

0
@

1
A

2
66666664

3
77777775

ð4:1Þ

The first term of Eq. (4.1) represents the cost of power purchased from the external
grid. In addition, the second term of Eq. (4.1) shows the revenue from the surplus

Total Load

AC BUS

DRP

1. RTP
2. TOU

Wind Turbine

PV Panels

PHEV

External grid

DG Units

Fig. 4.1 The structure of C-AC-MG
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power which is sold to the external network. The third part shows the operation
cost of DGs, which includes the cost of fuel and the maintenance cost of the
microturbines. The fourth term also shows the cost of the discharge of PHEV and
obtained revenues from charging them.

Problem constraints can be categorized as follows:

4.3.2 C-AC-MG Constraint

The C-AC-MG constraints, which include the power balance equation and AC unit
constraints, are presented in this section.

4.3.2.1 Power Balance Constraint

Equation (4.2) presents the power balance constraint for C-AC-MG.

AC BUS DC BUS

External grid

Wind Turbine

Solar Panel

PHEV

Converter

DG Units

AC Load

DRP

1. RTP
2. TOU

DC Load

DRP

1. RTP
2. TOU

Fig. 4.2 The structure of H-AC-DC-MG
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ηDC‐AC PWT tð Þ þ PPV tð Þ þ
XN
n¼1

PEVn
dcharge tð Þ

" #
þ PDG tð Þ þ PGin tð Þ ¼

LoadTotal tð Þ þ
XN
n¼1

PEVn
charge tð Þ þ PGout tð Þ

ð4:2Þ

where

LoadTotal tð Þ ¼ LoadAC tð Þ þ LoadDC tð Þ
ηAC‐DC

ð4:3Þ

In Eq. (4.3), due to the connection of the DC load to the AC bus, the rectifier
losses are considered in the second term of the right side of Eq. (4.3).

4.3.2.2 DG Unit Constraint

DG units are AC generators that use fossil fuels, convert them to electricity, and have
various mechanical and electrical constraints. These constraints can be expressed as
follows:

0 � PDG tð Þ � PDG,max ð4:4Þ
0 � PDG t þ 1ð Þ � PDG tð Þ � RR ð4:5Þ
PDG tð Þ ¼ F tð Þ � HR� ηDG ð4:6Þ

Equation (4.4) expresses the maximum and minimum power generation of the DG
units. Equations (4.5) and (4.6) indicate the ramp-up and ramp-down constraints of
DG units, respectively. Equation (4.7) expressed the output power delivered to the
AC bus.

4.3.2.3 PHEV Constraint

The constraints of PHEV can be expressed as follows:

0 � PEVn
charge tð Þ � Xn

charge tð Þ � PEVn
charge, max tð Þ ð4:7Þ

0 � PEVn
dcharge tð Þ � Xn

dcharge tð Þ � PEVn
dcharge, max tð Þ ð4:8Þ

Equations (4.7) and (4.8) expressed the charge/discharge limits of the PHEVs.
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Xn
charge tð Þ þ Xn

dcharge tð Þ � 1, tnarr � t � tndep
Xn
charge tð Þ ¼ Xn

dcharge tð Þ ¼ 0, otherwise

(
ð4:9Þ

Equation (4.9) defined that the battery can only be charged/discharged at any
moment in the parking. Also, Eq. (4.9) states that the battery cannot charge/
discharge when PHEV is not parked.

The SOC of PHEV’s battery constraints can be formulated as follows:

SOCn
min � SOCn tð Þ � 1 ð4:10Þ

SOCn t þ 1ð Þ ¼ SOCn tð Þ þ PEVn
charge tð Þ � PEVn

charge tð Þ
QEVn ð4:11Þ

SOCn tnarr
� � ¼ SOCn

in ð4:12Þ

SOCn tndep

� �
¼ SOCn

dep ð4:13Þ

SOC range is limited according Eq. (4.10). In addition, SOC of batteries at time
t can be calculated from Eq. (4.11). PHEV’s SOC at each time is the different
amounts determined at arrival and departure time from the parking, according to
Eqs. (4.12) and (4.13).

4.3.2.4 Constraint of Traded Power with the Grid

Microgrid can buy power from the upstream grid and also sell its surplus power to
the upstream grid. Constraints of buy and sell power came as follows:

0 � PGin tð Þ � Xin tð Þ � PGmax ð4:14Þ
0 � PGout tð Þ � Xout tð Þ � PGmax ð4:15Þ

Xin tð Þ þ Xout tð Þ � 1 ð4:16Þ

Equations (4.14) and (4.15) are the constraints of buy and sell powers from and to
the grid. Also, Eq. (4.16) shows that buying and selling power cannot happen at the
same time.

4.3.3 H-AC-DC-MG Constraint

The H-AC-DC-MG has two power balance constraints, which are defined for AC
bus and DC bus. In the following the H-AC-DC-MG constraints will be provided.
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4.3.3.1 AC Bus Power Balance Constraint

PDG tð Þ þ PGin tð Þ þ PDC‐AC tð Þ � ηDC‐ACð Þ
¼ LoadAC tð Þ þ PGout tð Þ þ PAC‐DC tð Þ ð4:17Þ

According to Eq. (4.17), input power to AC bus which includes power generated
in DG units, input power from the external grid, and converted power from the DC
bus should be equal to output power from the AC bus which includes AC load,
power sold to the external grid, and rectified power to the DC bus.

4.3.3.2 DC Bus Power Balance Constraint

PWT tð Þ þ PPV tð Þ þ
XN
n¼1

PEVn
dcharge tð Þ þ PAC‐DC tð Þ � ηAC‐DCð Þ

¼ LoadDC tð Þ þ
XN
n¼1

PEVn
charge tð Þ þ PDC‐AC tð Þ

ð4:18Þ

According to Eq. (4.18), input power to the DC bus, which includes power
generated in wind turbine and PV panels, discharged power from PHEV’s battery,
and rectified power from AC bus, should be equal to output power from the AC bus
which includes DC load, charged power to PHEV’s battery, and converted power to
the AC bus.

4.3.4 Converter Constraint

The converter is installed between the AC and DC bus, which enables the power
exchange between the two buses. Equations (4.19)–(4.21) present the constraint of
the converter.

PAC‐DC tð Þ � XAC‐DC tð Þ � Pconv ð4:19Þ
PDC‐AC tð Þ � XDC‐AC tð Þ � Pconv ð4:20Þ
XAC‐DC tð Þ þ XDC‐AC tð Þ � 1 ð4:21Þ

Equations (4.19) and (4.20) define the maximum power exchanged in each mode
of converter (AC/DC of DC/AC modes). Also, Eq. (4.21) shows that the converter
can be charged or discharged at any time.
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4.3.4.1 Other Constraints of H-AC-DC-MG

Constraints (4.4)–(4.16) of C-AC-MG can also be considered for H-AC-DC-MG.

4.4 DRP Modeling

DRPs are used in order to reduce operation costs of MG. In this chapter, two types of
DRP are used, which include TOU and RTP. The description and formulation of
these DRPs are presented in the following subsections.

4.4.1 TOU of Demand Response Program

The TOU program is a time-based DRP which changes prices at different times. In
addition, in TOU DRP incentives may be provided to consumers to shift their loads
from peak times to off-peak times. It should be noted that the shifted load is limited,
in which in this chapter 15% of base load are considered (DRmax¼ 15%). This type
of DRP is modeled in Fig. 4.3.

According to Fig. 4.3, at any peak time, some of the load can be shifted, which is
called ldr. The mathematical model of this figure is presented in (4.22) and (4.23).

ld
r(t

)+
(1

-D
R

(t )
)×

L
oa

d
(t)

(1
-D

R(
t ))

×L
oa

d
(t)

Ldr(t)

Fig. 4.3 Load model
considering TOR DRP
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loadtTOU ¼ 1� DRtð Þ � load0t þ ldrt ð4:22Þ
load0t � loadtTOU ¼ DRt � load0t � ldrt ð4:23Þ

In Eqs. (4.22) and (4.23), load0t shows the base load in the considered time
horizon, and loadtTOU is the amount of load after shifting load operation. DRt is the
percentage of DR at each time t. Also, the other constraints are presented as follows:

XT
t¼1

ldrt ¼
XT
t¼1

DRt � load0t ð4:24Þ

loadinct � inct � load0t ð4:25Þ
DRt � DRmax ð4:26Þ
inct � incmax ð4:27Þ

Equation (4.24) expresses that the shifted load in the time horizon is equal to the
total load increased in the time horizon. Also, Eq. (4.25) shows that the load increase
at any time is lower from the total load increase. Equations (4.26) and (4.27) show
the maximum amount of reduction and increase in load at any time.

4.4.2 RTP of Demand Response Program

RTP like TOU is a pricing method for changing the consumption time of consumers.
In this type of pricing (RTP), the price is proportional to the price of the wholesale
market. Economists believe that RTP is the most suitable DRP for the competitive
electricity market. The formulation of this DRP type is expressed as follows [19]:

Wd ¼
X24
t¼1

load0t ð4:28Þ

Pav ¼ Wd

24
ð4:29Þ

γt ¼ load0t
Pav

ð4:30Þ

Equation (4.28) shows that theWd is equal to the total load in the considered time
horizon (one day). Equation (4.29) shows the average electricity demand and
Eq. (4.30) expresses the float factor of real-time pricing (RTP).

The RTP is expressed in Eq. (4.31). Also, the maximum and minimum bound of
this price are shown in Eq. (4.32).
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PRt
RTP ¼ γt � PRt

TOU ð4:31Þ
PRmin

RTP � PRt
RTP � PRmax

RTP ð4:32Þ

The load demand formulation for RTP can be shown as follows using Refs.
[21, 22].

loadtRTP ¼ load0t þ E � load0t
PRt

RTP � PRt
TOU

PRt
TOU

� �
ð4:33Þ

Considering Eq. (4.33), E is the elasticity of demand price in the RTP type of DR,
which is considered �0.5. load0t is the primary demand, PRt

TOU is the TOU prices,
and PRt

RTP is the RTP prices of electricity.

4.5 Case Study

To study the effects of the proposed topology, a four-story university building [23] is
considered. This building has an air-conditioning system, lighting, computer, and
laboratory supplies. Figure 4.4 shows both the AC and DC loads in this university
building. The existing power resources include the DG units, wind turbines, and PV
arrays, with a capacity of 40 kW, 25 kW, and 25 kW, respectively. Ten electric
vehicles are trafficking to the parking which include specifications like arrival/
departure time and related SOCs, as presented in Table 4.1. Also, this microgrid
can be used as an upstream grid to supply their power shortages and sell excess
power. Other information of DGs, PHEVs, and converters is proposed in Table 4.2.
In addition, natural gas is used to generate power in DGs purchased in the price of
0.328 USD/m3 [24]. Also, Fig. 4.5 shows the sale price to the external grid and time-
of-use rate.
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Here, the obtained results from solving the problem are presented in Table 4.3 in
two types of microgrids (H-AC-DC-MG and C-AC-MG) which show the impor-
tance of H-AC-DC-MGs. According to Table 4.3, it can be concluded that the
cost reduction due to the use of H-AC-DC-MG is more than the C-AC-MG in the
presence of various DRPs. Cost reduction in H-AC-DC-MG compared to the C-AC-
MG is 15.7% in the no DRP mode and 17.17% and 25.18 % for the use of TOU and
RTP, respectively. In addition, according to Table 4.3, it can be seen that the total

Table 4.1 Required traffic data of PHEV

PHEV no. tarr(h) tdep(h) SOCin SOCout

1 7 20 0.8 0.8

2 8 18 0.2 1

3 8 17 0.5 0.9

4 9 14 0.8 0.3

5 9 17 0.4 1

6 9 17 0.35 0.9

7 9 18 0.5 0.9

8 10 18 0.7 0.7

9 10 19 0.85 0.3

10 11 20 0.4 0.9

Table 4.2 More required data

DG unit PHEV’s battery Converter

ηDG 0.35 QEVn 5(kWh) Pconv 40 (kW)

RR 20 (kW/h) PEVn
charge, max 1.1(kW)

CO & M 0.03 (USD/h) PEVn
dcharge,max 2.45(kW) ηAC‐DC 0.9

HR 10.78 (kWh/m3) SOCn
min 0.2 ηDC‐AC 0.85
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operation cost of C-AC-MG has been reduced to 7.1% and 42.1% due to the use of
TOU and RTP, respectively. Also, in H-AC-DC-MG, operation cost reduction is
8.1% and 53.89%, due to the use of TOU and RTP, respectively.

According to Fig. 4.6, the effect of DRP on the C-AC-MG is obtained. It should
be noted that due to the comparison of the university load curve with the residential
load curve, the effects of both RTP and TOU on the university load curve will be
significant. In Fig. 4.6, it can be seen that the DRP has a great effect on the total load
curve of the university. It is also seen that the impact of RTP is more than the TOU.

In Fig. 4.7, the microgrid load is separated in terms of the AC and DC loads of
H-AC-DC-MG. According to Fig. 4.7, the effects of RTP on AC and DC loads are
significant and make the AC and DC load curve more smoother. In addition, the
effects of TOU and RTP on the AC and DC loads are observable and have an equal
effect on both loads.

One of the positive effects of DRP in the H-AC-DC-MG is less use of the
converter to convert AC to DC and DC to AC. Figure 4.8 shows the converted
power in the converter. As shown in Fig. 4.8, the conversion power from DC to AC
is zero which is due to the use of DRP. Also, the power converted from AC to DC is
reduced due to the use of DC, in which reduction in the conversion power using RTP
is greater than the TOU.

Table 4.3 Comparison results of operation cost of microgrids

Parameters

C-AC-MG H-AC-DC-MG

No
DRP TOU RTP

No
DRP TOU RTP

Total cost 85.206$ 79.551$ 59.923$ 73.432 67.892 47.866

Cost reduction versus no DRP 0 7.1% 42.1% 0 8.1% 53.89%

Cost reduction versus
C-AC-MG

0 0 0 15.7% 17.17% 25.18%
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The battery status of hybrid vehicles is also shown in Fig. 4.9 at various times.
According to Fig. 4.9, the DC loads in the H-AC-DC-MG cause a change in the
performance of the hybrid vehicles. In addition, use of DRP reduces hybrid vehicle
charging at the market price at peak periods. It can be seen that even the time of
charging and discharging the battery in the hybrid microgrid is different from that of
the conventional microgrid. It can be also seen that the effect of RTP is greater than
the TOU. According to Fig. 4.9, the hybrid vehicles are charged at the off-peak
periods of DC loads and discharged at the DC load peak periods.

Fuel consumption and power generated by the DG units are also shown in
Fig. 4.10. According to this figure, the use of DRP, fuel consumption, and power
generated by the DG units are reduced, in which fuel consumption and power-
generated reduction using RTP are greater than the TOU and no DRP mode. Also, in
the three modes (no DRP, TOU, and RTP), fuel consumption in conventional MG is
more than the H-AC-DC-MG.
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One of the DRP advantages in the H-AC-DC-MG is reducing the power to trade
upstream grid, as indicated in Fig. 4.11. According to this figure, in the university,
peak period power is purchased from the external grid, and at the pool market, peak
time power is sold to the external grid. Also, it can be seen that the power exchange
to the external grid by the use of RTP is less than the TOU and no DRP and use of
TOU is less than the no DRP.

4.6 Conclusion

H-AC-DC-MG is a new design of microgrid, which is introduced in the electricity
network to reduce power procurement cost. In this chapter, a H-AC-DC-MG is
introduced and then compared to C-AC-MGs. In addition, two famous types of DRP
are used to reduce the cost of H-AC-DC-MG. These DRPs are RTP and TOU.
According to the obtained results, total operation cost of H-AC-DC-MG has been
reduced to 8.1% and 53.89% and to 7.1% and 42.1% in C-AC-MG, due to the use of
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TOU and RTP, respectively. In addition, the amount of cost reduction in the
H-AC-DC-MG is greater than the C-AC-MG. In addition, the percentage of cost
reduction in H-AC-DC-MG than the C-AC-MG is equal to 5.1%, 17.17%, and
25.81% due to the effect of no DRP, TOU, and RTP modes, respectively. Also,
power converted losses in the H-AC-DC-MG are less than the C-AC-MG. In
addition, fuel consumption of DG units and exchange power with external grid in
the H-AC-DC-MG are less than the C-AC-MG. So it can be computed that the use of
H-AC-DC-MG is cost-efficient with lower loss than the C-AC-MG. Therefore,
H-AC-DC-MG can be replace with the C-AC-MG.
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Chapter 5
Distribution Feeder Reconfiguration
Considering Price-Based Demand Response
Program

Ehsan Hooshmand and Abbas Rabiee

Nomenclature

Sets and Indices

b, b0 Index for network buses
l Index for network feeders
Sb Set of all network nodes
Sdr Set of nodes participating in demand response
Sl Set of lines in distribution network
St Set of time periods
t Index for operation intervals

Variables

ϑb, t Demand response decision variable of bus b at time period t
Bidrb Binary decision variable indicating whether bus b participates in DR or

not
Bipvb Binary decision variable for installation of PV at bus b
Birl Binary decision variable to model the on/off status of feeder l
Biwb Binary decision variable for installation of WT at bus b
CENS Cost of energy not supplied ($)
ENSt Energy not supplied at time period t ($/h)
Il, t Current flowing through the line l at time t (pu)

E. Hooshmand · A. Rabiee (*)
Electrical Engineering Department, University of Zanjan, Zanjan, Iran
e-mail: e.hooshmand@znu.ac.ir; rabiee@znu.ac.ir

© Springer Nature Switzerland AG 2020
S. Nojavan, K. Zare (eds.), Demand Response Application in Smart Grids,
https://doi.org/10.1007/978-3-030-32104-8_5

95

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32104-8_5&domain=pdf
mailto:e.hooshmand@znu.ac.ir
mailto:rabiee@znu.ac.ir


P=Qð ÞDb,t Active/reactive demand of bus b at time period t with demand response
(pu)

P=Qð ÞGb,t Active/reactive power generation in bus b at time period t (pu)

P=Qð Þnetb,t
Net active/reactive power injection to bus b at time period t with demand
response (pu)

P=Qð Þpvb,t Active/reactive power injection of bus b at time period t with PV (pu)

P=Qð Þwb,t Active/reactive power injection of bus b at time period t with WT (pu)
TOC Total operation cost ($)
Vb, t Voltage magnitude at bus b at time t (pu)

Parameters

βþb , β
�
b Coefficients for modeling the lower/upper limits of wind turbine

reactive power output
λl Failure rate of branch l [failures/year]
Γw/pv Rated active power of WT and PV connected to bus b (pu)

Φw=pv
t

Forecasted output of WT and PV at time period t(%)

ϑmax =min
b

Maximum/minimum demand flexibility at bus b(%)

Imax
l Maximum feeder of l capacity
ℵdr
t Energy rate of DR at time t in day-ahead market ($/MWh)

ℵpv
t Energy rate of PV at time t in day-ahead market ($/MWh)

ℵups
t Pool market price at time t in day-ahead market ($/MWh)

ℵw
t Energy rate of WT at time t in day-ahead market ($/MWh)

Ndr Maximum number of nodes allowed to participate in demand response
Npv Maximum number of nodes allowed to install the PV
Nw Maximum number of nodes allowed to install the wind plant

P=Qð ÞD0b,t Initial active/reactive demand of bus b at time period t without demand
response (pu)

Rl Resistance of line l
Ul Average repair time of branch l [h]
Vmin/max Maximum/minimum voltage magnitude
VOLLt Value of lost load at time t ($/MWh)
Xl Reactance of line l

Abbreviations

CENS Cost of energy not supplied
DFR Distribution feeder reconfiguration
DERs Distributed energy resources
DG Distributed generation
DR Demand response
DS Distribution system
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DSO Distribution system operator
MISOCP Mixed-integer second-order cone programming
PV Photovoltaic
RESs Renewable energy sources
TOC Total operation cost
WT Wind turbine

5.1 Introduction

5.1.1 Background and Motivations

Due to the rapid increase in the demand for electricity, as well as the need for higher
reliability, better power quality, voltage profile enhancement, and total cost minimi-
zation in distribution systems (DSs), more attention is paid to distributed energy
resources (DERs). On the other hand, RESs such as photovoltaic (PV) cells and wind
turbine (WT) generators are expected to play an important role in the future
electricity sector and low cost/emission energy systems. The principal aim of any
energy supply system is to procure sustainable and reliable energy for the customers
[1]. Usually DSs are relatively less expensive than a transmission system and the
outages in a typical DS have localized effects [2]. However, the DS is the main
source of energy supply interruption to the end users, and more attention should be
paid to its reliability enhancement [3]. Some methods and tools are used to improve
reliability, mainly including DS automation, well-designed and coordinated protec-
tion schemes, proper reclosing and switching, fault prediction approaches, and well-
organized and fast repair teams [4]. Besides, by optimal allocation of DERs such as
WTs, PVs, and DR as well as distribution feeder reconfiguration (DFR), more
flexibility in DS operation could be attained.

5.1.2 Literature Survey

Many researchers focused on DFR impacts on DS operation over the last several
decades [5–7]. It is shown that DFR is an effective tool to power loss reduction [8],
load balancing [9], etc. Consideration of reliability as an objective for DS operator
(DSO) has been explored in several researches. In [3, 4, 10], the DFR is introduced
as a promising operational strategy to be considered together with the aforemen-
tioned aims, taking into account the enhancement of reliability. DFR has a key role
in improvement of network flexibility. On the other hand, efficiency of DFR depends
on the ability of DSO to control the sectionalizer switches. In planning studies,
sectionalizers in DFR are mostly manual switches [11]. But in operation studies, by
using remotely controlled sectionalizers, the topology of the grid could be changed
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in a short time period by DSO. The DFR method proposed in [12] is used for
operation and coordination of a protective device in DS. In [13], the total operation
cost of a microgrid is minimized by performing the jointly optimal generation
scheduling and optimal DFR on a day-ahead market. The energy storage system
(ESS) planning proposed in [14] is used to minimize the operation cost of DS with
regard to the hourly topology change of the grid, by using the hourly DFR. Also the
operation and planning indices are evaluated in [15] with regard to the presence or
absence of DFR, RESs, and DR.

Optimal WT, PV, and DR placement and scheduling have been proposed in
different literatures under different loading conditions by considering different
objectives. For example, in [16, 17] a robust model is proposed for optimal alloca-
tion of renewable energy sources, energy storage systems, and demand response in
DSs via uncertainty management techniques. The optimal placement of these tools
by considering the aims such as load margins as well as voltage stability improve-
ment of network is analyzed [18]. Also, [19] determines the optimal size and location
of wind farms (WFs) using a sensitivity analysis to enhance voltage stability. It is
evidently observed from the above literature review that some traditional objective
functions such as active/reactive power losses, voltage deviation, and total cost are
the main goals.

Recently, DR or load flexibility has been offered by electricity utilities to
encourage consumers to participate in the demand-side management program that
is advantageous from system and customer viewpoints [20]. Various techniques of
DR programs are on-peak cutting, off-peak filling, and load shifting [20, 21]. In the
on-peak cutting mechanism, the load increase is prevented from predetermined level
during the on-peak period by removing load. Also off-peak filling is a technique to
increase the demand by using energy storage devices (such as ESS and electric
vehicles) in the off-peak period. Finally, in the load shifting mechanism, in order to
change the energy consumption times to the desired interval for DSO, the load is
shifted from on-peak to off-peak period, without any elimination in the total load
demand of the customer within the considered interval. The relevant researches have
shown that instead of expanding the generation systems, DR programs can be
implemented to improve the reliability of the power system [22], by providing
dependable reserve capacity. Also in [23], the impact of DR on voltage profile
improvement during peak periods as well as loss reduction in DSs is studied. The
capability of DR to optimize the energy dispatch by minimizing the operation costs
and peak demand of isolated microgrids is investigated in [24]. However, most
previous works have not considered the impact of DR on DFR. In this chapter, the
load shifting mechanism is utilized in a price-based DR program [25].

AC power flow models are important for planning problems of power systems as
well as in determining the optimal operation of existing systems [26]. The principal
information obtained from the AC power flow is the magnitude and phase angle of
voltage at each bus and the real and reactive power flowing through each line.
Despite its capability to accurately model the real power system behavior, an
optimization problem based on AC power flow model is nonconvex and nonlinear
[3–5, 9, 10, 16, 17, 19, 26–28]. Besides, the computational burden of AC optimal
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power flow (OPF) models is heavy and only local optimal solutions could be
attained, whereas in a constrained optimization problem, a convex feasible area
can more easily be assured such that an infeasible solution cannot be generated when
searching for an optimal solution. If there are several feasible solutions, any solution
within the line segment connecting them is also feasible. In the case of the convex
objective function, the convex feasible area ensures that all of the locally optimal
solutions are the global optimal solution. On the other hand, when acquiring an
acceptable optimal solution, there will be no better optimal solution in its neighbor-
hood. However, in a nonconvex optimization problem, when looking for optimal
solutions, it is possible to find a local optimal solution (i.e., a suboptimal solution).
As an alternative AC model, the line flow-based (LFB) model has been proposed in
[29]. The LFB model directly uses bus voltage magnitudes and line power flows
as independent variables and thus the power loss and voltage can be effectively
considered. The LFB model has also a good convergence characteristic and compu-
tational efficiency, which make it favorable for large-scale nonlinear and mixed-
integer models related to operation and planning of DSs [15]. Based on this model,
in [14] a convex model for active distribution network planning is proposed by
integration of ESSs. In [30], a second-order conic programming (SOCP) model is
proposed based on information gap decision theory to maximize load pickup
considering the uncertainty of load. Recently, several methods have been proposed
to convexify the OPF in distribution systems [15, 31, 32].

5.1.3 Contributions

This chapter presents a reliability-/economy-oriented energy management model for
DSs, via a multiobjective optimization framework. The cost of energy not supplied
(CENS) and total operation cost (TOC) are considered as the competitive aims of
DSO. DFR, WTs, PVs, and DR are considered as the energy management tools in
the network for a given operation horizon. The proposed model for DS’s energy
management (DSEM) is formulated as a mixed-integer second-order cone program-
ming (MISOCP) problem, which is convex and returns global optimal solutions.

5.2 Description of the Proposed DSEM Model

5.2.1 Basic Description of the Proposed Model

The proposed DSEM framework provides a convex optimization model with a
global optimal solution. The developed DSEM model enables the DSO to ade-
quately schedule the energy supply sources, with a variety of options such as
RESs and consumer participation via the DR program. The proposed DSEM
model is illustrated conceptually in Fig. 5.1. Given that the DSO aims to schedule
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for a 24-h horizon, according to Fig. 5.1, the inputs are the forecasted values of DGs’
available capacity and hourly load demand. Based on the input values of load
forecast data [16] and the forecast data of PV/WT available capacity [27, 33], the
outputs of the proposed DSEM model are the optimal placement and schedule of
RESs, DR participants, and optimal DFR.

5.2.2 Problem Formulation

In order to express the proposed DSEM problem considering the DFR option from
both economic and reliability viewpoints, a bi-objective optimization model is
developed in this chapter.

Since the proposed DSEM model consists of AC power flow constraints as well
as placement variables which are inherently binary variables, we are faced with a
mixed-integer nonlinear problem (MINLP) optimization model. By applying proper
relaxations, it is possible to convert the complicating constraints to some proper
convex constraints. In this chapter, by utilizing a proper relaxation technique, the
proposed DSEM model is relaxed to a second-order cone programming (SOCP)
model. The mathematical formulation is presented in the following.

PVs WTs
Customers with 
participation in 

DR

Customers 
without 

participation in 
DR

Optimal Planing 
& Operation 

Modual

DFR DFR

DFR DFR DFR DFR

DFR DFR

Data Flow

Power Flow

D
SO

Fig. 5.1 Simplified structure of the proposed DSEM model
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5.2.2.1 Objective Functions

Total Operation Cost (TOC)

It is assumed that the DSO is responsible for energy procurement from the day-ahead
electricity market. The TOC to be minimized in (5.1) is composed of several
individual costs, which are presented through Eqs. (5.2)–(5.5). The TOC consists
of the cost of energy purchase from the upstream network (i.e., Cups), PV (i.e., Cpv),
DR action (i.e., Cdr), and WT (i.e., Cw) in the day-ahead market. The TOC of the
system is expressed as follows.

TOC ¼ CUps þ Cpv þ Cdr þ Cw ð5:1Þ

CUps ¼
X
t2St

X
b2Ss

PUps
t,b � ℵups

t

h i
ð5:2Þ

Cpv ¼
X
t2St

X
b2Spv

Ppv
b,t � ℵpv

t

h i
ð5:3Þ

Cdr ¼
X
t2St

X
b2Sdr

PD
b,t � PD0

b,t

� �� ℵdr
t

� � ð5:4Þ

Cw ¼
X
t2St

X
b2Sw

Pw
b,t � ℵw

t

� � ð5:5Þ

where ℵups
t ,ℵpv

t ,ℵdr
t , and ℵ

w
t are the electricity price of upstream network, PVs, DRs,

and WT at time slot t, respectively. It is obvious that the proper location and
scheduling of the energy management options (i.e., WTs, PVs, and DR) can decrease
the TOC in the system.

Cost of Energy Not Supplied (CENS)

The DFR and optimal allocation of DERs are aimed to maximize the reliability of the
DS. One of the main system-oriented reliability indices used for power systems is to
minimize the cost of energy not served due to the component outage. This index is
called cost of energy not supplied (CENS). In this chapter, the CENS is considered
as an objective function, in addition to TOC. In DSs, CENS is mainly related to the
failure rate of branches. The DSO aims to reduce CENS as much as possible, since
the interruption of customer loads forces the DSO to pay value of lost load (VOLL)
to the affected customers. In order to define the CENS, firstly the ENS should be
calculated using the failure rate, interrupted load, and outage duration, as follows:
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ENS ¼
X
i

FORi � Di i 2 set of Failures ð5:6Þ

FORi ¼ λi � Ui

8760
i 2 set of Failures ð5:7Þ

where Di and FORi are the total active power of load not supplied and the forced
outage rate during failure i, respectively. Also, λi and Ui are respectively the failure
rate (in failure/year) and repair time (in hours) of a branch which leads to the ith
failure.

In order to calculate CENS, the ENS should be expressed as a function of
absolute power flowing through the lth branch at time t, as follows.

ENSt ¼
X
l2Sl

FORl Pl,tj j ð5:8Þ

where FORl is the FOR of the lth branch. The above equation contains absolute
value of power flowing through the lth branch, which is a nonlinear term. In the
following a simple linearization technique is proposed for this aim. Suppose the
absolute value of variable x is required. By introducing two positive variables x+ and
x�, the constraints (5.9)–(5.14) give the absolute value of x, as follows.

xj j ¼ xþ þ x� ð5:9Þ
x ¼ xþ � x� ð5:10Þ

0 � xþ � M � Biþ ð5:11Þ
0 � x� � M � Bi� ð5:12Þ
Biþ þ Bi� ¼ 1 ð5:13Þ

Biþ, Bi� 2 0, 1f g: ð5:14Þ

where M in (5.11) and (5.12) is a sufficiently big positive constant (big-M). Also,
Bi+/�are binary variables. Now, using the above linearization for |Pl, t|, the CENS is
calculated as follows.

CENS ¼
X
t2St

ENSt � VOLLt ð5:15Þ

where VOLLt is the value of lost load at time t.
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5.2.2.2 Problem Constraints

Network Reconfiguration Constraints

The DSs are usually radial feeders with a tree structure and without any loops. The
total number of lines equals the number of buses minus one [29]. Equations (5.16)–
(5.18) guarantees the tree structure for the DS.

X
l2Sl

Birl ¼ Sb � Ss ð5:16Þ

Birbb0 þ Birb0b ¼ Birl , l is between b, b0 ð5:17ÞX
b02Sb

Birbb0 ¼ 1 8b 2 Sb=Ss ð5:18Þ

where Ss is the set of substation buses and Sb is the number of system buses. When
Birl ¼ 1, the line switch is closed, and Birl ¼ 0 means that the line switch is open.
Birbb0 is an auxiliary binary variable, which equals to 1 if bus b0 is the parent bus of
b and 0 otherwise. The constraints ensure that each node only has one parent; thus
the network topology is a spanning tree.

Power Flow Equations

As it is aforementioned, in order to develop a convex optimization model for the
proposed model, the LFB model is used to characterize AC power flow equations as
follows [29].

8b 2 Sb, 8t 2 St, 8l 2 Sl :X
l2Sl

Alb P
net
l,t ¼ PG

b,t þ Pw
b,t þ Ppv

b,t � PD
b,t �

X
l2Sl

Blb Rl Jl,t ð5:19Þ
X
l2Sl

Alb Q
net
l,t ¼ QG

b,t þ Qw
b,t � QD

b,t �
X
l2Sl

Blb Xl Jl,t ð5:20Þ

� 1�Birl
� �

M �Ub0 ,t � 2
X
l2Sl

Blb0 Rl P
net
l,t þXl Q

net
l,t

� ��Ub,t þ R2
l þX2

l

� �
Jl,t � 1�Birl

� �
M

ð5:21Þ
Pnet
l,t

� �2 þ Qnet
l,t

� �2 ¼ Jl,t Ub,t 8Alb > 0 ð5:22Þ

Vmin
� �2 � Ub,t � Vmaxð Þ2 ð5:23Þ

0 � Jl,t � Birl Imax
l

� �2 ð5:24Þ

where, Ub,t ¼ V2
b,t and Jl,t ¼ I2l,t:
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In addition, since only the connection to the upstream network is possible via the
substation, the following constraint should be considered:

PG
b,t ¼

PUps
t,b b 2 Ss

0 otherwise

(
ð5:25Þ

QG
b,t ¼

QUps
t,b b 2 Ss
0 otherwise

(
ð5:26Þ

Pnet
l,t ,Q

net
l,t in (5.19) and (5.20) are active/reactive power flow of line l at time t,

respectively. Also, (5.21) models the voltage drop across the branch which is
quadratically related to the active/reactive power, voltage, and line conductance.
Equation (5.22) models the nodal relationship between power, voltage, and current.
Also, (5.23) and (5.24) show the lower/upper limits of quadratic bus voltage (Ub, t)
and line current (Jl, t) at time t. In addition, Alb is ljth element of the bus line
incidence matrix, which is equal to 1, if bus b is the sending bus of line l, �1 if
bus b is the receiving bus of line l, and 0 otherwise. Also, Blb is the modified Alb with
all `+10 set to 0. In this chapter the big-M concept is used to model the DFR
constraints. When the line is open, Birl ¼ 0, then (5.21) will be relaxed. If Birl ¼ 1,
then the voltage drop constraint must be satisfied.

Besides, P,Qð ÞGb,t and P,Qð Þwb,t in (5.19) and (5.20) are the active and reactive
power injected to the network by the upstream grid and WTs. It is obvious that
P,Qð ÞGb,t are only nonzero in the nodes connected to the upstream grid. Besides, Ppv

b,t

is the power injected by PVs. Sb, Sl are the set of system nodes and branches,
respectively.

It is evidently observed that all power flow constraints are linearized or
convexified, except (5.22), which still remained as a nonconvex constraint. To
convexify it, the conic relaxation technique [34] is utilized by relaxation to the
following inequality constraint.

Pnet
l,t

� �2 þ Qnet
l,t

� �2 � Jl,t Ub,t 8Alb > 0 ð5:27Þ

According to this relaxation, the proposed DSEM model became a convex
MISOCP optimization problem. This convex model could be easily solved by
common commercial solvers such as CPLEX, GUROBI, and MOSEK [35], and
its global optimal solution is attained.

Finally, using the linearization technique presented by (5.9)–(5.14) the absolute
value of active power flowing through a branch could be calculated as follows:

8t 2 St; 8l 2 Sl
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Pnet
l,t

�� �� ¼ Pnet
l,t

� �þ þ Pnet
l,t

� �� ð5:28Þ
Pnet
l,t ¼ Pnet

l,t

� �þ þ Pnet
l,t

� �� ð5:29Þ
0 � Pnet

l,t

� �þ � M Biþ ð5:30Þ
0 � Pnet

l,t

� �� � M Bi� ð5:31Þ
Biþl,t þ Bi�l,t ¼ Birl ð5:32Þ

WT and PV Constraints

The WT and PV placement and scheduling constraints could be expressed as
follows:

0 � Pw
b,t � Φw

t � Γw
b � Biwb ; 8b 2 Sw, 8t 2 St, 8l 2 Sl ð5:33Þ

β�b � Pw
b,t � Qw

b,t � βþb � Pw
b,t; 8b 2 Sw, 8t 2 St, 8l 2 Sl ð5:34Þ

0 � Ppv
b,t � Φpv

t � Γpv
b � Bipvb ; 8b 2 Spv, 8t 2 St, 8l 2 Sl ð5:35ÞX

b2Sw
Biwb � Nw ð5:36Þ

X
b2Spv

Bipvb � Npv ð5:37Þ

Equations (5.33) and (5.34) are the active and reactive power generation limits of
the WT connected to bus i in time t, respectively. Also, (5.35) is the PV active power
generation limit. Biwb and Bipvb in (5.36) and (5.37) are the binary variables that
specify the presence (if equal 1) or absence (if equal 0) of WT and PV connected to
bus i, respectively. Equations (5.36) and (5.37) model the maximum number of WTs
and PVs that could be installed in the network.

DR Constraints

Demand response constraints are expressed as follows (8b 2 Sdr and 8t 2 St).

PD
b,t ¼ PD0

b,t � ϑb,t ð5:38Þ
QD

b,t ¼ QD0
b,t � ϑb,t ð5:39Þ
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X
t2St

PD
b,t ¼

X
t2St

PD0
b,t ð5:40Þ

X
t2St

QD
b,t ¼

X
t2St

QD0
b,t ð5:41Þ

1� ϑmin
b Bidrb

� � � ϑb,t � 1þ ϑmax
b Bidrb

� � ð5:42ÞX
b2Sdr

Bidrb � Ndr ð5:43Þ

The set of demands participating in the DR program is represented by Sdr.
P=Qð ÞD0b,t and P=Qð ÞDb,t in (5.38) and (5.39) specify the initial/modified demand
pattern without/with DR activation. ϑb, t denotes the decision variable for changing
the demand pattern. Besides, (5.40) and (5.41) ensure the energy of load before and
after the DR program remains constant (i.e., DR is activated via the load shifting
mechanism). Also, (5.42) is the flexibility degree of demands. ϑmin =max

b specifies the
maximum possible increase and decrease of demand in node b. Bidrb is a binary
variable. If Bidrb ¼ 0, then the load at node b does not participate in a DR program,
and, contrarily, if Bidrb ¼ 1, it means that the load at bus b participates in the DR
program. The total number of nodes which can participate in the DR program are
limited by (5.43).

5.2.2.3 Decision Variables

The decision variables (DV), parameters (Y ), and sets are as follows:

DV ¼ Ub,t, Jl,t, P=Qð ÞG=Db,t , P=Qð Þwb,t,Ppv
b,t, CEP, ENSt, TOC

CENS, ϑb,t, Bi
w
b , Bi

pv
b , Bidrb , Bi

r
b, Bi

þ
l,t, Bi

�
l,t

( )
ð5:44Þ

Y ¼ V min =max , Imax, Rl, Xl, P=Qð ÞD0b,t , Φw
t , Φpv

t ,Γw, Γpv

Alb, Blb, FORl,ℵt, Ndr,Npv,Nw

( )
ð5:45Þ

Sets ¼ Sdr, St, Sb, Sl, Sw, Spv
� � ð5:46Þ

5.3 Simulation Results

5.3.1 Data

The aim of this study is to show how DERs and DFR can participate in the day-ahead
DSEM. The proposed optimization model is implemented in GAMS environment
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[36] and solved by the GUROBI solver [37], on Intel Xeon CPU 3.2 GHz and 8 GB
RAM. The proposed model is applied to a 70-bus distribution network [38] shown in
Fig. 5.2. The voltage at the substations is fixed to 1 pu, with a base voltage of 11 kV.
The peak demand values used in this study are higher than what is reported in [38] in
order to increase the stress on the network. The total peak load of the system is
7 MW. The load demand of this system, along with the WTs’ and PVs’ forecasted
power outputs, is shown in Table 5.1 for a typical 24-hour horizon. The forecasted
power outputs of WT and PV are adopted from [27, 33], respectively. It is worth to
note that these values for demand and WTs’ and PVs’ power generations are
respected to the corresponding peak values; for example, at hour 18, the total load
of the system is 1.000 � 7 MW ¼ 7MW. All nodes are considered as the candidate
locations for WTs, PVs, and DR. The upper and lower voltage limits on the nodes
are 1.10 pu and 0.90 pu, respectively. And the current limit on all feeders is 0.06
pu. The hourly price of energy procurement from RESs and DR participants (i.e.,
ℵw
t ,ℵ

pv
t andℵdr

t ) are assumed to be 80% of the market prices (i.e., ℵups
t ), given in

Table 5.1.
As it is also shown in Fig. 5.2, there are 69 normally closed lines and 8 normally

open lines in the studied system. Also, the rated capacity of each WT and PV is
considered 1.00 MW. The coefficients for modeling lower/upper limits of WT
reactive power outputs (i.e., _β+/�) are �0.80 and +0.80, respectively. Without
loss of generality, it is assumed that the DSO aims to optimally allocate three WT,
PV, and DR participants (i.e., Ndr ¼ Nw ¼ Npv ¼ 3) in the network for the given load
and energy price. It is assumed that the DR flexibility degree is 0.7 (i.e.,
ϑmax =min
b,t ¼ 0:7).
It is also assumed that the line with the highest impedance has a failure rate of

0.4 f/year and the line with the least impedance has a failure rate of 0.1 f/year.

Fig. 5.2 Single-line diagram of the 70-node distribution network [38]
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Consequently, the failure rate of other lines can be evaluated according to these two
values, proportionally. The repair time of each line is assumed to be 2 h [3]. Also, the
VOLL is assumed to be 20 $/kWh [28].

5.3.2 Results

The simulations are carried out in four cases. In Study 1, the base case operation
point of the system is given. The initial configuration of the system which is
considered in Study 1 is shown in Fig. 5.2. Also in this study, no energy genera-
tion/management tools such as WTs, PV, and DR are utilized. In Study 2, the DSEM
model is solved with the aim of minimizing the CENS. Minimization of TOC is
performed in Study 3, and finally the compromise solution, which is a trade-off
between the CENS and TOC, is given in Study 4. In Studies 2–4 the DFR, RESs, and
DR are utilized as the energy management tools. The overall obtained results in all
studies are summarized in Table 5.2, for the sake of comparison.

5.3.2.1 Study 1: Base Case Condition

In Study 1, the network demand is provided only via the upstream network (i.e.,
buses 1 and 70 in Fig. 5.2). In this case, the CENS is $ 781.89 and TOC is $ 5428.04,
for the configuration shown in Fig. 5.2. The voltage profile of the system during the
peak load condition (i.e., hour 18:00) is shown in Fig. 5.3. According to this figure,
in Study 1 the minimum and maximum voltage of buses are 0.878 pu (at bus 67) and
1.000 pu (at buses 1 and 70) at the peak load condition.

Table 5.1 Forecasted hourly demand (%), output power of WTs and PVs (%), and energy prices
($/MWh)

Time
Demand
[16]

Φw
t

[33] Φpv
t [27]

ℵt

[17] Time
Demand
[16]

Φw
t

[33] Φpv
t [27]

ℵt

[17]

1 0.719 0.119 0 28 13 0.875 0.261 0.956 42

2 0.674 0.119 0 24 14 0.868 0.158 0.842 43

3 0.624 0.119 0 22 15 0.851 0.119 0.315 46

4 0.588 0.119 0 22.5 16 0.875 0.087 0.169 47.5

5 0.582 0.119 0 23.5 17 0.951 0.119 0.022 48.5

6 0.588 0.061 0 25 18 1 0.119 0 48.5

7 0.6 0.119 0 27.5 19 0.981 0.0868 0 50

8 0.633 0.087 0.008 31.5 20 0.948 0.119 0 44.5

9 0.644 0.119 0.15 37.5 21 0.9 0.0867 0 43

10 0.73 0.206 0.301 44 22 0.875 0.0867 0 41

11 0.793 0.585 0.418 42.5 23 0.801 0.061 0 39

12 0.844 0.694 0.478 40 24 0.722 0.041 0 38
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5.3.2.2 Study 2: DSEM to Maximize Reliability

The aim of this study is to show how the proposed DSEM model can improve the
reliability of DS via minimization of CENS. The optimal locations of WTs, PVs, and
DRs in this study are given in Table 5.2. The optimal CENS in this case is $ 422.83

Table 5.2 Summary of the obtained results in all studies

Study no. Study 1 Study 2 Study 3 Study 4

DFR
(open
lines)

(29–64), (21–27),
(9–50), (22–67),
(15–67), (9–15),
(38–43), (45–60)

(8–9), (14–15),
(44–45) (61–62),
(67–15), (21–27),
(29–64), (43–38)

(8–9, (14–15),
(42–43) (44–45),
(61–62), (67–15),
(21–27), (29–64)

(8–9), (14–15),
(42–43) (49–50),
(61–62), (21–27),
(29–64), (59–60)

WT
location
(bus no.)

– 26, 50, 66 26, 50, 66 26, 35, 66

PV
location
(bus no.)

– 7, 41, 63 7, 41, 61 7, 20, 41

DR
location
(bus no.)

– 26, 62, 66 4, 62, 66 26, 62, 66

TOC ($) 5428.04 4788.72 4633.14 4673.79

CENS ($) 781.89 422.83 471.94 443.04

TOC
reduction
(%)

– 11.77 14.64 13.89

CENS
reduction
(%)

– 45.92 39.64 43.33
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Bus

0.86
0.87
0.88
0.89
0.9

0.91
0.92
0.93
0.94
0.95
0.96
0.97
0.98
0.99

1

M
ag

ni
tu

de
 v

ol
ta

ge
 (p

u)

Study 1
Study 2
Study 3
Study 4

Fig. 5.3 Voltage profile in different studies at the peak load (hour 18:00)
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and TOC is $ 4788.72, which means a 45.92% and 11.77% reduction with respect to
Study 1 for CENS and TOC, respectively.

Three WTs are installed at nodes 26, 50, and 66, while the optimal allocation of
PVs is the nodes 7, 41, and 63. For this case, the optimal schedule of RESs as well as
the energy purchased from WTs and PVs are shown in Table 5.3. According to this
table, it can be seen at the interval [1:00, 16:00]. Due to the high available power
generation by RESs, less energy is received from the upstream network. On the other
hand, in the interval [17:00, 24:00], since the power output of RESs decreased, the
power procured from the upstream network is increased. The voltage profile of the
system in peak load condition is also shown in Fig. 5.3. As it is observed from this
figure, the voltage profile of the system is improved considerably by optimal
allocation of WTs, PVs, DRs, and DFR.

As given in Table 5.2, in this study the optimal locations of DR participants are
nodes 26, 62, and 66. Figure 5.4a shows the modified demand pattern of these buses
at the presence of DR. It can be seen from Fig. 5.4a that the consumers shift their
demand from on-peak hours (i.e., [16:00, 24:00]) to the off-peak hours (i.e., [1:00,

Table 5.3 Optimal power dispatch in Study 2

Time

WTs (MW) PVs (MW) Upstream network (MW)

Bus 26 Bus 50 Bus 66 Bus 7 Bus 41 Bus 63 Bus 1 Bus 70

1 0.815 0.809 0.815 0.000 0.000 0.000 1.077 1.769

2 0.844 0.840 0.880 0.000 0.000 0.000 0.996 1.656

3 0.787 0.795 0.886 0.000 0.000 0.000 0.920 1.531

4 0.745 0.761 0.844 0.000 0.000 0.000 0.865 1.441

5 0.738 0.754 0.836 0.000 0.000 0.000 0.856 1.426

6 0.745 0.761 0.844 0.000 0.000 0.000 0.865 1.441

7 0.759 0.779 0.863 0.000 0.000 0.000 0.883 1.471

8 0.797 0.814 0.901 0.008 0.008 0.008 0.925 1.545

9 0.810 0.824 0.841 0.150 0.150 0.150 0.794 1.426

10 0.909 0.901 0.813 0.301 0.301 0.301 0.769 1.486

11 0.982 0.963 0.791 0.418 0.418 0.415 0.747 1.524

12 0.979 0.971 0.838 0.478 0.478 0.442 0.763 1.591

13 0.945 0.942 0.743 0.766 0.707 0.458 0.585 1.439

14 0.776 0.776 0.670 0.760 0.701 0.455 0.644 1.552

15 0.673 0.673 0.673 0.315 0.315 0.315 1.064 1.989

16 0.591 0.591 0.591 0.169 0.169 0.169 1.354 2.314

17 0.487 0.487 0.487 0.022 0.022 0.022 2.047 2.864

18 0.466 0.466 0.466 0.000 0.000 0.000 2.306 3.095

19 0.373 0.373 0.373 0.000 0.000 0.000 2.444 3.130

20 0.339 0.339 0.339 0.000 0.000 0.000 2.405 3.045

21 0.339 0.339 0.339 0.000 0.000 0.000 2.239 2.864

22 0.372 0.372 0.372 0.000 0.000 0.000 2.082 2.733

23 0.393 0.393 0.393 0.000 0.000 0.000 1.787 2.435

24 0.339 0.339 0.339 0.000 0.000 0.000 1.637 2.204
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14:00]). According to Table 5.1, the forecasted outputs of RESs have the highest
level in the period from [1:00, 14:00]. Since the energy production near to con-
sumers decreases the ENS, load shifting via the DR program in these buses is carried
out from on-peak period to this interval. Also, since the generation of PVs in the
interval [10:00, 16:00] is considerable, the DR program increases the demand of
nodes 62 that is near bus 63 (the location of a PV generation). For the remaining
hours, the demand is reduced.

5.3.2.3 Study 3: DSEM to Minimize TOC

The objective function of the DSO in this study is minimization of TOC. The
minimum value of TOC is $ 4633.14, which means a 14.64% reduction in TOC
compared to Study 1. On the other hand, the CENS is $ 471.94. Hence the CENS is
decreased by 39.64%, in comparison with Study 1.

For this study, the optimal location of WTs, PVs, and DRs as well as the optimal
DFR is shown in Table 5.2. The optimal location of DR in this study is buses 4, 62,
and 66, respectively. Figure 5.4b shows the optimal load shifting in these buses.
Since the objective function in this study is to minimize the TOC, the new demand
pattern of consumers participating in the DR program will be according to hourly
price of energy in the day-ahead market. According Fig. 5.4b, the demand is shifted
to off-peak period, especially to the intervals [1:00, 3:00] and [21:00, 24:00]. On the
other hand, due to the high rate of energy price in the interval [10:00, 11:00] and
[14:00, 15:00], demand of consumers is decreased. Also, since the optimal locations
of PVs are close to the DR buses and the maximum production of PVs occurs in the
interval [12:00, 13:00], the customers’ demand at buses 4, 6, and 66 increases via
DR activation.
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As shown in Table 5.2, the optimal locations of WTs are the buses 26, 50, and 66.
Also, the optimal locations of PVs are buses 7, 41, and 61. For this study, the optimal
energy dispatch of different sources is shown in Table 5.4. Since the price of energy
produced by RESs is lower than that of the upstream network, it is observed from
Table 5.4 that whole available power generated by RESs is purchased by DSO. The
voltage profile of the system for the peak loading hour is also depicted in Fig. 5.3.

5.3.2.4 Study 4: DSEM to Make a Compromise Between TOC
and CENS

In this study, the TOC and CENS are minimized in a multiobjective optimization
model. The proposed multiobjective model is solved via weighted sum approach
[39]. According to Fig. 5.5, the TOC and CENS are conflicting objectives, and the

Table 5.4 Optimal power dispatch in Study 3

Time

WTs (MW) PVs (MW) Upstream network (MW)

Bus 26 Bus 50 Bus 66 Bus 7 Bus 41 Bus 61 Bus 1 Bus 70

1 0.815 0.815 0.815 0.000 0.000 0.000 1.348 1.700

2 0.880 0.880 0.880 0.000 0.000 0.000 1.026 1.476

3 0.886 0.886 0.886 0.000 0.000 0.000 0.806 1.294

4 0.880 0.880 0.880 0.000 0.000 0.000 0.668 1.173

5 0.881 0.881 0.881 0.000 0.000 0.000 0.641 1.151

6 0.881 0.881 0.881 0.000 0.000 0.000 0.666 1.172

7 0.953 0.953 0.953 0.000 0.000 0.000 0.576 1.145

8 0.987 0.987 0.987 0.008 0.008 0.008 0.637 1.212

9 0.985 0.985 0.985 0.150 0.150 0.083 0.570 1.029

10 0.962 0.962 0.962 0.301 0.301 0.301 0.126 0.978

11 1.000 1.000 1.000 0.418 0.418 0.418 0.509 0.927

12 0.979 0.979 0.979 0.478 0.478 0.478 1.046 1.006

13 0.945 0.945 0.945 0.956 0.956 0.956 0.610 0.210

14 0.776 0.776 0.776 0.842 0.842 0.842 0.376 0.572

15 0.673 0.673 0.673 0.315 0.315 0.315 0.990 1.666

16 0.591 0.591 0.591 0.169 0.169 0.169 1.385 2.139

17 0.487 0.487 0.487 0.022 0.022 0.022 2.010 2.841

18 0.466 0.462 0.462 0.000 0.000 0.000 2.244 3.100

19 0.373 0.373 0.373 0.000 0.000 0.000 2.385 3.131

20 0.339 0.339 0.339 0.000 0.000 0.000 2.349 3.045

21 0.339 0.339 0.339 0.000 0.000 0.000 2.186 2.864

22 0.372 0.372 0.372 0.000 0.000 0.000 2.190 2.733

23 0.393 0.393 0.393 0.000 0.000 0.000 2.437 2.435

24 0.339 0.339 0.339 0.000 0.000 0.000 2.387 2.204
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corresponding Pareto optimal solutions are obtained by the weighted sum approach.
In such nondominated Pareto optimal solutions, the decision maker (here the DSO)
aims to find a compromise solution which is a trade-off between the TOC and CENS.
In this paper, the compromise solution is obtained by fuzzy satisfying criterion
[17]. This solution is also shown on Fig. 5.5. Figure 5.6 shows the results obtained
for this solution. Also, the optimal DFR and locations of WTs, PVs, and DRs are
given in Table 5.2.
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It can be seen from Fig. 5.5 that at the best compromise solution, the TOC and
CENS are $ 4673.79 and $ 443.04, respectively. With regard to Table 5.2, this
strategy can reduce the TOC and CENS up to 13.89% and 43.33%, respectively, in
comparison with Study 1. In this study the optimal locations of DR are buses 26, 62,
and 66. The new demand patterns of these buses are depicted in Fig. 5.4c. These new
patterns of demand depend on the locations of WTs, as well as the hourly electricity
price. It can be seen from Fig. 5.4c that since the energy price at the interval [1:00,
9:00] is relatively low, the demand is shifted to these hours. In addition, due to the
high energy price at the interval [14:00, 20:00], the load demand reduced in these
hours. Also, the demand of nodes 26 and 66 are more sensitive to the power
generation of WTs, such that in the interval [1:00, 13:00] by increase of generation
of WTs installed in these nodes, the demand of these buses increased at this time.
The optimal power dispatch for the compromise solution in this study is presented in
Table 5.5.

Table 5.5 Optimal power dispatch for the compromise solution in Study 4

Time

WTs (MW) PVs (MW) Upstream network (MW)

Bus 26 Bus 35 Bus 66 Bus 7 Bus 20 Bus 41 Bus 1 Bus 70

1 0.815 0.815 0.815 0.000 0.000 0.000 1.531 1.468

2 0.836 0.880 0.880 0.000 0.000 0.000 1.236 1.257

3 0.718 0.886 0.886 0.000 0.000 0.000 1.123 1.091

4 0.676 0.880 0.880 0.000 0.000 0.000 1.010 0.982

5 0.669 0.881 0.881 0.000 0.000 0.000 0.989 0.962

6 0.774 0.881 0.881 0.000 0.000 0.000 0.912 0.981

7 0.847 0.953 0.953 0.000 0.000 0.000 0.820 0.948

8 0.905 0.987 0.987 0.008 0.008 0.008 0.858 1.011

9 0.857 0.985 0.985 0.150 0.150 0.150 0.665 0.903

10 0.956 0.962 0.962 0.301 0.301 0.301 0.621 1.047

11 1.000 1.000 1.000 0.418 0.418 0.418 0.623 1.092

12 0.979 0.979 0.979 0.478 0.478 0.478 0.736 1.215

13 0.945 0.909 0.945 0.956 0.889 0.956 0.100 0.908

14 0.776 0.776 0.776 0.842 0.842 0.842 0.263 1.130

15 0.673 0.673 0.673 0.315 0.315 0.315 0.991 1.714

16 0.591 0.591 0.591 0.169 0.169 0.169 1.547 2.031

17 0.487 0.487 0.487 0.022 0.022 0.022 2.363 2.553

18 0.466 0.466 0.466 0.000 0.000 0.000 2.644 2.766

19 0.373 0.373 0.373 0.000 0.000 0.000 2.782 2.804

20 0.339 0.339 0.339 0.000 0.000 0.000 2.732 2.730

21 0.339 0.339 0.339 0.000 0.000 0.000 2.547 2.567

22 0.372 0.372 0.372 0.000 0.000 0.000 2.377 2.446

23 0.393 0.393 0.393 0.000 0.000 0.000 2.051 2.176

24 0.339 0.339 0.339 0.000 0.000 0.000 1.873 1.971
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5.4 Conclusions

In this chapter an approach has been proposed for DSEM. Optimal DFR and
allocation of the WTs, PVs, and DR are the main tools that DSO can utilize for
DSEM. The purpose of the proposed DSEM model is to enhance the reliability as
well as to minimize the energy procurement cost. In this regard, two objective
functions, namely, CENS and TOC, are introduced and the proposed DSEM
model is formulated as a multiobjective optimization model. The proposed optimi-
zation model is formulated as a MISOCP model, which is convex and returns a
global optimal solution. In order to efficiently solve the proposed multiobjective
optimization model with the objectives of TOC and CENS, the weighted sum
approach is utilized to handle these conflicting objectives and to obtain Pareto
optimal solutions. Also, fuzzy satisfying criterion is utilized to select the best
compromise solution. The proposed methodology has been tested on a 70-bus DS
with radial configuration. The simulation results substantiate the effectiveness of the
proposed approach for the optimal energy management of DSs. As a future work,
uncertainty modeling of input parameters (such as the WTs and PVs forecasted
power outputs as well as hourly energy price) can be considered.
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Chapter 6
Risk-Constrained Intelligent
Reconfiguration of Multi-Microgrid-Based
Distribution Systems under Demand
Response Exchange

Ata Ajoulabadi, Farhad Samadi Gazijahani, and Sajad Najafi Ravadanegh

Nomenclature

Abbreviations
CHP Combined heat and power
DG Distributed generation
DNO Distribution network operator
DR Demand response
FC Fuel cell
NMG Networked microgrid
MG Microgrid
MT Microturbine
PV Photovoltaic
WT Wind turbine

Sets and Indices
br Index for branches
CHPi Index for CHP
FCi Index for FC
k Index for components
MTi Index for MT
MGi Index for MG
n Index for buses
Nbus Set of buses
Nbr Set of branches
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NCHP Set of CHP
NFC Set of FC
Nmg Set of MGs
NMT Set of MT
NPV Set of PV
NWT Set of WT
PVi Index for PV
t Time period index
WTi Index for WT

Parameters
α, β, φ Coefficients of Weibull PDF
αr Confidence level
βr Risk aversion parameter
ηr Auxiliary coefficient
μ Mean value of normal PDF
πsc Probability of scenarios
πlosc Probability of load demand at scenario sc
πpvsc Probability of PV generation at scenario sc
πwtsc Probability of WT generation at scenario sc
ρ0 Initial electricity price
ρ(i)max Electricity maximum price
ρ(i)min Electricity minimum price
θmax Maximum voltage angle
θmin Minimum voltage angle
σ Standard deviation of normal PDF
a, b Linear load model coefficients
aCHP, bCHP, cCHP Operation cost coefficient of CHP
aMT, bMT, cMT Operation cost coefficient of MT
B0 Customer’s income when demand is Pd0

Bbr Susceptance of branch br
Bsh Total line susceptance
cFC Operation cost of FC
cPV Operation cost of PV
cWind Operation cost of WT
E(i,i) Self-elasticity of demand
E(i,j) Cross-elasticity of demand
GING Incident irradiance
Gnm Conductance of branch br
GSTC Irradiance at standard test condition
k Maximum power correction for air temperature
Pd Power demand
Pd0 Initial demand
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PCHPmax Maximum power generation of CHP
PCHPmin Minimum power generation of CHP
PFCmax Maximum power generation of FC
PFCmin Minimum power generation of FC
PMTmax Maximum power generation of MT
PMTmin Minimum power generation of MT
PPVmax Maximum power generation of PV
PPVmin Minimum power generation of PV
Prate Rated power of WT units
PSTC Rated power of PV unit
PWTmax Maximum power generation of WT
PWTmin Minimum power generation of WT
ΔPd(i)

max Maximum load (demand) variation
ΔPd(i)

min Minimum load (demand) variation
QCHPmin Minimum power generation of CHP
QMTmax Maximum power generation of MT
QMTmin Minimum power generation of MT
R Branch resistance
Smax Power flow limits
Tc PV cell temperature
Tr Reference temperature
v Wind speed
Vcut-in Cut-in speed of WT units
Vcut-out Cut-out speed of WT units
Vr Rated wind speed
|V|max Maximum voltage magnitude
|V|min Minimum voltage magnitude
X Branch reactance

Variables
ρ Electricity price
θn Voltage angle of bus n
θnm Admittance angle of branch br
B Customer’s income
Pbr Active power flow in branch br
PCHP Power generation of CHP
PFC Power generation of FC
PMT Power generations of MT
Pn Active load of bus n
PPV Power generation of PV
PWT Power generation of WT
Qbr Reactive power flow in branch br
QCHP Reactive power generation of CHP
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QMT Reactive power generation of MT
Qn Reactive load of bus n
S Customer’s benefit
Stt Switch state at hour t
|Vn| Voltage magnitude of bus n

Functions
CostCHP CHP operation cost function
CostMT MT operation cost function
CostFC FC operation cost function
CostWind WT operation cost function
CostPV PV operation cost function
CVaRα Conditional VaR in the confidence level α
Opcost Total operation cost function
opcostexpected Expected operation cost
opcostrisk Operation cost considering risk index
opcostsc Operation cost in maximum at scenario sc
opcostworstsc Operation cost at worst scenario
VaRα Value at risk in the confidence level α

6.1 Introduction

Owing to the increasing need for energy as well as concerns about climate changes,
the interest in using renewable resources is substantially increased [1]. Regardless of
their benefits, these clean resources add a lot of uncertainties to the power system and
make the system operation more complex [2]. Several solutions have already been
proposed to cope with their uncertainties aimed at increasing system reliability and
improving energy management. One of the important solutions to solve these issues
is to decentralize the control of distribution systems into a set of small-scale zones so
called microgrid (MG) [3]. For a distribution network, the MG concept is introduced
to synthesize the small-scale resources into the power sector [4]. The
U.S. Department of Energy Microgrid Exchange Group has defined MG as follows:
“a group of interconnected loads and distributed energy resources within clearly
defined electrical boundaries that acts as a single controllable entity with respect to
the grid. A MG can connect/disconnect to/from the grid for enabling it to operate in
both grid-connected or island mode” [5]. A lot of researches have been done in
various fields of MGs such as controlling, protecting, planning, operating, schedul-
ing, and energy management [2–5].

In the MG planning optimization problem, various goals like optimization of
distributed energy resources and optimization of size and type of MGs can be
considered [6]. Resilient network design against natural disasters, based on MG
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operation scheduling [7], could be considered as another motivation for designing a
MG-based distribution network. Due to the possibility of connected and islanded
operating modes in the MGs, their controlling and protecting is one of the interesting
and important fields. A new strategy for voltage control at smart MG is proposed in
[8] to stabilize voltage fluctuations. In [9], a novel design algorithm is designed for
frequency and voltage control in diverse operating modes of MGs. A protecting
strategy is also resented in reference [10], which enables the MGs’ islanding feature
during fault onset. By increasing the use of renewable resources in distribution
networks, severe fluctuations of renewable generations impose considerable chal-
lenges into distribution network operation and planning. Distributed renewable
energy resources and different load behaviors make the network operation and
management more complicated. One of the most important features of MGs is
their exchangeable operation modes, which can help the operator to operate the
network in normal and emergency situations. By merging MGs into the distribution
networks, the operators will have various options to optimize operation actions [10].

Nowadays, one of the main operational and management strategies in the smart
distribution network is to change the configuration and the connections of MGs in an
economically efficient manner. A lot of researches have been devoted to the con-
ventional and active distribution network reconfiguration topic. The network
reconfiguration problem may have many goals like minimizing the network losses,
optimizing network operational cost, maximizing system reliability, and improving
voltage profile. Minimizing network losses is one of the significant aims in distri-
bution network reconfiguration problem [11]. A networked MG-based structure has
been suggested in [12] to implement the reconfiguration problem for reducing power
losses and enhancing reliability. Various reconfiguration methods with different
objectives are also presented in [13]. Active distribution network scheduling using
various 24-h load profiles, such as industrial, commercial, and residential, is pro-
posed in [14]. It should be emphasized that because of switching transients, the
number of switching is an important parameter in the reconfiguration problem.
Reducing this parameter can be considered as an objective for operators. To this
end, minimizing power losses and number of switching was presented in
[15]. Because of the capabilities and advantages of MGs, more MGs will be created
at the conventional distribution networks and the structure of distribution networks
will change as a cluster of MGs, resulting in multiple MGs (MMGs). The transition
state of smart grids was MMG systems [16]. For example, three linked MGs with
various distribution generation units as a MMG system can be illustrated in Fig. 6.1.

In MG-based distribution systems, the connection between MGs and the main
network as well as between neighbor MGs is the first thing that comes to mind.
Reconfiguration in MMG is a strategy used by the system operator that can optimize
the system performance by changing the MG arrangements. For minimizing losses
in a MMG network, an islanded MG reconfiguration is proposed [17]. Moreover,
topology control of MMG is shown in [18] and MMG reconfiguration for reducing
power losses considering various constrains is investigated in [19]. Optimal and
smart energy management system is outlined in [20] for a standalone MG. From a
MG energy management point of view, reconfiguration and probabilistic unit
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commitment are traditionally used as a stochastic model [21]. Coordinated operation
for autonomous networked MG is examined in [22] to create a fair trade-off among
different stockholders. A centralized control model is executed in reference [23] to
manage linked MGs and new control characteristics are developed in [24]. Besides,
references [25–27] have addressed deterministic and probabilistic power flow
dispatching in MMG networks.

Development of information and communications technologies and widespread
use of advanced control and metering devices have caused the system operators to
establish a two-way communication with subscribers to maximize energy efficiency
[28]. Demand-side management (DSM) system is one the most important strategies
in energy management of MGs that provides a flexible option to control consump-
tion of MGs. The DSM is defined by the Electric Power Research Institute (EPRI) as
“DSM is the planning, implementation and monitoring of those utility activities
designed to influence customer use of electricity in ways that will produce desired
changes in the utility’s load shape, i.e. time pattern and magnitude of a utility’s load.
Utility programs falling under the umbrella of DSM include load management, new
uses, strategic conservation, electrification, customer generation and adjustments in
market share.” As shown in Fig. 6.2, DSM has four sections: load management, self-
production, energy savings, and energy efficiency [28]. Among these actions, the
load management and demand response (DR) programs are noticeable. Under this
condition, the Federal Energy Regulatory Commission (FERC) has defined DR [29]
as “Changes in electric usage by demand-side resources from their normal consump-
tion patterns in response to changes in the price of electricity over time, or to

Fig. 6.1 MMG network configuration
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incentive payments designed to induce lower electricity use at times of high whole-
sale market prices or when system reliability is jeopardized.” With the help of DR
programs, different load shapes can change and energy management can be done
easily. For example, price-based DR programs can be utilized for residential loads
[30]. Historically, the MG owners have used DR programs to increase their profits
[31]. A new energy management strategy, for instance, is presented in [32] for price-
sensitive loads by implementing DR programs.

Generally, the major contribution of this chapter is to focus on time-based DR
programs such as real-time pricing (RTP) and time-of-use (TOU) programs in such a
way as to influence the topology control of renewable-based MMG systems. The
main contributions of this chapter can be summarized as follows:

1. Executing a dynamic reconfiguration model for MMG-based distribution net-
works through determining the best switch states between MGs and main grid for
a 24-h period.

2. Both RTP and TOU programs have been taken into account for distinct con-
sumers to investigate how they can affect the switching number and MMG
network reconfiguration problem.

3. An effective risk-constrained scenario-based framework has been extended to
curb the intermittencies of variable generations.

This chapter is organized as follows: Sect. 6.2 describes DR program classifica-
tion and description and the mathematical model of responsive loads. MMG
reconfiguration is formulated in Sect. 6.3. In Sect. 6.4, a MMG reconfiguration
optimization problem aimed at minimizing power loss and operation cost is
represented. Uncertainty management and risk analysis are demonstrated in Sect.
6.4. Section 6.5 shows simulation results and finally Sect. 6.6 contains discussion
and conclusions of the proposed problem.

6.2 Taxonomy of DR Programs

DR programs are divided into two main categories, namely, incentive-based and
time-based programs. This classification is graphically shown in Fig. 6.3 which is
explained in the following:

Fig. 6.2 DSM sections
from operation standpoint
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6.2.1 Incentive-Based Programs

Incentive-based programs are divided into six main groups [33].

6.2.1.1 Direct Load Control (DLC)

In this type of DR program, the system operator can remotely control and change the
consumption of clients [34].

6.2.1.2 Interruptible Curtailable (I/C) Service

In this program the customer is guaranteed to reduce its consumption during power
system contingencies; otherwise, the customer will be penalized [34].

6.2.1.3 Emergency Demand Response (EDRP)

In this type of DR program, the system operator provides payments to consumers for
decreasing their usage during power system emergency conditions or when the
electricity price at the power market is relatively high [34].

Fig. 6.3 DR program classification
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6.2.1.4 Demand Bidding (DB)

In this program, consumers like generation companies can participate in power
markets to earn economic benefit [34].

6.2.1.5 Capacity Market (CAP)

In this program, the customer is guaranteed to reduce their predetermined loads;
otherwise, they will be penalized [34].

6.2.1.6 Ancillary Service (A/S) Market

In this type of DR program, consumers notify the reduction of their consumption to
the operator. Then, they can participate as a reserve option in the ancillary service
market [34].

6.2.2 Time-Based Programs

Time-based programs are divided into three sections: TOU, RTP, and critical peak
pricing (CPP) [33].

6.2.2.1 TOU Program

In this type, energy prices change according to load consumption. Energy consump-
tion is assumed in about three parts: high energy price in the peak load periods,
average energy price in the off-peak time periods, and low energy price in the valley
time periods [34]. Energy price changing in the TOU program is shown in Fig. 6.4.

Fig. 6.4 Time-based DR program pricing schemes
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6.2.2.2 RTP Program

As shown in Fig. 6.4, this type is similar to TOU programs, but the main difference is
that in the RTP programs, price variety is numerous. This program is suitable for
those loads that can easily and rapidly change their consumption [34].

6.2.2.3 CPP Program

This type is generally used in critical situations. These types of programs are
applicable at times of system’s excessive load peak [34]. Energy price changing in
these types of programs is shown in Fig. 6.4.

6.3 Mathematical Modeling

The responsive load is necessary for implementing DR programs. Loads that are
sensitive to changes in energy prices are called price-responsive demand. Respon-
sive loads are divided into two groups: single-period loads and multiperiod loads
[34]. For a responsive demand, the elasticity concept is necessary to define.

6.3.1 Elasticity

Elasticity is defined as a load sensitivity considering the energy price. The elasticity
mathematical model is given in Eq. (6.1) [34].

E ¼ ρ0
Pd0

∂Pd

∂ρ
ð6:1Þ

Elasticity can be divided in two main sections: self-elasticity (E(i, i)) and cross-
elasticity (E(i, j)). Changing the amount of load at a specified time interval (ith)
because of the electricity price changing at same time interval (ith) is defined as self-
elasticity; this parameter is positive. Changing the amount of load at a specified time
interval (ith) because of the electricity price changing in another time interval ( jth) is
defined as cross-elasticity, and this parameter is negative. Self-elasticity and cross-
elasticity are given in Eqs. (6.2) and (6.3), respectively [31].

E i, ið Þ ¼ ρ0 ið Þ
Pd0 ið Þ

∂Pd ið Þ
∂ρ ið Þ ð6:2Þ
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E i, jð Þ ¼ ρ0 jð Þ
Pd0 ið Þ

∂Pd ið Þ
∂ρ jð Þ i 6¼ j ð6:3Þ

Suppose that the load mathematical model is a linear function (6.4); therefore, the
elasticity for a linear load is shown in Eq. (6.5) [34].

Pd ¼ aþ b � ρ ð6:4Þ
E ¼ b � ρ0

Pd0
ð6:5Þ

According to the elasticity definition, Eq. (6.6) can be written. For network
scheduling in a day (24 h), self- and cross-elasticity can be constructed as a
24 � 24 matrix (6.7). In the elasticity matrix, the diagonal elements denote self-
elasticity and the other elements are cross-elasticity [34].

ΔPd ¼ E � Δρ ð6:6Þ
ΔPd ið Þ
⋮

ΔPd jð Þ

2
64

3
75 ¼

E 1, 1ð Þ . . . E 1, 24ð Þ
⋮ E i, jð Þ ⋮

E 24, 1ð Þ . . . E 24, 24ð Þ

2
64

3
75�

Δρ ið Þ
⋮

Δρ jð Þ

2
64

3
75 ð6:7Þ

6.3.2 Single-Period Load Model

For a specified time interval (ith), Eqs. (6.8) and (6.9) refer to consumer demand
changing and consumer benefit, respectively.

ΔPd ið Þ ¼ Pd ið Þ � Pd0 ið Þ ð6:8Þ
S Pd ið Þð Þ ¼ B Pd ið Þð Þ � Pd ið Þ � ρ ið Þ ð6:9Þ

Single-period loads are not shiftable in time intervals. To achieve the single-
period load model, the customer’s profit must be maximized, where equation
∂S Pd ið Þð Þ
∂Pd ið Þ ¼ 0 must be calculated, resulting in (6.10).

Pd ið Þ ¼ Pd0 ið Þ 1þ E i, ið Þ ρ ið Þ � ρ0 ið Þ½ �
ρ0 ið Þ

� �
ð6:10Þ
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6.3.3 Multiperiod Load Model

The multiperiod load is shiftable in time intervals. Similar to single-period loads, the
multiperiod load model can be calculated. So, the multiperiod model can be
displayed by Eq. (6.11).

Pd ið Þ ¼ Pd0 ið Þ þ
X24
j¼1

j6¼i

E i, jð ÞPd0 ið Þ
ρ0 jð Þ ρ jð Þ � ρ0 jð Þ½ � ð6:11Þ

According to Eqs. (6.10) and (6.11), single-period and multiperiod load models
are related to self-elasticity and cross-elasticity, respectively.

6.3.4 Final Responsive Load Model

The final model of responsive loads can be calculated by combining Eqs. (6.10) and
(6.11). As a result, Eq. (6.12) denotes the final model of responsive loads.

Pd ið Þ ¼ Pd0 ið Þ 1þ E i, ið Þ ρ ið Þ � ρ0 ið Þ½ �
ρ0 ið Þ þ

X24
j¼1

j6¼i

E i, jð Þ ρ jð Þ � ρ0 jð Þ½ �
ρ0 jð Þ

8>>>><
>>>>:

9>>>>=
>>>>;

ð6:12Þ

6.4 Reconfiguration of MMGs

Reconfiguration is one of the significant strategies that operators can use to manage
and optimize the network topology aimed at achieving desired targets. Network
reconfiguration as an optimization problem could have various objectives like
maximizing distribution network reliability, improving system voltage profile, min-
imizing operation cost, and minimizing network losses. Among the goals mentioned
above, operation cost and loss minimizing are important for the distribution network
operator (DNO). In this chapter, these objective functions are taken into account and
will be formulated in the next section.

It is worth noting that one of the limiting factors in network reconfiguration
problem is switching number. Switching number in a distribution network can be
obtained from Eq. (6.13) [35]. In conventional distribution networks, the network’s
radial topology is an important constraint in the reconfiguration problem. In the
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hypothesized MG-based distribution network, the constraint (6.14) is considered to
guarantee the radiality of the network during reconfiguration process.

NSW
S ¼

X24
t¼1

Stt � Stt�1j j ð6:13Þ

Nl ¼ Nbr � Nbus þ 1 ð6:14Þ

It should be stated that due to the penetration of various resources in the MGs,
reconfiguration of MMG will be quietly different with traditional reconfiguration of
distribution network. Actually, in the MMG-based distribution networks, there are
some remotely controlled switches available between MGs to exchange energy
among themselves. Our purpose to execute the reconfiguration in this structure is
to determine how the MGs can be connected to each other to transact the power.

6.5 Problem Formulation

6.5.1 Objective Function

From the DNO viewpoint, two basic objectives are considered. Minimizing opera-
tion cost and power loss are two objectives that will separately be reviewed and
incorporated into the problem.

6.5.2 First Objective

In each MG, it is assumed that various dispatchable and non-dispatchable DGs are
installed. High penetration of renewable energy resources such as photovoltaic
(PV) and wind turbine (WT) in each MG is considered. In addition, because of
MG’s islanding mode, at least one dispatchable generation unit such as combined
heat and power (CHP) or microturbine (MT) is needed.

In this chapter, the first objective is network operation cost, which depends on
each DG’s operation cost in each MG. Because of dispatchable output of
nonrenewable DGs, the operating cost function of this resource depends on its
output power. To model these types of DGs, a quadratic function is considered
[36]. Equations (6.15) and (6.16) show CHP and MT cost functions, respectively.
For fuel cell (FC), PV, and WT, a constant cost function is considered. Furthermore,
Eqs. (6.17)–(6.19) express their operating cost functions, respectively [37]. The
MG-based distribution network operating cost is obtained from Eq. (6.20) that
should be minimized (6.21).
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CostCHP,t ¼ aCHPP
2
t,mg,CHP þ bCHPPt,mg,CHP þ cCHP ð6:15Þ

CostMT,t ¼ aMTP
2
t,mg,MT þ bMTPt,mg,MT þ cMT ð6:16Þ

CostFC,t ¼ cFC � PFC ð6:17Þ
CostPV,t ¼ cPV � PPV ð6:18Þ
CostWT,t ¼ cWT � PWT ð6:19Þ

opcostt ¼
XNmg

mgi¼1

 XNCHP

CHPi¼1

CostCHPi,mg,t þ
XNMT

MTi¼1

CostMTi,mg,t

þ
XNFC

FCi¼1

CostFCi,mg,t þ
XNPV

PVi¼1

CostPVi,mg,t þ
XNWT

WTi¼1

CostWTi,mg,t

!
ð6:20Þ

mincost ¼ min opcostt½ � ð6:21Þ

6.5.3 Second Objective

Equation (6.22) displays the mathematical formulation of power losses in distribu-
tion systems [38]. In the proposed problem, the second goal of DNO is to minimize
the network loss (6.23).

losst ¼
XNmgi

mgi¼1

XNbr

br¼1

Real
Vn,mgi,t � Vm,mgi,t

�� ��2
Rbr,mgi � jXbr,mgi

 !
ð6:22Þ

minloss ¼ min losst½ � ð6:23Þ

6.5.4 Constraints

The proposed objective functions have the following constraints. Active and reactive
power flow equations are given in (6.24) and (6.25), respectively. Before and after
implementing DR programs, active and reactive power balance constraints are
maintained by Eqs. (6.26)–(6.28) respectively. In (6.27), all DG active power
generation is considered; while in (6.28) CHP and MT are assumed to have ability
to generate reactive power. The thermal limit of branches is restricted by Eq. (6.29).
Equation (6.30) illustrates all bus voltage limits; the voltage of slack bus should be
set as 1 per unit as (6.31) and also voltage angle constraint is given in Eq. (6.32).
Active power generation constraints for all types of DGs can be imposed by (6.33) to
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(6.37), respectively. For dispatchable DGs, reactive power generation constraints are
performed by (6.38) and (6.39).

Pt,mgi,nm ¼ Vt,mgi,n

�� ��2Gnm � Vt,mgi,n

�� �� Vt,mgi,m

�� ��
Gnm cos θt,mgi,nm þ Bnm sin θt,mgi,nm
� � ð6:24Þ

Qt,mg,nm ¼ � Vt,mgi,n

�� ��2 Bnm þ Bsh
nm

� �� Vt,mgi,n

�� �� Vt,mgi,m

�� ��
Gnm sin θt,mgi,nm � Bnm cos θt,mgi,nm
� � ð6:25Þ

Pt,mgi,CHPi þ Pt,mgi,MTi þ Pt,mgi,FCi

þPt,mgi,PVi þ Pt,mgi,WTi � Pt,mgi,dn ¼
X
m2Ωb

Pt,mgi,nm ð6:26Þ

Pt,mgi,CHPi þ Pt,mgi,MTi þ Pt,mgi,FCi þ Pt,mgi,PVi þ Pt,mgi,WTi

� Pd0 ið Þ 1þ E i, ið Þ ρ ið Þ � ρ0 ið Þ½ �
ρ0 ið Þ þ

X24
j¼1

j 6¼i

E i, jð Þ ρ jð Þ � ρ0 jð Þ½ �
ρ0 jð Þ

8>>>><
>>>>:

9>>>>=
>>>>;

2
66664

3
77775

¼
X
m2Ωb

Pt,mgi,nm ð6:27Þ

Qt,mgi,CHPi þ Qt,mgi,MTi � Qt,mgi,dn ¼
X
m2Ωb

Qt,mgi,nm ð6:28Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pt,mgi,nm
� �2 þ Qt,mgi,nm

� �2h ir
� Smax ,t,mgi,nm ð6:29Þ

Vj jmin � Vj jt,mgi,n � Vj jmax ð6:30Þ
Vj jt,mgi,n ¼ 1 n 2 nref ð6:31Þ

θmin � θt,n � θmax n 2 nref ð6:32Þ
PCHPmin � Pt,mgi,CHPi � PCHPmax ð6:33Þ
PMT,min � Pt,mgi,MTi � PMT,max ð6:34Þ
PFC,min � Pt,mgi,FCi � PFCmax ð6:35Þ
PPVmin � Pt,mgi,PVi � PPVmax ð6:36Þ
PWTmin � Pt,mgi,WTi � PWTmax ð6:37Þ

QCHPmin � Qt,mgi,CHPi � QCHPmax n 2 nref ð6:38Þ
QMTmin � Qt,mgi,MTi � QMTmax n 2 nref ð6:39Þ
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6.5.5 PV and WT Generation Modeling

6.5.5.1 PV Model

The power generation of PV depends on air temperature and solar radiation;
therefore, its output power will change hourly. The normal distribution function is
used in this chapter to model PV generation (6.40). The generated power by PV is
exhibited in (6.41) [39].

f n Ppv
� � ¼ 1ffiffiffiffiffiffiffiffiffiffi

2πσ2
p exp

� Ppv � μ
� �2
2� σ2

 !
ð6:40Þ

Ppv ¼ PSTC � GING

GSTC
� 1þ k TC � T rð Þð Þ ð6:41Þ

6.5.5.2 WT Model

The power generated by WT depends on wind speed, so its output power will be
extremely variable. To this end, the Weibull distribution (6.42) is applied to show the
distribution of wind speed. The power generated by WT can be depicted as
(6.43) [39].

f v vð Þ ¼
β
α
� v

β

� 	φ�1

� e
v
αð Þβ v � 0

0 otherwise

8<
:

9=
; ð6:42Þ

PWT ¼
νncut‐out � νn

νncut‐in � νnr
� Prate νcut‐in � ν � νr

Prate νr � ν � νcut‐out

0 otherwise

8>><
>>:

9>>=
>>; ð6:43Þ

6.5.6 Uncertainty Modeling

Due to the increasing share of renewable resources in the power sector, uncertainty
makes the distribution network operation a more complicated problem. Uncertain
parameters in power systems are divided into two major sections: technical param-
eters and economic parameters. Uncertainty in the power system operation is part of
the technical parameter section [40]. Among the methods developed to handle the
system uncertainty, in this chapter an effective scenario-based programming has
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been selected. In this modeling, scenarios are initially produced, and then because of
excessive number of scenarios that imposes significant implementation challenges,
these scenarios can be reduced by using scenario reduction techniques.

6.5.6.1 Scenario Generation

One of the most beneficial ways to generate scenarios is the Monte Carlo method
(MCS) [41]. Equation (6.44) depicts the probability of scenarios generated from
multiple uncertain parameters. Given Eq. (6.45), the sum of the probabilities of the
scenarios generated by MCS must be equal to one.

πtsc ¼ πlosc � πpvsc � πwtsc ð6:44Þ
XNs

sc¼1

πlosc � πpvsc � πwtsc ¼ 1 ð6:45Þ

6.5.6.2 Scenario Reduction

Due to the creation of a large number of scenarios and also regarding the fact that
most of their occurrence probabilities are very low, scenario reduction techniques
should be used. One of these techniques is the Kantorovich scenario reduction
technique that specifies a probability measure to select a subset of scenarios from
initial scenarios. Equation (6.46) represents the mathematical form of this approach
[42]. Simulation time is reduced by scenario reduction techniques effectively.

Ht ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNsc

sc¼1
πisc � π j

sc
� �2r

, NS ¼ N lo
sc � Npv

sc � Nwt
sc


 � ð6:46Þ

6.5.7 Risk Measure

The uncertainty of renewable resources and demand will pose a considerable risk for
DNO. As mentioned in literature, an appropriate method for measuring and control-
ling risk in scenario-based modeling is the conditional value at risk (CVaR) index. In
this method, first, the expected objective function should be calculated by Eq. (6.47)
and then value at risk (VaR) is calculated by Eq. (6.48) which is the difference
between the values of the objective function in the worst scenario in the most
probable scenario. βr is a risk factor and is between 0 and 1. When β is equal to
0, the DNO is risk-neutral, and if β is equal to 1, the system operator is risk aversion.
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In this research, risk factor is considered to be 0.9. On the other hand, αr denotes the
confidence level where its parameter is assumed to be 0.95. Moreover, ηr is consid-
ered as an auxiliary variable which is defined in Eq. (6.49). Finally, with respect to
(6.50) and (6.51), CVaR and the expected objective function are combined together
taking into account the specific risk level [43].

opcostexpected ¼
XNsc

sc¼1

scperð Þ � opcostscð Þ ð6:47Þ

VaR ¼ opcostworstscð Þ � opcostmaxscð Þ ð6:48Þ

η ¼ VaR� opcostexpected VaR < opcostmaxsc

0 others

� �
ð6:49Þ

CVaR ¼ VaR� 1
1� αr

� 	
� scper � ηr ð6:50Þ

opcostrisk ¼ opcostexpected þ βr � CVaR ð6:51Þ

6.6 Simulation Results

6.6.1 Data and Case Study

The modified IEEE 85-bus distribution network [44] has been chosen to implement
the proposed problem. Six MGs in 85-bus radial network are supposed. Different
real 24-h load profiles are taken into account from an electric distribution company.
Residential, industrial, commercial, and academia are 24-h load profiles which are
considered in this work [45]. Each load point within the MGs is multiplied by its
specific 24-h coefficient.

To identify the boundaries between the MGs and main grid, eight tie switches are
assumed to be installed. The main goal of tie switches is to change the MG
configuration. The proposed MMG topology is shown in Fig. 6.5. As can be seen,
comprehensive MG connections are considered; in particular, MG1, MG2, MG3,
and MG5 are connected to the main grid directly, MG4 and MG6 are connected to
other MGs, MG6 is connected to two MGs, and MG2, MG3, and MG5 are also
connected to both main grid and other MGs. The load profiles of the main network,
MG1, MG4, and MG5, are considered as residential load profiles, the load profile of
MG3 is considered as commercial, the load profile of MG6 is known as industrial,
and also MG2 is assumed to have a 24-hour academia load profile.
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6.6.2 DR Parameters

Since all consumers are unlikely to participate in the proposed DR programs, the
number of consumers wishing to participate in the DR programs must be determined
before the DR execution. For this reason, in this work the participating factor is
assumed to be 10%. For all industrial loads, cross-elasticity and self-elasticity are
considered 0.01 and �0.2, respectively. In addition, for all residential loads, the
price elasticity of loads is presented in Table 6.1 [34].

Industrial loads can easily follow the prices but other loads cannot follow the
hourly changes of electricity prices. For this reason, in this research, RTP is used for
industrial loads and TOU is utilized for commercial, residential, and academia loads.
Because of different peak time periods in residental loads and other loads, energy
pricing in the TOU program will be different for each type of demands. Elasticity
prices for TOU and for RTP have been demonstrated in Table 6.2 [34]. TOU and
RTP pricing chart for residential, commercial, and industrial 24-hour load profiles is
also illustrated in Fig. 6.6.

Fig. 6.5 Outline of proposed MMG topology

Table 6.1 Self- and cross-
elasticity

Peak Off-peak Valley

Peak �0.1 0.016 0.012

Off-peak 0.016 �0. 1 0.01

Valley 0.012 0.01 �0. 1
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6.6.3 DG Parameters

The operation cost of the system depends on so many components such as types of
DGs. According to the proposed model, the operating cost must be specified based
on the levelized cost of energy for various energy resources. These coefficients are
presented in Table 6.3 [37].

Table 6.2 Different time period electricity prices

Load type Program Electricity price (R/kWh) Time (h)

Residential TOU 40 at valley, 160 at off-peak, and 400 at
peak

Valley period: 4:00 to 7:00
and 14:00 to 16:00
Off-peak time period: 1:00
to 3:00, 8:00 to 13:00 and
17:00 to18:00
Peak period: 19:00 to 24:00

Commercial TOU 40 at valley, 160 at off-peak, and 400 at
peak

Valley period: 1:00 to 6:00
and 23:00 to 24:00
Off-peak period: 7:00 to
8:00
Peak period: 9:00 to 22:00

Academia TOU 40 at valley, 160 at off-peak, and 400 at
peak

Valley period: 1:00 to 6:00
and 23:00 to 24:00
Off-peak period: 7:00 to
8:00
Peak period: 9:00 to 22:00

Industrial RTP 160,160,160 20 40,500
40 20,500,200,160,200 20 20 40 40
40,160,160,200,200,500,500,200

_

Fig. 6.6 TOU and RTP pricing chart for residential, commercial, and industrial 24-h load profiles
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6.6.4 Numerical Results

In this research, two different operation strategies are proposed to operate MG-based
distribution networks: hourly reconfiguration and DR programs. Both the proposed
scheduling strategies are implemented in MATLAB environment. To carry out the
aforementioned schedules, the network operator, i.e., DNO, must solve an AC
optimal power flow (ACOPF) problem, which is a nonlinear and nonconvex opti-
mization problem. In order to solve this complex issue, open-source MATPOWER
package including its own primal-dual interior point solver (MIPS) has been
employed. In this research, MATPOWER 6.0 has successfully been used to solve
the ACOPF problem [38]. In the proposed MMG network, to analyze and evaluate
the effect of network topology and MG connection on the objective functions, an
hourly reconfiguration problem associated with DR programs has been carried out.
Effect of TOU program on residential, commercial, and academia and effect of RTP
on industrial 24-hour load profile are illustrated in Fig. 6.7. Besides, in Table 6.4,
peak load and peak to valley factors are chosen to show the positive effect of time-
based DR programs on these factors. To investigate the effectiveness of proposed
DR programs on the network configuration and objective functions, the simulation
results have been fulfilled once before the DR implementation and once after DR
implementation.

6.6.5 Before DR Implementation

Before running of TOU and RTP via DNO, the results are presented for the expected
scenario which has the probability of occurrence more than the rest of the scenarios.
In minimizing operation cost and power losses, Tables 6.5 and 6.6 are given to
express the states of switches in 24 h, respectively. The number of switching for each
objective functions is presented in Table 6.7. Before DR program implementation,
the network operational cost and power losses at all scenarios are illustrated in
Fig. 6.8.

Table 6.3 DER operation cost coefficient

DG type Location a b c

CHP MG 1,2, and 6 0.02 0.01 0.02

CHP MG 4,5 0.0005 0.0495 0.001

MT MG3 0.02 0.01 0.02

FC MG 1, 4, and 5 – – 0.1976

WT MG5 and 6 – – 0.002

PV MG 1, 2, 3, 4, 5, and 6 – – 0.0011
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Fig. 6.7 DR program effect in 24 hours and various load shapes

Table 6.4 DR program effect on distribution system factors

Load type
Peak before DR
program (MW)

Peak after DR
program (MW)

Peak to valley
before DR program

Peak to valley
after DR program

Residential 0.0353 0.0318 0.0205 0.0162

Commercial 0.0560 0.0505 0.0526 0.0473

Academia 0.0353 0.0319 0.0296 0.0265

Industrial 0.0560 0.0547 0.0101 0.0079

Total load 2.3541 2.1702 1.2287 0.9798

Table 6.5 Open switches
before DR implementation for
minimizing network
operation cost

Hours Open switches

7, 8, 10, 11, 12, 14, 15, 16, 17, 18 S2, S3

19, 20, 21, 22, 23 S1, S7

1, 2, 4, 9 S1, S3

3, 5, 6 S1, S2

13, 24 S2, S7
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6.6.6 After DR Implementation

After TOU and RTP implementation, the results are presented at the expected
scenario which has the probability of occurrence more than others. The operation
cost and power losses are depicted in Tables 6.8 and 6.9, respectively. The switching
number for each objective function is presented in Table 6.10. After DR program
implementation, network operational cost and power losses at all scenarios are
illustrated in Fig. 6.9. Besides, a comparison of the total network operation cost
considering risk analysis has been presented in Table 6.11 before and after DR
perfomance.

Table 6.6 Open switches
before DR implementation for
minimizing network losses

Hours Open switches

1, 7, 8, 9, 10, 14, 15, 16, 17, 18 S1, S3

2, 3, 4, 5, 6, 19, 20, 21 S1, S2

22, 23 S1, S4

13, 24 S1, S7

11, 12 S2, S3

Table 6.7 Number of
switching before DR
implementation

Objective function Number of switching

Operation cost 22

Losses 18

Fig. 6.8 Network operational cost and power losses in terms of scenarios before DR
implementation

Table 6.8 Open switches after DR implementation for minimizing network operation cost

Hours Open switches

1, 2, 3, 4, 5, 6, 7, 9, 10, 15, 16, 17, 18, 19, 23 S1, S3

8, 11, 12, 13, 14 S2, S3

20, 21, 22 S1, S7

24 S2, S7

6 Risk-Constrained Intelligent Reconfiguration of Multi-Microgrid-Based. . . 141



The results evidenced that applying DR programs can highly restrict the adverse
impacts of renewable uncertainties. Moreover, dynamic reconfiguration can opti-
mize the procurement costs of MGs by modifying the connections of networked
MGs. The results obtained from simulations justify that the reconfigurable structure
for MGs will increase the reliability of the system by exchanging the power between
the MGs from different ways. On the other hand, the simulation results have
confirmed the feasibility of the proposed risk-based reconfiguration scheduling in
conjunction with the CVaR index for minimizing the procurement costs of MGs. It is
also found that the proposed DR program leads to a 12.83% and 19.54% reduction in
economic costs and power losses, respectively.

Fig. 6.9 Network operational cost and power losses in terms of scenarios after DR implementation

Table 6.11 Comparison of operating cost function

Expected operation cost CVaR Operation cost

Without DR programs 0.2703 0.0121 0.2812

With DR programs 0.2696 0.0036 0.2729

Table 6.9 Open switches after DR implementation for minimizing network losses

Hours Open switches

1, 2, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 S1, S3

3, 4, 5, 6, 19, 20, 21 S1, S2

22, 23 S1, S4

24 S1, S7

Table 6.10 Number of
switching after DR
implementation

Objective function Number of switching

Operation cost 16

Losses 10
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6.7 Conclusion

In this research, the main focus was on the daily risk-constrained reconfiguration
scheduling of networked MGs. The optimization problem has been solved from a
network operator viewpoint. Changing the connection of MGs and implementing
time-based DR programs are two strategies that have been used to operate the MGs.
In each MG, different renewable and nonrenewable generation units are considered
to supply demand of MGs locally. According to operation cost and power losses, the
connection between the main network and MGs or between two neighbor MGs was
changed and the optimal topology for each hour is presented. For more similarity to
the actual distribution network, four different daily load profiles (i.e., residential,
commercial, industrial, and academia) are taken into account. By observing the
results, it can be deduced that by connecting the MGs to each other, the overall
operation costs will be significantly lower than those in which the MGs are operated
separately. On the other hand, the results confirm that DR programs lead to reduced
energy management cost and mitigate the fluctuations of renewable generations.
Moreover, it can be seen that the final optimal network configurations are affected by
the time-based DR programs.
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Chapter 7
AC Optimal Power Flow Incorporating
Demand-Side Management Strategy

Farkhondeh Jabari, Mousa Mohammadpourfard,
and Behnam Mohammadi-Ivatloo

Nomenclature

Indices

i, j Bus
g Thermal power plant
t Time

Parameters

α Maximum percentage of active demand decrease and increase at bus i
ag, bg, cg Fuel consumption factors
DSMi, t Value of active demand increase/decrease at bus i and time t
P0
i,t Base active demand of bus i at hour t

Pg, max
i Maximum value of active power generated by unit g at bus i

Pg, min
i

Minimum value of active power generated by unit g at bus i

Pmax
ij Active power capacity of transmission line i to j

Qi, t Reactive power demand of bus i at time t
rij Resistance of transmission line i to j
xij Reactance of transmission line i to j
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Decision Variables

δi, t Bus voltage angle
Iij, t Current passes through transmission line i to j
OF Daily cost
Pi, t Active power demand of bus i at time t
Pg
i,t Active power generation of gas-fired power plant g

Pw
i,t Wind power production at bus i and hour t

Qg
i,t Reactive power generation of gas-fired power plant g, which is connected to

bus i
Sij, t Complex power transmitted from bus i to j
Vi, t Bus voltage magnitude

7.1 Motivation and Literature Review

As a result of population growth and electrical demand increase, interconnected
power systems may intentionally or non-optimally be islanded to some regions. In
large power systems, load-generation mismatch may cause voltage instability, cas-
caded outages of transmission lines, and wide area blackouts. There are some
solutions to avoid from wide spread outages: (1) use of renewable energy sources
for supplying not-supplied demand, (2) generation side management by saving
surplus energy at low-demand periods and supplying high-demand at peak hours
using storage technologies, and (3) demand-side management strategy by peak loads
and shifting them to low-demand times. Many scholars have studied AC optimal
power flow (AC-OPF) analysis to find a good solution vector for interconnected
power systems [1, 2]. Because, if a fast and cost-efficient approach is not used for
solving AC-OPF problem, a simple contingency such as transmission outages may
lead to overloading of another lines as well as cascaded failures and a wide spread
blackout [3, 4].

AC-OPF problem is usually solved as a mixed integer nonlinear program
(MINLP). Meanwhile, penetration level of renewable energies in transmission
and distribution power systems and their fluctuations as well as uncertainties of
energy demand make this problem more complex [5, 6]. Many researches have not
considered these issues [7–9]. Hence, OPF problem may be non-optimal when
uncertainties of renewable energy sources and loads are not modeled. Stochastic
programming methods can model their variations by generating some scenarios
to ensure security under different operating conditions [10–13]. Stochastic OPF
algorithms have two drawbacks [14]: (a) higher computational burden and calcula-
tion time and (b) required distributional data of uncertain variable, which usually is
not available. Interval robust optimization technique overcomes these limitations
[15]. In robust DC-OPF problem, voltage magnitude and reactive power are not
considered and optimum operating point of system may be insecure and inaccurate
[16]. As summarized in Table 7.1, the fuel cost of active and reactive power
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generation processes, energy procurement from external energy suppliers, emissions
of greenhouse gases, real power losses of transmission system, and involuntarily
load interruptions have been considered in OPF problem. According to Table 7.2,
real and reactive power generation capacities, voltage magnitude limit, current or
power transmission capacity, load shedding limits, and balance criterion are consid-
ered as constraints of OPF problem.

Annual peak electrical demand usually occurs in summer [17], because a huge
number of air conditioning systems are simultaneously connected to regional
power systems, which imposes additional investment costs to distribution and
interconnected networks [18, 19]. Meanwhile, DSM strategies are cost-effective
and energy-efficient tools to overcome this problem. Their main advantage is to
change daily electricity usage curve of consumers in a way that the system reliability

Table 7.1 Objectives in OPF problem

Ref.

Generation cost External
suppliers Losses

CO2

footprint
Involuntarily load
interruptionsActive Reactive

[40] � � �
[41] � �
[42] � �
[43] � �
[44] � � � �
[45] � � �
[46] � � � �
[47] �
[48] � � �
[49] �
[50] � �
[51] � � �
[52] �
[53] �
[54] � �
[55] �
[56] � � �
[57] � �
[58] � � �
[59] �
[60] �
[61] �
[62] � � �
[63] � � �
[64] � �
[65] � �
[66] �
[67] �
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is improved and the load profile is flatten under severe contingencies [20–22]. Based
on incentives paid to customers and electricity tariffs, demand response procedures
are classified as follows [23, 24]:

• Incentive-based DSM schemes.

– Direct load control: An end user, who registered in this program, receives
incentive allowing the system operator to curtail its power consumption when
needed [25, 26].

– Load curtailment: Regional distribution companies inform participants to
reduce their energy consumption under contingencies [27]. If a registered
customer does not participate in load curtailment strategy, he will severely
be fined.

Table 7.2 Constraints of OPF problem

Ref.
Real generation
capacity

Reactive power
capacity

Voltage security
constraint

Voltage
angle

Involuntarily load
interruptions

[40] � � � � �
[41] � � �
[42] � � � �
[43] � � � �
[44] � � � �
[45] � �
[46] � � �
[47] � �
[48] � � � �
[49] � � �
[50] � � � �
[51] � � � � �
[52] � � �
[53] � �
[54] � � �
[55] �
[56] � � � �
[57] �
[58] � � �
[59] � � � �
[60] �
[61] � � �
[62] � �
[63] � �
[64] �
[65] �
[66] � �
[67] � � � �
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– Demand bidding method: Customers with higher demand than 1 MW can
participate in bidding plan. They can bid a certain price which mitigate their
power consumption by getting it [28, 29].

– Emergency load control: This is similar to load curtailment program. But, it is
implemented on flexible consumers only at annual peak demand periods.

• Price-based load management.

– Time of use: Each registered consumer decreases a percentage of power
consumption during peak time intervals and satisfies it at low-demand hours
for reducing his electricity bill [30–33].

– Critical peak pricing: This program is only performed in hot summer days,
when the energy tariffs are significantly more than the real-time prices and the
time of use rates [34].

– Real-time pricing: Instead of three level pricing at low, medium, and peak load
hours, hourly energy prices are considered to encourage consumers for par-
ticipation in peak clipping and valley filling project [35].

As summarized in Tables 7.1 and 7.2, there is no study on demand-side manage-
ment (DSM) strategy [36, 37] based optimal power flow analysis. Several scholars
presented load shedding based power system optimization problems [38, 39]. But, it
should be noted that if a part of active power loads of some buses is shifted from
peak hours to off-peak and mid-peak times, daily fuel cost of thermal generating
units will be reduced, significantly. Moreover, there will be no need to purchase
electricity from external power suppliers such as renewable energy resources.
Therefore, the capital investment, maintenance, and operation costs of the renewable
energy resource-based power generation plants are saved if the electrical consumers
are participated in peak shaving programs. The main idea of the DSM policies is to
shift the use of the electricity consumption equipment from high-load hours (when
the power system is overloaded) to low-demand periods. The electrical demand
profile over the study horizon will be flattened by demand shifting strategy. It should
be mentioned that only a certain amount of electrical utilization of different cus-
tomers can be reduced. Because, if this limit is not considered in DSM program,
other peak energy demand points may be occurred at other hours. This chapter
implements a time-amount-based DSM approach on optimal AC load flow analysis
and decrease daily operation cost of a benchmark power system, while considering
(a) limits of voltage magnitude and angle, (b) active and reactive power generation
capacities, and (c) active and reactive load-generation balance constraint. It is
assumed that maximum 20% of base active power demand of each bus can be
decreased or increased at hour t. Time and value of active power demand shift are
considered as decision variables of optimization problem. Moreover, active and
reactive power generation at each bus, transmission flows, bus voltage angle
and magnitude, and objective cost function are found in two cases “without DSM”

and “with DSM” and compared to prove its cost-effectiveness capability in OPF
strategy.
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In Sect. 7.2, a DSM-based AC optimal power flow problem is modeled. Then,
Section 7.3 proves that implementation of DSM program on AC load flow analysis is
a cost-effective tool. Afterward, conclusion is presented in Section 7.4.

7.2 Problem Formulation

The AC optimal power flow problem is applied on the transmission scale level
power system. As illustrated in Fig. 7.1, the voltage magnitude of the buses i and j at
time t are shown with Vi, t and Vi, t, respectively. Moreover, δi, t and δj, t refer to the
bus voltage angle of the nodes i and j. The resistance and reactance of the transmis-
sion line between nodes i and j are represented as rij and xij, respectively.

The objective function of the optimization problem is the fuel cost of the thermal
units over a T ¼ 24 h study period, which is minimized as (7.1). The constant
coefficients ag, bg, and cg determine the operation cost of the thermal unit g for
generating the power Pg

i,t at hour t.

OF ¼
X
i, t

ag Pg
i,t

� �2 þ bgP
g
i,t þ cg ð7:1Þ

The load-generation-transmission balance constraints (7.2) and (7.3) are stated
for active and reactive powers. The parameter Pi, t is the active power consumption at
bus i and time t in the presence of DSM program.

Pg
i,t þ Pw

i,t � Pi,t ¼
X
j2Ωi

l

Pij,t ð7:2Þ

Qg
i,t � Qi,t ¼

X
j2Ωi

l

Qij,t ð7:3Þ

The current flowing from bus i to node j through the branch i-j is computed as
(7.4). The variables Sij, t, Pij, t, and Qij, t represent the complex, real, and reactive
power flows of the branch i-j and are calculated in Eqs. (7.5)–(7.7) and limited by
Smax
ij,t as constraint (7.8).

Fig. 7.1 The power system
modeling in the AC load
flow analysis
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Iij,t ¼ Vi,t∠δi,t � V j,t∠δ j,t

Zij∠θij
þ bVi,t

2
∠ δi,t þ π

2

� �
ð7:4Þ

Sij,t ¼ I�j,t � Vi,t∠δi,t ð7:5Þ

Pij,t ¼
V2
i,t

Zij
cos θij

� �� Vi,tV j,t

Zij
cos δi,t � δ j,t þ θij

� � ð7:6Þ

Qij,t ¼
V2
i,t

Zij
sin θij

� �� Vi,tV j,t

Zij
sin δi,t � δ j,t þ θij

� �� bV2
i,t

2
ð7:7Þ

�Smax
ij,t � Sij,t � Smax

ij,t ð7:8Þ

The output active and reactive power generations of the unit g are limited by the
capacity constraints (7.9) and (7.10), respectively. The ramp up and ramp down
limits of the power plant g are considered in (7.11) and (7.12). If there is a wind farm
at bus i, its power generation can be modeled as Pw

i,t in balance Eq. (7.2).

Pg, min
i � Pg

i,t � Pg, max
i ð7:9Þ

Qg, min
i � Qg

i,t � Qg, max
i ð7:10Þ

Pg
i,t � Pg

i,t�1 � RUg ð7:11Þ
Pg
i,t�1 � Pg

i,t � RDg ð7:12Þ

7.3 DSM Program

In Fig. 7.2, the grey section represents the initial load level before application of
DSM program.

Equation (7.13) calculates the value of the electrical power consumption at bus
i and time t in the presence of the demand response scheme. The decision variable
DSMi, t is defined to model the increase and decrease of the demand for each bus i. If
DSMi, t ¼ 0, the demand response programs will not be considered in optimization
problem and Pi,t ¼ P0

i,t. If DSMi, t < 0, the real power load will be reduced after
using DSM strategy. Therefore, Pi,t < P0

i,t, as shown with green bar. At the same
manner, if DSMi, t> 0, the active power demand of the ith bus will increase at hour t.
Hence, Pi,t > P0

i,t, as illustrated in red color.

Pi,t ¼ P0
i,t þ DSMi,t; 8i ð7:13Þ
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Inequality constraint (7.14) is stated to guarantee that although a part of each
demand is reduced at some hours, this will be satisfied at other periods. In other
words, sum of DSMi, t during 24-h time interval should be equal to 0.

XT
t¼1

DSMi,t ¼ 0; 8i ð7:14Þ

To avoid from occurring another peak, the value of the shifted demand should be
limited as constraint (7.15), in which α represents the maximum percentage of the ith

load increase and decrease at hour t. The active power demand increase and decrease
are selected as other decision variables. At each scenario, Pi, t is calculated from
(7.13) and inserted in (7.2).

�α� P0
i,t � DSMi,t � þα� P0

i,t; 8i ð7:15Þ

7.4 Illustrative Example and Discussions

The validation of the proposed DSM-based AC optimal power flow analysis is
carried out using general algebraic mathematical modeling system (GAMS)
[68]. The MINLP problem (7.1)–(7.15) is solved under the convex over and under
envelopes for nonlinear estimation (COUENNE) [68] tool. The IEEE 24-bus stan-
dard system [69] is tested in two cases “before applying DSM strategy” and “after
using DSM program.” Figure 7.3 depicts the single-line diagram of the test system.
As obvious from this figure, three-wind farm with 200, 150, and 100 MW generation
capacity are connected to buses 8, 19, and 21, respectively. It is supposed that the

Peak clipping Valley fillingWithout DSM program
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Fig. 7.2 The amount of the active power demand of the bus i at time t without and with impacts of
demand response program
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maximum percentage of the demand increase and decrease, α, at each bus and hour
is equal to 20%. The fuel cost factor, ramp up, ramp down, and minimum and
maximum limits of active and reactive power generation for each thermal unit are
presented in Table 7.3. The nominal values of the real and reactive loads of each bus
i are summarized in Table 7.4. The changes of the wind product and the active and
reactive loads in terms of per unit are shown in Fig. 7.4. The resistance and the
reactance of the transmission lines are reported in [69]. The lower and upper bounds
of the bus voltage limit are equal to 0.9 and 1.1 per unit, respectively. The base
power is equal to 100 MVA.

Fig. 7.3 The single-line diagram of the IEEE 24-bus test power system

Table 7.3 The fuel cost factor, ramp up, ramp down, and minimum and maximum limits of active
and reactive power generation for each thermal unit g at each bus i [69]

i bg RUg RDg Pg, min
i Pg, max

i Qg, min
i Qg, max

i

1 13.32 21 21 30.4 152 �50 192

2 13.32 21 21 30.4 152 �50 192

7 20.7 43 43 75 350 0 300

13 20.93 31 31 206.85 591 0 591

15 21 31 31 66.25 251 �100 215

16 10.52 31 31 54.25 155 �50 155

18 5.47 70 70 100 400 �50 400

21 5.47 70 70 100 400 �50 400

22 0 53 53 0 300 �60 300

23 10.52 31 31 248.5 360 �125 310
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The decision variables of the AC optimal power flow problem are presented as
follows: The active and reactive products at nodes 7 and 16 are shown in Figs. 7.5
and 7.6, respectively. It is obvious that the thermal unit 3, which is located at bus
7, generates less active power in case of “after using DSM program” than that of
reported for the base case. In addition, the power plant 6, which placed in bus
16, should produce higher real power after implementing DSM strategy, because the

Table 7.4 The nominal
values of the real and reactive
loads of each bus [69]

i Active load (MW) Reactive load (MVAr)

1 108 22

2 97 20

3 180 37

4 74 15

5 71 14

6 136 28

7 125 25

8 171 35

9 175 36

10 195 40

13 265 54

14 194 39

15 317 64

16 100 20

18 333 68

19 181 37

20 128 26

Fig. 7.4 The variable wind power and demands over the sample day
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power generation cost of the unit 3 (20.7 $/MW) is more than the fuel cost factor of
the power plant 6 (10.52 $/MW).

For example, the blue line of the Fig. 7.5a shows that without application of real
power load management approach, the generated power of the thermal unit 3 is
higher than 75 MW at mid and on-peak active power consumption hours (from t¼ 1
to t ¼ 5 and t ¼ 20 to t ¼ 24). But, it is reduced to 75 MW after implementation of

(a)

(b)

Fig. 7.5 The active and reactive power generation at bus 7. (a) Active power generation. (b)
Reactive power generation
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time-amount-based demand response program on AC load flow problem. Addition-
ally, the reactive power production of the generating unit 3 after applying the active
demand management polices is similar to that of obtained from solving the base AC
optimal power flow problem at all hours except t ¼ 21. At this hour, the injected
reactive power to the bus 7 increases in the case of “after using DSM program.”

Figure 7.6 illustrates the hourly active and reactive power production at bus 16.
The blue line represents the power before implementation of DSM strategy. The red
one refers the outputs after applying the real power load management scheme. It is

(a)

(b)

Fig. 7.6 The active and reactive power generation at bus 16. (a) Active power generation. (b)
Reactive power generation
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seen that the electrical power produced by the unit 6 during the high-demand hours
(from t ¼ 1 to t ¼ 4 and t ¼ 19 to t ¼ 24) decreases in the presence of the DSM
procedure. In addition, the active power generation of the mentioned unit increases
from t ¼ 5 to t ¼ 18 (off-peak active demand hours). Figure 7.6b proved that by
applying the peak shaving and valley filling strategy to the active power consump-
tion, the reactive power injected to the bus 16 will be equal to or higher than that of
found in the base AC optimal power flow problem in most hours.

Moreover, it is found that although the DSM program is only applied on the
active power demand of the load buses, the reactive power generation pattern of the
units is also changed in the presence of this strategy, because as expected from (7.2),
if the active power consumption at both or one of buses i and j are changed, the
active and reactive power flows in transmission line i to j will vary, as seen in
Fig. 7.7. Therefore, their voltage magnitudes will also change as depicted in Figs. 7.8
and 7.9. In Figs. 7.8 and 7.9, the voltage magnitude of two selected buses are
compared in two cases. It is proved that the voltage profile at nodes 16 and 21 are
improved while applying DSM polices on active loads. As expected from equality
constraints (7.2) and (7.3), if the value of the active power consumption is controlled
at bus 16, the reactive power produced by the thermal unit 6 and transmitted to node
19 will optimally change in a way that a significant reduction in objective cost
function and improvement in bus voltage magnitude are resulted as shown in
Figs. 7.8 and 7.9.

The positive and negative variations of the real power demands of the buses 8, 13,
and 16 obtained from solving the DSM-based AC optimal power flow problem
(7.1)–(7.15) are displayed in Fig. 7.10. The positive side of the load change curve
demonstrates the load increase. In the same manner, the negative part represents the
load decrease at each hour. If the mentioned changes at real power demands of the
loads cause the operation cost of the power generation stations reduces from
$446,701 to $418,377. In other words, the time-value-based demand response
program results in $28,324 cost saving during the sample day. Figures 7.7 and 7.9
demonstrate that after application of DSM program, the reactive power flowing from
bus 16 to node 19 is reduced. But, the value of the reactive power injected from node
16 to bus 21 increases, which results an increase in voltage magnitude of node 21.

7.5 Conclusion and Future Works

In the presented chapter, the demand response program was incorporated in AC
power flow problem. The operation cost of the interconnected power system was
selected as the objective function and minimized over the 24-h time period. The
GAMS software was employed for solving the MINLP to find the active and reactive
power productions of the thermal power plants, the bus voltage magnitude and
angle, the real and reactive power flows of the transmission lines, the magnitude
and phase of the current flowing through the branches, and the hourly changes of
the active power demands of the load buses. The ramp up/down rate limits, the
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active/reactive power balance constraint, the transmission power flow calculation
and limits, and the bus voltage magnitude bounds were considered in optimal load
flow process. It was found that the use of the DSM program results in $28,324 cost
saving in 24-h operation interval. The DSM-based optimal power flow problem can
be solved in water-energy hub networks and gas-water-power trigeneration systems.

(a)

(b)

Fig. 7.7 The power flowing through the transmission line between nodes 16 and 19. (a) Active
power flow in line 16–19. (b) Reactive power flow in transmission line 16–19
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As known, the application of the load shifting strategy changes the best operating
points of the combined potable water and power generation units and affects the
operation cost of the cogeneration grid. Similarly, the changes in gas demand profile
cause the variation of the operation cost of the gas-fired units as well as the gas
extraction cost of the gas suppliers.

Fig. 7.8 The voltage magnitude of the bus 16

Fig. 7.9 The voltage magnitude of the bus 21
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Fig. 7.10 Daily changes of
active power demands of
buses 8, 13, and 16
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Chapter 8
Demand Side Integration in the Operation
of LV Smart Grids

Susanna Mocci and Simona Ruggeri

8.1 Introduction

At the end of 2018, the European Commission presented the strategic long-term
vision for a prosperous, new, competitive and climate-neutral economy by 2050,
with the aim of achieving net-zero greenhouse gas emissions by 2050 through a
socially fair transition in a cost-efficient manner [1].

The environmental targets and the 2050 decarbonization roadmap can be reached
through an exploitation of renewable energy sources (RES) on a different level (from
wind farms to small-scale photovoltaic systems—PV), at the expense of conven-
tional generation (e.g. fossil fuels). Moreover, moving from traditional vehicle
which uses fossil fuels and oils to electric-powered vehicles (the so-called e-mobil-
ity) could contribute to a reduction in CO2 emissions. Finally, thanks to the support
of communication and measurement systems, also end users could be more actively
involved in the integration of renewable energy and in the network operation,
modifying their energy demand and providing their flexibility.

For distribution system operators (DSO), this evolution is a challenge, since the
planning and operation of distribution networks require significant changes in their
approach. Mostly LV networks, usually considered “passive”, are not ready for the
transition towards the low-carbon society. New consumption profiles (e.g. domestic
electric vehicles recharge systems, induction cooking systems), characterized by
high coincidence factors, and small generation (e.g. photovoltaic, CHP and small
wind generators) are undermining the reliability of the system.

Many DSO have begun to investigate on the possibility to “smarten” their
networks, in order to identify the necessary costs to achieve a smarter grid. Tech-
nology costs are expected to decrease by 2030 with rising levels of R&D
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investments. This trend is expected to continue as technology matures, making low-
carbon technologies (LCTs) more affordable and accessible to industries and end
customers. Then, further studies of prospective cost data may be helpful to further
inform R&D investments.

Smart grid operation could considerably reduce these costs. To limit costly
traditional reinforcements, distribution systems need to become more flexible and
intelligent so network elements (including storage) and participants (that consume,
generate or do both) can be adequately managed.

Although in a nearly past the only answer would be reinforcing and extend the
network, such approach could require considerable investment that should be post-
poned by exploiting the flexibility from the DERs spread in the network. Flexibility
can be defined as the change of generated power injection and/or consumption
behaviour, in reaction to an external input (e.g. a price signal from the DSO) in
order to provide a service to the distribution grid. Particularly, with the aim of
exploiting existing LV assets (i.e. secondary substations, transformers and lines/
breakers) without reducing the usage of electric energy and the activation of
innovative markets open to final consumers, the resort to demand side integration
(DSI) policies, with the direct control of customers, is becoming more and more
necessary. DSI is recognized as a mean to modify the consumer’s load to meet the
network constraints. These load profile modifications can spontaneously be
implemented by the end users themselves, typically driven by price signals, or be
managed by an aggregator, as powerfully recommended in the European Clean
Energy Package [1] and in in the European Winter Package [2]. In Literature, several
models have been proposed to help the DSO in the management of the network in
the presence of a high share of resources. Part of the research focused on the analysis
of the single customer and on the analysis of the flexibility that could be reached,
examining different behaviours and the load typology, in order to “quantify” their
willingness to be adaptable and their flexibility. A part of the research focused its
efforts in defining suitable consumption models, through domestic load management
systems that considers also the charging/discharging of EV [3–6].

In [3] an energy management strategy is proposed, from the demand side and
generation side, in order to meet the electricity demand while minimizing the overall
operating and environmental costs. In this methodology, day-ahead and real-time
weather forecasting, demand response and model updating are integrated through a
receding horizon optimization strategy. In particular, the load demand is properly
modelled, considering a residential customer and the appliances installed, supplied
by a stand-alone renewable energy generation system, characterized by a wind
turbine, a PV generator, a battery and a diesel generator. A DR strategy coupled
with a smart charging/discharging strategy of EV and ESS is proposed in [4]. The
strategy is developed through a home energy management that performs a mixed
integer linear programming (MILP), with the aim of reducing the total daily cost of
electricity consumption (i.e. the difference between the energy bought from the
network and the energy sold to the system). A smart household operation is proposed
also in [5], where the game theory model is applied in order to determine the optimal
power and demand bidding of Microgrids (MGs) aggregators that allow achieving
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the equilibrium point that can maximize the profit of both aggregators and DSO,
which will lead to increase the social welfare of system, taking into account the
different objectives in the electricity market.

Since the resources distributed in the network, considered singularly, are often
too small to contribute in the system operation, controlled as an aggregation (phys-
ically located within a small private network, as a Microgrid, or spread farther on the
distribution grid, as a Virtual Power Plant), they can provide the required flexibility
for the achievement of the target [7–17]. In the ADDRESS project, the role of the
aggregator has been defined [7]. The aggregator is not a new player in the electricity
market [8], but in the project its role has been reinforced: it is not only a key mediator
between the consumers, the markets and the other power system participants, but
also it has a complete overview of its pool of clients. Moreover, the aggregator
provides the technical knowledge, including a hardware and software solution, to
aggregate individual loads into a larger pool and to offer the energy into the market,
monitor the performance of each asset in real time, and control the assets in a way
that delivers a reliable product that can be sold into the power market.

In the field of the aggregation of the resources, different techniques and models
have been proposed. In [9, 10], the authors propose centralized approach, based on
DR programs (incentive-based and critical peak pricing, respectively) with the aim
of encouraging the customers to modify their behaviour, when requested by the
DSO, in order to flatten the load profile as well as to postpone the investments and
reinforcements of network. Moreover, in order to increase the efficiency and the
resiliency of linked MGs, the configuration of the network is changed using section
switches and tie switches. In [11], a paradigm for energy hubs that combine
distributed energy supply/combined cooling heating and power, renewable energy
and energy storage is designed with the objective of minimizing prosumer’s cost of
electricity and natural gas and the cost of GHG emission during different time
periods. In [12], in the European projects Microgrid and MoreMicrogrid, MAS are
used for the control of MG. MAS are proposed for LV system’s control and for the
optimal scheduling EV charging, in order to avoid its negative impact on network’s
voltage profile [13–17]. In [13], a distributed multi-agent approach is developed for
the EV charging control, based on the Nash certainty equivalence principle. The
proposed EV management system allows ensuring the efficient operation of the
network and satisfying the energy demand of a large number of EVs, taking into
account their owner’s preferences. In [14], a MAS approach for the optimal schedule
of EV charging is presented. The strategy permits to fill the valleys in electric load
profiles but does not provide other services to the network. In [15], the authors
compare two classes of EV charging coordination (the first based on quadratic
programming and the second on market-based MAS) based on power quality
analysis. The aim of the strategy is to reduce the peak load and the load variability
in a distribution network; however the voltage profile is not optimized by the MAS.
A MAS architecture based on MATLAB/JAVA/JADE for smart home energy
management is proposed in [16]. The proposed strategy, starting from customers’
preferences, is to furnish services to the distribution system. In [17], a hierarchical
MAS for the DER management is presented, using a platform developed in
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MATLAB and ZEUS. The MAS is characterized by different layers in which
different types of agents act (e.g. the decision maker agent, the zone agent respon-
sible of the DER available in its zone, the load agent and the DG agent).

In the chapter, in opposition to the most common energy management systems
(EMS) that are centralized, a decentralized control system for LV active distribution
network is described. The proposed model exploits the MAS technology for the
control of LV networks following specific DSO requests. The agents perform a
day-ahead optimization taking into account local targets (e.g. minimize the cost of
the EV charging) and global objective (offering service to the network, avoiding
voltage contingencies in the network as required by the DSO). The optimization
process is based on the Nash Game theory guided by a virtual cost function that
avoids the creation of new contingencies in the network.

The chapter is organized as follows. In Sect. 8.2, DERs and the services they
could offer, managed by an aggregator, are described. In Sect. 8.3, the strategies and
methodologies that could be used to manage DERs are proposed. In particular, the
MAS approach developed is described, analysing the optimization process. In
Sect. 8.4, the strength of the proposed methodology is validated through some
study cases, considering realistic LV distribution networks. Finally, in Sect. 8.5,
some concluding remarks are reported.

8.2 Distributed Energy Resources (DERs) and Low-Carbon
Technologies (LCT)

DERs comprise a number of different technologies (e.g. generators, loads, energy
storage systems), characterized by different operational characteristics that should be
properly modelled, dispatched and metered in order to exploit their potential in the
power system management. In order to avoid critical situations, determined by an
uncontrolled exploitation of DERs, suitable management systems, capable to har-
ness their potential reducing the possible drawbacks, have to be developed.

Low-carbon technologies (LCTs) are equipment and infrastructure that support
energy efficiency or renewable energy production and use, leading to a reduction of
carbon emissions, directly or indirectly. LCTs refer to distributed generation, such as
wind and PV; electro-thermal technologies, such as electric heat pumps and micro
combined heat and power units; and transport electrification, such as electric vehi-
cles (EVs). New and innovative LCTs help reduce greenhouse gas emissions and
create new employment and growth. These technologies are gradually being
deployed around Europe.

LCTs that have been installed so far can be divided into two categories, those that
are connected to the transmission systems and to the distribution systems. Big wind
farms belong to the first category, PV, and small CHP and mini-micro wind turbines
to the second. Transmission systems can accommodate generation without any
problem, but this is not true for distribution systems, which have weak networks
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and limited hosting capacity. Even if it is not possible to plan where new LCTs will
be installed, it should be highly advisable that small generation is connected close to
customers and with a size that fosters the local consumption of the energy produced,
by avoiding the concentration of generation in areas with small demand and the use
of distribution systems as transmission networks, with suitable regulation
frameworks.

For instance, DERs, if properly managed, provide services to the distribution
network, minimizing the negative impact of a massive installation of distributed
generation (DG) in the network. In the following, these resources are described
underlining their characteristics but also the potential downsides.

8.2.1 Load Flexibility

Historically, loads have been mainly seen as passive devices that consume energy.
However, in the last years, thanks to new technologies that allow the remote control
of loads (mostly at domestic level), the introduction of smart meters have increased
the interest of the load participation in the network management. Moreover, it is
expected in the next years a growth of peak and annual energy demand on the
networks, caused by heating sector and transport electrification [18].

Regulation should promote small-scale generation and the flexibility of demand
with distributed storage devices that are both fundamental to move from the classical
load following towards the generation following paradigm, which is more suited to
the carbon-free society. By so doing, LV systems—that have started experiencing
the burden of new domestic-scale LCTs (e.g. domestic EV recharge systems), new
high efficiency domestic appliances, for example, heat pumps and induction cooking
systems) and the impact of small generation can be exploited at maximum level.

This situation is leading to an increased interest of domestic customers and small
and medium enterprises (attracted from economic incentives or tariffs) in modifying
their consumption in order to reduce electricity costs. It may seem that the load
flexibility offers a range of promising advantages, but potential downsides must be
considered. Such downsides include added complexity (complex contracts with
suppliers and the need for additional hardware), privacy concerns (sensitive infor-
mation should be protected), high investment required (e.g. installation of new
equipment), and potential increase in total consumption immediately following the
period of demand reduction, which is an issue that requires careful management.

8.2.1.1 Customers’ Classification

The active customer, i.e. the customer who participates to the active demand
program, can respond to the DSO/aggregator request with three general actions:
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1. The customer accepts the request and reduces his consumption during peak
periods, without modifying its consumption profile during other periods,
accepting a temporary loss of comfort. This response is achieved, for instance,
when heaters’ thermostat settings or air conditioners are temporarily varied.

2. The customer responds positively to the request, shifting part of his consumption
to off-peak periods (e.g. postponing some household activities like washing
machine). In this case, the residential customer will bear no loss and will incur
no cost while an industrial customer should take into account rescheduling costs
to make up for lost services.

3. The customer with DG (the prosumer) may use onsite generation, experiencing
no or very little change in its electricity usage pattern; however, from utility
prospective, the load demand will change significantly (demand decrease).

8.2.1.2 Willingness of Customers to Make Change

As stated before, an important issue to be tackled is the energy payback, which
should appear when the control actions over consumption are released and the
devices, whose consumption decreased, are newly activated, leading to an increase
in the demand. Such change could cause unexpected problems (e.g. new peaks,
voltage drop) on the DSO network. Figure 8.1 shows two different reactions to the
AD request. Let assume that, in order to relieve critical congestions, the DSO (or the
aggregator) asks the customers to reduce their consumptions (the scheduled load
demand is depicted with blue line) by 50% (yellow dashed line). Customer 1 totally
agrees with the AD request (green line fully overlaid to the yellow line), while
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Customer 2 and Customer 3 (respectively, red and grey lines) do not curtail their
consumptions of the amount requested and resume part of the demand immediately
after the AD measure (Customer 2) or far from it (Customer 3). Such behaviour can
be negative for the network, because it could potentially create a new, possibly
higher, demand peak and/or introduce imbalances to the electricity market.

Payback Effect Management

For the operation of a distribution system (and for novel planning methodologies),
the worth of DSI acceptance cannot be limited to an instantaneous analysis of effects.

For the above-mentioned reasons, it is important to be able to characterize the
payback effect, even if it will not probably be possible to remove it.

Depending on the devices that are being controlled, different techniques can be
adopted for reducing the payback effect. There are loads whose reconnection can be
shifted in time like washing machines, dishwashers, etc. These can be reconnected
consecutively in time, in order to reduce the payback peak. Other loads such as those
with thermal inertia like heating and cooling can be gradually recovered or even
preheating and pre-cooling techniques can be used for reducing the payback effect.

In the ADDRESS project, three alternatives for managing the energy payback
effect are proposed, taking into account the role of the aggregator since it knows the
behaviour of its portfolio of consumers [7]:

1. If the service is required by the DSO to the aggregator, it could fix at the time of
requesting the service the maximum acceptable payback on the network.

2. The TSO/DSO could fix beforehand a limit in the payback effect (that could be
dependent on the network node, time of the day and amount of power to be
controlled). In such way, the aggregator knows which the payback’s limit is and
will offer its services accordingly.

3. The DSO/TSO, during technical verification process, checks if the payback lead
to issues and informs the TSO/DSO about the power that will be controlled but
also about the expected payback. In this case, the aggregator has to minimize the
payback, in order for its service to be accepted.

8.2.2 The Energy Storage Systems

The rapid advances in energy storage technology and the growing interest of the
industrial world and the scientific community have permitted such devices of
reasonable size to be designed and commissioned successfully aiming at balancing
any instantaneous mismatch in active power during abnormal operation of the power
grid. At LV level, if coupled with PV generators, ESS should be used to maximize
the self-consumption of PV production in order to reach the energy independence.
Several projects are investigating on this topic, analysing the regulatory
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environment, the most suitable technologies and size and test coupled solutions for
the consumer in different pilot sites taking into account local parameters for optimi-
zation and using efficiency measures [19].

Electric vehicles belong to ESS category. Due to their charging pattern, they are
going to impact on the distribution network, in terms of voltage dips and overcurrent.
For this reason, it is important to find a suitable charging strategy in order to avoid
stress condition on the LV network and maximize their benefits, giving support to
the network.

8.2.3 Distributed Generation

Small-scale generating technologies (from renewable energy sources, or not)
connected to the MV-LV level may determine technical and economic benefits
(relieve contingencies, deferred investments for upgrades of facilities, reduced
emissions of pollutants) but also create technical and safety problems like increasing
fault currents, causing voltage oscillations. Generation from renewable sources like
wind or PV cannot be controlled but it depends by the availability of the primary
sources. However, the presence of smart inverters, with embedded communications
and local intelligence to ensure that these functions are coordinated with distribution
system operations and enabled only when appropriate to do so, allowing the
management of the energy produced. Similar to PV with smart inverters, other
distributed generation resources (such as CHP, fuel cells, diesel generators) can be
enabled to provide automated or coordinated control to support grid conditions
(e.g. reactive supply to achieve voltage control, operating and spinning reserves,
network stability services).

8.3 DSI Strategies in LV Smart Distribution Network
Operation

8.3.1 Methodologies

8.3.1.1 Distributed Vs. Centralized Control Systems

A first step for the development of a proper management system of the resources
spread in the network is the identification of the type of control system to implement.
It is recognized that, when a large number of elements are involved in a process,
which requires a significant exchange of information between individuals, the
centralized control system is not a suitable solution, since it requires computational
resources and communication infrastructures, becoming an expensive solution. LV
distribution networks fully embody this scheme, because they are characterized by
many small entities with a noticeable information exchange among the parts. In

174 S. Mocci and S. Ruggeri



particular, the increasing utilization of EVs, their recharge systems, and small
integrated generation (mostly photovoltaic) will cause contingencies like voltage
limits violation and power flow congestions.

On the contrary, decentralized control systems are more suitable for a
so-configured system, because the optimization problems can be performed at
local level, resorting to a low exchange of information among the aggregator and
the customers, with most of decisions made at customers level.

8.3.1.2 Multi-Agent System Approach

Decentralized control systems can be developed basing on different methodologies.
One of the most promising techniques, used in several applications including
diagnostics, power system restoration, market simulation, network control and
automation [20], is the multi-agent system (MAS). MAS is a system composed of
two or more agents with local goals corresponding to subparts of the object designed.

The agent is a software (or hardware), situated in some environment and able to
react autonomously to changes in that environment (Fig. 8.2) [21]. Such intelligence
is due to different characteristics:

1. Reactivity: the agent has the capacity to react to changes in its environment in a
timely fashion, and it is capable to take actions based on those changes and the
function it is designed to achieve.

2. Pro-activeness: the agent is goal-directed; it will dynamically change its behav-
iour in order to achieve its goals, “taking the initiative” [21].

3. Social ability: the agent is not a mean to exchange data between different software
and hardware entities, but it has the ability to interact and negotiate in a cooper-
ative manner with other agents, using an agent communication language (ACL),
which allows agents to converse rather than simply pass data.

The above-mentioned characteristics of MAS make this system suitable for the
operation of LV systems with distributed energy resources DER, developing a
system that allows the direct control of customers for DSI policies. In this way it
is possible to exploit existing LV assets (i.e. secondary substations, transformers and
circuits) without limiting the electric energy consumption and the activation of new
markets open to final consumers, which is becoming more and more necessary.

Fig. 8.2 Representation of
an Intelligent Agent [38]
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8.3.2 The Proposed MAS

The proposed MAS realizes a decentralized control system with a master-slave
interaction that permits to find a global optimum without a direct control of each
resource. The autonomous agents exchange information about the state of the system
and develop strategies that enable the achievement of local and global objectives. In
the proposed control system, the agents communicate directly with the master agent
(MA), through a vertical communication, without exchange of information between
the agents.

The MA broadcasts the data necessary for the agents to perform the local
optimizations, gathers the results and requires new optimizations until an optimal
and stable solution is reached. In order to achieve the global objective (i.e. an optimal
DSI strategy by improving the voltage profile), each agent looks for the minimum of
an OF, based on local information and on the average behaviour of the other agents
in the system.

The MAS control system is developed with JADE (Java Agent Development
Framework), an open source software framework, fully implemented in Java lan-
guage, which allows the implementation of multi-agent systems through a middle-
ware that complies with the FIPA specifications [22–24]. The communication
among the agents (showed in Fig. 8.3) is made possible through three elements:
(1) the agent management services (AMS) (i.e., the platform authority that gives the

Fig. 8.3 The Sniffer Agent for messages between Master and Slaves
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naming service); (2) the directory facilitator (DF), which acts as a yellow page
service; and (3) the message transport system (MTS), responsible for delivering
messages among agents. In order to simulate different agents located in different
places, JADE allows creating an agent platform (indicated in Fig. 8.3) distributed
across machines (identified as containers) to simulate. Moreover, it provides the
ontologies (vocabulary and semantics for the content of the messages exchanged
between the agents) support.

Figure 8.3 shows the communication among four agents (located on Container 3)
and the master agent (located in Container 4), while on the Main Container are
located the AMS, the DF and the RMA, the remote management agent. Such
communication is showed through the sniffer agent (an agent that allows to “inves-
tigate” on agents’ communication).

In Fig. 8.4 the structure of the control system proposed is presented and the
software used for the implementation is shown.

The network model is simulated through the load flow calculations performed
through OpenDSS, the electric power Distribution System Simulator developed by
EPRI [25, 26]. NetBeans, a JAVA compiler, is used to implement the multi-agent
system in the JADE environment. Once the starting data are known (i.e. the network
parameters, the characteristics and needs of the DERs involved in the optimization
process) and the initialization process is completed, the external iterative optimiza-
tion process managed by the MA begins. The MA sends agents a message to start
local optimization and provides them the virtual price and the tracking parameter.

Fig. 8.4 Structure of the control system proposed
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Each agent performs its own mono-dimensional optimization, by running a session
of MATLAB. Once all agents have completed their local optimization, the strategy
(e.g. charging/discharging strategy or the load profile) is returned to the MA that
decides whether to accept or reject the programs and to repeat the algorithm varying
the load profile, according to the strategies presented.

8.3.2.1 The Optimization Algorithm

The MAS optimization is performed through a weakly coupled game methodology,
in which the agents know their own dynamics (i.e. maximum availability rate for the
increase/reduction of load), the energy price and the average state of all other agents
(“mass” behaviour). Therefore, each agent optimizes the local OF by using local
information regarding its state and global information (i.e. the pricing strategy, the
average behaviour of the other agents and the technical constraints) [27]. The DSI
strategy depends on the virtual cost, p(t, Pt), expressed by Eq. (8.1) [27]. Such cost is
a linear function of the ratio between the total demand (the scheduled load demand
and the demand of EVs, active loads and ESS) and the nominal power of the MV/LV
transformer. The formulation of the virtual cost implies that the highest virtual prices
occur at peak hours [28].

p t,Ptð Þ ¼ f

D tð Þ þPN
i¼1

PEV,i tð Þ þ PAD,i tð Þ þ PESS,i tð Þð Þ
Ptr

0
BB@

1
CCA ð8:1Þ

Pt tð Þ ¼
XN
i¼1

Pi tð Þ ¼
XN
i¼1

PEV,i tð Þ þ PAD,i tð Þ þ PESS,i tð Þð Þ ð8:2Þ

where

– D(t) is the forecasted demand (excluding the demand of the elements involved in
the optimization) of the MV/LV transformer at time t [kW].

– PEV,i(t) is the ith EV charging/discharging power at time t [kW].
– PESS,i(t) is the ith ESS charging/discharging power at time t [kW].
– PAD,i(t) is the ith AD contribution (power reduction/increase) at time t [kW].
– Pi(t) is the sum of the ith EV charging power at time t and the ith AD contribution

(power reduction/increase) at time t [kW].
– Pt includes the total power of the elements involved in the optimization at time

t [kW].
– Ptr is the nominal power of the MV/LV transformer [kW].
– t is the time interval.
– N is the effective number of agents participating to the MAS control. It is the sum

of the EVs and ESS involved in the control system and the loads included in the
AD programs.
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The MA evaluates (8.1) and (8.2) and sends the value of the virtual cost p(t, Pt)
and Pt(t) to the agents that execute a quadratic mono-dimensional constrained
optimization problem expressed in Eq. (8.3).

min Ji Pi,P�ið Þ ¼
XT�1

t¼0

p t,Ptð Þ � Pi tð Þ þ δ Pi tð Þ � avg Ptð Þ½ �2
n o

ð8:3Þ

avg Ptð Þ ¼ 1
N

XN
i¼1

Pi tð Þ ð8:4Þ

subject to agent-specific technical constraints.
Pi indicates the ith agent power, P�i is the power of other agents (excluding ith

agent), avg.(Pt) is the average of the power controlled by Agents, t is the time at the
beginning of each interval, T is the final time of the period (i.e. 0:00 a.m.) and δ is a
tracking parameter with non-negative constant value [27].

This equation is constituted by two terms [27]. The first term is the virtual cost for
purchasing energy from the system; the smaller is this cost, the bigger is the distance
from the peak hours. The second term considers the deviations between the agent
behaviour and mass behaviour of all agents; this term avoids the risk that all agents
by moving far from the peak will form a new undesired peak in another hour. Indeed,
each agent tries to maximize its own benefits but the deviation from the mean
behaviour is a cost that guides the global optimization to a real (system) minimum.
The technical constraints are agent specific and they are deeply described in the
relevant sections; the constraints for all agents are linear or linearized with reference
to the control variables. A MatLab quadratic optimization function, called
“Quadprog” [29], is used to solve the optimization problem. Quadprog is capable
to solve large-scale and medium-scale quadratic optimization problems, and it is
appropriate to find the local minimum of the convex function (8.3). Since each local
minimum is not a global minimum for the system, a global optimization is required.
This result is achieved through a single-objective, non-cooperative, dynamic game,
which converges to Nash equilibrium under the condition of weakly coupled agents.
When all the agents have asynchronously performed local constrained optimiza-
tions, the feasible load profile is sent to the MA that recalculates (8.2) and (8.3).
Equations (8.2) and (8.3) vary significantly in the first iterations and this is a measure
of the distance from the global minimum. The smaller the changes between two
subsequent iterations, the closer is the global minimum. From a theoretical point of
view, this is the convergence to the unique Nash equilibrium. In fact, let us assume
that p(r) is continuous on the variable r, where r is the ratio of total demand divided
by the nominal power of the MV/LV transformer that corresponds to the variables in
Eq. (8.2). Then, it can be proved that the Nash equilibrium exists if p(r) is contin-
uously differentiable and strictly increasing on r, and the tracking parameter δ
belongs to the interval defined by Eq. (8.5).
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dp rð Þ
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� δ � a
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dp rð Þ
dr

ð8:5Þ

where rmin and rmax represent, respectively, the minimum and maximum r over the
interval T, subject to the admissible control set, c is the total capacity of the
secondary substation and a is a parameter in the range 0.5 � 1. Equation (8.5) is a
sufficient condition for the convergence, as demonstrated in [28, 30–32].

The proposed MAS algorithm flow chart is depicted in Fig. 8.5. The MA receives
the scheduled load and the voltage profile from the aggregator that gathers this
information from market and/or DSO in order to participate to service markets. After
performing initialization, an iterative optimization process managed by the MA
starts (“k” iteration loop).

Once the agents receive the virtual price p(t, Pt) from theMA, it starts optimizing
the energy profile. Each agent performs the mono-dimensional optimization process
described by Eq. (8.3), taking into account the given constraints and p(t, Pt).

The agent’s optimal pattern is given back to the MA that updates the requests,
once all agents have completed the local optimization. Finally, the MA calculates the
maximum load variation with respect to the previous iteration; if such variation is
bigger than the acceptable threshold, the data are updated, and a new optimization is
performed; otherwise the optimal schedule is found.

Fig. 8.5 Flowchart of the proposed MAS optimization algorithm [30]
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8.3.2.2 The Constraints

In the following, the constraints considered in the OF are described. Such constraints
represent the inner characteristics of the active element involved in the optimization
process and the technical limits of the assets of the network (nodal voltage and
current limit).

The ESS and EV Charging Station Agent

For the modellization of this agent, two aspects have been taken into account: (1) the
technical characteristics of the battery and the recharging station and (2) the cus-
tomers’ needs. The charging behaviour of the batteries is affected by different
factors, such as the type of connection (unidirectional or bidirectional), their charg-
ing voltage and current levels, battery status and capacity, charging duration, etc.
Thus the optimization problem to be solved by the ESS and EV charging station
agents is subject to the constraints (8.6)–(8.8).

SOCi T � 1ð Þ ¼ 1 ð8:6Þ
XT�1

t¼0

Pi tð Þ ¼ 1� SOCi t ¼ 0ð Þð Þ � Cbat

Ceff
ð8:7Þ

0 � Pi tð Þ � Pplug ð8:8Þ

where SOCi(t) is the ith battery state of charge at time t, T is the charging period, Cbat

is the capacity of the battery, Ceff is the charging efficiency and Pplug is the maximum
charging power of the charging infrastructure.

The optimal usage of storage depends not only on instantaneous data but also on
the previous and future operation decisions (8.3). For this reason, the energy stored
until the time t and the charging (or discharging) strategy proposed by the agent are
considered in the optimization process (8.9).

SOCi tð Þ ¼ SOCi t ¼ 0ð Þ þ
Xt

t0¼tin

Pi t
0ð Þ ð8:9Þ

Overcharging/discharging are avoided through inequalities constraints (8.10) and
(8.11):

SOCi tð Þ � SOCi, max ¼ ki, max � Ei,nom ð8:10Þ
SOCi tð Þ � SOCi, min ¼ ki, min � Ei,nom ð8:11Þ

where SOCi, min and SOCi, max are the ith battery state of charge suggested to avoid
battery degradation, respectively, Ei, nom is the nominal energy of the ith battery and
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ki, max and ki, min are coefficients [0.0 � 1.0]. If required, the EV charging station
agent could also implement the vehicle-to-grid model (V2G), taking into account
three factors: the current-carrying capacity of the wires connecting the charging
station through the building to the grid, the stored energy in the vehicle (divided by
the time it is used) and the rated maximum power of the vehicle’s power electronics
[33, 34].

The travel pattern of the EV vehicles is not directly modelled, but it is taken into
account in the optimization process through the SOC of the battery: the initial SOC,
which is the SOC when the vehicle is connected to the charging station, and the
desired SOC of the battery at departure time. Other parameters considered in the
optimization process are the desired charging period (the start and end time of the
recharge).

The Active Demand Agent

Following the experiences made by other EU projects, the AD is expressed as a
variation of load with respect to the scheduled profile, representing the load without
any participation to demand side integration.

In the load model two aspects have been considered:

– Level of participation of the consumer: the acceptance model is necessary
because every user is willing to modify his consumption profile in different
ways. This depends on price signal, but also on available flexibility, willingness
to reduce the comfort, etc. In particular the most crucial aspect is the price signal
that significantly affects the degree of customer acceptance.

– Payback effect (as described in detail in Sect. 8.2.1.2).

Network Constraints

Customers and power system equipment have to operate within a range of voltage
(usually �5% of the nominal voltage). In the proposed methodology, the MA uses
demand flexibility to offer system services such as voltage regulation and congestion
relieves.

Regarding the constraints on voltage, in order to guarantee that in each feeder the
voltage deviation is within the maximum allowed threshold ΔVTH (in the flow chart
in Fig. 8.5 constraint ΔVFeeder � ΔVTH), the voltage constraint for the Agent i in the
network is expressed by Eq. (8.12):

Pn
m¼1V

k�1ð Þ
m þPn

m¼1
δVm
δPi

P kð Þ
i � P k�1ð Þ

i

� �
� KC

n
� 1� ΔVTHð Þ � Vn ð8:12Þ

where
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– n is the total number of agents in the same feeder of the ith agent of the LV
network.

– m is the internal iteration index (m ¼ 1, 2, . . ., n), considering the voltage
contributions of the other agents in the same feeder of agent i.

– k is the external iteration index (k ¼ 1, 2, . . ., K ), managed by the master agent
until the optimal agent strategy for the network is reached, where K is the iteration
in which the stopping criterion is reached.

–
Pn

m¼1V
k�1ð Þ
m is the sum of the voltage in the agent buses [kV].

– P kð Þ
i is the contribution of the ith agent at the k-iteration [kW].

– P k�1ð Þ
i is the contribution of the ith agent at the (k � 1) iteration [kW].

– KC is a coefficient greater than 1.
– ΔVTH is the average variation on voltage admitted by the DSO [kV].
– Vn is the reference value of the voltage [kV].

– ∂Vm
∂Pi

is the sensitivity coefficient of nodal voltage m with respect to the Pi injected

power kV
kW

� �
.

The sensitivity coefficients are used in the algorithm to linearize the relationship
between the nodal voltages and the nodal power injections so that constraints remain
linear [28]. Since the aggregator does not know the network status, it is assumed that
DSO calculates these coefficients.

The theory of the sensitivity is based on the Newton-Raphson formulation of the
load flow calculation to directly assume the voltage sensitivity coefficients as
sub-matrices of the inverted Jacobian matrix. This relationship is represented by
the following expression (8.13):

ΔP½ �
ΔQ½ �

� �
¼

∂P
∂ϑ

� �

∂Q
∂ϑ

� �
∂P
∂V

� �

∂Q
∂V

� �

2
6664

3
7775 � Δϑ½ �

ΔV½ �
� �

ð8:13Þ

where [ΔV] is the nodal voltages magnitudes and [Δϑ] is the nodal voltage phase
variations corresponding to the nodal active or reactive power injections [ΔP] [ΔQ].

The matrix expression can be written as follows (8.14):

ΔP½ �
ΔQ½ �

� �
¼ J½ � � Δϑ½ �

ΔV½ �

� �
ð8:14Þ

where J½ � ¼
∂P
∂ϑ

� �

∂Q
∂ϑ

� �
∂P
∂V

� �

∂Q
∂V

� �

2
6664

3
7775 is the Jacobian matrix.
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The sub-matrix ∂Q
∂V is usually adopted to express voltage variations as a function of

reactive power injections when the ratio of longitudinal line resistance versus
reactance is negligible. This assumption is not applicable to distribution systems
that require in addition to take into account active power injections.

In a distribution system, characterized by N buses, the relationship between the
voltage variation and the power injections can be expressed with Eq. (8.15).

ΔV½ � ¼ S½ � � ΔP½ � !
ΔV1

M

ΔVN

2
64

3
75 ¼

∂V1

∂P1

� �
K

∂V1

∂PN

� �

M 0 M
∂VN

∂P1

� �
K

∂VN

∂PN

� �

2
66664

3
77775 �

ΔP1

M

ΔPN

2
64

3
75 ð8:15Þ

where S is the sensitivity matrix (N	 N ), ΔV is the vector of the voltages variations,
γ ¼ δVm

δPk
is the sensitivity coefficient and ΔP is the vector of the variations of power

injection [28].
The KC parameter is fundamental since all loads in the network cause voltage

variations but, when a single agent performs the local mono-dimensional optimiza-
tion, the unique control variable is represented by the agents’ controlled power,
which might be not enough to improve voltage regulation. This is a clear interaction
between the local agent optimization and the global goal of the DSI direct control
system. The idea is to ask each agent to improve the voltage “pro quota”, by
assuming that each Agent can be responsible for its rated power capacity. With
some algebraic manipulations of the linearized relationship between the agent power
and the nodal voltages, this can be expressed with the coefficient KC, which, in the
simplest case of equal rated power for all agents, is equal to the number of agents in
the feeder.

Regarding the constraints on cable overloading, it has been assumed that the DSO
passes the dynamic line rating of cables to the MA and agents use it as a constraint in
the local optimization. In the flow chart of Fig. 8.5, the actual consumption of loads
in each feeder PFeeder must be within the rating of the feeder, PFeeder � PZfeeder. The
dynamic line rating considers the inelastic demand as well as the positive effect
of AD.

Equation (8.16) formalizes the constraint at the kth iteration of the general
optimization for the EV agent i and for the EV agent I, respectively,

P kð Þ
EV,i tð Þ � Pzfeeder � Dfeeder tð Þ þ

X
ad k�1ð Þ þ

X
P k�1ð Þ
ESS

� �
� PEVmax ,iPNv

j¼1PEVmax , j

P kð Þ
ESS,i tð Þ � Pzfeeder � Dfeeder tð Þ þ

X
ad k�1ð Þ þ

X
P k�1ð Þ
EV

� �
� PESSmax ,iPNs

j¼1PESSmax , j

ð8:16Þ
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Pzfeeder is the dynamic line rating of the feeder, Dfeeder(t) is the demand (excluding
those related to EVs and ESS) of the feeder, ∑ad(k � 1) is the contribution of the AD
agents to increase the available power capacity of the feeder and the ratio PEVmax,iPNf

j¼1
PEVmax, j

leaves to EV (or to the ESS) agent the opportunity to use only a quota of the available
capacity proportional to the maximum rated power, where j ¼ 1, 2,. . ., Nv (or Ns) is
the sum index, Nv is the number of EV agents in the feeder and Ns is the number of
ESS agents in the feeder.

8.3.2.3 Stopping Criterion

The optimal strategy for the network is reached when the global scheduling does not
significantly change after two consecutive iterations. For this reason, the stopping
criterion of the iterative process is based on a threshold in the maximum variation
between the agent power in the last and in the previous iteration in Fig. 8.5 as in
(8.17).

max Pk
i � Pk�1

i

�� �� � ψ ð8:17Þ

where Pk
i is the power of the ith agent at the k-iteration, Pk�1

i is the power of the ith
agent at the (k � 1) iteration and ψ is the threshold selected.

8.4 Application Examples

In the following, some examples of the application of the proposed methodology are
proposed, in order to show its effectiveness. In the test cases, the MAS control
system has been tested in representative Italian LV distribution networks, in the
presence of DER. The representative urban networks used for the case study
represent both the typical LV Italian topology (e.g. radial, constituted by four
wires (neutral + three conductors)) and the typical load and the generation profiles,
defined in the ATLANTIDE project [35, 36]. The DER involved in the optimization
process are EV charging station (installed at residential side, with different cus-
tomers’ habits for EV recharging), residential customers that participate to AD
programs following a time-based DR program (the price is defined in Eq. (8.1))
and ESS at domestic level. In the studies, in order to simulate real DSI policies,
which leave the final customer the possibility to decide at what extent participating to
the direct control of demand, each EV owner can override aggregator’s suggestion
and decide the time for completing the battery recharge and the desired level of SoC.
In the studies, the behaviour of EV owners is stochastic, and the arrival and departure
time as well as the SoC at arrival and departure (assuming that when the charge is
completed the EV owner can leave the house) can be generated randomly.
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8.4.1 MAS Application on EVs and AD in Active LV
Networks

In [30], the MAS control system has been tested in an urban area with a plausible
penetration of EVs connected to the distribution network. Figure 8.6 shows the LV
network, supplied by one MV/LV secondary substation with a 15/0.4 kV 630 kVA
transformer. Eight feeders, with 63 LV buses and 193 urban clients (residential,
commercial and offices) constitute the network. The loads are both single-phase
(175) and three-phase (18). The required average voltage threshold is 0.97 p.u., in
order to satisfy the power quality service imposed by DSO (ΔVTH ¼ 3%).

All the residential loads (147) are involved in DSI through the aggregator, with
different participation factors. The AD model parameters, taking into account the
customer’s level of participation and the payback effect, are f0 ¼ 0.55; f1 ¼ 0.4; and
f2 ¼ 0.05.

EV charging stations are connected to the LV nodes as shown in Fig. 8.6, mostly
at the end of the feeders in order to stress the studies with the worst scenario. The
number of EVs in the test network is 59 (40% of the total residential loads in the AD
programs).

In order to better analyse the direct control with the comparison of several cases
studies, the arrival and departure times of the EVs have been considered fixed for
each one of the two sets of EV (see Table 8.1). Finally, the EV SoCarrival is
considered in the study equal to 30%, whereas the desired EV SoCdeparture is 100%
of the total charging capacity, even if those parameters can be custom by each EV
owner.

Fig. 8.6 The LV network [21]
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As in previous cases, the time granularity for simulations and for the load profiles
is 1 h; the time window is 24 h wide since all simulations are devoted to day-ahead
markets.

The results of simulations show that excessive voltage drop, and overloading of
system elements can limit the allowable amount of EV charging load.

Different cases have been analysed to show the MAS:

– Case 0: Uncoordinated recharge of the EV batteries (dumb charging).
– Case 1: Intelligent recharge with a smart use of battery load profiles (EV SET A).
– Case 2: Intelligent recharge with a smart use of battery load profiles (EV SET B)
– Case 3: intelligent recharge with a smart use of battery load profiles with AD

agent contribution in the MAS control.

In Case 0, with theDumb charging, the EVs start charging at the home arrival: the
peak load demand rises (Fig. 8.8a) and the voltage may be adversely affected
(Fig. 8.8b). Figure 8.8a shows the excessive peak of power demand, which requires
the refurbishment of a new transformer in the secondary substation and new con-
ductors with a bigger cross-section to improve voltage regulation and to avoid
overloads. Furthermore, by projecting the local situation on a large scale, it is
worth to notice that the growth rate of the demand in the evening, when low support
can come from renewables, stresses the traditional generation park that cannot
follow too fast load rates.

In Case 1, when the EVs recharge, the average voltage profiles in the feeders
(Fig. 8.7) are marked by an excessive voltage drop, mostly in feeder F3 between
17:00 and 21:30. The MAS direct control cannot succeed since the percentage of EV
with late arrival time is significant and there is not enough time to spread the demand
on a sufficient number of hours. This means that the coincidence factor cannot be
reduced with optimal operation and network investments might be still necessary
(i.e. resizing of feeder F3) in order to comply with the EVs request to be fully
charged at departure time.

In Case 2, the relaxation of the SoCdeparture for the EV belonging to the Set B in
Table 8.1 allows complying with all technical constraints. In this case, the MAS
direct control is capable to give a solution only by accepting 80% of SoCdeparture for
the vehicles included in Set B. Figure 8.9a shows that the agents shift EV demand to
load profile valleys and limit the growth of demand in evening. The voltage remains
within the regulation range (red curve in Fig. 8.9b) and no power congestions
appear.

In Case 3, by introducing the AD agent contribution in the MAS control, the EVs
can be fully charged. The curves in Fig. 8.10a, b show the positive effect on the

Table 8.1 Arrival and departure time for two different EV sets assumed in the test case

EV set Number of EVs % of total EVs Tin Tout
A 41 70 6:00 p.m. 7:00 a.m.

B 18 30 5:00 p.m. 11:00 p.m.
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Fig. 8.7 Case 1—Average voltage profiles without AD support (SOCdeparture¼100%) [21]

Fig. 8.8 (a) Load profiles with dumb charging (case 0). (b) Average voltage profiles with dumb
charging (case 0) [30]

Fig. 8.9 (a) Case 2—Load profiles. (b) Average voltage profiles without AD support
(SOCdeparture ¼ 80%) [30]
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power and voltage profile, respectively. In fact, the reduced demand at the peak
hours further improves the voltage profile compared with Case 2, for the benefit of
power quality. It is worth to notice that this result is obtained with the participation of
85% of total responsive demand that means a sufficient margin to take into account
possible overrides form customers.

Finally, the maximum allowable EV penetration in the test network by consider-
ing 100% AD available has been evaluated. By implementing the MAS control, the
maximum allowable number of EVs without investment for network reinforcing is
55% of the total residential loads.

8.4.2 MAS Application on ESS and EVs in Active LV
Networks

In [34], the proposed methodology has been applied to a portion of an urban Italian
distribution network (the radial LV network depicted in Fig. 8.11), with a reasonable
penetration of EVs connected to the distribution network. One MV/LV secondary
substation with a 15/0.4 kV 630 kVA transformer supplies the test network. The
network is constituted by three feeders, with 40 LV buses and 140 urban loads
(136 single-phase, 4 three-phase), for a total amount of 489 kW installed. Different
daily load curves characterize the 117 residential loads, 22 tertiary loads (commer-
cial, offices, bars, garages, etc.) and 1 public lighting load. The network is charac-
terized by the presence of 111 domestic PV systems and 20 tertiary PV installed in
customer side, for a total amount of 620 kW.

As shown in Fig. 8.11, some residential PVs have been considered connected to
an ESS, with different power rating (3 kW and 9 kW) for the different needs. The
ESS-rated capacity is 10 kWh, the ESS charging efficiency is assumed to be equal to
97% and the discharging efficiency is 94% [34].

In addition, the network hosts 39 EV charging stations (30% of the total demand
capacity), with different home arrival and departure times, different SoC of each

Fig. 8.10 (a) Case 3—Load profile with 85% AD (SOCdeparture ¼ 100%). (b) Average voltage
profiles by feeder with 85% AD (SOCdeparture ¼ 100%) [30]
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single battery (since different drivers can drive for different distances). The domestic
charging stations manage EV charging from 5 p.m. to 9 p.m., while the public ones
(garage) considers EV plug-in from 9 p.m. to 7 a.m. The charging and discharging
efficiency for the EV batteries are assumed to be both equal to 95%. In order to stress
the studies with the worst scenarios, the active elements are connected to the LV
nodes as shown in Fig. 8.11. In order to satisfy the PQ service required by the Italian
DSO, the average voltage threshold should be equal to 0.95 p.u. (ΔVTH ¼ 5%).

Different simulations with MAS have been performed, assuming time granularity
of 1 hour for both simulations and load and generation profiles. The time window is
24 h.

CASE 0: The results of simulations show that the scheduled load demand (Fig. 8.12)
causes voltage drops in the majority of feeders in the test network. In fact, during
the evening when people come back home, the load demand increases due to the
dumb charging of the EVs. This causes undervoltage exceeding the statutory limit
in feeder F1, F2 and F3 (Fig. 8.13). Moreover, due to the presence of PV, small
overvoltage occurs in the network during the central hours of the day.

Fig. 8.11 The LV test network [34]
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CASE 1: If all the EV charging stations in the network are involved in the MAS
control strategy, it is not possible to solve the contingencies of the network and
undervoltage occurs in some hours of the day, even if the EV recharge is limited
to 65% of its full capacity.

Fig. 8.12 The daily load curves [34]

Fig. 8.13 Voltage profile without MAS strategy [34]
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CASE 2: If also the ESS agents connected to PV systems participate to the MAS
strategy, the voltage profile is improved. ESSs recharge during the central hours
of the day and allow supplying home devices at peak electricity consumption
hours (in the evening), reducing the peak demand (Fig. 8.14). Moreover, in Case
2 it is possible to fully recharge the EVs in the network without constraint
violations (Fig. 8.15). The same positive results have been obtained by assuming
that the aggregator owns the storage, concentrated in the middle and at the end of
each feeder, to provide services to the customers included in its portfolio. This
could be a good market opportunity in case it will be not economically viable for
residential customers to purchase the ESSs.

Fig. 8.14 Charging/discharging profile of ESS [34]

Fig. 8.15 Voltage profile with ESS and EV agents in the MAS strategy [34]
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CASE 3: Finally, by assuming a future scenario with strong incentives for ESS, each
PV in the network (residential and garage) has been considered connected to an
ESS. Then, the last simulation individuates the maximum percentage of EV that
can be fully recharged with a wide distribution of ESS. As a result, the number of
EV charging stations that can be integrated in the network thanks to the ESS
diffusion and without constraint violations is 65 (50% of the total demand).

8.4.3 MAS Application on EV for the Exploitation of V2G
in Active LV Networks

In [37], the MAS proposed has been applied to an urban area (representative of urban
Italian distribution networks) with a reasonable penetration of EVs connected to the
distribution network. The test network is supplied by one MV/LV substation with a
15/0.4 kV 630 kVA transformer (Fig. 8.16). Six feeders, with 53 LV buses and
189 urban loads, constitute the network.

Fig. 8.16 The LV test network [36]
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There are residential loads and tertiary loads, characterized by different daily load
curves. The average voltage threshold is required to be equal to 0.95 p.u., in order to
satisfy the power quality service imposed by DSO (ΔVTH ¼ 5%). EV charging
stations are connected to the LV nodes as shown in Fig. 8.16. The charging stations
involved in the MAS direct control are 90 and manage different owners’ needs
(charging time and SOC). The percentage of the EVs that adopt the V2G technology
is 70%.

The results of simulations show that the scheduled load demand (red line in
Fig. 8.17) causes voltage drops in the majority of feeders in the test network
(Fig. 8.18) between 6 p.m. and 8 p.m., limiting the allowable amount of EV charging
load.

Considering only the charging mode available in the MAS control, the voltage
profile is improved in some feeders, but some constraint violations still remain in
some feeders because at the peak hours the voltages are already below the threshold,
due to conventional loads. As a consequence, the EVs start charging after the desired
plug-in time and cannot be fully charged at the plug-out time (11 p.m.). By
introducing the charging/discharging strategy in the MAS control (blue line in
Fig. 8.17) voltage regulation issues are fixed. Indeed, with V2G the MAS results
in charging the EVs during the low demand period (green dashed line in Fig. 8.17),
and the average voltage profile by feeder remains within the voltage threshold
imposed by the DSO (red dashed line in Fig. 8.19). The MAS reduces the lines
and transformer loading in the peak hours (respectively, 20% and 10%) because the
EVs enabling V2G contribute through their discharging to reduce power flow,
giving an economic alternative to network reinforcement (necessary without V2G).

Fig. 8.17 The daily load curve [37]
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Fig. 8.18 The average voltage profiles by feeder [37]

Fig. 8.19 The average voltage profile by feeder with V2G [36]
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8.5 Conclusion

In the chapter, the importance of a proper management strategy of DERs (AD, ESS
and EV charging station) has been discussed. Such strategy has been developed
without the need of complex centralized optimization, but through a decentralized
control based on MAS technology, characterized by a master agent (a modern
aggregator of the resources spread in the LV distribution network) and several
smart agents (responsible for the EV charging stations, domestic ESS and the
AD). The agents are capable to optimize their own strategy taking into account
global (network constraints like voltage and current limits, energy price) and local
constraints (battery’s limits, EV owners’ needs). Moreover, the strategy proposed
allows supporting the network operation (e.g., absorbing the surplus energy pro-
duced by PV and supplying energy during peak periods), reducing substation trans-
formers and line loading and increasing hosting capacity and network efficiency.

The effectiveness of the method has been illustrated through simulations on
typical Italian distribution networks, which allows showing the possible benefit of
the smart strategy proposed.

The possible improvement showed are not possible if not supported by EU
directives, national laws and regulation frameworks, which should promote innova-
tion with output-based schemes following the path initiated by countries like Ger-
many, Italy and the UK. New local markets for energy and services, possibly real
time or almost real time, will allow distributed resources offering their contribution
to adequacy and security.

Therefore, flexible demand must be promoted by eliminating regulatory barriers
preventing customers, or aggregators, from using demand response—including ESS
management—and taking part in electricity markets on the same level of generators.

Not only regulatory barriers should be removed, also technology improvements
are needed.

Research project worldwide underlined the need of suitable and reliable commu-
nication infrastructures, which allow a secure exchange of information among the
parties involved. Another aspect is related to the need to share the knowledge
acquired during the research activity and pilot implementation, in order to guarantee
high technical standard to all the parties involved (from utilities to small clients).
Finally, users’ accessibility should be increased, removing the fear from the end
users about cyber-security and possible frauds.
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Chapter 9
Multi-Objective Optimization Model
for Optimal Performance of an Off-Grid
Microgrid with Distributed Generation
Units in the Presence of Demand Response
Program

Afshin Najafi-Ghalelou, Kazem Zare, Sayyad Nojavan, and Mehdi Abapour

Nomenclature

Sets

t Time period

Parameters

CBatt, Ch, CBatt, Dch Charging and discharging costs of the battery
CUe, CExe Cost of undelivered energy and excess generated

energy
CWT, CPV, CFC Cost of produced power by the wind turbine,

photovoltaic panel, and fuel cell unit
Emax Maximum allowed shifted load in the DRP
Lt Electricity demand
PBatt,limit
t Limitation of stored energy in the battery

PBatt,dch,limit
t , PBatt,ch,limit

t Discharging and charging limitations of the battery

PWT,limit
t , PPV,limit

t , PFC,limit
t Limitation of produced power by the wind turbine,

photovoltaic panel, and fuel cell unit
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Variables

Exet Excess generated power
LNewt New electricity demand after implementation of DRP

Lshiftablet Amount of shifted load by DRP

PBatt
t State of charge of the battery

PBatt,ch
t , PBatt,dch

t Charging and discharging power of the battery

PWT
t , PPV

t , PFC
t Produced power by the wind turbine, photovoltaic panel, and fuel

cell unit
Uet Undelivered energy
Xt Binary variable: Equal to 1 if the battery be in charging mode,

otherwise 0
Yt Binary variable: Equal to 1 if the battery be in discharging mode,

otherwise 0

9.1 Introduction

Recently, some new concepts such as microgrid have been appeared with the aim of
handling various issues related to integration of renewable energy sources and
increased demand of reliable electricity supply. So, some studies should be done
not only to make such concepts technically feasible but also to be commercially
attractive and viable.

9.1.1 Literature Review

Literature review about deterministic-based model of microgrid energy management
has been provided as follows: to fairly distribute the bill costs among buildings, a
novel residential microgrid model has been provided in [1]. Total operation cost of a
residential microgrid has been minimized in the presence of solar thermal storage
system in [2]. Performance of an islanded microgrid has been optimized in [3] which
consists of wind turbine, photovoltaic panel, fuel cell, and battery. Compressed air
energy storage-based model of a microgrid has been optimized under various
uncertainties in [4].

Literature review about uncertainty-based model of microgrid energy manage-
ment has been provided as follows: A novel robust load frequency control strategy
has been provided in [5] for analyzing the operation of the islanded microgrid
considering vehicle-to-grid constraints. Information gap decision theory approach-
based model of a residential microgrid has been analyzed under market price
uncertainty in [6]. The particle swarm optimization algorithm has been presented
in [7] to optimize the microgrid performance in a real-time operation mode. Solar
thermal storage-based model of a residential microgrid has been analyzed under
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market price uncertainty in [8]. In order to investigate the charging effects of plug-in
hybrid electric vehicles on the optimal operation of microgrid, a novel stochastic
approach has been provided in [9]. Robust optimization approach has been utilized
in [10] to minimize the operation cost of a compressed air energy storage-based
microgrid under market price uncertainty. ROA-based residential model has been
optimized under market price uncertainty in [11]. With the aim of optimizing the
microgrid’s operation cost in the presence of renewable energy sources, an additive
and integrated net load forecast model has been presented in [12]. Short-term risk-
based model of a smart residential microgrid has been analyzed under market price
uncertainty in [13]. Market price uncertainty-based model of a hub system has been
optimized using robust optimization approach in [14]. A genetic algorithm-based
model of the hydrothermal model has been optimized in [15]. A novel robust
optimization approach-based model of a novel microgrid has been studied under
market price uncertainty in [16].

Literature review about microgrid energy management considering various
objective functions has been provided as follows: with the aim of decreasing the
operation cost and emission of microgrid, a multi-objective uniform water cycle
approach has been provided in [17]. A renewable energy-based microgrid model has
been studied from economic and environmental viewpoints considering compressed
energy storage system and demand response program in [18]. A multi-objective
framework has been presented in [19] to minimize the emission and the cost of a
microgrid using normal boundary intersection technique. In order to mitigate the
fluctuation of power flow, decrease energy cost, and reduce the emission of green-
house gases, a novel multi-objective-based model of microgrid has been provided in
[20]. A ɛ-constraint approach has been used in [21] for optimal scheduling of a novel
hybrid energy system under economic and environmental factors. A multi-objective-
based cost-emission model of a residential apartment building has been optimized
using ε-constraint and weighted sum approaches in [22]. Finally, a multi-objective-
based cost-emission model of a hybrid system is optimized utilizing weighted sum
approach in [23].

9.1.2 Novelty of This Chapter

1. Minimizing the operation and energy not supplied costs at the same time under
DRP constraints.

2. Using ε-constraint and fuzzy satisfying approaches to solve the proposed multi-
objective problem and select the best compromise solution.
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9.1.3 Chapter Organization

The chapter is structured as follows: The proposed multi-objective optimization
model is formulated in Sect. 9.2. In Sect. 9.3, two different scenarios have been
investigated with and without considering the effects of DRP. Finally, the conclu-
sion is presented in Sect. 9.4.

9.2 Problem Formulation

9.2.1 Objective Function 1

The first objective function of the proposed chapter is minimization of the
microgrid’s operation cost:

MinOF1 ¼
X24
t¼1

PWT
t � CWT þ PPV

t � CPV þ PFC
t

�
�CFC � PBatt,ch

t � CBatt,Ch þ PBatt,dch
t � CBatt,DchÞ ð9:1Þ

The first term of the proposed objective function (9.1) is related to the cost of
produced power by the wind turbine. The second and third terms are related to the
cost of produced power by the photovoltaic panel and the fuel cell unit. The cost of
consumed power with the aim of charging the battery is presented in the fourth term.
Finally, the cost of produced power through the discharge process of the battery is
provided in the last term.

9.2.2 Objective Function 2

The second objective function is presented to minimize the energy not supplied cost
in the microgrid.

MinOF2 ¼
X24
t¼1

Uet � CUeð Þ ð9:2Þ
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9.2.3 Constraints of the Wind Turbine, Photovoltaic Panel,
and Fuel Cell

Produced power by the wind turbine, photovoltaic panel, and fuel cell are provided
as follows:

PWT
t � PWT,limit

t ð9:3Þ
PPV
t � PPV,limit

t ð9:4Þ
PFC
t � PFC,limit

t ð9:5Þ

9.2.4 Constraints of the Battery

The technical constraints of the battery are formulated by Eqs. (9.6)–(9.12) [3]. The
state of charge, charge and discharge limitations of the battery are expressed by
Eqs. (9.6)–(9.8).

PBatt
t � PBatt,limit

t ð9:6Þ
PBatt,dch
t � PBatt,dch,limit

t � Xt ð9:7Þ
PBatt,ch
t � PBatt,ch,limit

t � Yt ð9:8Þ

Equation (9.9) is presented to control the charge and discharge mode of the
battery.

Xt þ Yt ¼ 1 ð9:9Þ

Maximum limits of discharging and charging of the battery are presented in
Eqs. (9.10) and (9.11), respectively.

PBatt,dch
t � PBatt

t�1 � 0 ð9:10Þ
PBatt,ch
t þ PBatt

t�1 � PBatt,limit
t ð9:11Þ

Finally, Eq. (9.12) is presented to update the state of charge of battery.

PBatt
t ¼ PBatt

t�1 þ PBatt,ch
t � PBatt,dch

t ð9:12Þ
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9.2.5 Demand Response Program

The time-of-use (TOU) rates of demand response program are used in the chapter.
TOU shifts the electricity demand from peak periods to flatten the load curve,
improve the performance of microgrid, and decrease the operation cost of the
microgrid. The utilized DRP can be formulated as follows:

LNewt ¼ Lt þ Lshiftablet ð9:13Þ
Lshiftablet

�� �� � Emax � Lt ð9:14Þ
XT
t¼1

Lshiftablet ¼ 0 ð9:15Þ

It is noteworthy that it is assumed only 20% of the base load can be shifted at each
period.

9.2.6 Power Balance Constraints

Power balance limitation can be formulated as follows:

PWT
t þ PPV

t þ PFC
t þ PBatt,dch

t þ Uet ¼ Lt þ PBatt,ch
t þ Exet ð9:16Þ

It should be mentioned that on the right side of Eq. (9.16), LNewt should be
replaced with Lt to consider the effects of the proposed DRP.

9.2.7 ε-Constraint Method

In this chapter, the proposed multi-objective optimization model is solved using the
ε-constraint method. In order to create Pareto front, objective function (9.1) is
minimized, while the second objective function is considered as a constraint. The
mathematical formulation of mentioned statements can be expressed as follows [24]:

OF ¼ max Φ1ð Þ
s:t:
Φ2 � ε

Eqs: 9:3ð Þ � 9:20ð Þ

( ð9:17Þ
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It can be observed from the Eq. (9.17) and Fig. 9.1 that the ε is limited by Φ2. In
this section, by increasing ε from ΦL

2 toΦ
U
2 , the modified single objective function is

solved. With comparing the obtained results for each value of ε, the optimal
solutions like point C in Fig. 9.1 are obtained.

9.2.8 Fuzzy Satisfying Method

Min-max fuzzy method is one of the best methods for selecting the optimal solution
from the obtained Pareto solutions. The linear membership function can be described
as follows:

μnk ¼
1 f nk � fmin

k

fmax
k � f nk

fmax
k � fmin

k

fmin
k � f nk � fmax

k

0 f nk � fmax
k

8>>><
>>>:

ð9:18Þ

In this equation, f nk is limited with minimum and maximum values of the kth
objective function in Pareto optimal set. μnk shows the optimality degree of nth
solution of kth objective function. It should be mentioned that nth solution can be
calculated as follows:

μn ¼ min μn1, . . . , μ
n
N

� �
n ¼ 1, . . . ,NP

ð9:19Þ

The maximum weakest membership function can be considered as the best
strategy. Thus, the corresponding membership of solution (μmax) can be calculated
as follows:

μmax ¼ max μ1, . . . , μNp
� � ð9:20Þ

The general flow chart of the utilized approaches is illustrated in Fig. 9.2.

Fig. 9.1 Description of ε-
constraint method
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Fig. 9.2 Flow chart of the
ɛ-constraint and min-max
fuzzy approaches
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9.3 Numerical Simulation

In the proposed chapter, an isolated microgrid in the Budapest Tech [25] is evaluated
as a case study. As shown in Fig. 9.3, the proposed sample microgrid comprises of
renewable energy sources such as wind turbine, photovoltaic panel, fuel cell, and
battery storage.

9.3.1 Input Data

The types of used wind turbine, photovoltaic panel, and fuel cell are “Air-X 401,”
“DS 40,” and “Flexiva” with the nominal power of 400 W at 11.5 m/s, 40 W, and
80 W, respectively. The output of the wind turbine and photovoltaic panel are
provided in Figs. 9.4 and 9.5, respectively. Also, the estimated load profile is
illustrated in Fig. 9.6. Notably the optimization problem is investigated under two
load profiles. Parameters related to the costs of different units and their relevant
limitations are presented in Table 9.1.

9.3.2 Simulation Results in Two Study Cases

In this chapter, two case studies are analyzed with the aim of evaluating the
performance of the proposed model. The proposed model without considering the

Central 

controller 

Battery 

storage 

Electric 

load 

Fuel cell 
Photovoltaic 

panel 

Wind 

turbine

Fig. 9.3 Schematic of the
proposed microgrid model
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DRP constraints has been analyzed in the first scenario and with considering the
DRP constraints has been investigated in the second one.

The state of charge of battery and the charge and discharge rates of battery are
illustrated in Figs. 9.7 and 9.8, respectively.
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Fig. 9.4 Output power of wind turbine
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Fig. 9.5 Output power of photovoltaic system
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By analyzing these two figures, it can be understood that without DRP, the state
of charge of battery is 1995 kWh. Meanwhile, with considering the DRP, the state of
charge of battery is 3423.56 kWh, and this means that with considering DRP, the
state of charge of battery increases 1428.5644 kWh. Also amount of charge without
DRP is 175 kWh and with DRP is 167 kWh, which means that the charge of battery
decreases 8 kWh under the DRP. Furthermore, discharge rate without DRP is
275 kWh and with DRP is 98.36 kWh. So, the discharge rate of battery decreases
176.64 kW under the DRP. In general, it can be concluded that with considering the
DRP, the charge and discharge rates of battery are decreased which makes the
battery life to be increased and the operation cost of microgrid decreased.

The excess energy is illustrated in Fig. 9.9. According to the provided figure, it
can be understood that without DRP, the excess energy is 266 kWh and with DRP is
zero. Thus, the excess energy decreases 266 kWh and becomes zero under the DRP.
In general, reduction of excess energy decreases the operation cost of the microgrid.
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Fig. 9.6 Load profiles

Table 9.1 Costs of different
units and their relevant
limitations

Parameter Unit Value Parameter Unit Value

CWT €/kWh 0.4 PFC,limit
t W 80

CPV €/kWh 0.4 PBatt,limit
t

W 200

CFC €/kWh 0.9 PBatt,dch,limit
t W 50

CBatt, Ch €/kWh 0.4 PBatt,ch,limit
t W 200

CBatt, Dch €/kWh 0.6

CUe €/kWh 1.5

CExe €/kWh Free
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The energy not supplied is provided in Fig. 9.10. According to this figure, without
considering DRP the undelivered energy is 163.017 kWh and with considering DRP
is 67.64 kWh, which means that with considering DRP the undelivered energy
decreases 95.377 kWh and this leads to the reduction of the operation cost. It should
be mentioned that the output power of fuel cell without DRP is 1.98 kWh and with
DRP is zero, and this low output power is due to high operation cost of the fuel cell.
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Finally, the obtained Pareto solutions with and without DRP are summarized in
Table 9.2. In the first scenario, by using min-max fuzzy method, solution#19 is
selected as the trade-off solution in which the operation cost of microgrid is
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Fig. 9.9 Excess energy
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1953.184 € and the unsupplied energy cost is 244.526 €. In the second scenario,
solution#13 is selected as the trade-off solution in which the operation cost of
microgrid is 1848.615 € and unsupplied energy cost is 101.462 €. Consequently,
the operation cost of the microgrid increases 5.36% and the cost of unsupplied
energy reduces 58.51% under the DRP.

9.4 Conclusion

In this chapter, two conflicted objective functions of an off-grid microgrid, operation
cost and energy not supplied, have been provided. To handle the provided multi-
objective model, ε-constraint method is used. Then, fuzzy satisfying approach is
employed to select the best compromise solution from the obtained solutions.
According to the obtained results, the operation cost of microgrid is increased
5.36% and the cost of unsupplied energy is reduced 58.51% in the presence of
DRP. So, it can be concluded that DRP can be employed to provide desired
economic ideals. It should be noted that some new multi-microgrid models can be
analyzed under various conditions as a future work.
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Chapter 10
Optimal Operation of the Microgrid
Considering Network Losses and Demand
Response Programs Under Condition
of Uncertainty

Kazem Zare and Saber Makhandi

10.1 Introduction

In recent years, for reasons such as increasing global demand for energy, efforts to
reduce environmental pollution due to climate change, rising energy prices and
traditional power grid, burn out the need to implement a sustainable, high-perfor-
mance and secure smart network, sustainable and high-performance is felt more than
ever. By modifying power grids to smart grids, MGs play an important role in
providing electricity. MG usually contains set of distributed sources, energy storage
system (ESS), and loads which can be exploited as a connection to the main grid or
with an island performance. Regarding the type of load, MGs are divided into AC
and DC types. The use of MG is an effective way to use distributed resources with a
wide range of renewable energy sources to achieve goals such as improving power
quality, increasing reliability, decreasing peak consumption, and improving energy
efficiency [1, 2]. However MGs have disadvantages such as the complexity of
network protection, absence of complete standards when reconnecting or separating
these networks from the upstream network, increase high-frequency harmonics due
to the use of power electronic devices, and voltage and frequency fluctuation. MG
studies are usually divided into two groups:

• The studies are related to the construction of MGs, which is aimed at using
technologies in the construction of MG.

• The studies relate to scheduling of MG operation aimed at providing optimal
power generation program from various economic, environmental, and technical
points of view to supply the load. Reliability, accountability, DRPs, network
security, and losses are among the issues that are usually considered to be the
optimal planning of unit production.
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The optimal power generation planningwith the goal of minimizing operating cost
under various constraints ismost studied on the exploitation ofMGs by researchers. In
[3] for an MG equipped with CHP units, a multi-objective model is designed to
minimize the cost of exploitation and emission. The MG used includes electric only,
heat only, CHP units, and ESS and has the ability to exchange power with the
upstream network. The optimal 24-h scheduling is done with the aim of finding the
optimal point of energy resources to achieve maximum possible profits in [4]. The
desired planning for a sample MG is done in two modes of operation. The character-
istic efficiency, reliability, economic and environmental requirements for the proper
operation of theMG are provided in [5]. Hence, an economic-environmental planning
methodology in an MG in a connected mode has been formulated. The objective is to
minimize the cost of operation and emission as well as the amount of electricity
purchased from the main grid at high-cost hours. The presence of RESs along with
many advantages, due to the random nature and uncertainty of their output power, is
one of the most fundamental challenges. Electricity market price and load demand are
other uncertain parameters. In various studies, some of these parameters with random
nature are considered in the form of differences between predicted and exact values
and using variousmethods to reduce its impact. In [6] a stochasticmethod based on the
technique of producing different scenarios is presented for modeling uncertainty. In
[7], which has been investigated for intelligent energymanagement, the fuzzymethod
has been used to model the predicted parameters. Using a robust optimizationmethod
to reduce the uncertainty effect in [8] is proposed for the problemMGenergy planning
under conditions of consumption and heat uncertainty as well as electricity prices.

On the other hand, due to limited energy resources and growing consumption, it is
important to use the best available resources. In the new system, one of the solutions
to cover load and RES fluctuations is the development of system infrastructure that
requires high capital or the use of existing units at the point of non-optimal work.
While in order to overcome these problems and optimize the operation of the new
structure, one of the cheapest methods is to use the demand response (DR). The
stochastic operation scheduling for energy and reserve in an intelligent system is
addressed in [9]. A part of required reserve is to cover the volatility of WT power and
load procurement by responsive load that are able to participate in energy and
reserve planning. A multi-objective energy management system is introduced to
improve the short-term performance of MG, considering the random behavior of
RESs in [10]. In this planning, various residential, commercial, and industrial loads
are able to participate in load response programs. These programs are implemented
in the form of incentive tariffs and in the form of price, offering packages that are
based on the roulette cycle method. In order to implement DR, Ref. [11] has used a
new incentive method. This incentive-driven mechanism is in fact a two-way
contract that is obtained between the owners of DGs and consumers in the bottom
buses through secondary bid auctions. The DRPs of direct load control type in
electricity markets are evaluated in [12] using a nonlinear exponential model.

It should be noted that we are faced with an optimization problem in solving the
grid scheduling problem. Different techniques and methods have been introduced to
solve the optimization problems. These techniques are divided into a multi-class
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based on the type of the search space and target function. Simple linear program-
ming, nonlinear programming method, and stochastic (dynamic) programming are
examples of these methods. Although the numerical and mathematical methods are
widely used in solving optimization problems, these methods require more compu-
tational process, which leads to unusual and uncertain results, due to the dimensions
of the problem. Intelligent optimization algorithms such as genetic algorithms (GA)
and particle swarm optimization (PSO) algorithms are among the smart methods that
have been considered by researchers in recent years to solve optimization problems.
References [13, 14] have applied a dynamic planning methodology for solving the
optimization problem in an MG, taking into account the uncertainty of renewable
sources and load. The goal is to maximize the benefit that a landlord can obtain from
the energy business during a day from the grid.

The current paper focuses on the development and optimization of optimal
operational planning of an MG equipped with diesel, wind, and storage units and
in the upstream network connectivity mode with respect to different constraints. In
this regard, the planning has been carried out in the uncertainty environment of the
wind turbine, load, and electricity prices of the main network. Due to the importance
of the problem and the type of grid, the technical losses related to the transmission
line are also calculated and sought to reduce it. Then, using DRPs with an appro-
priate method and using a more accurate model, we are trying to optimize the
operation of the production units and make them effective in the energy market.
The impact of the implementation of these programs on the operating cost, the
amount of losses, the amount of generators generated, the load profile, as well as
the voltage profile and generally in the planning process are specifically answered. In
order to solve the optimization problem resulting from planning, considering the
type of problem and the advantage of heuristic and meta-heuristic methods, an
intelligent method based on the PSO algorithm has been used.

The rest of this paper is organized as follows: In Sect. 10.2, the details of the
modeling of uncertainty and DR as well as the formulation of the objective function
and the constraints of the problem are expressed. Section 10.3 explains the method
of PSO as a problem solution method. Section 10.4 presents simulation studies and
discussions on the results. Finally, the conclusion is provided in Sect. 10.5.

10.2 Problem Formulation

10.2.1 Uncertainty Modeling

Wind turbine power output is dependent on wind speed and because wind speed is a
random quantity, the wind turbine output will also be an uncertain quantity. Addi-
tionally, the amount of demand and energy price are also uncertain quantities.
Therefore, exploitation of them is usually possible. In this paper, a stochastic
programming formulation is used to model the uncertainty of these parameters.
For this purpose, for wind power, the average wind velocity curve is extracted
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from the past data of this parameter in [15]. Then, using the speed-power curve,
according to Fig. 10.1, the wind turbine output power for the planning period is
obtained. The main network electricity price is also assumed for the certain mode
according to the prediction of Ref. [15]. In order to model the uncertainty and
implement a stochastic programming formulation, the limited and random forecasted
error is considered for the mean wind speed curve, electricity price, and load forecast
curve.

The following expression can describe the relationship between the input wind
speed and output power of a wind turbine:

PWT ¼ 0

PWT ¼ Pr
V � Vcin

V r � V cin

PWT ¼ Pr

8>><
>>:

V � V cin V � V co

V cin � V < V r

V r � V < VCO

ð10:1Þ

where v is the randomly varying wind speed, V0 is the location parameter, α is the
shape parameter, and β is the scale parameter.

Considering the prediction error, the set of Eqs. (10.2) shows different scenarios
and the probability associated with each of the wind turbine power parameters, the
amount of consumption, and the energy price to investigate their uncertainty:

Swind ¼ Pwind,1, πwind,1ð Þ Pwind,2, πwind,2ð Þ . . .f g
Sload ¼ Pload,1, πload,1ð Þ Pload,2, πload,2ð Þ . . .f g
Sρ ¼ ρE,1, πE,1

� �
ρE,2, πE,2
� �

. . .
� �

πs ¼ πwind � πE � πloadXNs
s¼1

πs ¼ 1

ð10:2Þ
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Fig. 10.1 The relationship
between the input wind
speed and output power for
wind generators
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10.2.2 Demand Response Modeling

In this paper, RTP method is used to implement responsive programs. The mathe-
matical model presented in [16] is also used to transfer power consumption from
high consumption times to lower load times by increasing the price at peak times and
decreasing it at off-peak times. The following mathematical model is introduced:

10.2.2.1 Elasticity

The change in demand for a unit of electricity price change is load elasticity and
indicated by the E symbol:

E ¼ ρ0
d0

� ∂d
∂ρ

ð10:3Þ

10.2.2.2 Insider Elasticity

Changing the amount of load in the (i) time period due to the change in electricity
prices in the same period (i):

E i, ið Þ ¼ ρ0 ið Þ
d0 ið Þ :

∂d ið Þ
∂ρ ið Þ ð10:4Þ

10.2.2.3 Mutual Elasticity

The mutual elasticity of the period (i) relative to period ( j) means the change in the
load over time (i) due to the change in the electricity price during the period ( j):

E i, jð Þ ¼ ρ0 jð Þ
d0 ið Þ :

∂d ið Þ
∂ρ jð Þ , i 6¼ j ð10:5Þ

For a constant period (i), the sensitivity to all other time periods ( j) must be
calculated. For the 24-h period of this research, the matrix of self and mutual
elasticity is formed as Eq. (10.6):
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Δd 1ð Þ
Δd 2ð Þ
Δd 3ð Þ
⋮

Δd 24ð Þ

2
6666664

3
7777775
¼

E 1, 1ð Þ E 1, 2ð Þ � � � � � � E 1, 24ð Þ
E 2, 1ð Þ E 2, 2ð Þ � � � � � � � � �
� � � � � � E i, jð Þ � � � � � �
� � � � � � � � � � � � � � �

E 24, 1ð Þ � � � E 24, jð Þ � � � E 24, 24ð Þ

2
6666664

3
7777775

�

Δρ 1ð Þ
Δρ 2ð Þ
Δρ 3ð Þ
⋮

Δρ 24ð Þ

2
6666664

3
7777775

ð10:6Þ

The elements on the main diameter represent the insider elasticity and
non-diagonal elements representing the mutual elasticity (i, j). Regarding these
equations, two types of responsive models can be extracted based on time tariffs:

First, the single-period model, which is only dependent on self-sensitivity and
used for loads that cannot be transmitted to different periods (light loads). Second,
the multi-period model is used for loads that can be moved in different periods; this
means that consumption can be transmitted to mid-peak or off-peak times.

10.2.2.4 Final Demand Response Model

According to the presented explanation, the final demand response model based on
the time tariff used in this paper is according to Eq. (10.7):

d ið Þ ¼ d0 ið Þ

� 1þ E i, ið Þ � ρ ið Þ � ρ0 ið Þ½ �
ρ0 ið Þ þ

X24
j ¼ 1

j 6¼ i

E i, jð Þ � d0 ið Þ
ρ0 jð Þ ρ jð Þ � ρ0 jð Þ½ �

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
ð10:7Þ

10.2.3 Objective Function

The objective function minimizes the expected operating cost in an MG with the
upstream network connection mode for the 24-h period. In this paper, a scenario-
based stochastic method has been used to model wind turbine, load, and energy price
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uncertainty. In other words, the WT power output, load, as well as the electricity
price of the network vary from scenario to scenario. Also the cost of producing WT
has been ignored.

OF ¼
XNs

s¼1

πs

�XT
t¼1

�
Cgrid t, sð Þ þ

XNDG
j¼1

� CDG j, tð Þ � s j,t þ SU j, tð Þ � y j,t þ SD j, tð Þ � x j,t
� �þ Cstr tð Þ

�	
ð10:8Þ

According to Eq. (10.8), the cost of operating consists of different costs, which is
further computed as follows. As mentioned the formulation of the problem is
stochastic and dependent on the scenario. Also πs shows the probability of occur-
rence of each scenario.

CDG( j, t): The fuel cost of the diesel generator (DG) j is in the time period t:

CDG j, tð Þ ¼ α jð Þ þ β jð Þ � PDG j, tð Þ þ γ jð Þ � P2
DG j, tð Þ ð10:9Þ

Cgrid(t, s): Expresses the cost of purchasing electricity from the main network,
depending on the amount and price of the purchase at time period t. The amount of
power exchange with the upstream network varies from scenario to scenario:

Cgrid t, sð Þ ¼ Pgrid t, sð Þ � ρE t, sð Þ ð10:10Þ

ρE is the hourly electricity price of the main grid for the next day market and an
uncertainty parameter. Therefore, its amount depends on different scenarios. Also,
the MG has the ability to exchange power with the main network in two ways. If
economic conditions require that electricity can be sold from the grid to the upstream
network in this case, Cgrid is considered as a profit for the MG. This usually happens
in peak times where prices are high and purchases from the main network has a lot
cost to the MG operator.

Another important element of the grid, known as a virtual power plant, is the
energy storage system, which is particularly useful when it comes to reducing
electricity purchases from more expensive units at peak hours. In accordance with
Ref. [17], the cost function of a storage device follows from Eq. (10.11):

Cstr tð Þ ¼ A � Pstr tð Þj j þ B ð10:11Þ

Pstr(t) is the amount of power which the storage device receives from the network
(charge) at the hour t or injects into the network (discharge). A and B, the constant
coefficients of this function, are dependent on the storage factor, which is 0.1 and
0.35, respectively.

Also SD( j, t) and SU( j, t) indicate the costs of shutting down and starting up the
DG which will be switched off and on again due to economic conditions.
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Equation (10.12) indicates the amount of the losses of the MG in the total
planning hours, which is dependent on the resistance and current of the MG lines,
and is obtained by using the backward-forward power flow method and after
calculating the lines current and buss voltage. The goal is to reduce the amount of
these losses and its imposed cost.

Ploss,total ¼
X24
t¼1

X32
line¼1

Rline � I2h,line ð10:12Þ

10.2.4 Constraints

Minimizing the objective function referred to in the previous section should be
subject to a series of constraints, including network constraints, unit constraints,
and technical constraints. In this section, the mathematical model of each of these
constraints is discussed.

10.2.4.1 Power Balance Constraint

One of the most important constraints that must be considered when planning MG
production in order to ensure the correct and complete load, and to avoid problems of
frequency stability and increase reliability, is the balance between the amount of
production and consumption per hour of planning, which is the problem in
Eq. (10.13):

Pgrid s, tð Þ þ
XJ
j¼1

PDG j, tð Þ þ PWT s, tð Þ þ Pstr s, tð Þ

¼ Demand tð Þ þ Ploss s, tð Þ ð10:13Þ

10.2.4.2 Wind, Diesel Generator, and Main Grid Power Limits
in Each Hour

Each of the available distributed resources has a permissible range of power gener-
ation. Also, the transmission line between the MG and the main network has power
constraints:
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Pmin
DG j, tð Þ � PDG tð Þ � Pmax

DG j, tð Þ ð10:14Þ

0 � PWind tð Þ � Pmax
Wind tð Þ ð10:15Þ

�Pmax
grid tð Þ � Pgrid tð Þ � Pmax

grid tð Þ ð10:16Þ

10.2.4.3 Ramp Rate Constraint

The thermal unit has a specific rate to increase or decrease power from hour to hour,
and these problems should be taken into account in the planning of hourly power
generation:

PDG t þ 1ð Þ � PDG tð Þ � UR, if PDG t þ 1ð Þ > PDG tð Þ ð10:17Þ

PDG tð Þ � PDG t þ 1ð Þ � DR, if PDG tð Þ > PDG t þ 1ð Þ ð10:18Þ

10.2.4.4 Minimum Up/Down Time Constraint

Economic planning requires that the thermal unit be shut off and re-illuminated
within hours of the planning period for one or several hours. But the shutdown or
re-illumination of these units is conditional on a certain period of time remaining in
the state before the change.

Tt�1
ON,i �MUTi

� �� st�1
i � sti

� � � 0 ð10:19Þ

Tt�1
OFF,i �MDTi

� �� sti � st�1
i

� � � 0 ð10:20Þ

si is binary variable related to the status of the unit’s on or off.

10.2.4.5 Battery Limitation

The battery cannot be charged and discharged at any one time and has a limited
charge and discharge range for 1 h, which two equations indicate:
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Pstr tð Þ < Pmax
ch ð10:21Þ

Pstr tð Þ < Pmax
dis ð10:22Þ

The positive value Pstr indicates the discharge mode and its negative value
indicates the battery charge status.

Also, the storage space is limited and the amount of charge and discharge per hour
is proportional to the capacity of the battery:

Estor tð Þ ¼ Estor t � 1ð Þ � Pstr tð Þ ð10:23Þ

Emin
stor � Estor tð Þ � Emax

stor ð10:24Þ

10.3 Solution Method

The optimization problem presented in the previous section is mixed integer
nonlinear programming (MINLP) type, and it’s difficult to solve it with conventional
and classical methods and it may not lead to the exact answer. Therefore, this paper
uses the PSO method as one of the meta-heuristic methods for solving mixed-
optimization problems.

PSO as a problem optimization technique is based on the intelligent motion of
particles, which uses the concept of social behavior of some beings and stimulates
them to solve optimization problems. This algorithm was introduced and developed
in 1995 by James Kennedy and Russell Ebertard. Some of the benefits of this method
make it different from other optimization techniques:

• Multi-point search algorithm.
• Easier implementation.
• Faster calculations than other meta-heuristic algorithms.
• Ability to solve objective functions with stochastic nature.
• No need for a good initial solution to start the repeat process.

10.3.1 Particles Describing Equations

The motion of the particle in order to find the optimal solution is modeled as the
following equations (10.25) and (10.26):
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vi t þ 1ð Þ ¼ w � vi tð Þ þ c1r1 � xi,best tð Þ � xi tð Þ
 �þ c2r2 � xgbest tð Þ � xi tð Þ
 � ð10:25Þ

xi t þ 1ð Þ ¼ xi tð Þ þ vi t þ 1ð Þ ð10:26Þ

where xi is the particle position; vi is the particle velocity; xi, best is the best position
experienced by the particle; xgbest is the best position experienced among all particles
(best particle); w, c1, c2 are the constant coefficients of PSOmethod; and r1, r2 are the
stochastic values.

Binary PSO algorithm is introduced to address the deficiencies of the main
algorithm of PSO and is used to solve the optimization problems with discrete
search space. The equations for updating the velocity and position of each particle
of this algorithm, which is also used in this paper with regard to the existence of
binary variables, is according to the following Eqs. (10.27) and (10.28):

vkþ1
i,d ¼ vki,d þ c1r1 pki,d � xki,d

� �þ c2r2 pkg,d � xki,d

� 
ð10:27Þ

xki,d ¼
1 r3 < sigmoid vki,d

� �
0 other

�
ð10:28Þ

In recent equations, pki,d expresses the best position of the ith particle in repeating
k and in the search space as large as d. r1, r2, and r3 are random numbers between
0 and 1 with uniform distribution. The sigmoid logic transform function is used to
limit the velocity at a distance of [0,1] and is defined in the following equation
(10.29):

sigmoid vki,d
� � ¼

2

1þ e�vki,d
� 1 �vki,d � 0

1� 2

1þ e�vki,d
�vki,d � 0

8>><
>>:

ð10:29Þ

According to the presented description, the flow chart of the method used in this
research is to solve the MG scheduling optimization problem in accordance with
Fig. 10.2. It is assumed that:

imax : The maximum number of PSO members
kmax : Maximum PSO iteration
PF: Power flow
Ci : The 24-h cost of the ith member, taking into account the different wind power

scenarios and the main electricity grid
Cpb, i : The best (lowest) cost of the ith member
Ctb:The best (lowest) cost of all particles
Cgb: The final optimal cost
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Fig. 10.2 The flow chart of the method used to solve the MG scheduling optimization problem
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10.4 Simulation Result

In this section to examine the results of the performance of the model and the
proposed method, the IEEE 33-bus test radial distribution network has been used.
To convert the distribution system into an MG connected to the main grid after
reducing the load scale and increasing the impedance of the grid lines, in such a way
that the network voltage and load profiles are exactly the same as their previous and
standard state, a series of distributed energy resources and storage equipment have
been used. The technical and economic features of the distributed units used are
shown in Table 10.1:

After installing each of the scattered resources, the MG is operated as follows
(Fig. 10.3):

In the desired MG, the maximum consumption during the planning period is
371.5 kW and the minimum is 99.885 kW. The daily consumption forecast curve for
this MG is as shown in Fig. 10.4:

Table 10.1 The technical and economic features of the distributed units

Unit Cost coefficients and technical constraints

Diesel α β γ Pmin Pmax RU

0.221 0.142 0.0061 30 300 270

RD MUT MDT SU SD P0

250 2 2 0.21 0.21 290

Wind Pmin Pmax Vcin Vco Vr Pr

0 100 3 25 12 100

Battery Pmin Pmax

�12 12

Fig. 10.3 IEEE 33-bus radial distribution system
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Figure 10.5 shows the impact of DR programs on the load curve, assuming a
maximum firm commitment of 30%.

As shown, the amount of power consumed at the peak time is reduced, and some
amount of power is transferred to the off-peak time, which depends on the amount of
the transfer to the price change at different times, the demand pull matrix, and the
degree of participation in these programs. The effect of implementing these pro-
grams on the cost function, the planning of the power of distributed units, the amount
of power exchange with the upstream network, the load profile, and the losses of the
MG are the objectives of the implementation of these programs in this paper.

The predicted energy market price for a particular day, as predicted by Ref. [9], is
given in Table 10.2. Also, the average wind speed curve for a particular day in the
same reference is shown in Fig. 10.6.

In order to evaluate the results and performance of the proposed model and
method, the simulation results are analyzed for the four scenarios (Sects. 10.4.1,
10.4.2, 10.4.3, and 10.4.4):

10.4.1 Utilization Planning Without Consideration
of Uncertainty and DR

In this case, all predicted parameters such as wind speed, energy cost, and load are
assumed definitively and loads are nonresponsive. Figure 10.7 shows the power
distribution between distributed units, the amount and time of charge or discharge of
the battery, and the way of power exchange with the main network for this state:
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Fig. 10.4 The daily
consumption forecast curve
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Fig. 10.5 The impact of
DRPs on the load curve
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Table 10.2 The daily predicted energy market price

Hour 1 2 3 4

Price ($/KWh) 0.4747 0.3164 0.3165 0.326

Hour 5 6 7 8

Price ($/KWh) 0.4078 0.3864 0.7895 0.9414

Hour 9 10 11 12

Price($/KWh) 1.227 1.3229 1.4459 1.0849

Hour 13 14 15 16

Price ($/KWh) 1.064 0.6088 0.585 0.4875

Hour 17 18 19 20

Price ($/KWh) 0.8555 1.1242 2.7558 3.5772

Hour 21 22 23 24

Price ($/KWh) 2.3506 1.4718 0.6127 0.339
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Fig. 10.6 The average wind
speed curve
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Fig. 10.7 Optimal power distribution of the MG resources in scenario A
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According to Fig. 10.7, in the early hours when the electricity price is lower than
peak times, the diesel unit is turned off and power is generated by the network and
the other unit, and during high-cost network hours, the diesel unit can be switched on
and output, and the amount of purchase from the network has dropped due to its high
price, and even the surplus of dispersed and storage units can be sold to the network.
The optimal utilization cost for daily planning and the amount of loss during the
planning period is presented in Table 10.3.

Figure 10.8 shows the convergence of the proposed method in finding the optimal
cost after repeated repetitions.

It should be noted that in the different setup of the program using the MATLAB
software and the method described, this value is very low tolerance and can be
neglected, and this small amount is also due to the random nature of the method.

The battery used in this grid has a maximum charge and discharge power of
12 kW/h and can store up to 65 kWh and at least 5 kWh of energy. Figures 10.9 and
10.10, respectively, indicate the amount of charge or discharge power and the
percentage of available energy of the battery as compared to its maximum storage
space per hour of the scheduling period.

As shown in Fig. 10.9, the battery is charged at off-peak hours and discharged at
peak times when the energy price is high and is considered as a source of production.

Table 10.3 The daily optimal
operation cost and loss

Optimal cost ($) Loss (kWh)

4521.745 125.8791
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Fig. 10.8 The convergence
of the proposed method
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Fig. 10.9 The amount of
charge or discharge power
of the battery in scenario A
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As noted above, the planning has been carried out with due observance of
different constraints. One of the important constraints in the planning of power
output in the MG is to consider the non-violation of the voltage value as a technical
limit is within the permissible range of 5% of the slack bass voltage. Figure 10.11
shows the bass voltages per hour of the scheduling period as prionite.

As shown in Fig. 10.11, the voltage curve has not exceeded the permissible limit
in any of the 24-h scheduling periods.

10.4.2 Utilization Planning Without Consideration
of Uncertainty and Presence of DR

In this case, consumers are sensitive to price changes at different times. As a result,
with rising prices at peak hours, consumption is reduced during these hours or part of
it is transferred to off-peak times. Figures 10.12 and 10.13, respectively, compare the
cost of operation and the casualties of this mode with the operating mode without
DR:
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Fig. 10.11 The bass voltages per hour of the scheduling period in scenario A
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It can be seen that the implementation of these programs reduces the cost of
exploitation and losses of the MG lines.

The curve of Fig. 10.14 clearly shows that the cost of utilization in peak times
during the implementation of load response programs has declined, and because of
the price drop in peak hours and the shift in part of the consumption to these hours,
the cost of these hours has gone up modestly.

In this case, optimal scheduling requires that the power transmission be carried
out in such a way that, besides changing the values of the diesel unit and the battery,
in the first priority, the purchase of the upstream network will be reduced due to its
high price and this is seen in the following results. The status of charge and discharge
of the battery and the amount of energy in the battery with the same previous
information, with a slight increase in the charge amount at off-peak hours and
increasing the amount of discharged at peak times, are in accordance with
Figs. 10.15 and 10.16, respectively.

By implementing responsive programs and changing the load profile and distrib-
uting power between resources, new programming should not cause voltage curves
to run out of range and Fig. 10.17 confirms this problem.
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10.4.3 Utilization Planning with Consideration
of Uncertainty and Lack of DR

In this case, the results are based on the implementation of stochastic formulation.
Each of the uncertainty parameters has a certain amount of predicted error relative to
their values in the two previous states, which consider these errors leading to
different scenarios of the values of these parameters. Eventually, the uncertainty is
covered by providing randomized planning based on existing scenarios. Figure 10.18
shows the power distribution between the units available for this mode of operation.
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Fig. 10.17 The bass voltages per hour of the scheduling period in scenario B
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It can be argued that by applying this insufficiency, the amount of MG dependence
has increased to buy power from the main grid. The reason for this increase in
purchases from the main network and the relative decline in purchases from diesel
generators can be seen at the high cost of generating diesel generator power due to
higher fuel costs than the cost of purchasing power from the main network.

Figures 10.19 and 10.20 show the comparison of cost and casualties in two
definitive and randomized operation models without considering the DR.

This increase is reasonable in a randomized operation model that is more stable
and more reliable under conditions of uncertainty of renewable resources, load, and
network costs. Also, the amount of grid losses in this case has also increased due to
the relative increase in unit production due to wind power error and consumer load.
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Fig. 10.18 Optimal power distribution of the MG resources in scenario C
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Stochastic operation under the conditions of different scenarios of the irregular
parameters should not increase or drop excess network voltages, as shown in
Fig. 10.21 of this claim.

10.4.4 Operational Planning with Consideration
of Uncertainty and DR

In this case, by executing responsive programs, optimal cost utilization and losses
changes, along with the coverage of uncertainty parameters, are investigated.
Figures 10.22 and 10.23 show, respectively, the changes in the production capacity
of a diesel unit and the main network in a random mode with presence of DRPs
compared to a without DRPs mode.

According to these comparisons, at peak times, the dependence of the MG on the
diesel unit is higher than the main grid because of its higher price, and the amount of
purchase from the main grid at these times has significantly decreased. Also, due to
lower prices during off-peak hours as a result of the implementation of these pro-
grams, the amount of injected power of the network is slightly increased and the
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Fig. 10.21 The bass voltages per hour of the scheduling period in scenario C

0
50

100
150
200
250

1 3 5 7 9 11 13 15 17 19 21 23

Fig. 10.22 The changes in
the production capacity of a
diesel unit in operation
mode with and
without DRPs

10 Optimal Operation of the Microgrid Considering Network Losses and Demand. . . 237



diesel unit in these hours is off because of the high cost of fuel than to buy power
from the main network. These changes in resource generation reduce the optimal cost
as well as the network losses and Figs. 10.24 and 10.25 illustrate this issue,
respectively.

Figures 10.26 and 10.27 show, respectively, optimal cost values and network
losses in four different scenarios to determine the best operating conditions from the
operator’s perspective.
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As the figures show, running DRPs, both in certain mode operation and stochastic
operation, leads to a reduction in optimal utilization costs and grid losses, and this
shows the necessity of implementing these programs in the planning of this MG. On
the other hand, while the definitive mode of operation, taking into account DRPs
relative to random operation mode, is about 12.5% less cost and about 4.5% fewer
casualties, but this is reasonable and justified way due to considering and covering
the uncertainty of renewable energy sources, the amount of MG load, and network
price, in stochastic mode. Therefore, planning with the consideration of DRPs and
uncertainty is the most economical planning in real terms.

10.5 Conclusion

Considering the importance and development of MGs in the distribution network, it
is important to develop and improve their utilization planning. In this regard, this
paper presents optimal operational planning of an MG connected to the upstream
network, taking into account the losses of transmission lines and the implementation
of the demand response program, under the conditions of uncertainty of renewable
resources, the amount of consumption, and the price of energy. The operator’s goal
is to reduce the cost of supplying power to feed the grid load, under the conditions of
different constraints of production units, technical and network, also part of this cost
related to the losses of transmission lines. The duration of the MG operation
planning is 24 h. Also, the impact of the DRPs of the optimal utilization cost, the
MG losses, and the planned power of the MG components is analyzed. To simulate
and evaluate the results, four different scenarios of exploitation have been studied.
Numerical results show that by executing the DRP, the cost of power supply and the
losses of the MG are reduced. However, in the case of stochastic operation and under
uncertainty conditions, the cost of exploitation and losses are more than definitive
utilization mode and without considering the uncertainty. However, these increases
seem to be reasonable, due to the consideration and coverage of these uncertainties.
Finally, according to the results, it was suggested that from the operator’s point of
view, the most appropriate scenario is the planning of exploitation in the presence of
the DRPs and taking into account the uncertainty.
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Chapter 11
Techno-Economic Framework
for Congestion Management of Renewable
Integrated Distribution Networks Through
Energy Storage and Incentive-Based
Demand Response Program

Arya Abdolahi, Farhad Samadi Gazijahani, Navid Taghizadegan Kalantari,
and Javad Salehi

Nomenclature

Sets and Indices

b BES units index
c CHP units index
i Network busses index
l Network lines index
n WT units index
NB Set of busses
NBES Set of BES units
NCHP Set of CHP units
NL Set of lines
NPV Set of PV units
NWT Set of WT units
m PV units index
t Hour index

Variables

δi Voltage angle of ith node
ρ(t) Electricity price
ρ0(t) Primary electricity price
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θl Admittance angle of lth line
d(t) Consumption demand after executing DR program
d0(t) Primary consumption demand
Pcap
t,l Maximum capacity of line l at time t

PDG
t Power generation of DG at tth hour

Pch
b,t The amount of charged power of bth BES at tth hour

Pdis
b,t The amount of discharged power of bth BES at tth hour

Pnet
i Net active power of bus i

Pload
t The amount of power consumption at tth hour

Pt, l Active power flow of line l at tth hour
Ploss
t,l Power losses of line l at tth hour

Pnet
i Net active power of bus i

Ppv
m,t Power production of the mth PV at tth hour

PREST
t Power of net load at tth hour

Pwind
n,t Power production of the nth WT at tth hour

Qnet
i Net reactive power of bus i

SoCb, t State of charge of bth storage at tth hour
Vi The amount of voltage of ith bus
Yl Admittance of lth line

Parameters

ηch The efficiency of charge
ηdis The efficiency of discharge
Πch

t
Charging price at tth hour

Πdis
t

Discharging price at tth hour

a
! Iteration step vector of GWO

A
!
,C
! Vectors of GWO factor

C Scale factor of the Weibull PDF
G Global solar radiation
GING, GSTG Solar irradiance in standard and study condition
itermax Maximum iteration number
k Power temperature factor
KDG Operating coefficient of DG
KESS Operating coefficient of BES
L Non-dominated solutions number
NOCT Normal operating cell temperature
Pmin, Pmax Minimum and maximum active power of DGs
Prat
i Rated power of the WT installed in bus i

PSTG Rated produced power by the PV under normal trial situation
Qmin, Qmax Minimum and maximum reactive power of DGs
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r1, r2 Random vectors of GWO
s Shape factor of the Weibull PDF
SoCmin

b
Lower bound of SoC of bth BES

SoCmax
b Upper bound of SoC of bth BES

Ta Ambient temperature
TC, TC, ref Cell and air temperature of PV units
v The speed of wind
vc in Cut-in speed of WT
vc out Cutout speed of WT
vrat Rate speed of the WT
Vmin, Vmax Minimum and maximum ranges of voltage magnitude

X
! Location of the gray wolf

X
!
P

Location vector of the hunt

Zi, zi Maximum and minimum value of the ith objective function

11.1 Introduction

11.1.1 Background

With development of the power systems and growth in the demand of electricity, the
need for production and electrical energy transmission has been increased. On the
other hand, with the execution of deregulation in the power sector, the optimal and
economical operation of power systems has become important. Free access systems,
which lead to competing in production, permit consumers to choose their energy
resources voluntarily. This reason causes the maximum capacity of the lines to be
used more than ever [1].

Traditionally to meet the growth in demand, new substations and distribution
lines have been designed and exploited. This raises the need for further generation
because of increase in system losses, as well as more costs for distribution feeders/
lines and equipment. In recent decades with increasing of the oil price and other
fossil fuels, which are used in power plants for electricity production, the need for
economic and optimal operation of power systems increased. With regard to the
problems related to the distribution lines and environmental and legal issues, it is
avoided from the expansion of new lines in the distribution network (DN) as far as
possible and attempted to utilize the maximum capacity of the distribution lines
[2, 3].

With the ever-increasing demand and advancement in technology, the electricity
market has become deregulated condition from regulated condition. Congestion,
spot prices mutation, reliability reducing, and market unbalancing are some of
challenges in the deregulated power market. From the above challenges, they
recently focus on the congestion management (CM). Congestion occurs when
distribution lines have not sufficient capacity to transfer all the power according to
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the market designs [4]. Congestion is defined as a line overloaded condition that
causes unexpected outages, equipment failures, generators outages, a sudden
increase in demand, and a lack of coordination between generation and transmission.
This will prevent new contracts and the impossibility of existing contracts, causing
damage to components of the system. Congestion may be partially managed by
reserve units and congestion pricing and improved with some technical controls such
as phase shift, change in transformer tap, reactive power control, and generation
rescheduling [5].

The existence of a large number of renewable energy sources (RES) in DN
increases the risk of the network capacity expansion more than ever. Therefore,
the existing network expansion for congestion management leads to high investment
costs in the power system. Demand response programs (DRPs) and energy storage
systems (ESS) are a promising solution to deal with congestion without
expansion [6].

11.1.2 Congestion in Power Systems

In the competitive power market, optimal operation in a direction that reduces costs
and handles the maximum capacity of lines is very important. Participants in the
power market try to gain more profit and deliver higher electrical power from
distribution lines optimally. Therefore, the power systems often work near their
marginal condition, and some of the lines may be overloaded, which are called
congestion. Applying appropriate solutions for eliminating congestion is called CM
that is one of the most important tasks of the distribution system operator (DSO). It is
one of the most challenging issues in the electricity market and distribution
networks [7].

11.1.3 Congestion Management in Power Systems

Recently increasing in electricity demand and preventing air contamination, it is
essential to install a large capacity of RESs like solar cells, wind turbines (WT), and
combined heat and power (CHP) generation systems in active distribution networks
(ADN). Increasing penetration of distributed generation sources creates a series of
technical problems such as overvoltage, line congestion, and harmonics, and in
addition, increase in demand affects shortage of production capacity, outages, and
increasing electricity prices [8].

With a steady increase in demand, additional costs are used to expand the existing
DN and installation of new power stations and feeders. Thus these costs are just for
power supply in some critical periods of a year. Therefore, we need to consider the
appropriate methods to release the capacity of the lines, reducing network conges-
tion during the peak hours. It is necessary to apply DRPs and ESSs to transfer the
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inessential load demand from peak periods to off-peak periods with the goal of
CM [9].

11.1.4 Literature Review

In recent years, several methods have been used for CM in [10]. For example, author
in Ref. [11] presented a formulation for coordinating both FACTS device controllers
and DRPs via constrained optimization method with the goal of CM at a lower
operation cost. Moreover, the incentive and penalty terms are appended to the DR
mathematical model to allow the ISO through the aggregator to have two factors to
control the responsive demand capacity. These terms increase the number of DR
participants at certain load buses that are important for the system security. A
distribution congestion price (DCP)-based market approach is suggested in [12] to
investigate the behavior of DRPs on CM in distribution systems in the day-ahead
electricity market. Since the DCPs should determine the accurate cost of congestion,
the theory of locational marginal pricing is utilized to specify the DCPs in the
day-ahead electricity market by the distribution system operator. Reference [13]
has been modeled the distribution locational marginal price (DLMP) as a quadratic
programming for CM in ADNs.

Paper [14] presented a novel process for specifying the optimal busses and hours
for the DRP execution based on power transfer distribution coefficients, available
transfer capability (ATC), and dynamic DC-OPF as well as considering the effects of
DRPs on ATC and line congestion alleviation. A new CM method is presented
via DRPs [15]. In this scheme, optimal combination of generation scheduling and
DRPs is used to alleviate the congestion of lines. Optimal congestion management is
based on electricity power market mechanism presented in [16], where DRPs are
implemented with considering retailer electricity provider. The author in Ref. [17]
concentrates on solving congestion problem with generation rescheduling, emer-
gency DRPs, and direct load control (DLC). In this article, a multi-objective CM is
modeled due to solve the congestion phenomena; fuzzy multi-objective PSO algo-
rithm considering Pareto frontier is suggested. The suggested model includes a kind
of objective functions and practical concepts containing maximization of transmis-
sion lines loading with operation costs as first objective and minimization of air
pollution as defined second objective function. A bi-level optimization model for the
accurate evaluation of ATC has been discussed in [18].

11.1.5 Contributions

Because of the presence of various distributed energy resources (DERs) in ADNs,
which have various rates and generation, loads are often able to supply their required
power from cheaper and more reliable sources. The load consumption of consumers
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has changed hourly and involves peak and off-peak hours. In peak hours, further
loads enter the network and the total demand of the network increases, so in these
periods, some lines become congested. The congestion of lines should be managed
and reduced. For solve this problem, the available capacity of the network lines must
be increased. In other words, existing lines must be expanded. This is not a good
solution to solve the congestion problem because the development of the ADN has
high investment cost and long-term exploitation. The proposed solution for solving
the congestion problem is applied in the energy storage system (ESS) available in the
ADN and demand response program (DRP). In the off-peak hours, the ESS purchase
power from the upstream grid with a lower rate than the DERs and charged. Then, in
the peak hours when the electricity rate is high, ESS can sell stored power to
costumers, so that the congestion of lines alleviated and the operation cost mini-
mized. Moreover, DRP manage the congestion of the system by altering the rate of
electricity tariffs through different hours aimed at motivating consumers to change
their energy usage patterns. The main goal of the proposed methodology is to
manage the network congestion as well as minimize the operation costs with the
use of ESS and DRP. This chapter attempts to provide the following contributions:

• Utilizing DR and ESS to manage the congestion and minimize the operation cost.
• Formulating the congestion problem as a cost-oriented model from the DSO

perspective.
• Optimal decentralized energy management of dispatchable and non-dispatchable

resources.
• Investigating the uncertainty of RESs generation using probabilistic modeling.
• Deploying a mixed integer nonlinear programming to model the problem and

optimizing by gray wolf optimization (GWO) algorithm.

11.2 Problem Formulation

Equation (11.1) presents the sum of congestion and system operational cost equa-
tions, which is minimized by GWO algorithm in this chapter to reach the proposed
goal include congestion and energy management of the system with implementing
DR program, scheduling of BESS, and optimal planning of DERs.

min FTotal ¼ F1 þ F2½ � ð11:1Þ

11.2.1 Congestion Management

The proposed distribution network is active one and includes different kinds of
private DERs. These private DERs sell their generation powers to the consumers at

246 A. Abdolahi et al.



locational marginal prices (LMPs). But because of the limitation of the network lines
capacity, some DERs with low price cannot sell their maximum production. In this
case, the LMPs will be increased in some nodes of network. In order to avoid this
problem, BESS is used to store excess power generated by DERs at the off-peak
hours and discharged it at the peak hours in the network. In addition to BESS, the
DRPs have been applied to reduce the consumption load of system in critical hours.

The goal of CM is to alleviate the distribution lines congestion or, on the other
hand, to decrease the value of power flow of distribution lines which is overloaded.
For this aim, the difference between the active power transactive of lines and the
maximum capacity of lines should be minimized. Equation (11.2) shows the differ-
ence between active power transmission and line capacity, which is considered with
a cost coefficient until the equation converted from power to cost [19]. The conges-
tion cost coefficient (KCon) for all buses is determined by the difference of LMP
between the first bus and desired buses which can be calculated as shown in
Eq. (11.3).

F1 ¼
XT
t¼1

XNL

l¼1

Pt,l � Pcap
t,l

�� ��� �
� KCon

h i
ð11:2Þ

In this paper, the suggested CM method is implemented in accordance with the
practical and technical constraints given below.

Pmin
l � Pl � Pmax

l , 8l 2 NL,8t 2 T ð11:3Þ
Vmin
i � Vi � Vmax

i , 8i 2 NB, 8t 2 T ð11:4Þ
Ploss
t,l ¼ RP2

i =V
2
i

� �
, 8i 2 NB,8t 2 T ð11:5Þ

Pt,l ¼ Vi � I�l , 8l 2 NL, 8t 2 T ð11:6Þ

Pnet
i ¼

XNL

l¼1

XNbus

i¼1

ViViþ1Yl cos δi � δiþ1 � θlð Þ, 8l 2 NL,8i 2 NB, 8t 2 T ð11:7Þ

Constraint (11.3) indicates the limitation of the transaction active power of the
line l. Constraint (11.4) shows the minimum and maximum voltage magnitude limit
of the bus i. Equation (11.5) shows the power losses of the line l at time t. The
amount of power flow of lth line at tth hour is illustrated in Eq. (11.6). Equation
(11.7) presents net active power of the ith bus at tth hour.

11.2.2 Operational Costs

Considering the balance between production and consumption and comparing
market prices with the energy-generated price from local sources, the optimal
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charging/discharging scheduling of BESS is carried out. Therefore, if the output of
DERs and upstream network are higher than the consumption rate, the BESS will
operate as a consumer and charges. Nevertheless, if the value of DERs and upstream
network are less than the amount of consumption, the BESS will act as a generator
into the network and provides loads.

F2 ¼
XT
t¼1

XNBES

b¼1

KPV � PPV
t

� �þ KWT � PWT
t

� �þ KCHP � PCHP
t

� �
þ ΠCh

t � PCh
b,t

� �þ KBES � PCh
b,t

� �þPNL

l¼1
PLoss
t,l � KLoss

� �
2
64

3
75þ CDR

2
64

3
75

ð11:8Þ

Equation (11.8) shows the operating cost of DGs including wind power turbines,
PVs, and CHP units. Optimal scheduling of ESSs, optimal production of DGs, and
applied DRP could manage the congestion of lines. It should be mentioned that the
cost of DRP is defined as follows and the optimal amount of incentive is determined
by the GWO algorithm.

CDR ¼ Incentive cost� Reduced consumption costð Þ
� The amount of curtailed power by consumers

Different constraints are considered in the optimization problem, as shown below.

PREST
t ¼ Pt

load � PDG
t , 8t 2 T ð11:9Þ

PDG
t ¼ PWT

n,t þ PPV
m,t þ PCHP

c,t , 8t 2 T ð11:10Þ
PWT,min
t,n � PWT

t,n � PWT,max
t,n , 8n 2 NWT,8t 2 T ð11:11Þ

PPV,min
t,m � PPV

t,m � PPV,max
t,m , 8m 2 NPV,8t 2 T ð11:12Þ

PCHP,min
t,c � PCHP

t,c � PCHP,max
t,c , 8c 2 NCHP, 8t 2 T ð11:13Þ

Equations (11.9) and (11.10) show the equilibrium equation of total power and
the total production capacity of DERs at time t, respectively. Additionally, con-
straints (11.11–11.13) express the operating zone of DERs.

11.2.3 Battery Energy Storage System

Batteries are produced from compressed cells, which turn chemical energy to
electrical energy. The level of the voltage and current of the batteries are obtained
from the type of parallel connection or series of cells. The batteries are classified in
terms of energy and power. Efficiency, lifetime, operating temperature, discharge
depth, and energy density are some of the most critical parameters of the battery.
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SoCb,tþ1 ¼ SoCb,t þ PCh
b,t η

Ch � PDis
b,t =η

Dis
� �

, 8t 2 T ð11:14Þ
SoCmin

b � SoCb,t � SoCmax
b , 8t 2 T ,8b 2 NBES ð11:15Þ

0 � PCh
b,t � PCh,max

b , 8t 2 T ,8b 2 NBES ð11:16Þ
0 � PDis

b,t � PDis, max
b , 8t 2 T ,8b 2 NBES ð11:17Þ

Equation (11.14) shows the SoC of battery b at tth hour. Equation (11.15)
indicates the maximum and minimum limit of SoC, and constraints (11.16) and
(11.17) illustrate the maximum limits of charging and discharging, respectively.

11.3 DRP Implementation

Smart grid promises high efficiency in electric energy and it is one of the major
components of DRP. DR is a unique energy contract with a utility or curtailment
service provider. This financial arrangement is called for load shedding, when the
network is in response to the price variations. Facility managers receive a notifica-
tion from an event and take the necessary measures to reduce their energy consump-
tion. In general, DRPs can be classified in incentive-based and time-based groups,
where each mentioned group includes several programs as shown in Fig. 11.1
[20–22].

Interruptible/Curtailable Service

Ancillary Services Market

Capacity Market Program

Emergency Demand Response

Demand Bidding/Buyback

Time-of-Use

Critical-Peak Pricing

Real-Time Pricing

Fig. 11.1 Categories of DRPs
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Elasticity is defined as the ratio of demand variation to the price variation as in
(11.18) and (11.19):

E t, t0ð Þ ¼ ρ0 t0ð Þ
d0 tð Þ �

∂d tð Þ
∂ρ t0ð Þ ð11:18Þ

E t, t0ð Þ � 0, if ! t ¼ t0

E t, t0ð Þ � 0, if ! t 6¼ t0

�
ð11:19Þ

The daily amount of self-elasticity and cross-elasticity shown in (11.20) is named
the price elasticity matrix.

Δd 1ð Þ=d0 1ð Þ
Δd 2ð Þ=d0 2ð Þ
Δd 3ð Þ=d0 3ð Þ

⋮
Δd 24ð Þ=d0 24ð Þ

2
6666664

3
7777775
¼

E 1, 1ð Þ � � � E 1, 24ð Þ
⋮ ⋱ ⋮

E 24, 1ð Þ � � � E 24, 24ð Þ

2
64

3
75�

Δρ 1ð Þ=ρ0 1ð Þ
Δρ 2ð Þ=ρ0 2ð Þ
Δρ 3ð Þ=ρ0 3ð Þ

⋮
Δρ 24ð Þ=ρ0 24ð Þ

2
6666664

3
7777775

ð11:20Þ

Jth column from the price elasticity matrix shows the price variations. In this
matrix, if the elements above the main diagonal are non-zero, it expresses that
consumers want to transfer their consumption to hours other than hours at high
prices. If the elements below the main diagonal are non-zero, it shows that con-
sumers wait for hours with low price by postponing their consumption at hours with
high price [14]. The net profit of consumers is presented in Eq. (11.21).

NP d tð Þð Þ ¼ B d tð Þð Þ � d tð Þ � ρ tð Þ½ � ð11:21Þ

The derivative of Eq. (11.21) should be zero to maximize the net profit of
consumers as in (11.22).

∂NP d tð Þð Þ
∂d tð Þ ¼ ∂B d tð Þð Þ

∂d tð Þ � ρ tð Þ ¼ 0 ! ∂B d tð Þð Þ
∂d tð Þ ¼ ρ tð Þ ð11:22Þ

Taylor series of net profit equation is written as follows.

B d tð Þð Þ ¼ B d0 tð Þð Þ þ ∂B d0 tð Þð Þ
∂d tð Þ d tð Þ � d0 tð Þ½ � þ 1

2
∂2B d0 tð Þð Þ
∂d2 tð Þ d tð Þ � d0 tð Þ½ �2

( )

ð11:23Þ

In order to reach the optimal consumption, consumers must get maximum profits
as in (11.24).
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B d tð Þð Þ ¼ B d0 tð Þð Þ þ ρ0 tð Þ d tð Þ � d0 tð Þ½ � þ 1
2

ρ0 tð Þ
E t, tð Þd0 tð Þ d tð Þ � d0 tð Þ½ �2

� �
ð11:24Þ

Differentiating:

∂B d tð Þð Þ
∂d tð Þ ¼ ρ0 tð Þ 1þ d tð Þ � d0 tð Þ

E t, tð Þd0 tð Þ
� �

ð11:25Þ

By combining (11.22) and (11.25), the single-period model is obtained as in
(11.26):

d tð Þ ¼ d0 tð Þ 1þ E t, tð Þ ρ tð Þ � ρ0 tð Þ½ �
ρ0 tð Þ

� �
ð11:26Þ

The multi-period model of responsive load is attained as in (11.27):

d tð Þ ¼ d0 tð Þ þ
XT
t¼1

t0 6¼t

E t, t0ð Þ � d0 tð Þ
ρ0 t0ð Þ � ρ t0ð Þ � ρ0 t0ð Þ½ � ð11:27Þ

In the end, the complete model of responsive load including the combination of
the single and multi- period models is presented in Eq. (11.28).

d tð Þ ¼ d0 tð Þ 1þ E t, tð Þ ρ tð Þ � ρ0 tð Þ½ �
ρ0 tð Þ þ

XT
t¼1

t0 6¼t

Eðt, t0Þ ρ t0ð Þ � ρ0 t0ð Þ½ �
ρ0 t0ð Þ

8>>>><
>>>>:

9>>>>=
>>>>;

ð11:28Þ

11.4 Stochastic Problem Formulation

Regarding the uncertainties in load consumption, and RESs including wind and solar
arrays, the scheduling of ADNs confronts with a main problem about specifying the
location, capacity, and RES number. In this chapter, the uncertainties of wind, solar,
and consumption load are considering applying scenario modeling. Monte Carlo
simulation (MCS) is used to scenario generation for uncertain parameters [23]. The
MCS is an option for modeling the behavior of the uncertain parameters that have
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probabilistic nature. This implies that there exists a PDF that defines the behavior of
these parameters. The main theory of the MCS approach is explained below:

Assume a multi-variable function, namely, y, y ¼ f(x1, . . ., xn), in which x1 to xn
are random variables with their own PDF. The question is, knowing the PDFs of all
input variables, that is, x1 to xn, how the PDF of y can be achieved. The theory of
MCS is getting the PDF of ye using the PDFs of input variables xi. In the end, the
PDF of the output function, y, is considered as a normal PDF with a mean and
standard deviation obtained from simulations. Discrete probability distribution sets
for consumption load (BDl), wind production (BGw), and solar production (BGs) are
written as below:

BDl ¼ Dl1, β1Dl
� �

, Dl2, β2Dl
� �

, . . . , DlnDl, βnDlDl

� �	 

β1E þ β2Dl þ � � � þ βnDlDl ¼ 1

ð11:29Þ

BGw ¼ Gw1, β1Gw
� �

, Gw2, β2Gw
� �

, . . . , Gwn, βnGw
� �	 


β1Gw þ β2Gw þ � � � þ βnGw ¼ 1
ð11:30Þ

BGs ¼ Gs1, β1Gs
� �

, Gs2, β2Gs
� �

, . . . , Gsn, βnGs
� �	 


β1Gs þ β2Gs þ � � � þ βnGs ¼ 1
ð11:31Þ

S ¼ BDl [ BGw [ BGs ð11:32ÞX
s2S

βDl � βGw � βGs ¼ 1 ð11:33Þ

11.5 Providing an Overview of GWO Algorithm

In this chapter, in order to solve the suggested problem and find optimal solutions,
gray wolf optimization algorithm is utilized as a new algorithm. The goal of
employing this algorithm is its high convergence speed in comparison with other
algorithms like genetic algorithm (GA) and particle swarm optimization algorithm
(PSO). It also has great performance in convergence speed and provides better
response than other optimizers. For this reason, the GWO algorithm is used in this
chapter.

11.5.1 A Brief Description of GWO

GWO is a novel meta-heuristic algorithm presented in [24] and its main origin is
gray wolves, which have a very dominant social hierarchy, as given in Fig. 11.2. A
female and a male are chosen as the group leaders and called alpha (α). Alpha is
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responsible for deciding on hunting, sleeping, and waking hours of other members.
Beta (β) is the second level of the mentioned hierarchy that plays an adviser role for
alpha and the best candidate to be alpha. The third and fourth level of the hierarchy
are called delta (δ) and omega (ω), respectively. Omega plays the role of victim and
should be obedient to other dominant wolves.

11.5.2 Mathematical Formulation of GWO Algorithm

The mathematical formulation of wolves’ circling behavior through the target hunt is
presented as follows.

D
! ¼ C

! � X!P eð Þ � X
!

eð Þ
��� ��� ð11:34Þ

X
!

eþ 1ð Þ ¼ X
!
P eð Þ � A

!
:D
! ð11:35Þ

Coefficient vectors are determined as in (11.37) and (11.36).

A
! ¼ 2a! � r!1 � a

! ð11:36Þ

C
! ¼ 2 r

!
2 ð11:37Þ

Vector A is linearly reduced from 2 to 0 over the iteration course and r1 and r2
shows random vectors in [0,1]. In order to simulate the mathematical behavior of
gray wolves, we suppose that alpha, beta, and delta have a better knowledge from the
potential hunting position. Therefore, we save best first three answers and force the
other search agents (consist of omega wolves) to update their location due to the best
search agents. This description is presented mathematically as follows.

D
!
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Figure 11.3 explains how an agent location in a two-dimensional search region
depends on the hierarchy levels. The final location got at a random position in a
circle is defined due to the alpha, beta, and delta position. In other words, alpha, beta,
and delta evaluate hunting positions and other wolves update their position randomly
around the hunt [25].

11.6 Case Study and Simulation Results

The case study is a modified IEEE 33-bus test system. In this network, we have
assumed six BESSs and six DERs. The BESS and DERs are already available in
network and are being exploited. The topology of the system to implement the
proposed model is shown in Fig. 11.4. BESSs and DERs data are given in
Tables 11.1 and 11.2, respectively [26]. The amount of LMP at different buses of
33-bus test system has been indicated in Table 11.3. The technical data of the
network is presented in Table 11.4. Figure 11.5 shows the real-time market prices
or the price of energy purchased from the upstream grid.

The hourly amount of demand is shown in Fig. 11.6 with different participation
factors. As seen in Fig. 11.5, the DRP increases the amount of demand in off-peak
periods and reduces it in peak periods. In addition, the effects of different participa-
tion factors are displayed and compared with each other.
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Fig. 11.3 Location updating of GWO algorithm
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Fig. 11.4 Modified 33-bus IEEE test system with BESS and DERs

Table 11.1 Information of BESS

Number
of BESS

Lower
bound of
SoC

Upper
bound of
SoC

Number
of Bus

Price of
charge
($/kWh)

Price of
discharge
($/kWh) ηch ηdis

1 150 700 5 0.10 0.20 0.90 0.90

2 100 800 10 0.15 0.22 0.90 0.90

3 150 800 14 0.10 0.20 0.75 0.75

4 100 1000 20 0.30 0.45 0.85 0.85

5 100 800 24 0.09 0.15 0.85 0.85

6 100 700 31 0.09 0.15 0.90 0.90

Table 11.2 Information of DG units

DG
Min production
capacity (kWh)

Max production
capacity (kWh)

Location in
network

Cost coefficient
($/kWh)

1 200 600 6 0.02

2 200 500 11 0.05

3 150 450 16 0.01

4 100 400 22 0.05

5 200 700 26 0.01

6 200 600 32 0.02
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The result of the BESS arbitrage is displayed in Fig. 11.7. As can be seen, the
optimal charging and discharging of BESSs are determined by the proposed algo-
rithm due to the equilibrium equation. Charging and discharging amount of BESSs
depend on the production of DERs and load consumption every hour. So, if the
answer of the equilibrium equation is positive, BESS is discharged. The BESSs are
charged when the amount of Prest is negative.

Figure 11.8 shows the optimal daily production of DERs in the presence of BESS
and DRP. According to this figure, the production power of DERs depends on their
capacity and location in the network, and optimal production of DERs is specified by
BESS scheduling and the electricity market price in each hour. The PV units
generate the power only when sun is available, i.e., 6 a.m. to 18 p.m.

In this paper, the well-known backward/forward algorithm has been used to
execute power flow calculations [28]. It should be emphasized that with respect to

Table 11.3 Amount of LMP at different buses of 33-bus test system

Bus no. LMP ($/MVA-hr.) Bus no. LMP ($/MVA-hr.) Bus no. LMP ($/MVA-hr.)

1 20 12 22.427 23 20.674

2 20.096 13 22.66 24 20.885

3 20.559 14 22.738 25 20.992

4 20.807 15 22.796 26 21.659

5 21.056 16 22.853 27 21.739

6 21.597 17 22.925 28 22.03

7 21.671 18 22.949 29 22.239

8 21.871 19 20.111 30 22.347

9 22.106 20 20.215 31 22.495

10 22.325 21 20.234 32 22.526

11 22.362 22 20.251 33 22.534

Table 11.4 Comparison study on various approaches applied for CM problem

Ref. Proposed method Case study
Congestion
reduction (%)

This
chapter

DRP and optimal arbitrage of BESS
including DERs

IEEE 33-bus
system

45.43

[3] DRP IEEE 39-bus
system

24.26

[6] DRP along with FACT devices IEEE 30-bus
system

25.08

[7] Rescheduling of GENCOs IEEE 30-bus
system

27.55

[10] Rescheduling of generators along with load
shedding

IEEE 118-bus
system

29.41

[11] Both DRP and distribution congestion
prices

Danish 30-bus
system

16.94

[13] Rescheduling of conventional generators
considering WTs

IEEE 30-bus
system

31.66
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features of proposed model which is a nonlinear, non-convex as well as non-smooth
model (due to the implementation of the backward-forward load flow algorithm,
considering complicating variables and constraints such as power mismatch con-
straints and prohibited operating zones of DER units and taking into account various
objectives resulting in a NP-hard problem), it is not possible to solve it by exact
methods such as CPLEX. Therefore, we had to use meta-heuristic algorithm to solve
the problem. Accordingly, we studied various algorithms such as GWO, PSO, and
GA, and finally with respect to obtained results, we have chosen GWO to solve the
proposed congestion management problem. The optimal convergence curve
obtained from GWO algorithm has been displayed in Fig. 11.9.
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The voltage profile of proposed system is presented in Fig. 11.10 in the presence
of BESS, DERs, and DRP and compared with the initial case (without considering
any sources). According to the figure, voltage profile of the system without consid-
ering any sources is not in acceptable range but with implementing the DRP,
applying BESS, and optimal scheduling of DERs, it is limited in the allowable
range. In other words, adding DRP, BESS, and DERs improve voltage profile
compared with initial case. Figure 11.11 shows the 33-bus system power losses.
As can be seen, the power losses of lines in the presence of the DRP have been
dramatically reduced to the initial case (without DRP). In addition to the DRP, the
effect of the BESS scheduling and the optimal planning of DERs is also not
negligible in reducing the lines losses.
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The results of transaction powers through the lines in the presence of BESS,
DERs, and DRP are illustrated in Fig. 11.12. As can be seen from the graph, the first
column shows the initial transaction powers (without considering BESS, DERs, and
DRP) through the lines, which is obtained from system optimal power flow, which is
compared with the second column of this graph that indicates the value of power
flow with proposed sources. By properly planning the DERs, optimal arbitrage of the
BESS, and DRP implementation at appropriate hours, we were able to alleviate the
active power flow of the lines significantly compared with the initial case (without
these elements) and manage the congestion of lines as the goal of proposed problem.
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The LMP amount of each bus is presented in Fig. 11.13 and compared in two
cases. As can be seen, the LMP amount in the presence of BESS, DERs, and DRP is
significantly smooth compared to the initial case (without BESS, DERs, and DRP).

The amount of total active power flow (sum of all transaction powers in the lines)
in the presence of DRP, BESS, and DERs with respect to the amount of total active
power flow without these measures is equal to 45.43%. This value is obtained from
Fig. 11.12 and written in the Table 11.4. All of the congestion reduction indexes
have been calculated in the same way and compared in Table 11.4. As can be seen,
DRP and optimal arbitrage of BESS along with DERs has significant effect on the
congestion reduction compared to other conventional methods.
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11.7 Conclusion

In this chapter, the optimal charging/discharging scheduling of BESS and incentive-
based DRP execution was suggested with the goal of CM. In addition, the uncer-
tainties pertaining to renewables were considered using the probabilistic model.
Nonlinearity, non-convexity, and being non-smooth are features of the suggested
problem that is why we applied the GWO algorithm to solve this problem. The
arbitrage of BESS and incentive-based DRP as well as optimal production of DERs
including WT, PV, and CHP systems are achieved in hourly scheduling. By utilizing
the suggested method, the DSO is able to significantly decrease the overloading of
lines as well as total power losses, and it can be used to improve some technical
characteristic of the system like network security in dealing with overloading,
voltage profile, and the network stability margin. Furthermore, results demonstrated
that the BESS and DRP can decrease the curtailment energy of renewables, and it
can relieve the negative impacts of uncertainties.

Appendix

The technical data of the 33-bus distribution network is given in Table 11.5.
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Chapter 12
Stochastic Optimal Preventive Voltage
Stability Control in Power Systems under
Demand Response Program

Morteza Nojavan, Heresh Seyedi, and Behnam Mohammadi-Ivatloo

Nomenclature

αb Maximum percentage of demand-side participation in DR programs
at bus b

βb Percentage of bus b load, which is no allowed to be shed
δb(s) Voltage angle at bus b for scenario s
δj(s) Voltage angle at bus j for scenario seδb sð Þ Voltage angle of bus b at loadability limit point for scenario seδ j sð Þ Voltage angle of bus j at loadability limit point for scenario s

λ(s) Loading parameter of the system for scenario s
λthershold Satisfied loading parameter of the system
μi Mean value of variable xi
μj Mean value of variable xj
ϕ(�) The PDF of standard normal function
ρ0ij A component in the correlation matrix ρ0 of standard normal random

vector Y
σi Variance of the variable xi
σj Variance of the variable xj
τCC Lead time of preventive control
θbj Angle of element b–j of the system Ybus matrix
ADi Cost of reduction of active power generation of unit i ($/MWh)
AIi Cost of increase in active power generation of unit i ($/MWh)
B Index of buses
CCDR

b
Cost of DR participation at bus b

CCLS
b

Cost of ILC at bus b
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d Index of load buses
DRCp

b sð Þ Active part of DR program at bus b participating for scenario s

DRCQ
b sð Þ Reactive part of DR program at bus b participating for scenario s

f XiX j
xi, x j

� �
The joint PDF of random variables xi, xj

Fi(xi) The corresponding cumulative distribution function
G Set of generating units
GF Set of fast-response generating units
LSpb sð Þ Active part of involuntary load curtailment (ILC) at bus b for

scenario s
LSQb sð Þ Reactive part of involuntary load curtailment (ILC) at bus b for

scenario s
n Number of PV buses in zone j
Pw
b,r Rated power of wind turbine installed at bus b

PGi Active power generation of unit i
P0
Gi

Economic scheduled value of active power generation of unit i

P�
Gi

Active power reduction of generation unit i

Pþ
Gi

Increase in active power generation of unit i

Pmin
Gi

Minimum active power generation of unit i

Pmax
Gi

Maximum active power generation of unit iePGi sð Þ Active power generation of unit i at loadability limit point for
scenario s

PLb sð Þ Active power load of bus b for scenario s
Q0

Gi
Economic scheduled value of reactive power generation of unit i

Qmin
Gi

Minimum reactive power generation of unit i

Qmax
Gi

Maximum reactive power generation of unit i
QGi

sð Þ Reactive power generation of unit i for scenario seQGi
sð Þ Reactive power generation of unit i at loadability limit point for

scenario s
Qþ

Gi
sð Þ Increase in reactive power generation of unit i for scenario s

Q�
Gi

sð Þ Decrease in reactive power generation of unit i for scenario s
QLb

sð Þ Reactive power load of bus b for scenario s
RDGi Ramp-down rate of generating unit i
RDi Cost of reduction of reactive power generation of unit i ($/MVarh)
RIi Cost of increase in reactive power generation of unit i ($/MVarh)
RUGi Ramp-up rate of generating unit i
s Index for scenarios
Sn Total number of scenarios
v Wind speed
vcin Cut-in speed of wind turbine
vcout Cutoff speed of wind turbine
vcrated Rated speed of wind turbine
Vb(s) Magnitude of bus b voltage for scenario s
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Vj(s) Magnitude of bus j voltage for scenario seVb sð Þ Magnitude of bus b voltage at loadability limit point for scenario s

Vmin
b Minimum voltage magnitude of bus b

Vmax
b Maximum voltage magnitude of bus beVmin
b

Minimum voltage magnitude of bus b at loadability limit pointeVmax
b

Maximum voltage magnitude of bus b at loadability limit pointeV j sð Þ Magnitude of bus j voltage at loadability limit point for scenario s

|Ybj| Magnitude of b–jth element of the system Ybus matrix

12.1 Introduction

Voltage stability refers to the ability of a power system to maintain steady voltages at
all buses in the system after being subjected to a disturbance from a given initial
operating condition [1]. One of the main reasons of various blackouts all over the
world is voltage instability. Therefore, various studies have been executed and
different methods have been proposed to identify and prevent voltage instability.
Researches in this subject can be classified into two categories:

1. Voltage stability indices: the scope of this category is to present stability indices
to identify voltage instability or determine the voltage stability margin.

2. Preventive and corrective control facilities to prevent voltage instability: this
group includes researches about optimal preventive or corrective control actions
to ensure desirable load margin.

Facilities used to prevent voltage instability in the preventive control schemes
include load shedding, re-dispatch of active and reactive powers of generators, and
demand response. Load shedding is one of the most important and also costly
countermeasures against voltage instability. Various papers have proposed optimal
under-voltage load shedding methods to ensure voltage stability with minimum
involuntary load curtailment [2–9].

An optimal under-voltage load shedding methodology to avoid voltage instability
is presented in [2]. The candidate buses for load shedding are selected based on the
sensitivity of minimum eigenvalue of load flow Jacobian matrix with respect to the
dropped load. The algorithm for minimum load shedding is developed using differ-
ential evolution. A centralized under-voltage load-shedding scheme considering the
load characteristics is presented in [3]. In this research, dimensions of the optimal
problem are greatly simplified using the proposed indicator. A practical approach for
determining the best location and the minimum amount of load to be shed for voltage
collapse prevention is presented in [4]. A multistage method is proposed to solve the
problem. The main idea of the proposed method is to solve the optimization
problem, stage by stage, and to limit the load shedding to a small amount at each
stage. An adaptive under-voltage load-shedding scheme is proposed in [5] to protect
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power system against voltage instability. Adaptive combinational load shedding
methods are used to enhance power system stability in [6–9]. In the proposed
algorithms, load shedding is started from the locations with higher voltage decay
for longer period of time. The speed, location, and amount of load shedding are
changed adaptively depending on the disturbance location, voltage status of the
system, and the rate of frequency decline.

Load curtailment could be undesirable and too costly for the customers and
consequently for the system operators. On the other hand, re-dispatch of active
and reactive powers of generators and demand response programs can be used as
facilities to maintain system voltage stability with lower costs. Papers in the second
category have used the mentioned control facilities to prevent voltage collapse.

In [10, 11], a new method is presented for power system protection against
voltage collapse based on the difference between apparent power flows at the
sending and the receiving ends of the transmission lines. Then, a triggering signal
is sent to the reactive power sources to increase reactive power production. Com-
prehensive control framework to ensure loading margin of power systems is pro-
posed in [12]. Demand response, load shedding and rescheduling of generating units
are control facilities in [12]. Online diagnosis of capacitor switching to prevent
voltage collapse based on the measurement of actual load powers and voltages is
presented in [13]. Reactive power rescheduling is used as a facility to improve
voltage stability in [14]. Using ranking coefficients, the generators are divided into
“important” and “less-important” ones. At the next step, voltage stability margin is
improved by decreasing and increasing reactive power generation at the less-
important and important generators, respectively.

Impact of uncertain input variables on the output parameters is one of the major
requirements in the power system planning and operation. Load and wind power are
the important uncertain parameters in power systems. Hence, the load and wind
power uncertainties must be considered in power system analysis. Several research
papers have considered load uncertainty and stochastic wind power generation
modeling. Optimum sizing of a hybrid wind–photovoltaic–battery system is formu-
lated in [15] considering wind speed, solar radiation, and electricity demand. Influ-
ence of using solar and wind forecast and their uncertainties on the optimization of
demand response of the economic dispatch of an isolated microgrid system is
analyzed in [16]. In [17] the optimal sizing of distributed generation in a hybrid
power system with wind and energy storage units is presented considering load
demand and wind speed uncertainties. Correlated wind power for probabilistic
optimal power flow is presented in [18]. Point estimate method is used for solving
probabilistic optimal power flow. Biogeography-based optimization algorithm with
weighted sum method is proposed in [19] to solve probabilistic multi-objective
optimal power flow problem. Nataf transformation based on traditional point esti-
mate method is utilized to handle the correlation of wind sources and load demands.
A powerful tool for quantifying the impact of DG units on active loss and voltage
profile is proposed which considers the unbundling rules. A method to carry the
uncertainty of wind speed for optimal stochastic economic dispatch problem is
presented in [20]. An effective approach for deriving robust solutions to the

268 M. Nojavan et al.



security-constrained unit commitment problem, considering load and wind power
uncertainties, is presented in [21]. An optimization-based real-time residential load
management algorithm considering load uncertainty in order to minimize the energy
payment for each user is presented in [22]. The proposed algorithm just requires
some statistical estimates of the future load demand. A new method for corrective
voltage control considering wind power generation and demand values uncertainties
is proposed in [23]. Objectives of the proposed method are to ensure a desired
loading margin while minimizing the corresponding control cost. It is supposed that
all loads and wind powers increase or decrease at the same time. Then, the proposed
method uses a simple and somewhat unreal modeling of load and wind power
uncertainties.

Wind power and load are the important uncertain parameters in power systems.
These uncertainties and correlation among them should be considered in power
system modeling, especially voltage instability prevention problems. For this reason
in this chapter, a new preventive voltage instability problem is presented considering
correlated uncertain wind power and load, preventive actions cost, the complete
nonlinear model of the system and demand response. The effect of these uncer-
tainties and their correlation on voltage instability prevention costs is evaluated
using a new scenario-based approach. The main contribution of this chapter is
correlated wind and load uncertainties modeling in voltage stability control for
first time.

The remainder of this chapter is organized as follows: Section 12.2 presents
uncertain correlated wind power and load scenario generation steps. Section 12.3
indicates preventive voltage instability problem formulation. Simulation results are
presented in Sect. 12.4. Finally, discussions and conclusions are presented in Sect.
12.5.

12.2 Uncertainty Sources

Main uncertainty sources are load and wind power generation in this chapter.
Modeling of the correlation of these uncertain sources is presented in this section.

12.2.1 Modeling of Correlated Uncertain Wind Power
Generations

The wind turbine’s powers have correlation based on weather conditions and
location. Hence, the correlation of wind powers must be considered to model the
actual condition and real estimation of preventive voltage instability actions cost.

In this section, the wind power scenario generation method is presented. Wind
power generation is an uncertain parameter. This parameter can be modeled
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probabilistically using historical data of wind speed [23]. Variation of wind speed is
modeled using Rayleigh probability density function (PDF):

PDF vð Þ ¼ 2v
c2

� �
exp � v

c

� �2� �
ð12:1Þ

The generated power of a wind turbine in terms of wind speed is estimated as
follows [23]:

Pw
b vð Þ ¼

0 if v � vcin or v � vcout
v� vcin

vcrated � vcin
Pw
b,r if vcin � v � vrated

Pw
b,r else

8>><>>: ð12:2Þ

The Cholesky decomposition is used for generation of correlated uncertain wind
power scenarios. This method is explained in details in [24]. The components of
correlation matrix can be calculated as the following:

ρij ¼
Zþ1

�1

Zþ1

�1

xi � μi
σi

� �
x j � μ j

σ j

� �
f XiX j

xi, x j

� �
dxidx j

¼
Zþ1

�1

Zþ1

�1

F�1
i ϕ yið Þð Þ � μi

σi

� �
F�1
i ϕ yið Þð Þ � μ j

σ j

 !

� ϕ2 yi, y j, ρ0ij
� �

dyidy j

ð12:3Þ

where

ϕn y, ρ0ð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πð Þndet ρ0ð Þ

p exp � 1
2
yTρ0 y

� �
ð12:4Þ

If ρ and the marginal PDFs are known, ρ0 can be determined completely by
solving nonlinear Eqs. (12.3) and (12.4). Then, Choleskey decomposition is applied
to ρ0 as the following:

ρ0 ¼ L0L0
T ð12:5Þ

L0 is the lower triangular matrix in Eq. (12.5). Afterwards, the mutually indepen-
dent standard normal random vector U can be calculated as follows:

U ¼ L0
�1Y ð12:6Þ

Finally, the correlated scenarios can be calculated as the following:
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S ¼ μþ U ð12:7Þ

where S and μ are the correlated wind power scenarios and mean values of wind
power, respectively.

12.2.2 Correlated Uncertain Load Scenario Generation

The method of load scenarios generation is presented in this section, considering
load uncertainty and correlation among loads. The electrical distances between buses
are calculated in the first step. Then, the power system is divided into several areas
based on these distances. In the next step, load correlation matrix is defined
according to the identified zones. Finally, uncertain correlated load scenarios are
generated based on the correlation matrix.

12.2.2.1 Electrical Distance Calculation

Electrical distance calculation is presented in details in [25]. The step-by-step
method to obtain the electrical distance between two buses is given in the following:

1. The Jacobian matrix J is calculated and the submatrix J4 ¼ [∂Q/∂V] is obtained.
2. J4 (B ¼ J�1

4 ) is inverted. The elements of matrix B are written as bij ¼ ∂Vi/∂Qj.
3. Attenuation matrix between all buses is calculated using the following equation:

αij ¼ bij=bjj ð12:8Þ

4. Electrical distances, Dij, between ith and jth buses are calculated:

Dij ¼ � log αij:αji
� � ð12:9Þ

5. The electrical distances are normalized as follows:

Dij ¼ Dij=Max Di1, . . . ,DiNð Þ ð12:10Þ

Partitioning of power system is presented in Sect. 12.2.2.2, based on these
normalized electrical distances.
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12.2.2.2 Partitioning of Power System

The normalized electrical distances Dij between generator buses i and all other buses
j are calculated according to descriptions presented in Sect. 12.2.1. Then, the PV
buses are grouped in different zones as shown in the flow chart of Fig. 12.1. In this
figure, the average of electrical distance for load i in zone j (AEDij) is calculated as
follows:

AEDij ¼
Pn

k¼1Dik

n
ð12:11Þ

12.2.2.3 Generation of Correlation Matrix and Scenarios

In general, the loads in one zone are more influenced by common causes such as
common weather or similar power-consuming behavior in comparison to the loads
in other zones. Then, the correlation among loads in one zone is stronger than that of
other zones. As a result, based on the above assumptions and the assumptions of
[26], the correlation coefficients between loads are as follows:

– The correlation coefficients between loads at the same zone are assumed to be 0.8.
– The correlation coefficients between loads at neighboring zones are assumed to

be 0.4.
– The correlation coefficients between loads at different zones are assumed to be

0.1.

The correlated load scenarios are generated based on the correlation matrix and
Eqs. (12.3)–(12.7).

Calculate normalized electrical 
distances Dij between generator 

buses i and all buses j

Group the PV buses with  electrical 
distance less than 0.1

 in the same zone 

Designate the loads to zone with the
least AED

Fig. 12.1 Partitioning of
power system
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12.3 Preventing Voltage Instability Problem Formulation

The load margin is indicated by a simple P–V curve of bus. The load margin is
defined as the distance between the system-operating point and voltage collapse
point. This margin is shown in Fig. 12.2. In this figure, λ, B, and A are load margin,
the system-operating point, and voltage collapse point, respectively. The load
margin is indicated in details in [12].

In order to achieve the desired load margin, the generated active and reactive
powers of power plants could either be decreased or increased. In the case of power
decrease, opportunity cost should be paid, but in the case of power increase,
electricity cost should be paid to the participant power plants. Figure 12.3 indicates
this method. Considering this figure, P0

Gi
is the economic scheduled generation,

while AIiPGi
+ and ADi

�PGi
� are costs, which should be paid to the units in case of

increase or decrease with respect to their economic scheduled active power gener-
ation, respectively.

Demand response programs are presented in details in [12]. Direct load control
(DLC) and interruptible/curtailable (I/C) programs are used in this chapter as
different terms of objective function.

P

V
A

B

λ 

Fig. 12.2 The bus’s P–V
curve

iG
P

iG
P

Cost

Pmax
iG

Pmin
iG

P 0
iG

P

ii GAD P

ii GAI P

Fig. 12.3 The rule of
paying cost to generators
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Load shedding is considered as the last and most expensive control facility to
prevent voltage instability. Hence, this facility is considered as the highest price term
in the objective function.

The proposed facilities are classified into two different categories based on
[23]. These categories are named here-and-now and wait-and-see. The values of
wait-and-see facilities differ from one scenario to another, while values of here-and-
now facilities are the same for all scenarios. Demand response, load shedding, and
reactive power outputs of power plants are proposed as wait-and-see facilities, while
active power outputs of power plants are proposed as here-and-now facilities [23].

Objective function of the proposed problem is presented as follows:

F ¼
X
i2GF

ADiP
�
Gi
þ AIiP

þ
Gi

� �
þ
XSn
s¼1

 X
i2GF

RDiQ
�
Gi

sð Þ þ RIiQ
þ
Gi

sð Þ
� �

þ
X
b2d

CCDR
b DRCp

b sð Þ þ CCLS
b LSpb sð Þ� �!	

Sn ð12:12Þ

This objective function contains the cost of preventive control facilities (generator
active and reactive re-dispatch, load shedding, and demand response).

Considered constraints are formulated as the following:X
i2GF

PGi � PLb sð Þ � DRCp
b sð Þ � LSpb sð Þ� �

¼
X
j2B

Vb sð ÞV j sð Þ Ybj



 

 cos δb sð Þ � δ j sð Þ � θbj
� � 8b 2 B

ð12:13Þ

X
i2G

QGi
� QLb

sð Þ � DRCQ
b sð Þ � LSQb sð Þ� �

¼
X
j2B

Vb sð ÞV j sð Þ Ybj



 

 sin δb sð Þ � δ j sð Þ � θbj
� � 8b 2 B

ð12:14Þ

DRCQ
b sð Þ ¼ 0:75 � DRCp

b sð Þ 8b 2 B ð12:15Þ
LSQb sð Þ ¼ 0:75 � LSpb sð Þ 8b 2 B ð12:16Þ

Vmin
b � Vb sð Þ � Vmax

b ð12:17Þ
0 � Pþ

Gi
� RUGi � τCC i 2 GF ð12:18Þ

0 � P�
Gi

� RDGi � τCC i 2 GF ð12:19Þ
PGi ¼ P0

Gi
þ Pþ

Gi
� P�

Gi
i 2 GF ð12:20Þ

Pmin
Gi

� PGi � Pmax
Gi

i 2 GF ð12:21Þ
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QGi
sð Þ ¼ Q0

Gi
þ Qþ

Gi
sð Þ � Q�

Gi
sð Þ i 2 G ð12:22Þ

Qmin
Gi

� QGi
sð Þ � Qmax

Gi
i 2 G ð12:23ÞX

i2G
ePGi � PLb sð Þ � DRCp

b sð Þ � LSpb sð Þ� �
1þ λ sð Þð Þ

¼
X
j2B
eVb sð ÞeV j sð Þ Ybj



 

 cos eδb sð Þ � eδ j sð Þ � θbj
� �

8b 2 B
ð12:24Þ

X
i2G
eQGi

sð Þ � QLb
sð Þ � DRCQ

b sð Þ � LSQb sð Þ� �
1þ λ sð Þð Þ

¼
X
j2B
eVb sð ÞeV j sð Þ Ybj



 

 sin eδb sð Þ � eδ j sð Þ � θbj
� �

8b 2 B
ð12:25Þ

λ sð Þ > λthershold ð12:26Þ
0 � DRCP

b sð Þ � αbPLb sð Þ ð12:27Þ
0 � DRCQ

b sð Þ � αbQLb
sð Þ ð12:28Þ

0 � LSPb sð Þ � 1� αb � βbð ÞPLb sð Þ ð12:29Þ
0 � LSQb sð Þ � 1� αb � βbð ÞQLb

sð Þ ð12:30Þ
eVmin
b � eVb sð Þ � eVmax

b ð12:31Þ

The power balance equations for active and reactive power are presented by
(12.13) and (12.14). Equations (12.15) and (12.16) present constant power factor for
necessary under-voltage load shedding and demand response. Bus voltage limit is
indicated by (12.17). Equations (12.18) and (12.19) indicate ramp up and ramp down
of power plants. Eqs. (12.21) and (12.23) state the capacity limit of the generators.
Satisfied load margin is expressed by (12.26). Eqs. (12.27)–(12.30) indicate limita-
tion of demand response and curtailed load of each bus. Equations (12.24), (12.25),
and (12.31) are constraints for voltage collapse point.

12.4 Simulation Results

The proposed method is simulated on the large scale IEEE 118-bus test system. The
costs of re-dispatching active and reactive powers of generating units ADi, AIi, RDi,
and RIi are assumed to be 125, 25, 12.5, and 2.5% of the base-case locational
marginal price (LMP) of buses connected to the generating units, respectively. The
costs of load shedding and demand response at each bus are considered to be 100 and
10 times of LMP of that bus, respectively [12]. 150-MW turbines are connected at
nodes17, 30, 59, 80, 92, and 100 [18]. The correlation is equal to 0.88 among the
turbine pairs (17, 30), (59, 80), and (92,100) and is set to 0.48 for others [18].
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The proposed algorithm is simulated in GAMS andMATLAB environments. The
scenarios are generated in MATLAB environment, and voltage instability preven-
tion problem is solved in GAMS software using NLP method.

12.4.1 Partitioning of the System

The IEEE 118-bus test system consists of 54 generating units and 186 transmission
lines. The system data are presented in [12]. The proposed method for partitioning
the system is applied to the IEEE 118-bus test system. This test system is divided
into nine zones based on the algorithm presented in Fig. 12.1. Table 12.1 presents
generators of each group. In this table, G7 (B15) means generator number 7 in bus
number 15 as an example. Figure 12.4 shows different zones of the mentioned test
system.

12.4.2 Scenario Generation and Analysis

Three cases are studied in this section as described in the following:

Case 1: Preventive voltage instability problem is solved under load and wind power
generation uncertainties based on the method of references [23, 27] as a simple
and unreal condition. Table 12.2 shows generated scenarios in this case.

Case 2: Preventive voltage instability problem is solved under uncorrelated load and
wind power generation uncertainties for 20 scenarios.

Case 3: Preventive voltage instability problem which is assumed as a real condition
is solved under correlated load and wind power generation uncertainties for
20 scenarios.

Table 12.1 Grouping of generator buses

Group 1 G1(B1),G2(B4),G3(B6),G4(B8),G5(B10),G6(B12)

Group 2 G7(B15),G8(B18),G9(B19),G53(B113)

Group 3 G10(B24),G11(B25),G12(B26),G32(B72)

Group 4 G13(B27),G14(B31),G15(B32)

Group 5 G16(B34),G17(B36),G18(B40),G19(B42),G20(B46),G21(B49),G22(B54),G23
(B55),G24(B56),G25(B59),G26(B61),G27(B62),G28(B65),G29(B66),G30(B69),
G54(B116)

Group 6 G31(B70),G33(B73),G34(B74)

Group 7 G35(B76),G36(B77),G37(B80)

Group 8 G38(B85),G39(B87),G40(B89),G41(B90),G42(B91),G43(B92)

Group 9 G44(B99),G45(B100),G46(B103),G47(B104),G48(B105),G49(B107), G50(B110),
G51(B111),G52(B112)
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The number of proposed scenarios for wind power and loads are 4 and 5 in Cases
2 and 3, respectively. Hence, total 20 wind-load correlated scenarios are gener-
ated in this section based on the explanations provided in Sect. 12.2.

The total wind power scenarios and total load scenarios are shown in Figs. 12.5
and 12.6 for Cases 1, 2, and 3, respectively. Considering these figures, total load
variation in Case 3 is greater than that of Case 2.
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Fig. 12.4 Different zones of IEEE 118-bus test system

Table 12.2 Wind-load scenarios in Case 1

Scenario number Load (%) Wind (%)

S1 98 100

S2 100 100

S3 102 100

S4 98 50

S5 100 50

S6 102 50

S7 98 0

S8 100 0

S9 102 0
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The value of objective function is $4427.1 for Case 1. In this case, load shedding
is not necessary. The value of demand response for nine scenarios is shown in
Table 12.3 for Case 1. Objective function for 20 scenarios is $4896.4 for Case
2. Load shedding is not necessary in the 20 proposed scenarios. The value of demand
response for 20 scenarios is shown in Table 12.4 for Case 2. In Case 3, objective
function for 20 scenarios is $8178.7. In this case, load shedding is not necessary. The
value of demand response for 20 scenarios is shown in Table 12.5 for Case 3.

The value of demand response for 9 scenarios in Case 1 and for 20 scenarios in
Cases 2 and 3 are compared in Fig. 12.7. Considering this figure, for most scenarios,
the value of demand response in Case 3 is greater than the value of demand response

Fig. 12.5 Total wind power for each scenario in Cases 1, 2, and 3

Fig. 12.6 Total load for each scenario in Cases 1, 2, and 3
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in Cases 1 and 2. As a result, objective function in Case 3, as a real case, is greater
than that in Cases 1 and 2.

Actual system loads and wind powers have correlation based on weather condi-
tions and location. Hence, the correlation among loads and wind powers must be

Table 12.3 Values of demand response for 9 scenarios in Case 1

Scenario number Demand response (p.u.)

1 0

2 0

3 0.7948

4 0

5 0

6 0.7766

7 0

8 0

9 0.7585

Table 12.4 Values of demand response for 20 scenarios in Case 2

Scenario number Demand response (p.u.) Scenario number Demand response (p.u.)

1 0 11 0.062

2 0 12 0

3 0.0937 13 0.2846

4 0 14 0

5 0 15 0

6 0 16 0

7 0 17 0

8 0.1654 18 0

9 0 19 0

10 0 20 0

Table 12.5 Values of demand response for 20 scenarios in Case 3

Scenario number Demand response (p.u.) Scenario number Demand response (p.u.)

1 0 11 0.1418

2 0 12 0

3 0 13 0

4 0 14 0

5 1.6424 15 1.7924

6 0.0822 16 0

7 0 17 0

8 0 18 0

9 0 19 0

10 1.7334 20 1.5844
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considered to model the actual condition. Considering these correlations, the cost of
preventive actions is increased, based on the results of simulations. Therefore, if
these correlations are not considered, the cost of preventive actions is
underestimated. This fact illustrates the necessity of accurate load and wind power
modeling in voltage stability evaluation.

12.4.3 Summary of Simulation Results

In this section, the simulation results are summarized to illustrate the necessity of
correlation modeling. The results are presented in Table 12.6. According to
Table 12.6, a noticeable difference in values of total demand response and objective
function in Case 3 indicates the necessity of correlated load and wind power
modeling in preventive voltage instability problem.

Fig. 12.7 Demand response value in Cases 1, 2, and 3

Table 12.6 Summary of the simulation results

Total demand response (p.u.) Objective function($)

Case 1 [23, 27] 2.328 4427.1

Case 2 0.6057 4896.4

Case 3 6.9766 8178.7
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12.5 Conclusion

A new stochastic optimal preventive voltage stability control is presented in this
chapter under correlated wind power and load uncertainties. Correlation matrix for
wind turbine and loads are defined based on electrical distance and partitioning of the
power system. Then, scenarios are generated and voltage instability prevention
problem is solved. The control facilities in the proposed problem are classified into
two categories. They are named here-and-now and wait-and-see. A new algorithm is
presented to simulate real condition of power system. The proposed method is tested
on the 118-bus IEEE standard test system. The system is simulated for three cases:
wind and load uncertainties modeling based on previous research works,
uncorrelated wind and load uncertainties, and correlated wind and load uncertainties.
Case 3 is assumed close to the actual condition due to correlation among wind
turbine powers and loads in real power systems. The analysis indicates higher cost of
preventive actions for real conditions. In other words, to obtain realistic results for
the cost of voltage instability prevention, both uncertainty and correlation among
wind turbines powers and loads must be considered, according to the proposed
method of this chapter.
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