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Despite the dramatic increase in the number of 
women and racial minorities pursuing careers in 
medicine, their representation among medical 
school faculty remains strikingly low. One poten-
tial explanation for this disparity is unconscious 
bias: opinions that we hold about different social 
groups that operate outside of our conscious 
awareness. During the past few decades, social 
scientists have discovered that unconscious bias 
can strongly influence the way we evaluate and 
treat other people. This chapter explains the 
nature of unconscious bias and how it might 
impact the careers of women and minority fac-
ulty members. We first explain what unconscious 
bias is and what social scientists know about why 

unconscious bias exists. Next we briefly cover 
the ways that unconscious bias affects the careers 
of junior faculty. We then outline several specific 
strategies that individuals and institutions can 
take in order to prevent unconscious bias from 
negatively influencing careers. At the individual 
level, these strategies include promoting aware-
ness in self and others, adopting a growth mind-
set, building and maintaining strong professional 
networks, and taking charge of one’s own career 
development. Institutional strategies include pro-
moting awareness across the workplace, develop-
ing structured recruitment processes, and 
reflecting inclusion in the institutional 
environment.

Despite the dramatic increase in the number 
of women and racial minorities pursuing careers 
in medicine, their representation among medical 
school faculty remains strikingly low. One poten-
tial explanation for this disparity is unconscious 
bias: opinions that we hold about different social 
groups that operate outside of our conscious 
awareness. During the past few decades, social 
scientists have discovered that unconscious bias 
can strongly influence the way we evaluate and 
treat other people. For that reason, it is important 
to understand what unconscious bias is and how 
it might influence one’s career.

The medical field has become increasingly 
diverse in the past 50  years. In 2017, women 
made up 48%, nearly half, of all medical school 
students. The number of racial minorities in 
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medical school has also increased: the number of 
those considered underrepresented in medicine 
grew by 28% from 2013 to 2017, while the total 
number of enrolled medical students in the same 
time period grew by just 7.9%. Despite these 
changes, a 2017 report by the Association of 
American Medical Colleges (AAMC) found that 
women and minorities make up a small propor-
tion of faculty in academic medicine. According 
to AAMC estimates, women make up just 24% 
of faculty at the rank of Full Professor. African-
Americans and those of Hispanic origin make up 
only 6% of all medical school faculty. The com-
position of medical school faculty has not kept up 
with either the growing diversity of physicians-
in-training or society at large.

Enough time has passed such that “pipeline” 
explanations cannot explain these disparities. 
We believe that until individuals and institutions 
address the issue of unconscious bias, faculty 
from underrepresented groups will continue to 
have a difficult time climbing the academic lad-
der. The aim of this chapter is to help the academic 
physician identify and understand unconscious 
bias so that he or she may take steps to prevent 
it from negatively influencing his or her career.

�What Is Unconscious Bias?

Unconscious bias includes opinions and attitudes 
that we are not consciously aware of having. 
Unconscious bias can be difficult to grasp because 
it contradicts what we intuitively believe about 
human behavior: we tend to think that most of our 
behavior and our thoughts are intentional and cho-
sen. However, social scientists have found that 
thoughts and feelings outside of our conscious 
awareness have the power to influence us in impor-
tant ways. Although we can hold unconscious 
biases about anything or anyone, this chapter 
focuses on the biases we hold about people from 
underrepresented social groups. For example, 
many people hold an unconscious bias that men 
are more likely than women to have an aptitude for 
science. In the psychology research literature, the 
terms implicit attitude and implicit bias are often 
used interchangeably with unconscious bias.

Where do our unconscious biases come from? 
Why do we have them? Psychologists believe 
that unconscious bias results from the way in 
which our brains process and store information. 
Research from cognitive psychology has shown 
that we use mental shortcuts in order to quickly 
process new information about the world. One of 
these shortcuts is automatically sorting people 
into categories such as age, gender, and race. 
Categorizing others in this way helps us quickly 
determine how to interact with people with whom 
we are not familiar.

Using mental shortcuts is not necessarily a 
bad thing. Without them we would be paralyzed 
by the amount of information that we receive 
from the outside world. Physicians often use 
mental shortcuts in order to make quick and 
efficient diagnoses of patients in time-pressured 
situations. However, mental shortcuts become a 
problem when they lead to stereotyping—when 
we make assumptions about an individual based 
on what we think members of that person’s social 
group are like. Stereotyping may lead us to treat 
people in unfair and unjustified ways. Many peo-
ple believe that stereotypes do not influence their 
opinions about others. Regardless, numerous 
studies show that stereotypes can enter our minds 
without us being fully aware of them. This means 
that we can end up stereotyping others even when 
we have a strong desire not to do so.

This unconscious stereotyping occurs because 
of our tendency to automatically sort people into 
categories. When we encounter somebody who 
is new and unfamiliar, we instantly put him or 
her in one or more categories. These categories 
are linked in our minds with specific beliefs that 
tell us what members of that category are like. 
For example, the category of “women” is often 
associated in our minds with adjectives such as 
warm, nurturing, and yielding, and the category 
of “men” is often associated with qualities such 
as assertiveness, decisiveness, and influence. 
This pattern explains why men are more likely 
to be chosen as leaders in all kinds of situations. 
The qualities that we associate with good lead-
ership are more strongly associated with men 
than women. When it comes time to choose an 
individual for a leadership position, these strong 
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associations tend to bias us against selecting a 
woman, even if we consciously believe that men 
and women are equally good at leadership.

Where do our biases come from? Psychologists 
believe that we learn them, starting at an early 
age, from our family, friends, teachers, and the 
media. There is evidence that young children 
often hold the same biases that adults do. For 
example, when asked to draw a scientist, the 
majority of elementary school students draw a 
white man in a lab coat. Since unconscious bias 
originates from the society in which we live, 
most of us tend to hold similar biases, regardless 
of who we are. Men and women are both likely to 
hold a bias that women are less effective leaders 
than men. When asked to draw a scientist, even 
African-American children are more likely to 
draw a white scientist.

Research has found that our unconscious 
biases tend to be stable over time. They are so 
ingrained in us that at the fundamental level, they 
are probably exceedingly difficult to change. 
However, by becoming more aware of them, we 
may be able to self-correct for their influence on 
our behavior.

�Measuring Unconscious Bias

How can we know our unconscious biases? 
Psychologists have developed a computer-based 
test, called the Implicit Association Test (IAT), 
that can detect the type and strength of people’s 
unconscious biases. The IAT does this by mea-
suring the speed at which we associate a set of 
words or images with one category or another. 
For example, in an IAT assessing unconscious 
race bias, respondents are asked to quickly clas-
sify African-American- or White-American-
sounding names with the categories “good” or 
“bad.” The speed with which a respondent pairs 
good or bad words with either race represents his 
or her unconscious bias. The IAT has been found 
to be robust at detecting many different types of 
bias (e.g., race, gender, social class) and has 
become a widely used research tool. It is debat-
able as to how closely the IAT may predict 
behavior.

�The Effects of Unconscious Bias

In the context of academic medicine, women and 
minority faculty may be especially vulnerable to 
the effects of unconscious bias. Although most 
people express a conscious desire to be fair and 
objective, unconscious bias influences the way 
they perceive other people. One study found that 
employers preferred job candidates with White-
American names to those with African-American 
names, even though the study was set up so that 
all the resumes were identical in their qualifica-
tions. A similar study found that male and female 
psychology professors preferred to hire a male 
candidate over a female candidate for a faculty 
position in psychology, even though both candi-
dates had identical curriculum vitae.

Women and minority medical school faculty 
are at special risk because of long-standing ste-
reotypes that question their scientific and intel-
lectual abilities. In addition to contributing to 
discrimination, these stereotypes can also under-
mine the performance of women and minorities 
through the phenomenon of stereotype threat. 
Introduced by social psychologist Claude Steele 
in 1995, stereotype threat describes the fear or 
anxiety that individuals face in situations where 
they might confirm a negative stereotype about 
their social group. This anxiety does not need to 
be conscious in order to disrupt intellectual per-
formance, nor do individuals need to personally 
endorse the stereotype in order to suffer from its 
ill effects.

Stereotype threat happens because of the 
shared knowledge that people have about the 
stereotypes that exist about certain groups 
of people. The mere threat of confirming the 
negative stereotype is enough to disrupt peo-
ple’s actual performance. Studies have shown 
that women perform worse on math tests after 
being reminded of the stereotype that women 
lack mathematical ability. Similarly, African-
American students perform worse on the SAT 
after being told that the test is a valid measure of 
intelligence. Fortunately, social scientists have 
begun to develop interventions that can prevent 
stereotype threat from happening. We turn to 
these and other strategies below.
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�Addressing Unconscious Bias: 
Individual and Institutional 
Strategies

Our underlying unconscious biases are difficult 
to change. However, there is promising new evi-
dence that we can take steps to consciously self-
correct for them both as individuals and as 
institutions, thereby limiting their influence on 
our thoughts and behavior. Here are several sug-
gestions for faculty members and institutions on 
how to counter the effects of unconscious bias in 
academic medicine.

�Individual Strategies

�Promote Awareness in Self and Others
By reading this chapter, the academic physician 
has already begun the first step: becoming more 
aware of what unconscious bias is and how it 
affects people’s behaviors. It is also important to 
educate others about unconscious bias. When the 
issue of stereotyping occurs in conversation, it 
helps to be knowledgeable about the ways our 
unconscious biases may operate. The physician 
may want to take the Implicit Association Test 
(available online), as it can be a useful experience 
for learning about one’s biases. Sharing one’s 
own biases can help others feel more secure 
about exploring their own. To protect against the 
influence of unconscious bias on one’s judgments 
about other people, one must pay close attention 
to the specific thoughts that may be driving one’s 
opinions about others. In addition, being open to 
alternate perspectives and opposing viewpoints 
may help the physician become more aware of 
the unconscious biases that drive his or her and 
others’ opinions.

�Adopt a “Growth” Mindset
What do academic physicians do when they sus-
pect they may be on the receiving end of uncon-
scious bias? Recognizing that the work climate 
may not be entirely fair can be very threatening. 
Indeed, there is evidence that many people would 
rather blame themselves than accept the possibil-
ity that the system may be unfair. When people 

perceive their environment as unfair, they start to 
feel helpless and unmotivated. Research on how 
people respond and cope with failure suggests 
that a person can cope better with a difficult envi-
ronment by adopting the right mindset. 
Specifically, adopting a “growth” mindset may 
buffer people against the negative effects of being 
stereotyped. Carol Dweck, a developmental psy-
chologist, has conducted a number of studies 
revealing how having either a “fixed” or “growth” 
mindset powerfully affects our potential for 
future success.

People with a fixed mindset tend to view 
human abilities, such as intelligence, as stable 
and difficult to change. In contrast, people with 
a growth mindset view human abilities as mal-
leable and changeable through sustained effort. 
Fixed versus growth beliefs about intelligence 
have important implications for how well people 
do at school and in their careers. People who 
believe that intelligence is fixed from birth tend 
to experience more distress and give up more 
easily when faced with challenges. Meanwhile, 
people with growth mindsets tend to bounce back 
quickly from setbacks and persist longer in the 
face of difficulty.

These differences in mindset have particular 
relevance to people who belong to stereotyped 
groups. Because people with fixed mindsets view 
human traits as inherent and stable, they are more 
prone toward stereotyping others. They are also 
less likely to cope well in environments where 
stereotypes are pervasive. For example, in her 
study of women in a high-level calculus course, 
Dweck found that only those women with fixed 
mindsets seemed to react badly to the perceived 
stereotype that women are less gifted at math. By 
the end of the course, many of them no longer 
intended to pursue math in the future. In another 
study, researchers found that African-American 
students who had a fixed mindset were less likely 
to incorporate constructive criticism about their 
intellectual work, whereas students with growth 
mindsets were less likely to become discour-
aged after setbacks and more likely to view dif-
ficult situations as challenges rather than threats. 
Adopting a growth mindset is helpful for many 
people, but it might be especially important for 
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individuals who belong to negatively stereotyped 
groups.

How does one develop a growth mindset? 
Although it may seem difficult to change, Dweck 
has been able to change people’s mindsets in 
experimental settings. Dweck suggests the fol-
lowing steps:

	1.	 Pay attention to what you are telling yourself. 
When you succeed, do you think it is because 
of your natural ability or because of the effort 
you put out? Do you see failures as indicative 
of your inherent ability?

	2.	 Recognize that you have a choice. It is possi-
ble to interpret failure in different ways. It is 
possible to view a rejection or a setback as a 
challenge rather than a disaster.

	3.	 Talk back to your fixed mindset “voice.” 
Instead of telling yourself that your manu-
script being rejected is proof that you shouldn’t 
pursue an academic career, remind yourself 
that it is an opportunity to improve your work 
and your knowledge of how to publish 
successfully.

	4.	 Accept challenges and interpret the results 
within a growth mindset. Often when we have 
a fixed mindset, we avoid doing things that 
seem risky. By making it okay for yourself to 
fail, you can take on new challenges without 
too much fear and anxiety. If you do fail, 
interpret it as a learning experience and noth-
ing more.

�Expand Networks
In addition to focusing one’s mindset, connecting 
with others and expanding one’s professional 
networks can also be helpful in countering the 
effects of unconscious bias. Stereotypes can 
lower one’s sense of belonging to an environ-
ment, which may have discouraging effects on 
one’s career. Research shows, for instance, that 
women who do not feel that they belong in com-
puter science are less likely to pursue careers in 
it, even when they have high aptitudes. Individuals 
who belong to stereotyped groups are at greater 
risk of feeling isolated, especially in mainstream 
institutions like school and work. In academic 
medicine, for example, research suggests that 

junior women faculty report greater susceptibil-
ity to stereotype threat than their male counter-
parts. Uncertainty about belonging can undermine 
performance and well-being and pose significant 
challenges to career development and 
advancement.

Developing connections to colleagues and 
similar others not only provides an important 
source of professional support but also serves 
as a buffer against the effects that a low sense 
of belonging can have on actual performance. 
Networks provide many positive effects, such 
as mentoring, access to information and oppor-
tunities, and professional and personal support. 
Specific to unconscious bias, connecting with 
others can also increase your sense of belong-
ing, thereby protecting against feelings of iso-
lation that may accompany stereotype threat. 
Experimental research shows that interventions, 
such as learning that others have faced similar 
adversities, can increase one’s sense of belong-
ing and thereby elevate one’s well-being and 
performance. Building one’s networks allows for 
exchange and sharing of experiences, which can 
alleviate the doubt and uncertainty that stereo-
types can create.

�Professional Development
Being proactive in one’s career advancement pro-
cess can be critical to overcoming unconscious 
bias. Below are some specific strategies that fac-
ulty members can consider using:

	1.	 Communicate with supervisors. It is easy to 
assume that your unit head or other evaluators 
already know everything there is to know 
about you. However, studies on hiring and 
promotion show that evaluators tend to fall 
back on stereotypes when they have missing, 
incomplete, or ambiguous information. It is 
important to make sure that your evaluators 
are fully aware of your background and quali-
fications. For example, when requesting a let-
ter of recommendation, provide your 
recommender with detailed information about 
your background and qualifications.

	2.	 Critically examine the resources allocated to 
you. Unconscious bias often manifests itself 
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in the amount of resources allocated to mem-
bers of one group versus another. Do you feel 
you have the resources you need to accom-
plish your research and other work activities? 
If your resources seem scant, especially com-
pared to your colleagues, actively seek out 
ways to get more of what you need. 
Differences in resources might seem small on 
the surface, but over time they can signifi-
cantly affect how successful you are in the 
long run.

	3.	 Do not be afraid to self-nominate. When the 
NIH Pioneer Awards began to allow for self-
nominations, the number of women nominees 
and recipients increased dramatically. People 
may unintentionally overlook certain people for 
awards because of unconscious bias. Therefore, 
you should not be afraid of nominating yourself 
for awards and other opportunities.

�Institutional Strategies

Although we have outlined a number of recom-
mendations in this chapter that individuals can 
act upon, a long-term, sustainable strategy for 
combatting the effects of unconscious bias on 
faculty careers must include institutional com-
mitment. Actions taken at the institutional level 
can go a long way in reducing the impact of 
unconscious bias on hiring and promotion.

�Promote Awareness Across 
the Workplace
At the institutional level, there is growing evi-
dence that the widespread education of faculty 
members about unconscious bias may help 
remove barriers that prevent underrepresented 
groups from succeeding. In a study at Stanford 
Medicine, faculty members who participated in 
workshops on unconscious bias were signifi-
cantly more likely to show reduced gender bias 
regardless of age or gender. The University of 
Wisconsin developed several hiring workshops 
for faculty that included information on uncon-
scious bias and how it affects decision making. 
Those departments where faculty members par-

ticipated in the workshops showed significantly 
higher odds of increasing their percentages of 
women faculty than departments where no one 
participated. However, research also suggests 
that mandatory trainings can have a negative 
effect on biases, particularly when focusing on 
legal repercussions. This suggests that atten-
dance at institution-sponsored educational pro-
grams should be voluntary and should focus 
primarily on the benefits of a diverse workforce 
and ways to involve attendees in devising best 
practices.

There is also evidence that teaching people 
about the cause and consequences of stereotype 
threat can help them avoid its detrimental influ-
ence. One study found that teaching women 
about stereotype threat and its potential effects on 
math performance caused their scores on a math 
test to increase. The implication of this finding, 
as the title of that study suggests, is that “know-
ing is half the battle.” If other department mem-
bers are open to it, the academic physician may 
want to lead a discussion on unconscious bias. If 
one does bring up unconscious bias with one’s 
colleagues, one would do well to emphasize that 
the potential effects apply to everyone. It is not a 
matter of just some people holding prejudices—
we all are vulnerable to letting our biases influ-
ence our judgments; however, this is not to say 
that biases are impossible to avoid. By knowing 
about our biases, we can work toward avoiding 
them in our decision-making processes.

�Develop Effective Structures 
for Recruitment Processes
In addition to educating organizational leaders 
on unconscious bias, institutions can create 
ground rules for hiring and promotion to ensure 
equity in the employment process. For exam-
ple, it is important to assign someone or appoint 
a committee with the role of overseeing hiring 
practices. Such oversight may include paying 
attention to the language in job postings and 
flyers and encouraging the active recruitment of 
candidates from underrepresented groups. 
Another important strategy for institutions is to 
require sufficient diversity among search com-
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mittees. A study on law firms revealed that the 
odds of a female hire increases when women 
are included in the evaluative and decision-
making process (e.g., as a hiring partner). In 
addition, setting criteria before evaluating can-
didates can ensure that criteria do not shift to fit 
the favored candidate. Creating a key set of 
questions for the interview can ensure that dis-
cussions about the candidates focus on job-
related factors.

�Reflect Inclusion in the Institutional 
Environment
Programs can assist in creating a more inclusive 
institutional environment when they increase the 
visibility of underrepresented individuals. For 
example, a program targeted to residents dou-
bled underrepresented interviewees using a strat-
egy that included an externship program, a 
funded second look event, and increased involve-
ment of underrepresented faculty in the recruit-
ment process. Increasing sense of belonging and 
exposure to role models within academic medi-
cine are key program elements that support the 
recruitment and retention of underrepresented 
individuals.

This aligns with studies that show the work-
ing environment can greatly influence feelings of 
belonging and inclusion. An often cited example 
is the changing of portraits in public spaces to 
reflect the diversity of the institution (e.g., por-
traits of male and female scientists of diverse 
cultural backgrounds), which can foster a greater 
sense of belonging among women and minority 
physicians.

�Words to the Wise

•	 Mental shortcuts become a problem when 
they lead to stereotyping.

•	 By becoming more aware of unconscious 
biases, we may be able to self-correct for their 
influence on our behavior.

•	 Networks provide many positive effects, such 
as mentoring, access to information and 
opportunities, and professional and personal 
support.

�Ask Your Mentor or Colleagues

•	 How aware are people at this institution about 
unconscious bias and the potential role it plays 
in faculty careers?

•	 Does the institution have any programs, initia-
tives, or guidelines that may help in combat-
ting unconscious bias? If no, what might be a 
way to develop some?

•	 Are there other faculty, with backgrounds 
similar to my own, to whom you could intro-
duce me?

•	 Are there career development, mentoring, or 
professional networking programs at this 
institution in which you would recommend 
that I participate?
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