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Abstract. Automatic natural language description for images is one of
the key issues towards image understanding. In this paper, we propose
an image caption framework, which explores specific semantics jointing
with general semantics. For specific semantics, we propose to retrieve
captions of the given image in a visual-semantic embedding space. To
explore the general semantics, we first extract the common attributes of
the image by Multiple Instance Learning (MIL) detectors. Then, we use
the specific semantics to re-rank the semantic attributes extracted by
MIL, which are mapped into visual feature layer of CNN to extract the
jointing visual feature. Finally, we feed the visual feature to LSTM and
generate the caption of image under the guidance of BLEU 4 similar-
ity, incorporating the sentence-making priors of reference captions. We
evaluate our algorithm on standard metrics: BLEU, CIDEr, ROUGE L
and METEOR. Experimental results show our approach outperforms the
state-of-the-art methods.

Keywords: Cross-modality retrieval · Image captioning · Semantic
attribute

1 Introduction

Image captioning aims to automatically describe an image with natural language
captions. It first grabs information of main objects, relationships among objects
and the scene context as well in the images, and then describes the informa-
tion with natural languages. Thus, it involves the techniques of both computer
vision and natural language processing. However, how to well represent the visual
information of images and describe them reasonably are still challenging. Thus,
image captioning is still a hot research topic. A mass of methods are proposed
to address these issues in recent years.
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Retrieval Based Caption: In retrieval base captioner, caption was retrieved
from captions of similar images in the training set. As we can see, retrieval
based methods need a large amount of annotated sentences for searching valid
similar descriptions. Ordonez et al. [20] utilize global image representations to
retrieve related captions from a large dataset and then transfer to the query
image. Devlin et al. [7] find the visually similar k-Nearest Neighbor (k-NN)
of the testing images in the training set, and then select best captions from
the captions of k-NN images based on highest average lexical similarity. Kiros
et al. [14] proposed an end-to-end method to train embedding mapping with
triplet loss. Faghri et al. [9] uses rank loss to optimize the embedding, which has
achieved the state-of-the-art performance in image-caption retrieval. However,
these approaches cannot generate novel descriptions.

Encoder-Decoder Based Caption: Image captioning has big progress in
recent years, because of deep learning based feature representation and sequen-
tial machine translation. Inspired by the end-to-end machine translation [2,6],
Encoder-Decoder captioner extract the visual feature of images with Convolu-
tional Neural Network (CNN) and then use Recurrent Neural Networks (RNN)
to translate visual representation into natural language descriptions [13,19,26].
Mao et al. [19] propose a multimodal Recurrent Neural Network (m-RNN) model
for generating captions, it consists of a CNN for image representation, a RNN for
text embedding. Vinyals et al. [26] adopt GoogLeNet as an image encoder and
apply LSTM [11] as the decoder. Karpathy et al. [13] attempt to align sentence
fragments to image regions, and then aim at generating descriptions of visual
regions using RNN. In the end-to-end translation framework, some approaches
introduce an attention mechanism to improve the performance of image cap-
tioning [18,28]. Recently, Reinforcement Learning (RL) [24] has been applied to
optimize the image captioning model by using the test metrics as rewards, such
as BLUE in [1] or CIDEr in [22], which improve the results distinctively.

Visual Attribute: Feeding high-level semantic concepts to RNN usually results
in better captioning results. Therefore, visual attributes are incorporated into
image captioning in many ways [27,29,30], among which attribute extraction is
one of the most successful method. Wu et al. [27] demonstrate that the high
level visual concepts play an important role in image captioning. They feed the
detected region-based attributes rather than CNN feature into the Decoder. Yao
et al. [29] confirm that feeding image feature to LSTM at the first time step and
feeding attributes at every step is the best choice. You et al. [30] use a Fully
Convolutional Network (FCN) [23] selectively focus on visual semantic words
while extracting image feature.

However, there are two issues need to be solved: (1) The detected attributes
emphasize on the general attributes in the training set, which may not the most
related to testing images; (2) Using attributes instead of visual features ignores
the spatial layout and context of the attributes. Once the information is lost, it
is hard to be recovered during decoding. To address these issues, we use cross-
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modal retrieval to find related captions for image. Considering the embedding
space should align feature of both objects and scene, we concatenate the scene
feature and object feature to build the multi-feature visual-semantic embed-
ding (MVSE++) based cross-modal retrieval. Retrieved captions are used to
re-rank the detected attributes, which pick the specific semantics. Then, we
map attributes into the CNN to extract their visual feature. This feature con-
tains objects, layout and context of general and specific semantic attributes. We
adopt the Bleu 4 similarity in the decoding to further use the specific semantics,
improving the performance of sentence generation. The framework of our method
is illustrated as Fig. 1. The experimental results on MS-COCO show our method
achieves the best performance on almost all evaluation metrics compared with
the state-of-the-art methods, especially, the BLEU 4 reaches 0.342 and CIDEr
reaches 1.058.

Fig. 1. The main framework of the proposed method.
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2 Our Model

In this paper, we propose a retrieval based attribute model for captioning task.
Our model consists of three parts: Attribute extraction by MIL detectors [10]
to obtain the general semantics existing in the testing image for captioning,
attributes re-ranking based on the specific semantics provided by MVSE++
retrieval and caption generation guided by BLEU 4 similarity. As the detec-
tors were obtained from the whole dataset, we think they can represent general
semantics of captions. We think specific semantics of an image can be provided
by other images which correspond to it, so we called retrieval semantics as spe-
cific semantics.

2.1 Image-Caption Retrieval

We propose to retrieve the captions for the input image in a multi-feature visual-
semantic embedding (MVSE++) space, which avoids the visual semantic miss-
alignment on both aspects of objects and scene context. In the original VSE++
based cross-modal retrieval method, the visual feature is extracted by the CNN
based object classifier trained on ImageNet dataset, which mainly focus on the
objects in images and lacks the scene information. Thus, we joint the object-scene
feature based visual-semantic embedding to retrieve the image specific captions.
The feature of image and semantic features of captions, which are encoded by
GRU as same as basic VSE++ method, which are mapped into the same space.
Thus, we can get the candidates in another modality in this common space by
finding near neighbors, which compose our specific semantics.

2.2 The General and Specific Semantics Jointed Visual Feature
Extraction

First, we need figure out what are the generally happened semantics in image
captions. Follow most attributes detection method, we analyze the distribution
of word frequency in the training captions, and collect 1000 most frequently
appearing words to build an attribute set A = {Att1, Att2, ..., AttN}, N = 1000,
as the common semantics. This set covers 92% words in all captions and acts as
the initial semantic categories for 1000 attribute detectors, which is trained by
a CNN based MIL model.

MIL views each training image as a bag of labels. An image I is a bag of
semantic features. For one attribute Atti, image is a positive sample if its caption
contains Atti, regions in the image build a positive bag, otherwise, it is a negative
sample and we think it is a negative bag. The MIL detectors are alternatively
optimized. Attributes usually describe complex and some of them cannot be
demarcated boundaries clearly, such as “red”, “holding” or “beautiful” etc. So
we follow the work of Lebret et al. [15], detecting attributes with a noisy-OR
version of MIL. We resize an image sample to 567×567 and feed into CNN, which
is based on a modified VGG 16 network. Five convolution layers in front are kept,
in order to maintain regional information for visual words extracting, we replace
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fc layers by three convolutions then obtain a fully convolutional network. So,
the penultimate convolution layer fc7conv represents image feature reserving
location information of original input image. After above steps, it generates a
12×12 coarse response map corresponding to slide the original CNN over image
with stride of 32 and get fc8conv’s output on each location. For each image
I, pAtti

j is the probability of sub-region j corresponding an attribute Atti, then
we calculate an integrated probability combine all regions probabilities in this
image as follows

pAtti = 1 −
∏

j∈I
(1 − pAtti

j ) (1)

We train the network with a multi-label classification task. The class is top
1000 frequent words and labels are built from the ground truth captions. This
is our MIL detector.

Given a testing image I, we detect a set of attributes A =
{Att1, Att2, ..., AttN} by MIL detectors obtain the general semantics existing
in the image for captioning. We obtain the specific semantics by retrieving
top sentences in MVSE++ space. We count the frequency of attribute Atti
in A as cAtti , which is used to reweight the original attributes probabilities
{pAtt1

att , pAtt2
att , ..., pAttN

att } as follows.

pAtti
re−att = pAtti

att + α ∗ cAtti (2)

In Eq. (2), α represents the weighting coefficient, means the proportion of
retrieved words in the overall attributes. According to Eq. (2), we re-rank the
attributes in A and selected top T attributes {Att1, Att2, ..., AttT }, whose prob-
abilities {pAtt1

re−att, p
Att2
re−att, ..., p

AttT
re−att} is defined as ρ, to maintain the testing-

specific attributes and reduce the influence of uncorrelated attributes. Finally,
we map the re-ranked attributes to fc7conv layer of CNN to obtain the general
and specific semantics collaborated visual feature. Corresponding visual features
of the re-ranked attributes are extracted as follows.

ρ′ =
T∑

i=1

ρifc8wi (3)

zre−att = ρ′ � GAP(fc7conv) (4)

where fc8wi is weight from fc7conv to fc8conv for Atti, � represents dot multi-
plication. GAP is global average pooling operation, which is a merging of region
feature so it can provide more details in image. We consider the zre−att as an
importance-weighted visual feature with the most caption-relevant information.
This feature is used as the input of LSTM to improve the accuracy of image
captioning. These re-ranked attributes contain a variety types of word such as
noun, adjective, verb and so on.
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2.3 Image Caption Generator

We use the LSTM model as caption generator. At t time step, LSTM is formu-
lated as below.

it = σ (Wixxt + Wihht−1) (5)
ft = σ (Wfxxt + Wfhht−1) (6)
ot = σ (Woxxt + Wohht−1) (7)
ct = ft � ct−1 + it � tanh(Wcxxt + Wchht−1) (8)
ht = ot � tanh(ct) (9)

where xt, ht and ct are input vector, hidden state and cell state of LSTM. W
represents the embedding matrix. σ is sigmoid function and tanh is hyperbolic
tangent. � represents dot multiplication of two vectors. xt, ht−1 and ct−1 are
given at each time step. it, ft, ot are input gate, forget gate and output gate
respectively.

Instead of feeding the simple image feature directly, we input the attributes
re-ranked image visual feature zre−att in Sect. 3.2 to LSTM as the “source lan-
guage”. Therefore, we establish a dependence relationship between words and
sentences in the training dataset. The decoder maximizing the probability of the
correct description is formulated by Eq. (10).

θ∗ = arg max
θ

∑
(I,S)

log p(S|zre−att; θ) (10)

we define S = {S1, S2, ..., SL} as a sequence of words. It usually uses chain rule
to model the joint probability of previously generated words as

log p(S|zre−att) =
∑L

t=0
log p(St|zre−att, S0 , ..., St−1), (11)

where N is caption length and log p(St|zre−att, S0 , ..., St−1) means the proba-
bility of generating the current word St conditioned on attribute based vector
zre−att and previously generated words.

During training, suppose we have image visual feature zre−att and its descrip-
tion sequence {S0, S1, S2, ..., SN , SN+1}, where S0 is the start symbol and SN+1

is the end symbol. Each element in the sequence is a one-hot word vector,
whose size is 11518. In the proposed approach, feature vector is mapped into
H-dimensional space by the embedding matrixe Wf . LSTM was initialized as
follows.

h0 = LSTM(Wfzre−att,0) (12)

The decoding procedure is given in Eqs. (13)–(15). After initializing LSTM,
one-hot word vector is embedded by WS as input vector. Hidden state ht at each
step is computed by LSTM and mapped into 11518-dimensional word space by
Wh. The generator is formulated to minimize the loss, which is the negative log
likelihood in Eq. (17).
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init (h) = h0 (13)
ht = LSTM(WSSt,ht−1), t ≥ 0 (14)
p(St| zre−att, S0, S1, ..., St−1) = Softmax(Whht) (15)

Similar to Chen et al. [4], LSTM network infers image descriptions in the
testing phase. We use retrieved sentences as references to guide the description
generation by comparing the similarities between current generated sentence and
top k retrieved captions. So during the generation of each sentence, it can correct
the deviation of focus, making descriptions fit the evaluation metrics. Inspired
by Devlin et al. [7], we introduce the consensus score concept that calculated by
the descriptions of similar images from the training set. This consensus scoring
function between image I and generated sentence S as

r(S, I) =
1
k

∑k

ω=1
ϕ(S, ω), (16)

where S is current generated sentence and I is the given image, the k sen-
tences {ω1, ω2, ..., ωk} are retrieved by image I using cross-modal embedding, and
ϕ(S, ω) is the similarity score between two captions: (S, ω). We choose BLEU 4
similarity function which measures 4-gram overlap. At each inference time step
of LSTM, the probability of generating is decided by log likelihood Eq. (11) and
consensus score Eq. (16) together. We use λ to balance these two terms, the final
predict probability as follow.

l(S, zre−att) = λ log p(S|zre−att) + (1 − λ)r(S, I) (17)

3 Experiments and Results

3.1 Datasets and Experimental Setup

MSCOCO contains 82,783 training images, 40,504 validation images and 40,775
testing images [17]. As MSCOCO is the most common dataset of image caption-
ing task and many related works only evaluate on it, we also explore evaluation
result of our model. Each image has five captions annotated by Amazon Mechan-
ical Turk (AMT). Since the original testing set of is not completely available,
we follow standard testing way of previous methods. For comparison with other
approaches fairly, we split the training set and validation set together into three
parts: training, validation and testing as Vinyals et al. [26] did. This split reserves
10% unused 5000 images of MSCOCO validation randomly for testing.

Network Architectures: As for feature extracting, we modify VGG 16 by
keeping the convolutional layers conv11 to conv53 and replacing the fully con-
nected layers fc7 fc8 with three fully convolutional layers. Finally, a MIL layer
is followed for visual attributes prediction. We select all attributes with prob-
abilities higher than 0.3 as candidate terms. For MVSE++, we implemented
ResNet 152 CNN trained on ImageNet and Places365 datasets to obtain two
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2048D feature vectors, which are concatenated as one 4096D visual feature. The
top 20 retrieved sentences are used as the specific semantic prior to re-rank can-
didate attributes to weight layer and output a 4096D feature vector. We feed
this feature to LSTM with a 512D state vector from Google NIC network for
captioning. All these models are trained on NVIDIA Titan Xp.

Evaluation Metrics: The methods are evaluated on the standard metrics:
BLEU n [21], CIDEr [25], ROUGE L [16] and METEOR [3] following coco-
caption [5]. BLEU measures the similarity between two sentences in machine
translation task, which is defined as the geometric mean of n-gram (up to 4)
precision scores multiplied by a brevity penalty on short sentences. CIDEr mea-
sures the consensus between generated descriptions and the reference sentences,
which is a specific evaluation metric designed for image captioning recently.
METEOR is defined as the harmonic mean of precision and recall of unigram
matches between sentences. For all the metrics, the higher is the better.

Baseline: In order to completely verify the effectiveness of our method, we
use an original VGG 16 to extract image features as baseline, however, without
attribute involves. We just make a common VGG Network to extract fc7 feature
as one 4096D vector which is fed into the LSTM directly.

3.2 Results and Analysis

For an intuitive presentation of our joint language retrieval attribute-conditional
approach, we design the following experiment. Table 1 shows how the language
retrieval results improve captioning accuracy. ATTR means an attribute based
feature only mapping visual concepts on fc7 fed into LSTM, its Bleu 4 score
just reaches 0.256. Re-ATTR means the model combined attribute with the
retrieval results, as we can see, Bleu 4 score rapidly increases to 0.32 while CIDEr
increases from 0.765 to 1.001, nearly one-third. Other metrics have an excellent
performance, too. B4-Re-ATTR model consists of visual attribute, MVSE++
retrieval based attribute distribution re-rank, and BLEU 4 similarity guidance
caption generation, that achieves the best performance on all metrics obviously.

Table 1. Results comparison on variety of parameters, testing on MSCOCO dataset
of 5000 images

Model Bleu 1 Bleu 2 Bleu 3 Bleu 4 CIDEr ROUGE L METEOR

Baseline 0.658 0.478 0.347 0.255 0.776 0.491 0.223

ATTR 0.663 0.481 0.347 0.256 0.765 0.491 0.226

Re-ATTR 0.730 0.561 0.423 0.320 1.001 0.540 0.260

B4-Re-ATTR 0.749 0.586 0.446 0.337 1.051 0.548 0.260
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We report performance of our method and other state-of-the-art methods
on MSCOCO in Table 2. The state-of-the-art algorithms are three main types:
(1) The simple encode-decode based model Google NIC [26], LRCN [8] and
m-RNN [19]. (2) Attention based methods such as Guiding LSTM [12] and
Soft/Hard Attention [28], and 3. High level attributes based model ATT FCN
[30], ATT CNN LSTM [27], (3) LSTM-A [29]. Experiment demonstrates that
our joint retrieval attribute-conditional approach achieves almost the excellent
performance on metrics, BLEU 4 is a more convincing evaluation metrics that
measures the matching degree between phrases. Our model has an outstand-
ing performance in BLUE 4, it reaches to 0.342, outperforms all the compared
state-of-the-art approaches. As for the specialized evaluation metric CIDEr, our
1.058 better than all the comparison methods, too. Soft/Hard Attention model
performances better than other models because of the “attention” mechanism.
However, our attribute model still has best results under most metrics. As the
same type, our approach performs better than ATT FCN, ATT CNN LSTM
and LSTM-A, it is not difficult to judge that our cross-modal retrieval method
provides effective scene context and spatial layout similarity of attributes for
image caption task. And BLUE 4 similarity is a key supplement in generation
stage.

Table 2. Performance of our proposed method and other state-of-the-art methods on
MSCOCO

Model Bleu 1 Bleu 2 Bleu 3 Bleu 4 CIDEr ROUGE L METEOR

NIC [26] 0.666 0.451 0.304 0.203 0.855 0.491 0.237

LRCN [8] 0.628 0.442 0.304 0.210 - - -

m-RNN [19] 0.670 0.490 0.350 0.250 - - -

Soft Attention [28] 0.707 0.492 0.344 0.243 - - 0.239

Hard Attention [28] 0.718 0.504 0.357 0.250 - - 0.230

Guiding LSTM [12] 0.670 0.490 0.360 0.260 - - 0.230

ATT FCN [30] 0.709 0.537 0.402 0.304 - - 0.243

ATT CNN LSTM [30] 0.740 0.560 0.420 0.310 0.940 - 0.260

LSTM-A [29] 0.730 0.565 0.429 0.325 0.986 0.538 0.261

Our model 0.730 0.561 0.423 0.320 1.001 0.540 0.260

Our B4 Model 0.749 0.586 0.446 0.337 1.051 0.548 0.260

Qualitative Analysis: In addition to the above exact results, we also draw
a qualitative analysis chart as Fig. 2 to show the superiority of our method.
It compares our model with the initial attributes model ATTR, two decoding
networks use the same LSTM structure so the gap of results only depends on
the differences of image features. We show some captioning examples from the
validation set. As we can see, the visual words often corresponds to salient objects
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Fig. 2. Qualitative analysis of attributes with caption retrieval result. The top line
shows simple visual attributes feature captions. The bottom line shows retrieval
reweighted descriptions.

or relationships of images. Since the retrieval based attributes provide both main
objects and surroundings, the captions of our final network have more fine details,
such as the type and number of objects, the color information and the spatial
relationship between goals. All the above results illustrate that our attribute-
conditional model guided by caption retrieval leads to an overall increase in
caption generation performance.

4 Conclusions

In this paper, we propose a novel caption generation approach based on
reweighted semantic attributes. We use cross-modality retrieval results to re-
rank key visual attributes in image and obtain an attribute-conditional feature,
on the other hand, retrieval results also provide BLEU 4 similarity information
to guide caption generating for testing image. For attribute extraction, a MIL
based VGG 16 network detects preliminary key attributes from sets of image
regions as candidates, these attributes always pay more attention on the regions
with richer semantic information in given image. For cross-modality retrieval, a
MVSE++ model searches similar captions in joint visual-semantic embedding
space. Then, we reweight the candidate attributes distribution according to the
retrieved similar image captions from the training set, moreover, the retrieved
captions also participate in sentence generating on the LSTM decoding stage.
Experiments verify the accuracy of our method. It outperforms several state-of-
the-art methods on MSCOCO 2014 dataset.
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