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Abstract. Image retrieval plays an important role in the growing computer
vision applications. The computation of the unrelated images in large scale image
retrieval task seriously reduces the retrieval efficiency. In this paper, a new Partial
Order Structure (POS) based image retrieval method is proposed. Partial order
structure diagram is an effective visualization tool in Formal Concept Analysis
(FCA) theory, including object partial order structure diagram and attribute
partial order structure diagram. There are two contributions in this paper. First,
we design an association rule according to the object partial order structure
(OPOS) method to measure the correlation between the query image and the
database, and then improve the database to be retrieved. Second, we perform a
query expansion according to the attribute partial order structure (APOS) method
to improve the generalization ability of the query information. Experimental
results on two databases verify the effectiveness of the proposed algorithm.

Keywords: Image retrieval � Formal Concept Analysis � Partial order
structure � Association rule � Query expansion

1 Introduction

Image retrieval is a significant part of computer vision applications. In the common
retrieval methods, the retrieval process is to calculate the similarity between the feature
descriptions of the query image and image database. However, many images unrelated
to the query image are calculated for the similarity, which wastes a lot of time. To
enhance the computation efficiency, we attempt to improve the database by removing
the images with the unrelated semantics to the query image before the retrieval.

The partial order structure is a powerful visualization tool for the representational
concept in Formal Concept Analysis (FCA) theory [1]. It contains the object partial
order structure and the attribute partial order structure. In the object partial order
structure diagram, nodes represent objects, and branches represent attributes. The
cluster structure in the object partial order structure refers to the structural relationship
of the objects containing the same or similar attributes. Such a structure has the role of
clustering [2, 3]. In the object partial order structure, the attributes in the same cluster
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have the higher similarity than the attributes in different clusters. So in this paper, we
set an association rule to mine the similarities of the attributes based on the object
partial order structure.

In the attribute partial order structure diagram, nodes represent attributes, and
branches represent objects. The similarity of two branches can be calculated by the
number of identical nodes on the branches. To make features of the query image more
expressive, we use the attribute partial order structure to find the several top-ranked
images by calculating the similarity between the query image and the database. The
query image is expanded into the merged image of the top-ranked individuals.

The deep features have strong generalization ability, which can effectively capture
the semantics of the image [4, 5]. The image features extracted by CNN model can
globally represent the image [6]. When the deep neural network is applied to image
feature extraction, the high-dimensional features show the great advantages in image
processing. Many works [7, 8] focused on replacing the traditional hand-crafted
descriptors with the deep features from the fully connected layers of a pre-trained CNN
model for image classification. Other methods [9, 10] used the sum or max pooled
convolutional features instead of the fully connected layer and achieved better results.
Additionally, some methods first divided the image into several blocks [11, 12]. The
features of the image blocks are obtained through the fully connected layer or the
convolution layer, and the image blocks are encoded by the BOW model or the VLAD
model [13, 14]. These methods used the local information of the image block.
Although these methods were commonly used in image retrieval, extracting the CNN
features of each image block is complicated and inefficient [15].

Feature maps are image features produced by the original image after convolution
in a neural network. In this paper, the activations of the different neuron arrays across
all feature maps in a convolutional layer are treated as local features. A single transfer
of an image through CNN is sufficient to obtain its local features of blocks [16]. It
avoids the block segmentation and the feature extraction such that the retrieval com-
plexity is greatly reduced. We obtain the local features of the images in the database
from the last convolutional layer in the VGG network. The visual semantics are
obtained by clustering local features. In this paper, visual semantics are set as the
attributes, and images are set as the objects to establish the formal background. The
partial order structure is built based on the formal background. According to the object
partial order structure, the association rule is designed to improve the image database
that contains the same or similar semantics as the query image, that is, the unrelated
images to the query image are removed. Meanwhile, the query expansion is performed
based on the attribute partial order structure to complete the image retrieval.

2 Related Works

In the theory of Formal Conceptual Analysis (FCA), the human cognition consists of
three basic elements: objects, attributes, and relationship between objects and attributes
[17]. The objects are the individuals in the database. The attributes are the character-
istics of the various objects. The relationship between attributes and objects indicates
the corresponding connection of both [18], which is described by the formal
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background as shown in Table 1. Here, I1–I6 are 6 objects, and S1–S6 are 6 attributes.
The formal background is a Boolean matrix including 1 or 0. Here 1 represents the
object has the corresponding attribute, and 0 represents the non-correspondence.

The formal background is the correspondence between objects and attributes. In
this paper, we use VGG-f model to get the visual fuzzy semantics. Images are regarded
as the objects and visual semantics are regarded as the attributes. The formal back-
ground is built by the objects and attributes, and then the partial order structure diagram
is established. The partial order structure diagram contains the object partial order
structure (OPOS) diagram and the attribute partial order structure (APOS) diagram.
Both realize the hierarchical clustering of the data, which is useful to analyze the
concept composition.

In the OPOS diagram, each node shows an object (image), and each branch under
nodes indicates an attribute (visual semantic). OPOS brings together the objects with
the similar attributes to generate a hierarchy of the database. In OPOS, the data filtering
or data clustering can be completed according to the cluster structure. We put the
clusters with more objects into the top of the hierarchy, and the clusters with less
objects into the bottom of the hierarchy. The resulting hierarchical partial structure is
helpful for data searching.

The generation process of the APOS diagram is similar to the OPOS diagram, but
the node and the branch represent the opposite meaning. In the APOS diagram, each
branch represents an object, and all attributes contained in this object correspond to all
nodes on the branch. For an instance, the OPOS and APOS diagrams generated by the
formal background in Table 1 are shown in Fig. 1.

Figure 1(a) shows an OPOS diagram. Here I1–I6 indicates 6 objects (images), and
S1–S6 represents 6 attributes (fuzzy semantics). Each branch in Fig. 1(a) means an
attribute. The number of attributes is the number of the clusters obtained by the
clustering method. If two attributes contain more of the same images, the two visual
semantics are more likely to appear at the same time. In other words, if the two visual
semantics are more relevant, one is suitable for complementing the other. Figure 1(b)
shows an APOS diagram in which each branch means an image and each node means a
fuzzy semantic. If two branches have the more identical nodes, it means the branches
have the higher similarity. In other words, the similarity between images can be
determined by the number of identical nodes contained on the branch.

Table 1. Formal background

S1 S2 S3 S4 S5 S6
I1 1 1 0 0 0 0
I2 1 1 0 0 1 0
I3 1 0 1 0 1 0
I4 0 0 1 0 0 1
I5 0 1 0 0 1 0
I6 1 1 0 1 1 0
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3 Image Retrieval Based on Partial Order Structure

The proposed method consists of three parts: Deep Feature Extraction (DFE), Partial
Order Structure (POS) and Feature Similarity Metric (FSM). The main framework is
shown in Fig. 2.

The DFE part contains the extraction of the local features in the network and the
extraction of the global features from the full connect layer. The POS section is the
primary step in the proposed method. It completes the adaptation of the database by
using OPOS and association rule (AR). This part also expands the feature information
of the query image, and improves the expressive ability of query images by using query
expansion (QE) based on APOS. The FSM section computes the distance similarity
metric between the query image and the database to generate the rank of the retrieval.

(a) Object partial order structure (b) Attribute partial order structure

Fig. 1. An example for the OPOS diagram and APOS diagram
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Fig. 2. Image Retrieval flowchart based on partial order structure
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3.1 Visual Semantics

In convolutional neural network, the convolution kernel in the convolution layer acts
on the receptive field [6]. The convolution calculation method is selected for each input
image to form the image feature maps. Different feature maps represent different local
features [19]. In the process of obtaining visual semantics, we extract the features by
the last convolution layer (pool5) in the VGG-f network pre-trained on the ImageNet
database. The network has not been fine-tuned. Each vector in the pool5 layer is treated
as a local feature. An image extracts 6*6 local feature descriptions, each of which is
256-dimensional. It means that an image can be represented as the 36 local features
with a dimension of 256.

Among the clustering methods, the k-means algorithm keeps scalability and high
efficiency for dealing with the big data. In this paper, after obtaining the local features,
we perform the k-means clustering to get the centers, which are regarded as the visual
fuzzy semantics. Features of all images in database are mapped into the centers to form
their visual fuzzy semantic representation [20]. We expect that each local feature can be
properly mapped into the most appropriate cluster (i.e. the fuzzy semantics). As we all
know, the number of k is essential for k-means. In this paper, a Davies Bouldin index
(DBI) [21] method is used as a criterion to select the number of cluster centers.

3.2 Object Partial Order Structure

According to the OPOS diagram, we can remove the images on the branches that have
no visual semantics of the query image. However, if we only leave the images with the
same visual semantics as the query image, some images with the similar semantics may
be ignored. It maybe leads to a bad recall rate. Therefore, it is necessary to find the
similar semantics as the complementary semantics.

Some visual semantics often appear at the same time, such as airplane and sky.
These simultaneous semantics are often used to complement the retrieval each other. It
is necessary to calculate the association between the visual semantics by using the
partial order structure, and get the related semantics of each visual semantic. This paper
defines a semantic association rule to measure the degree of association between two
semantics in Eq. 1.

Da ¼ numðImðXÞ \ ImðYÞÞ
numðGÞ ð1Þ

Here X and Y represent two semantics respectively. Im(X) and Im(Y) represent the
images containing the semantics X and Y, respectively. For instance, if X is S1 and Y is
S5 in Fig. 1(a), Im(X) represents the image set {I3, I2, I6, I1} and Im(Y) represents the
image set {I3, I2, I6, I5}. Im(X)\ Im(Y) represents the common images {I3, I2, I6} from
the vertex down. In the object partial order structure, there are some top clusters, that is,
the branches under the nodes in the first level, for example the clusters under the nodes
I3, I2, I6 and I4. So as to standardize the relevance of two semantics, avoided the
influence of the number of pictures between different clusters on semantic relevance,
we perform correlation metrics within clusters in a partial order structure and introduce
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G as the denominator. In Eq. 1, G is the image set of the top cluster in which semantics
X and Y are belonging, that is, {I3, I4, I2, I1, I6, I5} in Fig. 1(a). The function num (∙)
indicates the number of the image set.

As well known, in a database, a picture often has multiple semantics, the semantics
are distributed across multiple clusters. For each semantic, we calculate the similarity
between it and other semantics in a cluster and rank the similarity. The semantics that
the similarity Da is greater than the mean value within the cluster is considered to be the
complementary semantics. The images on the branches with the higher similarity are
merged to form the final image database to be retrieved. Figure 3 displays an example
of the semantics complement.

Suppose that the query image contains semantics S1 and S6, the association rule
algorithm based on the OPOS diagram in Fig. 3 is as follows:

Input: Query image, database, and OPOS.

1. Get the branch {S1, S6} of the query image from OPOS, and take the images on the
branches as a new database DB {I1–I4, I9, I15–I16}.

2. Calculate the degree of association Da between {S1, S6} and other semantics {S2,
S3, S4, S5} by Eq. 1.

3. Calculating the mean value (0.165) of the semantic similarity Da in the cluster
where S1 is located.

4. Update DB by adding images on branches {S2}, that is {I1–I6, I9, I15–I16}.

End
In Fig. 3, the whole image database includes 16 images (i.e. I1–I16). The OPOS

diagram has three top clusters corresponding to the node I1, I10 and I15, respectively.

Fig. 3. Semantic supplementation based on the association rule

Partial Order Structure Based Image Retrieval 127



Suppose the query image contains semantic S1 and semantic S6. The right of Fig. 3 is
the Da value of {S1, S6} and other semantics. After the semantics complement by the
association rule, the optimized image database includes 9 images (i.e. I1–I6, I9, I15–I16),
and images (I7–I8, I10–I14) are removed. If we do not perform the association rule, only
the images on the branch S1 and S6 will be retrieved, and the images (such as I5 and I6)
with the similar semantics as the query image will be missed. It will cause the missing
of the retrieval.

3.3 Attribute Partial Order Structure

In the APOS diagram, nodes represent attributes (visual semantics), and branches
represent objects (images). The degree of similarity between two branches is evaluated
by the number of identical nodes on the branches (images) in the APOS diagram. As
well known, the images contain more identical attributes means that they have the
higher similarity. In this paper, we calculate the number of identical attributes on the
corresponding branches between the database and the query image, and sort the images
of the database. The features of the top-ranked N images and the query image are
averaged to obtain a new feature that replaces the feature of query image for the
subsequent image retrieval. The algorithm of query expansion based on the APOS
diagram is as follows:

Input: Query image, database and APOS.

1. Calculate the degree of association between query image and database according to
the APOS diagram.

2. Sort the similarity of the query image and the database, and select the top N images
that are most similar to the query image.

3. Average the features of the top-ranked N pictures and the feature of the query
picture.

4. The obtained mean feature is used as the query feature for image retrieval.

End
The sorted result obtained by APOS is shown in Fig. 4, where the first column

shows the query picture and the last is the top 5 pictures. It can be seen that most of the
top 5 images are correctly retrieved. This paper performs the query expansion by
selecting the top 5 images to improve the representation ability of the query image.

4 Experiments

4.1 Dataset

Two commonly used image databases, DupImage and Paris Buildings [22], are applied
to evaluate the proposed retrieval method. DupImage database has 33 categories of
icon images with a total number of 1188 images. Paris Buildings database contains 11
classes of building images with a total number of 6412 images. For DupImage data-
base, all the images are used for the retrieval in the experiment. For Paris Buildings
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database, we randomly select 200 images for each category thus a total 2200 images to
perform the image retrieval.

In Paris Buildings database, each query image has a groundtruth file which contains
four types of labels: ‘good’, ‘ok’, ‘junk’ and ‘bad’. The images with the four labels are
manually classified according to the similarity between the database and the query
image. Visually, the images with the ‘good’ and ‘ok’ labels are similar to the query
image, while the images with the ‘junk’ and ‘bad’ labels are not similar. Many previous
works only used ‘good’ and ‘ok’ labels for image retrieval. In order to highlight the
filtering ability of the partial order structure, this paper treats all the images under the
category of the query image as similar images instead of using the ‘good’ and ‘ok’
labels given by the database.

4.2 Setup

Suppose that there are M actual semantics for the database. After the clustering by the
k-means method, k semantic centers are produced. If k is bigger than M, the semantics
is over-clustering, that is, the semantics are not representative. If k is less than M, some
actual semantics are merged, that is, some actual semantics are missing. Therefore,
choosing an appropriate k value is necessary for the clustering. In this paper, we utilize
Davies Bouldin index (DBI) to achieve the optimal k value automatically. The defi-
nition of DBI is as follows:

DBI ¼ 1
k

Xk

i¼1

max
j6¼i

ð Ci þCj

wi � wj

�� ��
2

Þ ð2Þ

Ci¼ 1
Ti
ð
XTi

p¼1

Xp � wi

�� ��2Þ1=2 ð3Þ

Here Ci represents the average distance between all the data points in the ith cluster
and its center, which indicates the dispersion degree of the data points in clusters. XP

Query image Top 5  images

Fig. 4. The top 5 ranked results obtained by APOS
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represents the pth data point. Ti represents the number of data points in the ith cluster. wi

represents the clustering center of the ith cluster. The data clustering is performed on
two databases to obtain the DBI curve and get the appropriate k value. To observe the
best k value clearly, the data points are fitted to a curve as shown in Fig. 5.

A smaller DBI value means a better clustering effect. From Fig. 5(a) we can see that
the value of DBI in the DupImage database becomes smaller as the k value increases.
When the k value reaches 100, the curve tends to be stable. From Fig. 5(b), when the
k value is about 150, the DBI of the Paris Building database reaches the lowest value.
Therefore, we take 100 and 150 as the best k values for the DupImages database and
Paris Building database, respectively.

In this paper, the parameters including the mean Average Precisions (mAP), Pre-
cision (P), Recall (R) and F-measure (F) are taken as the evaluation indexes to test the
proposed OPOS and APOS methods. The result is reported as the average of the results
from the 5 individual runs. The definition of F is as follows:

(a) DBI curve on DupImage database 

(b) DBI curve on Paris Building database 

Fig. 5. DBI curves on two image databases
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F ¼ 2PR
PþR

ð4Þ

4.3 Experimental Results

In this section, we randomly select five images for each category in the Paris Building
and DupImage databases as the query images, that is, there are 55 query images for the
Paris Building database and 165 query images for the DupImage database. To
demonstrate the efficiency of the experiment, we calculate the mAP, P, R and F to
evaluate the proposed OPOS and APOS methods.

The P-R curves on two databases are plotted in Fig. 6. We compare the retrieval
performance of three methods, OPOS, OPOS+APOS and CNN. The OPOS method
indicates the database adaption by the semantics association rule based on the OPOS
diagram. The OPOS+APOS method means the OPOS method combined with the query
expansion based on the APOS diagram. The CNN method directly measures similarity
of features extracted by the fully connected layer in VGG-f network without the
database adaption and the query expansion. The number of the returned retrieved
images is ranging from 40 to 200 with an increment by 20 for the DupImage database,
and ranging from 50 to 600 with an increment by 50 for the Paris Building database.

From Fig. 6, the OPOS+APOS method outperforms other methods on two data-
bases. The CNN method has the worst performance. Since the images in the different
categories of the Paris Building database are highly similar, it is hard to increase the
performance for the Paris Building database. From Fig. 6 we can see that the OPOS
+APOS method improves better performance on DupImage database than Paris
Building database.

In all, the OPOS method removes images that are not related to the query image
and recalls some similar semantic images to improve the original image database,
which indicates the clustering ability of partial order structure and the ability to filter

ParisDupImage

Fig. 6. P-R Statistical curves
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association rules. The APOS method enhances the expressive ability of the query
image according to query expansion based on attribute partial order structure, Table 2
shows the average of P, R and F for the first W returned retrieved images, where W is
the number of images of each category in the database. For two databases, the F value
of the OPOS+APOS method is better than that of CNN method by about 4%.

To further verify the superiority of the OPOS and APOS methods, Table 3 displays
the mAP values of the three methods on the two image databases. For two databases,
the mAP of the OPOS+APOS method is better than that of CNN method by about 4%.
Need to point out, in Paris Building database, Since this paper does not use the
groundtruth file that the database has given, compared with some works that only
returns ‘good’ and ‘ok’ images as the similar images of the query image, the mAP
obtained in this paper is lower.

5 Conclusion

To better explore the relationship between images and the corresponding visual
semantics, in this paper, we construct the formal background and establish the object
partial order structure and attribute partial order structure according to the image and
the visual semantics. We filter the irrelevant images and supplement the similar
semantic images from the original image database by using the object partial order
structure to improve the efficiency of the image retrieval. Also, we use the attribute
partial order structure diagram to expand the query information of the database, which
generalizes the characteristics of the query image. Experimental results demonstrate the
validity of the proposed image retrieval method based on Object Partial Order Structure
(OPOS) and Attribute Partial Order Structure (APOS). However, there is still a problem
to be solved. Because the visual semantics obtained by the clustering are ambiguous, a
few similar semantic images as the query image may be lost in the filtering process.

Table 2. Comparison of the P, R, F on two databases

DupImage Paris
Method CNN OPOS OPOS+APOS CNN OPOS OPOS+APOS

P 0.58 0.59 0.62 0.32 0.33 0.35
R 0.45 0.46 0.49 0.30 0.31 0.33
F 0.51 0.52 0.55 0.31 0.32 0.34

Table 3. Comparison of mAP values on two databases

DupImage Paris

OPOS+APOS 0.56 0.38
OPOS 0.53 0.36
CNN 0.52 0.34
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