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Abstract. Transfer learning is an interesting approach to tackle the low resource
languages machine translation problem. Transfer learning, as a machine learning
algorithm, requires to make several choices such as selecting the training data and
more particularly language pairs and their available quantity and quality. Other
important choices must be made during the preprocessing step, like selecting
data to learn subword units, the subsequent model’s vocabulary. It is still unclear
how to optimize this transfer. In this paper, we analyse the impact of such early
choices on the performance of the systems. We show that systems performance
are depending on quantity of available data and proximity of the involved lan-
guages as well as the protocol used to determined the subword units model and
consequently the vocabulary. We also propose a multilingual approach to transfer
learning involving a universal encoder. This multilingual approach is comparable
to a multi-source transfer learning setup where the system learns from multiple
languages before the transfer. We analyse subword units distribution across differ-
ent languages and show that, once again, preprocessing choices impact systems
overall performance.

Keywords: Transfer learning · Machine translation · Languages proximity ·
Data quantity · Subwords distribution · Languages balance · Data balance ·
Multilingual

1 Introduction

Some major technical advances have allowed neural systems to become the most effi-
cient approach to machine translation when a large amount of data is available [1,19].
However, when small amounts of training data are available, neural systems struggle
to obtain good performance [13]. Transfer learning consists in training a first neural
machine translation (NMT) system on another language pair where a larger quantity of
data is available. This already trained system is then adapted to the new data from the
low resource language pair with the aim of getting better performance than a system
trained only on few data.

Transfer learning in machine translation results in learning a first system called “par-
ent” system on abundant data. Then use this learned system as a basis for the “children”
systems. This basis allows the system to learn the new data. It is comparable to domain
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adaptation where the domain is another language. The transfer generally improves the
results of the child system which benefit from knowledge learned during the training
of the parent system [20]. In this paper we show that the data used to train the parent
system significantly impact the resulting child system. Many factors must be taken into
account like data quantity, languages proximity, data preprocessing, etc. Several stud-
ies deal with quantities of data used as well as proximity of involved languages, and
conclusions diverge [5,12].

2 Related Work

Currently, neural systems require a large body of training corpus to achieve good per-
formance, which by definition is problematic for low resource language pairs. Phrase-
based statistical machine translation systems appears then as a relevant alternative [13].

Several multilingual automatic translation approaches have been developed to trans-
late texts from low resource language pairs [7,10,15]. The use of universal encoders
and decoders allowed [10] to design a learning system that manages several language
pairs in parallel and achieves better results, especially for less-endowed languages.
Specific symbols (e.g. <2s>) are used to control the output language of the univer-
sal decoder. This kind of model even makes it possible to translate pairs of languages
that are not seen during training (so-called zero-shot learning). However, performance
in such cases remains relatively low. In the same line, [17] explore different parameter
sharing schemes in a multilingual model.

The choice of level of representation of words is important. [6,16] have shown
that the use of sub-lexical symbols shared between languages of the parent and child
models results in an increase of transfer performance. In our work, we use this method
by exploring different amounts of symbols (i.e. different vocabulary sizes).

Transfer learning tries to overcome the problem by relying on a parent system
(trained on a large amount of data) that serves as the basis for learning a child sys-
tem [20]. The transfer is more effective when languages are shared between the parent
and the child. In this direction, [5] highlights the importance of proximity of languages
in order to obtain a transfer of better quality. These observations are contradicted in [12]
where better results are obtained with more distant but better endowed language pairs.

The work presented in this paper extends those of [12] and [5] on several points.
Like [12], we try to evaluate the performance of the child system according to the
data used in the parent system, still considering the criteria of proximity of language
and quantity of data. In this study, we also consider a parent system consisting of a
universal encoder (trained over several languages). We study different choices to be
made for preprocessing data and the parameters of the translation model and we will
try to determine the best configuration.

The objective is to better understand the correlation between the impact of the
amount of data and the proximity of languages on the performance of the child sys-
tem. We will see that our experiences contradict some of the conclusions of the articles
mentioned above.
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3 Data

In order to perform transfer learning, we need multiple language pairs. We selected the
Estonian→English language pair as our low resource language pair. Our goal is to have
the best possible results for this language pair, thus we need another language pair to
train the parent system for the transfer.

3.1 Data Selection

We use data provided in WMT2018 machine translation evaluation campaign [2]. 2.5
million (41M words source side and 52M target side) parallel sentences are available
for the Estonian→English language pair. We can not consider this as a low resource
language pair, but this quantity remains low for training an NMT system that achieves
good results. To assess the impact of language proximity in the parent system, we use
two pairs of different languages with different proximity to Estonian. The first pair is
Finnish→English. Finnish is close to Estonian since both are Finno-Ugric languages.
5 million parallel sentences are available for this language pair which represent 78M
words source side and 114M target side. As distant language pair we have chosen
German→English. German is a Germanic language further away from Finnish and
Estonian for which 40 million parallel sentences are available corresponding to 570M
words source side and 607M target side. This will allow us to evaluate the impact of
the quantity of data. Both pairs have English as target so the transfer will be from close
(or distant) language on source side and target language is fixed. We want to exhibit
whether this significant difference in terms of quantity of data will compensate for the
language distance and result in a distant (German→English) parent system from which
the transfer is as effective as a close (Finnish→English) parent system.

3.2 Data Preprocessing

We use subword SPM units [14]. Systems using subword units are the current state
of the art in neural machine translation. There is also a correlation in transfer quality
depending on the number of subword units in common [16].

Two separate models of subword units are learned, one trained on source languages
and another trained on the target language (English). Both are used in parent and child
systems. The corresponding source and target vocabularies are created from tokenized
data. Consequently, there is a direct correlation between data used to train the SPM
models and resulting vocabularies in the NMT systems.

We take this into account by learning subword models for the source side with the
data used to learn the parent and child systems. This subword model is then applied to
all source side data, for both parent and child data. The goal is to not change the vocab-
ulary during the parent/child transition since this would require to get representations
for units that are not seen during training of the parent model.

Sentences with length less than 3 subword units and more than 100 subword units
are filtered out.
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Finally, subword units that occur at least 5 times in our training corpus are
kept in the vocabularies while the others are matched to an unknown unit (<unk>).
This process is necessary in our case since SPM can not guarantee exhaustive coverage
of the corpus.

3.3 SPM Model Study

In this section we will describe 3 different SPM models that were created for the mul-
tilingual parent system approach.

We tried to combine the proximity of Finnish and Estonian and to take advantage of
large amount of data from the German→English pair. For that, we built a system with
universal encoder and decoder [8] with both Finnish→English and German→English
corpora used as training data. One advantage of the universal approach is the capability
to add one or more languages to our system without having to change the architecture.
We can thus always have really comparable Estonian→English children, whereas we
now have a multilingual system as a parent. [10] showed that parallel learning of mul-
tiple language pairs with a universal architecture has a positive impact on translation
results. We want to verify if this is also the case for transfer learning.

Fig. 1. Subword distribution for different SPM models built with different data distributions. Left
is using 10M DE tokens only, center is using 5M DE tokens, 3M FI and 2.5M ET, and right is
using 3M DE, 3M FI and 2.5M ET tokens.

We designed 3 different SPM data distributions to train separate SPM models for
the source side of our universal systems.

For the first one, the model has been trained on German data only, resulting in sub-
word units that are specific this language but are used for Finnish and Estonian. The
result is that the vocabulary contains many short subword units covering the Finnish
and the Estonian text. The Finnish and Estonian words end up being heavily split,
which might complicate the subsequent modelling. This model is referred to as the
10-0-0 SPM. The second SPM model is using 5M German sentences, 3M in Finnish
and 2.5M in Estonian. This is an intermediate model, with a more balanced data distri-
bution across languages. It is referred to as the 5-3-2.5 SPM. The last one is made of
3M sentences in German, 3M in Finnish and 2.5M in Estonian. We force the data to be
balanced for this SPM model despite the data quantity imbalance. It is referred to as the
3-3-2.5 SPM.
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Figure 1 describes subword units distributions in the vocabulary of our systems
obtained with the three different SPM models presented above. Figure 1 (left) shows
the distribution for the 10-0-0 SPM model. This distribution is very unbalanced as
expected. The Finnish specific units and Estonian specific units in this figure are unseen
by the SPM model composed on German data. Figure 1 (center) shows that, even when
greatly reducing the quantity of German data, the vocabulary remains mainly composed
of German-specific units, however, we notice more common subword units than with
the 10-0-0 SPM.

It is important to keep in mind that the distribution of subword units in the vocabu-
lary does not reflect the actual coverage in the corpus (the number of occurrences is not
taken into account).

The Fig. 1 (right) shows a balanced distribution of subword units across the 3 lan-
guages.

In this case, every language has a set of specific units that will be learned during
training of the parent and/or child NMT model. We want to verify whether this will
lead to a better transfer for NMT.

Fig. 2. Average subword units size (in characters) against average number of tokens per segment
for the different SPM models. (Color figure online)

Figure 2 shows the relationship between the average subword token size (in charac-
ters) and the number of tokens per segment. This graph highlights that all the ratios for
German are close to each other regardless the data distribution used to train them (they
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are all in the pink rectangle). It also shows that the Finnish and Estonian ratios of each
SPM model are close to each other in each distribution. There is a particularity observed
only with the 3-3-2.5 SPM: all 3 languages ratio are close to each other (circled in green
in Fig. 2), emphasizing the balance between the 3 languages.

4 Architecture

To carry out our experiments we based our approach on the principle of trivial trans-
fer learning of [12]. The principle is simple and consists in using an architecture that
does not change between the learning of the parent system and the child system. Only
training data are changed between parent and child system learning.

We use a standard end-to-end encoder/decoder architecture with an attention mech-
anism [1,19]. This architecture is composed of a bi-directional encoder and a decoder
based on gated recurrent units, Bi-GRU [4] of size 800. The embeddings size is set
to 400. We apply a 0.3 dropout [18] on the embeddings, on the context before being
provided to the attention mechanism and on the output before softmax. Weights are ini-
tialized according to [9] and we use Adam [11] as optimizer. The initial learning rate
is set to 1.10e−4 and size of a batch is 32. This architecture is the only configuration
used for all systems presented in the next sections. They were implemented with the
nmtpytorch1 toolkit [3].

5 Experiments

All results of the systems presented here are calculated on the development dataset of
the News translation task of WMT2018 evaluation campaign.

Table 1. Results in BLEU of the Estonian→English language pair without transfer learning with
vocabularies containing only subword units coming from this language pair (source and target
side separated).

# subword units ET-EN 2.5M ET-EN 200k

8k 14.12 10.69

16k 14.17 10.70

32k 13.60 10.10

The Estonian→English system presented in Table 1 is compared to our system using
transfer learning. We can notice that the differences are small and negligible. Note that
the number of source and target side subword units is the same.

We can see in Table 2, that for learning a child system Estonian→English, the mod-
els based on the subword units including German get worse results than those including
Finnish. Since Finnish and Estonian are close languages, it is likely that they share more

1 https://github.com/lium-lst/nmtpytorch.

https://github.com/lium-lst/nmtpytorch
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Table 2. Results in BLEU of Estonian→English systems without transfer learning using subword
units from the different SPM models used in transfer learning afterwards. This emphasises the
impact of the subword units and vocabulary used.

# subword units DE+ET 2.5M DE+ET 200k FI+ET 2.5M FI+ET 200k

8k 10.64 - 14.47 -

16k 11.55 9.27 15.08 10.66

32k 12.52 - 13.87 -

subword units than with German, which explains the results. The hypothesis is that
they coexist better in the vocabulary. This is confirmed by the results of the Estonian-
German SPM model, which increases as number of subword units increases. While for
the Estonian-Finnish SPM, results decrease when using 32k units compared to using
16k units. Therefore, it seems that a greater number of subword units is more favourable
for German-Estonian system whereas 16k units are sufficient for the Finnish-Estonian
system.

Table 3. Results in BLEU of different parent models in their respective languages pairs.

Language pair 40M 20M 10M 5M 2.5M

FI-EN - - - 18.03 16.16

DE-EN 20.22 10.46 11.01 11.11 10.95

The results of the standard systems in Table 3 give us an idea of the performance
obtained by parent systems in their respective language pairs. We selected 5M sentences
from the German→English corpus to have a similar size to the Finnish→English cor-
pus. We can then effectively compare the 2 different source languages of the parent
systems with the same amount of data to train on. This allows us to evaluate the impact
of language proximity. We observed that the performance of the German→English par-
ent system using only 5M of randomly selected data is much lower than that of the
system using all available data. One can thus expect a loss of performance when the
parent system is trained with a smaller amount of data.

We had to make a compromise when defining architecture size. We want the biggest
possible architecture to effectively learn the parent system, but we also want a reason-
able size to avoid overfitting the child’s system afterwards. For the upcoming experi-
ments, we chose to use 16k subword units because this quantity led to the best perfor-
mance for the Estonian→English system.

5.1 Results

In Table 4, we expose the results of the Estonian→English child systems that were
learned from the different parent systems presented in Table 3.
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Using all data for our 3 systems we get an improvement compared to our
Estonian→English baseline which is 14.17 BLEU (see Table 1). Results are close but
we can see that the results with the DE+ET SPM are worse, which corresponds to results
in Table 2. The best result is obtained with the Finnish→English parent.

We performed several experiments with different quantities of German→English
data (from 40M to 1.25M) and Finnish→English data (from 5M to 1.25M). Results
show that with the same amount of data, results differ greatly among architectures. This
difference is explained by the proximity of languages used to train the parent system.
Finnish, which is closer to Estonian, offers a better transfer than the more distant Ger-
man, confirming results in [5]. [12] shows that the quality of the parent system is impor-
tant to ensure a good transfer to a child. The low performance of the German→English
parent using 5M of data explains the poor results of the later learned child system.

We also tried our multilingual parent approach with universal encoder as described
in Sect. 3.3.

We use a different SPM model from previous ones because this time it contains
German and Finnish from the parent system, in addition to Estonian from the child
system for source side.

The assumption is that by combining these two factors we should get a par-
ent who will provide a better transfer to our child systems. The results show that
this is not so obvious (see Table 4); performance is worse than German→English or
Finnish→English as the only parent. One hypothesis is that the imbalance of amounts
of data between the two source languages of the parent is an obstacle to learning a good
quality parent.

Table 4. Results in BLEU of Estonian→English child models with different parent models used
to transfer.

Parent language pair 45M (40M DE + 5M FI) 40M 20M 10M 5M 2.5M

FI-EN - - - - 16.55 16.55

DE-EN - 16.10 10.46 11.28 10.92 11.18

FI+DE-EN 10-0-0 SPM 15.71 14.06 14.44 14.37 14.53 14.47

FI+DE-EN 5-3-2.5 SPM 13.20 13.45 13.86 14.05 14.01 13.77

FI+DE-EN 3-3-2.5 SPM 14.09 14.51 14.22 14.64 14.52 14.71

We tried different data quantity distribution between the two languages.
In the 40M column there is 35M from German→English with 5M from

Finnish→English, in the 20M column it is 15M German→English with 5M
Finnish→English, in the 10M column it is 5M German→English with 5M
Finnish→English, in the 5M column it is 2.5M form both and in the last column it is
1.25M from both. This way we have a better vision of the impact of data quantity from
the German→English language pair.

With our 3 different SPM models applied to our multilingual parent, we observe
some interesting results.
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The first of them is the 15.71 BLEU obtained when using the full data available on
both parent pairs.

This result is surprising considering the others scores. This SPM model learned
only on German→English data reveals an interesting behaviour of non DE source side
data. Indeed, words are “overly” split into subword units. Surprisingly, this particularity
seems to provide good results in Estonian→English. Our hypothesis is that, thanks to
the quite large architecture to train the Estonian→English system, the system overfits
on the small subword units. The average number of subword units per line and average
subword unit size of this particular SPM model applied to our data can confirm it.
Thus, for the training of this child model, the system keeps improving and stopped
during the 10th epoch, while most of the other child systems presented barely passed
the 5th. These observations are in line with our hypothesis of overfitting but we keep
investigating about this result.

Overall the results from the 5-3-2.5 SPM are the least interesting. Results seem to
increase slightly as we reduced data quantity used by a small margin. This might be
related to the quantity of German→English data used for training the model.

Finally, with the more balanced SPM model (3-3-2.5), the results are quite stable
with only slight changes. The results are also better at each data quantity than the 5-3-
2.5 SPM.

We see an improvement thanks to the transfer for the Estonian→English child sys-
tems. However, we also want to apply this transfer in the case where few resources
are available. To simulate this lack of data, we kept only 200k sentences from the
Estonian→English corpus to learn new children with the same parent systems.

Table 5. Results in BLEU of the Estonian→English language pair using only 200k sentence pairs
to train the child model (artificially simulated low resourced)

Parent language pair 45M (40M DE + 5M FI) 40M 20M 10M 5M 2.5M

FI-EN - - - - 13.03 12.24

DE-EN - 11.12 6.87 6.99 7.10 6.96

FI+DE-EN 10-0-0 SPM 11.05 10.41 11.29 11.68 11.54 11.72

FI+DE-EN 5-3-2.5 SPM 10.26 9.79 10.52 11.00 10.85 10.65

FI+DE-EN 3-3-2.5 SPM 12.19 12.05 11.89 12.56 11.93 12.45

Results of Table 5 show us that when we have few training data for the child system,
the proximity of languages is the most important feature.

Finnish→English parent system outperforms the others in this configuration.
This time our multilingual approach results are as good as with the

German→English pair. Results coming from the balanced SPM outperforms it on all
data quantities.

Compared to previous results with all the data on the 10-0-0 SPM system, we
observe that the results are not anymore outperforming the others. The system obtains
11.05 BLEU which is not better than the previous results. This can confirm that the
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overfiting of the subword units works less well when less data is available like in this
setup. In general the results are consistent without dependency to data quantity.

With the 5-3-2.5 SPM model, the results are consistent as before: they are still worse
than the two others SPM models.

Our 3-3-2.5 SPM models now outperforms the others as well as the
German→English parent systems. Their results even get close to the Finnish→English
parent. We believe that the balance of the subword units across the 3 source languages
involved is particularly effective in this case where few data are available for the child
system.

6 Conclusion

In this paper, we showed that transfer learning for NMT depends on the quantity of
available data and the proximity of involved languages. Also, carefully training the
subword models can lead to a better language equilibrium in the vocabulary leading to
better translation results.

These parameters are therefore to be taken into account for the choice of parent
systems.

Our results are in line with those obtained by [20] and [5]; proximity of lan-
guages used for transfer learning is more important than data quantities. With equiv-
alent amounts of data, parent systems using pairs of closer languages perform better,
but the quality of the parent systems in question should not be neglected and should
be taken into account in the results of the child systems. The token distribution in the
vocabulary is also of greater importance and have an impact on system performance.

Our universal multilingual approach end up showing some interesting results, espe-
cially in low resource context. We presented an analysis of the subword units distri-
bution and the importance of the preprocessing steps ahead of the training process.
We showed that the balance between the different languages involved in the system is
extremely relevant for the performance of the child systems afterwards.

In the future we want to keep investigating subword units distribution with different
examples to better explain the relation between those factors and the systems perfor-
mance results.
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