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Abstract. Manual evaluation of individual results of natural language
generation tasks is one of the bottlenecks. It is very time consuming and
expensive if it is, for example, crowdsourced. In this work, we address
this problem for the specific task of automatic image captioning. We
automatically generate human-like judgements on grammatical correct-
ness, image relevance and diversity of the captions obtained from a neu-
ral image caption generator. For this purpose, we use pool-based active
learning with uncertainty sampling and represent the captions using fixed
size vectors from Google’s Universal Sentence Encoder. In addition, we
test common metrics, such as BLEU, ROUGE, METEOR, Levenshtein
distance, and n-gram counts and report F'1 score for the classifiers used
under the active learning scheme for this task. To the best of our knowl-
edge, our work is the first in this direction and promises to reduce time,
cost, and human effort.
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1 Introduction

Recently, automatic image caption generation has received a lot of attention
in scientific natural language processing (NLP) and applications of natural lan-
guage generation (NLG) in particular. It has attracted a lot of attention from
the machine learning (ML) community as well—because of far reaching NLG-
ML-applications ranging from assisting the visually impaired to the development
of socially interactive robots [10,16,20,31].

Although significant progress has been made in dealing with the caption gen-
eration problem [3,18,24,30], we still need to perform manual human evaluation
for assessing the quality of the generated descriptions. This is both expensive
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and time consuming. In this work, we have modified [3] to remedy this situation
by automating human judgement on the quality of the generated descriptions
(see examples in Fig. 1) through an active learning scheme (Fig. 2). Specifically,
we infer human judgement on grammatical correctness, image relevance and
diversity of the generated captions in an automatic manner.

For this purpose, we employ standard ML classifiers, SVM and logistic regres-
sion, under a pool based active learning scheme [29]. First, we generate diverse
captions for images in the MSCOCO dataset [22] using the neural architec-
ture in [32] along with beam search [23]. A small number of these captions are
randomly selected and binary labels on their grammatical correctness, image rel-
evance and diversity are crowdsourced to train the mentioned classifiers for each
task. Using the learned classifiers we predict grammatical correctness, image
relevance and diversity labels for the unlabeled captions. Subsequently, a batch
of 200 instances which lie close to the decision boundary of the classifiers are
selected and annotated using the same crowdsourcing platform. We incorporate
them in the training set and re-train the classifiers on the new training set. We
repeat this cycle 4 times and report the F'1 scores for the classifiers on a separate
human labeled test set.

To summarize, our primary contributions are: first, a new approach in the
direction of automatic human evaluation of machine generated image captions;
and second, a computational model that uses a fixed size vector representa-
tion for sentences, obtained from a pre-trained network and standard metrics
which produce a good baseline for automating human evaluation. The paper is
organized as follows: Sect.2 describes related work in the field of image cap-
tion generation. Section 3 describes in details the method used in our work for
automatically inferring human judgement on the three quality aspects discussed
above. Section 4 provides experiments and results followed by a short discussion
in Sect. 5. Section 6 provides the conclusion.

2 Related Work

Although there has been considerable interest in language grounding in percep-
tual data [9,25,28], in the recent past there has been an explosion of interest in
the problem of image captioning. As a matter of fact, this is part of a broader
effort to investigate the boundary between vision and language. The caption gen-
eration method in our work uses the neural framework proposed in [6] where,
instead of translating text from one language to another, an image is translated
into a caption or sentence that describes it. The neural architecture for image
caption generation consists of a deep convolutional network [13] and a recurrent
neural network [12]. The first approach in this direction is credited to Kiros et al.
[18,19] who proposed to construct a joint multimodal embedding space and pro-
vide a natural way to perform both ranking and generation. Works [7,30] offer
slight contrast as the authors adopt LSTM RNNs instead of stock RNNs. Karpa-
thy et al. [15] proposes to learn a joint embedding space for both ranking and
generation. In fact, their model learns to score sentence and image similarity as
a function of convnet object detections with outputs of a bidirectional RNN.
The caption generation problem also is a structured learning problem since
both the input and output of this problem have a rich structure. That is, the
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1. a wooden table topped with different types of food 1. a baseball player taking a swing at a ball
2. there are many plates of food on the table 2. a batter catcher an umpire during a baseball game
3. a variety of different types of food on a table 3. an image of a professional baseball game being played

&

l.a V'e,W_Ofa "V'"$ room and dining room 1. a man holding a smart phone in his hand
2. the living room is clean and ready for us to use

3. a living room filled with lots of furniture and a flat 2.aman taking a picture with his cellphone
screen tv 3. aclose up of a person holding a phone

Fig. 1. Diverse image captions generated using beam search

image of a natural scene is made up of multiple random variables, such as,
position of objects, their inter-relationship and all of them have a rich joint
distribution. Moreover, there needs to be an alignment between the output words
of a caption with the spatial regions of the input image. So, to properly address
the structured nature of this problem, we make use of attention mechanism in
our work. Hence, we have adopted the show, attend and tell architecture by Xu
et al. [32] which uses attention to generate the captions for images.

In addition to being an important task in the area of computer vision, image
caption generation is also a major problem in the area of Natural Language
Generation (NLG) where proper evaluation of such a system is a core issue.
The methods for evaluation can be divided into intrinsic and extrinsic methods.
Human Judgement falls under the category of intrinsic evaluation methods and
one of the most important requirement for new applications such as [2,26]. The
common criteria here include readability or fluency, which refer to the linguistic
quality of the text, and also accuracy or relevance relative to the input which
shows the NLG system’s ability to satisfactorily reproduce content. However,
none of the image captioning or NLG methods described above have tried to
automatically generate human judgement on the quality of their generations and
instead relied on conducting time and cost intensive human evaluation through
public surveys. It is worth mentioning here that standard metrics, such as, BLEU
[27], ROUGE [21] aim to emulate human judgement but often fall short as they
suffer from low correlation between them and human judgements, a fact which is
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Machine Learning
Models

Lab_eled Unlabeled 1. a baseball player taking a swing at a ball
Training Set __Pool 2.a batter catcher and umpire during a baseball game

%\ﬂ 3. an image of a professional baseball game being played
U o

1. a man riding a bike down a street
2. a man riding a bike next to a train
3. aman riding a bike down a street

next to a train Human Annotators

1. a close up of a plate of food on a table 1. a man holding a smart phone in his hand
2.aclose up of a plate of food with a sandwich 2- 2 man taking a picture with his cellphone
3. the meal is prepared and ready to be eaten 3.2 close up of a person holding a phone

Fig. 2. Pool based active learning scheme

widely reported in the NLG community. In addition, these standard metrics are
dependent on groundtruth information since they measure the overlap between
a generation and its groundtruth for quality assessment. This in our view is a
severe limitation and prevents true automatic evaluation of NLG tasks.

To the best of our knowledge, we believe our attempt which uses fixed size
vectors from pretrained sentence encoders, is the first one in the direction of
automated human judgement for quality assessment which does not require
groundtruth information and thus reduces cost, boosts productivity.

3 Method

We aim at automating human judgements on neural network generated image
captions using active learning. In the following, we describe the caption gen-
erator, the features that we consider for modeling human judgements and our
active learning approach.

3.1 Image Caption Generation

For generating the image captions we use the Show, Attend and Tell [32] app-
roach on the MSCOCO dataset [22] as depicted in Fig. 4. In this approach instead
of using a single fixed dimensional vector to represent the image, a set of fixed
dimensional vectors from a lower convolution layer of the CNN architecture is
used. This helps to maintain a fine-grained correspondence between the different
portions of a 2D image represented through the corresponding vectors. With this
the decoder becomes more powerful as it can focus selectively on different parts
of an image during the generation process by selecting a subset of the feature
vectors.
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Fig. 3. Full schema for generating automated human judgement

The detailed operations of the LSTM based decoder, used in [32] for gener-
ating the captions, are described through the following equations,

it g

E,
p (t-1)
gj = o TD+m+n,n ht:l (1)
Gt tanh “t
c=[tOci—1+i O g (2)
hi = oy © tanh(c;) (3)

where, i, ft, ¢, 0, hy denote input, forget, memory, output gates and the hidden
state respectively. It is to be noted that 7" represents a mapping of the form fy; :
R* — RY. Thus, Tpymin.n is @ mapping from R(PF™+7) to R™. 2 € RP denotes
the context vector responsible for capturing the visual information related to a
specific location in the input image. E denotes the embedding matrix and has
the dimension m x k. The dimension of the embedding vector is given by m while
the dimension of the LSTM hidden state is denoted by n. Furthermore, o and
® represent the logistic sigmoid and element-wise multiplication respectively.

For handling the MSCOCO data, we adopt the data splits proposed in [14] in
which the training set contains 113, 287 images with each having 5 corresponding
captions while the validation and test sets contain 5,000 images with each having
5 corresponding groundtruth captions. For our work, we build a vocabulary
by dropping a word which has a frequency below 5 leading to a vocabulary
size of 10,000 words. We use image features obtained from the RESNET-101
architecture with 101 layers [11]. The dimensions for the LSTM hidden state,
image, word and attention embeddings are set to 512 for our model. We train
our model under the cross entropy objective, using beam search for the decoder
and ADAM [17] as the preferred optimizer. We use beam search with a beam
width of 200 from which we select the top three captions for each image. We use
this setup to generate captions for all images in the MSCOCO test set and use
them for evaluating our proposed approach for automatically inferring human
judgement on them.
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Fig. 4. Neural caption generation mechanism [32]

3.2 Features

We consider two different representations of the generated image captions for the
purpose of training different classifiers for automating human judgement using
active learning. First, we generate a dense vector representation of the captions
using the pre-trained Universal Sentence Encoder [4]. It is a 512-dimensional
vector, representing each caption, which promises to capture the context and
semantic meaning of the sentence. We consider this representation to be use-
ful for identifying syntactic or grammatical accuracy, image relevance and for
identifying diverse captions, i.e., the ones which are more informative compared
to the other describing the same image. The second representation for captions
that we test is a 10 dimensional feature vector formed from different metrics
which are popular in the caption generation community. These include overlap
scores, such as, BLEU [27], ROUGE [21], METEOR [1] between the model gener-
ated captions and their corresponding groundtruths. Also Levenshtein distance,
Levenshtein ratio and the ratio of number of unique unigrams, unique bigrams
in the set of generated captions compared to the total number of words in the
set of the generated captions.

3.3 Active Learning

We use pool-based active learning with uncertainty sampling for automating
judgement on the quality of generated captions. We model the tasks of automatic
human judgement on grammatical correctness, image relevance and diversity as
binary classification problems. We initially select a random batch of generated
captions and obtain human judgement labels for them using the crowdsourcing
platform (Figure Eight https://www.figure-eight.com/). For each task, we train
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different classifiers with this initial labeled data and then apply them to the unla-
beled pool of captions to predict their labels. For every active learning iteration
we select 200 instances on which prediction probabilities for the binary labels,
for each task, are between the threshold 0.45 to 0.55. These instances are anno-
tated by crowdworkers and incorporated into the training set for re-training the
respective classifiers. This cycle is repeated 4 times. For each iteration, we report
the performances of the classifiers on a completely separate human labeled test
set. Figure 3 provides a schematic diagram for the entire process.

We use a SVM classifier with three different oversampling techniques for
handling data imbalance in grammatical correctness and relevance estimation:
Random Oversampling (ROS), Synthetic Minority Oversampling [5] technique
(SMOTE) and Adaptive Synthetic [8] oversampling (ADASYN). We use the
SVM and logistic regression without any oversampling for inferring human judg-
ments on diversity, because the labels are balanced. The data imbalance for
grammatical correctness and image relevance stems from the fact that most of
the model generated captions are grammatically correct and relevant to their
corresponding images compared to the few which are incorrect. Whereas, for
diversity the data is balanced as for each image there is only one caption which
is diverse and another which is not diverse.

In brief, ROS employs oversampling randomly to handle the issue of class
imbalance whereas SMOTE is an oversampling approach where the minority
class is oversampled by creating synthetic samples instead of oversampling with
replacement. Oversampling for the minority class is done by considering each
observation in the minority class and then generating synthetic examples along
the line segments joining any or all of the k minority class nearest neighbors.
The k nearest neighbors are chosen randomly depending upon the amount of
oversampling needed. ADASYN on the other hand, aims to reduce the learning
bias introduced by the original imbalance in the data distribution and at the
same time, it adaptively shifts the decision boundary to focus on those samples
which are difficult to learn.

4 Experiments and Results

For automatically determining human judgement on the three quality aspects
of the generated captions, we first conduct surveys on a crowdsourcing platform
to obtain the labels for an initial batch of randomly selected captions. We train
different classifiers using these labels under an active learning scheme and report
their performances on a separate test set. The labels for the test set are obtained
separately using the same crowdsourcing platform.

We show that the performance of the classifiers, under active learning, using
the 512-dimensional feature vector representation obtained from the sentence
encoder [4] is much better compared to the representation using standard metrics
based vector for all the tasks. This also establishes a new baseline for generating
automatic human judgements without groundtruth information.
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4.1 Results of Active Learning for Grammatical Accuracy

It is important to note that the dataset for grammatical accuracy is highly imbal-
anced since most of the model generated captions are grammatically correct. So,
we combine different oversampling techniques (ROS, SMOTE and ADASYN)
with a SVM and report the F'1 score on the test set for initial (Base) and sub-
sequent active learning iterations (Iter 1—/) for which the classifier is retrained.
Table 1 shows the scores for models trained with the vector representations
from the Universal Sentence Encoder and Table 2 for models based on the 10-
dimensional metric vector. F'1 scores from the two tables establish that standard
metrics perform poorly in comparison to the features obtained from the universal
sentence encoder for automating judgement on grammatical accuracy.

Table 1. Grammatical accuracy: F'1 score of SVM using vector representation from
Universal Sentence Encoder.

Classifier Base |Iterl |Iter2 |Iter3 |Iterd
ROS + SVM 0.6650 | 0.6925 | 0.6922 | 0.6911 | 0.6821
SMOTE + SVM |0.6440 | 0.6711  0.6711 | 0.6794 | 0.6828
ADASYN + SVM | 0.6651 | 0.6446 | 0.6505 | 0.6757 | 0.6559

Table 2. Grammatical accuracy: F'1 score of SVM with sentence representation using
metric scores.

Classifier Base |Iterl |Iter2 |Iter3 |Iterd
ROS + SVM 0.4473 | 0.4445 | 0.4373 | 0.3998 | 0.3233
SMOTE + SVM | 0.4722 | 0.4401 | 0.4202 | 0.3880 | 0.4115
ADASYN + SVM | 0.3746 | 0.3839 | 0.2886 | 0.4444 | 0.4444

4.2 Results of Active Learning for Image Relevance

The dataset for image relevance also suffers from data imbalance, which is why
we use SVMs in combination with oversampling, as well. We report the F'1
score obtained with each combination for initial and subsequent active learning
iterations on the test set for caption representations using Google’s Universal
Sentence Encoder [4] (see Table 3) and the one using a vector of overlap metrics
discussed above (see Table 4). For automatic human judgment on image relevance
of the generated captions, we see that the features from the sentence encoder
produce superior results compared to the standard metric based features.
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Table 3. Image relevance: F'1 score of SVM with sentence representation from Uni-
versal Sentence Encoder.

Classifier Base |Iterl |Iter2 |Iter3 |Iterd
ROS + SVM 0.5863 | 0.5982 | 0.6028 | 0.5807 | 0.6005
SMOTE + SVM | 0.5940 | 0.6098 | 0.5886 | 0.5757 | 0.6110
ADASYN + SVM | 0.5901 | 0.6024 | 0.6214 | 0.6075 | 0.6254

Table 4. Image relevance: F'1 score of SVM with sentence representation using metric
scores.

Classifier Base |Iterl |Iter2 |Iter3 |Iter4
ROS + SVM 0.5709 | 0.5389 | 0.5389 | 0.5399 | 0.5306
SMOTE + SVM | 0.5706 | 0.5446 | 0.5315 | 0.5306 | 0.5122
ADASYN + SVM | 0.4002 | 0.4138 | 0.5709 | 0.5306 | 0.5211

4.3 Results of Active Learning for Diversity

Finally, we report the F'1 scores for predicting human judgement on the diver-
sity of the generated captions using logistic regression and SVM models. Since
the dataset for diversity is balanced, we do not use any of the oversampling
techniques. Table5 shows the scores for models using the Universal Sentence
Encoder, Table 6 the scores for models using the metric vector.

From the tables below, we see that for automatically determining human
judgement on diversity of the generated captions, we see that feature vectors
obtained from the sentence encoder do not provide significant advantage over
the metric based vectors.

Table 5. Diversity: F'1 score of classifiers with sentence representation from Universal
Sentence Encoder.

Classifier | Base |Iterl |Iter2 |Iter3 |Iter4
Log. Reg. | 0.5294 | 0.5175|0.5411 | 0.5400 | 0.5288
SVM 0.5288 1 0.5116 | 0.4642 | 0.4630 | 0.4658

Table 6. Diversity: F'1 score of classifiers with sentence representation using metric
scores.

Classifier | Base |Iterl |Iter2 |Iter3 | Iter4
Log. Reg. | 0.529 | 0.558 | 0.482 | 0.490 | 0.57
SVM 0.52310.530 1 0.52 | 0.50 |0.58
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5 Discussion

The results from our experiments show that feature vectors obtained from the
pretrained sentence encoder [4] produce much higher F'1 scores compared to
standard overlap metrics when employed for the task of automatically inferring
human judgement on neural network generated image captions. We believe the
reason behind this performance increase is that the vectors from the sentence
encoder capture the semantic and syntactic information present in the captions
more than the standard overlap metrics such as BLEU, ROUGE, METEOR etc.
Moreover, representing the generated captions with fixed size feature vectors,
obtained from the pretrained sentence encoder [4], do not require correspond-
ing groundtruth information for the captions. In our opinion, this is a major
advantage over standard metrics which are completely dependent on groundtruth
information.

The results further indicate that we can automate human judgement on
grammatical accuracy and image relevance more successfully compared to auto-
matically determining human judgement on diversity. However, we believe our
approach, which combines feature vectors and standard ML classifiers under the
active learning scheme, can significantly reduce annotation cost. In addition, the
requirement for groundtruth information for automating human judgement on
different quality aspects of neural network generated captions and NLG evalua-
tion in general is reduced.

6 Conclusion

We implemented a technical architecture and conducted experiments to demon-
strate that active learning can be used for automatically generating human
judgement on the quality of the captions generated by a neural image cap-
tion generator. For this purpose, we tested sentence representations obtained
from Google’s Universal Sentence Encoder and another one obtained using stan-
dard metrics computed between the generated captions and their corresponding
groundtruths. Subsequently, we trained SVM and logistic regression classifiers
under an active learning framework and reported the F'1 scores for a separate
test set.

The F'1 scores of the used classifiers show that under active learning better
results are obtained using the 512 dimensional vectors from Universal Sentence
Encoder across all three tasks. Also, we found that under active learning better
results are obtained for the task of automating judgement on grammatical cor-
rectness and image relevance compared to the performance of automating judge-
ment on diversity. Note that automatic human judgement on quality assessment
is novel and an important step towards automated quality assessments in the
evaluation of image captions and natural language generation in general. Our
approach will be tested in future experiments as we believe it can reduce manual
evaluation costs thereby simplifying NLG evaluation significantly.
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