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Abstract. Inrecent years, public institutions have undergone a progres-
sive modernization process, bringing several administrative services to be
provided electronically. Some institutions are responsible for analyzing
citizen complaints, which come in huge numbers and are mainly provided
in free-form text, demanding for some automatic way to process them,
at least to some extent. In this work, we focus on the task of automati-
cally identifying economic activities in complaints submitted to the Por-
tuguese Economic and Food Safety Authority (ASAE), employing natu-
ral language processing (NLP) and machine learning (ML) techniques for
Portuguese, which is a language with few resources. We formulate the
task as several multi-class classification problems, taking into account
the economic activity taxonomy used by ASAE. We employ features at
the lexical, syntactic and semantic level using different ML algorithms.
We report the results obtained to address this task and present a detailed
analysis of the features that impact the performance of the system. Our
best setting obtains an accuracy of 0.8164 using SVM. When looking at
the three most probable classes according to the classifier’s prediction,
we report an accuracy of 0.9474.

Keywords: Text categorization - Natural language processing -
User-generated text - Complaint analysis

1 Introduction

Several countries have public administration institutions that provide public
services electronically. Moreover, such institutions are responsible for processing
citizen requests, also performed by electronic means, often materialized through
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email contacts or by filling-in contact forms in so-called virtual counters. In spe-
cific types of public institutions, such as those in charge of enforcing compliance
of citizens or economic agents, a significant number of such requests are in fact
complaints that need to be appropriately dealt with.

The amount of complaints received can reach the thousands in a short period
of time, depending on the size of the country/administrative region. The Por-
tuguese Economic and Food Safety Authority (ASAE), for instance, receives
more than 20 thousand complaints annually, more than 30% of which are usu-
ally found not to be in the jurisdiction of ASAE; the rest are sent to the ASAE
Operational Units. Given the high amount of complaints, the use of human labor
to analyze and properly handle them quickly becomes a bottleneck, bringing the
need to automate this process to the extent possible. One of the obstacles to do
it effectively is the fact that contact forms typically include free-form text fields,
bringing high variability to the quality of the content written by citizens.

This work focuses on automatically identifying economic activities in com-
plaints written in Portuguese, through the use of natural language processing
(NLP) and machine learning (ML) techniques. Portuguese is a low-resourced lan-
guage in terms of NLP. We employ different features and analyze which ones give
the best results using different ML algorithms. We start by discussing related
work in Sect. 2. Section 3 describes the dataset used in this work. We detail the
employed preprocessing and feature extraction techniques in Sect. 4. Using dif-
ferent ML models, Sect. 5 describes several experiments, including those related
with feature selection and data balancing techniques. In Sect. 6, we provide an
error analysis and make pertinent observations on the difficulty of the task.
Finally, Sect. 7 concludes and presents some lines of future work.

2 Related Work

Although several works exist on analyzing user-generated content, they mostly
study social media data [1], focusing on tasks such as sentiment analysis and
opinion mining [15], or predicting the usefulness of product reviews [4]. Forte
and Brazdil [6] focus on sentiment polarity of Portuguese comments, and use
a lexicon-based approach enriched with domain specific terms, formulating spe-
cific rules for negation and amplifiers. Literature on (non-social media) complaint
analysis is considerably more scarce, mainly due to the fact that such data is
typically not publicly available. Nevertheless, the problem has received signifi-
cant attention from the NLP community, as a recent task on consumer feedback
analysis shows [11]. Given the different kinds of analysis one may want to under-
take, however, the task concentrates on a single goal: to distinguish between
comment, request, bug, complaint, and meaningless. In our work, we want to
further analyze the contents of complaints, with a finer granularity.

Ordenes et al. [14] propose a framework for analyzing customer experience
feedback, going beyond sentiment analysis and using a linguistics-based text min-
ing model. The approach explores the identification of activities, resources and
context, so as to automatically distinguish compliments from complaints, regard-
ing different aspects of the customer feedback. This is made possible through a
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manual annotation process. The work focuses on a single activity domain, and
in the end aims at obtaining a refined sentiment analysis model. In our case, we
aim at distinguishing amongst a number of economic activities, without entering
into a labor-intensive annotation process of domain-specific data.

Traditional approaches to text categorization employ feature-based sparse
models, using bags-of-words and TF-IDF metrics. In the context of insurance
complaint handling, Dong and Wang [17] make use of synonyms and Chi-square
statistics to reduce dimensionality.

Dealing with complaints as a multi-label classification problem can be effec-
tive, even when the original problem is not, due to the noisy nature of user-
generated content. Ranking algorithms [10,12] are a promising approach in this
regard, providing a set of predictions sorted by confidence. These techniques
have been applied in complaint analysis [5], although with modest results.

Kalyoncu et al. [9] approach customer complaint analysis from a topic model-
ing perspective, using techniques such as Latent Dirichlet Allocation (LDA) [2].
This work is not so much focused on automatically processing complaints, but
instead on providing a visualization tool for mobile network operators.

3 Data

The dataset under study has been provided by ASAE. It contains a total of
48,850 complaints received by this governmental entity between 2014 and 2018,
submitted by citizens, economic operators, public organizations or other orga-
nizations either by email or through a contact form in an official website. Each
complaint contains its textual content and is classified with a single economic
activity. This is the focus of this work, i.e., to train a classifier that is able to
predict this activity (or a generalization thereof).

The economic activity taxonomy used by ASAE is hierarchical in nature.
The first level contains 11 classes, and its imbalanced distribution is shown in
Table 1. Generally, each class is composed of a number of sub-classes, which have
a further decomposition level. Given the large number of second and third-level
classes, we decided to train our classifiers to predict first-level classes only.

Since our goal is to aid ASAE staff in handling complaints, we have decided to
base our classifications on their textual contents alone. The average complaint is
1,664 characters long after removing HTML tags and other artifacts, containing
information on its subject matter, the targeted economic agent and contact
information of the claimant.

4 Data Preprocessing and Feature Extraction

We have gone through a typical preprocessing pipeline, including tokenization
and lemmatization. Based on [13], we have chosen to use NLTK', Stanford NLP?

! https://www.nltk.org/.
2 https://stanfordnlp.github.io/stanfordnlp/.
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Table 1. Distribution per classes

Class # examples | # 2nd level subclasses
I - Primary Production 134 7

IT - Industry 2031 26
III - Restoration and beverages 20899 4

IV - Wholesalers 299 4

V - Retail 5951 23
VI - Direct selling establishments 1 1
VII - Distance selling (by Catalog and Internet) | 2856 1
VIII - Production and Trade 3335 69
IX - Service Providers 9933 85
X - Safety and Environment 696 62

Z - No activity identified 2715 N/A

and spaCy>. Given the lack of conclusive data on their performance for Por-
tuguese, the non-exhaustive experiments shown in Table2 were performed to
analyze which were better to identify the economic activity of a complaint.

StanfordNLP was chosen for most experiments, given its competitive contri-
bution to the task and because it is able to identify punctuation marks. Addi-
tionally, StanfordNLP provides specific and complete support for Portuguese and
presents the data using the CoNLL-U format [16], which increases interoperabil-
ity with other tools. After obtaining the lemmas, we remove punctuation marks
and stop words (using NLTK’s stop word list for Portuguese) before performing
TF-IDF counts. Given that we have a single example for class VI, as per Table 1,
we decided to leave it out of our classification problem.

To perform feature extraction, different data representation techniques were
used: count, hashing and TF-IDF, as provided by scikit-learn [3]. The count
technique transforms a collection of texts into a matrix of token counts. Hashing
obtains a matrix of either token counts or binary occurrences, depending if we
want counts or one-hot encoding. We used it to obtain token counts and compare
the difference with the count technique because it has a few advantages, like
low memory scalability. TF-IDF obtains features representing the importance
of each token in the collection of all documents. For these three techniques, we
present results obtained by using bags-of-words of 1-grams, 2-grams, 3-grams
and intervals of 1 to 2-grams, 1 to 3-grams and 2 to 3-grams.

5 Predicting Economic Activity

The classification task addressed in this paper concerns predicting the economic
activity targeted in a complaint. We focus on the first level of the hierarchy, as
explained in Sect. 3. In order to find out which classifiers would allow us to obtain

3 https:/ /spacy.io/.
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the best results, we decided to use Random Forests, Bernoulli NB, Multinomial
NB, Complement NB, k-Nearest Neighbors, SVM, Decision Tree, Extra Tree
and Random (stratified). The latter will be used as baseline. All of them were
implemented using scikit-learn* and the default parameters are used (for version
0.22), except those explicitly stated.

To split the original dataset into training and test set, we use 30% of the data
for testing, while keeping the distribution of classes of the original dataset in
both training and test sets. Following this procedure, we ensure that the trained
classifier learns the real distribution of the data, and that the distribution is
kept in the test set. Cross-validation was considered but given the considerable
amount of training data it was deemed unnecessary to ensure consistency. This
is important not only to ensure proper training but also to ensure that, when
applying over/under sampling, no over/underfitting occurs in a class.

Our main performance metric was the accuracy score instead of the average
macro-F1 score. We aim to provide a list of classes sorted by confidence and
it is not critical to correctly classify minority classes. As a baseline we used a
stratified random classifier that yielded an accuracy of 0.2504.

Table 2. Economic Activity Multiclass Classification accuracy scores using different
tokenizers/lemmatizers

Classifier Stanford NLP | NLTK |spaCy - spaCy -
(baseline) pt_core_news_sm | xx_ent_wiki_sm
Random Forests | 0.6787 0.6924 |0.6818 0.6911
Bernoulli NB 0.5115 0.5363 |0.5110 0.5185
Multinomial NB | 0.4603 0.4719 | 0.4613 0.4648
Complement NB | 0.5914 0.6263 | 0.5965 0.6066
K-Neighbors 0.6283 0.3146 |0.6328 0.6180
SVM (linear) 0.8075 0.8164 | 0.8093 0.8135
Decision Tree 0.6659 0.6698 | 0.6669 0.6703
Extra Tree 0.5056 0.5228 |0.5185 0.5166

In Table 2 we present the accuracy scores obtained using different tokenizers
and lemmatizers to preprocess the text of the examples in the dataset. For this
experiment, we used 1-gram TF-IDF to represent the features extracted. NLTK
obtains the best scores overall, followed by spaCy and, finally, StanfordNLP.
Nevertheless, we chose to continue using StanfordNLP because the performance
loss is negligible and it provides PoS information, including punctuation marks.
This proved useful to remove punctuation on all experiments and also experiment
with removing adjectives. Furthermore, it has the advantage of having specific
support for several languages, several more than the ones supported by NLTK
and spaCy (although for now we are focusing on Portuguese).

4 https:/ /scikit-learn.org/stable/.
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Table 3. Economic Activity Multiclass Classification accuracy scores using different
feature extraction techniques

Classifier Count | Hashing | TF-IDF
Random Forests | 0.6958 |0.6561 | 0.6787
Bernoulli NB 0.5115 0.4415 |0.5115
Multinomial NB | 0.6329 | Error® |0.4603
Complement NB | 0.6790 | Error® |0.5914
K-Neighbors 0.5359 0.5750 |0.6283
SVM (linear) | 0.7784"|0.7953 | 0.8075
Decision Tree 0.6786 | 0.6671 |0.6659
Extra Tree 0.4968 | 0.4865 |0.5056

# Hashing may generate negative feature values, not
supported by some classifiers.
bFailed to converge after 1,000 iterations.

Table 3 presents accuracy scores obtained using the different feature represen-
tation techniques discussed in Sect.4. We used StanfordNLP for preprocessing
and represent only 1-grams. Accuracy scores vary considerably depending on the
classifier used, the best being obtained using SVM and TF-IDF. For that reason,
subsequent experiments make use of TF-IDF.

Table 4. Economic Activity Multiclass Classification accuracy scores using different
n-grams

Classifier l-gram |1 to 2-grams | 2-grams | 1 to 3-grams | 2 to 3-grams | 3-grams
Random Forests | 0.6737 | 0.6503 0.6323 |0.6230 0.6127 0.5663
Bernoulli NB 0.5115 |0.4763 0.4703 |0.4622 0.4561 0.4495
Multinomial NB | 0.4603 | 0.4568 0.4700 |0.4568 0.4683 0.4733
Complement NB | 0.5914 | 0.5432 0.5978 |0.5381 0.5922 0.6320
K-Neighbors 0.6283 | 0.6152 0.5821 | 0.5950 0.5631 0.5413
SVM (linear) 0.8075 | 0.8098 0.7640 | 0.8004 0.7396 0.6532
Decision Tree 0.6659 | 0.6729 0.6121 |0.6717 0.6120 0.5413
Extra Tree 0.5056 | 0.5338 0.5462 | 0.5541 0.5398 0.5298

In Table4 we present the accuracy scores obtained using different n-grams
when performing feature extraction with TF-IDF. It is not possible to conclude
which is the best interval of n-grams because it depends on the classifier, but, for
SVM, 1 to 2-grams is the best choice, followed by 1-gram. Because the difference
between 1-grams and 1 to 2-grams in small for SVM, but higher for Random
Forests, the following experiments use only 1-grams.

Taking into account the potential usage of the classifier, which is meant to
help humans on analyzing complaints by providing likely classification labels
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Table 5. Economic Activity Multiclass Classification accuracy scores for top-k predic-
tions. Acc@k: accuracy scores considering the top-k (Acc@k) predicted classes, accord-
ing to the confidence of the classifier predictions

Classifier Acc@l | Acc@2 | Acc@3
Random Forests | 0.6787 |0.8322 |0.8885
Bernoulli NB 0.5115 | 0.7533 |0.7913
Multinomial NB | 0.4603 |0.6790 | 0.7936
Complement NB | 0.5914 | 0.8214 | 0.8873
K-Neighbors 0.6283 | 0.7699 |0.8447
SVM (linear) 0.8075 | 0.9031 | 0.9474
Decision Tree 0.6659 |0.7086 |0.7226
Extra Tree 0.5056 | 0.5627 |0.5703

(as opposed to imposing a definitive one), we looked at the performance of the
classifier considering the ranking provided. In Table 5 we present accuracy scores
obtained by accepting the 1st, 2nd and 3rd best probabilities. The second column
shows the accuracy scores accepting as correct only the option with the highest
probability. The third/fourth column shows the accuracy scores when accepting
as correct one of the two/three options with the highest probabilities. For most
classifiers, the accuracy of the top-2 is considerably higher than the accuracy
considering the top-1. The 0.9474 score with SVM and top-3 demonstrates that
presenting a set of classes sorted by confidence will be an effective help.

5.1 Feature Selection

We noticed that TF-IDF using 1-gram extracted 252,000 features, while only
101,159 are of interest when analyzing feature importance with Random Forests.
As such, although a lot of features are extracted, a considerable part will be of
no use to a classifier. For that reason, we explored feature selection via Latent
Dirichlet Allocation (LDA), with the aim of bringing the number of features
down while improving classification and training speed by clustering the features
that are more important for the classification problem. However, as shown in
Table 6, the use of LDA largely reduces the effectiveness of the classifiers. More-
over, although Random Forests presents an increase of 6% when raising the num-
ber of LDA components, most other classifiers maintain or even decrease accu-
racy scores. For this experiment, we used StanfordNLP and TF-IDF, extracting
only 1-grams and analyzing top-1 predictions.

Based on these results, we concluded that performing LDA is not effective
for this classification task. Applying Principal Component Analysis (PCA) [18]
has led to a similar result.

Finally, we performed experiments using the Recursive Feature Elimination
and Cross-Validated selection (RFECV) approach [7]. This technique consists
in training a classifier multiple times with different features and yielding the
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Table 6. Economic Activity Multiclass Classification accuracy scores using LDA

Classifier No LDA (baseline) | 10 components | 100 components
Random Forests | 0.6787 0.4053 0.4612
Bernoulli NB 0.5115 0.4278 0.4278
Multinomial NB | 0.4603 - 0.4306
Complement NB | 0.5914 0.4157 0.3561
K-Neighbors 0.6283 0.3995 0.4146

SVM (linear) 0.8075 0.4484 0.4424

Decision Tree 0.6659 0.3320 0.3525

Extra Tree 0.5056 0.3300 0.3419

feature matrix that generated the best classifier according to a chosen metric.
RFECV was tested with Complement NB because it is fast to train, resulting
in a classifier with significantly better accuracy. On the other hand, testing with
SVM has shown that this classifier does not benefit from further optimization.

5.2 Over and Under Sampling

As shown in Table 1, the class distribution for our problem is very imbalanced.
To improve the overall classification performance and, more specifically, the per-
formance on minority classes, we explore two widely used techniques to deal with
imbalanced datasets [8]: random under sampling and random over sampling.
We have chosen to use the “imblearn” Python package®. There were three
alternatives to perform the over sampling: RandomOverSampler (ROS), SMOTE
and ADASYN. ROS duplicates some of the examples of the classes, increasing
the number of examples of all classes to the number of examples of the class
with the highest number of examples, as indicated in the documentation of
“imblearn”. SMOTE generates new samples by interpolation, not distinguishing
between easy and hard examples. ADASYN generates new samples by inter-
polation, focusing on generating samples based on the original samples which
are incorrectly classified using a k-Nearest Neighbors classifier. Because we were
testing several different classifiers, including a k-Nearest Neighbors classifier, we
decided to use the RandomOverSampler to reduce bias in the results. For random
under sampling, RandomUnderSampler (RUS) was chosen to be comparable to
the RandomOverSampler. RandomUnderSampler randomly selects a subset of
data for the targeted classes, reducing the number of examples of each class to
the number of examples of the class with the smallest number of examples.
Table 7 presents the accuracy and average macro-F1 scores obtained by per-
forming random over sampling and random under sampling on the dataset. For
these experiments, we used StanfordNLP for preprocessing and TF-IDF to rep-
resent the features extracted. Only 1-grams were extracted and only the top-1

5 https://imbalanced-learn.readthedocs.io/en /stable/.
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was analyzed. As shown in Table 7, when performing random over sampling the
accuracy scores related to Naive Bayes increased significantly and the accuracy
of Random Forests also increased, but for all others it decreased. A similar sit-
uation can be observed regarding the corresponding average macro-F1 score.
This is demonstrative that repeating the same data in the classes with a lower
number of examples does not help distinguishing the different classes (except
for Naive Bayes) and indicates that the classifiers are not predicting mostly the
more frequent classes due to their amount of examples.

Table 7. Accuracy scores and average macro-F1 score using over or under sampling

Classifier Accuracy |Accuracy Accuracy |Avg macro-F1 Avg macro-F1 |Avg macro-F1
(baseline) |ROS RUS (baseline) ROS RUS

Random Forests |0.6787 0.7137 0.4402 0.42 0.49 0.30

Bernoulli NB 0.5115 0.6477 0.4703 0.18 0.48 0.28

Multinomial NB |0.4603 0.7299 0.5223 0.09 0.56 0.37

Complement NB|0.5914 0.7130 0.5258 0.28 0.52 0.37

K-Neighbors 0.6283 0.5456 0.3959 0.46 0.46 0.29

SVM (linear) 0.8075 0.7985 0.5555 0.63 0.62 0.43

Decision Tree 0.6659 0.6294 0.3678 0.45 0.44 0.26

Extra Tree 0.5056 0.4942 0.2074 0.33 0.32 0.15

On the other hand, when performing random under sampling, only the accu-
racy scores related to Bernoulli NB and Multinomial NB increased, while for all
the other classifiers it has decreased significantly. All average macro-F1 score are
relatively low, but 6 of them decreased and 3 of them increased. This is demon-
strative that reducing the amount of examples for the classes with a higher
number of examples reduces the ability of distinguishing the different classes.

5.3 Additional Experiments

An experiment performed to analyze the impact of the removal of adjectives
identified by StanfordNLP was performed to identify if they were important for
the classification task. This experiment was interesting because strong adjectives
are apparently important for the classification task, but other weaker adjectives
should not be. Depending on the amount and type of adjectives present in the
dataset, their removal could reduce the amount of features that are irrelevant
for the problem. Comparing the accuracy scores of all classifiers with the accu-
racy scores obtained by not removing the adjectives (baseline), as is the case
in Table5, the percentage was always the same, differing only on the permil-
lage. These results are indicative that adjectives are partially important for the
classifiers, although most of them have a low or even null importance/coefficient.

Experiments performed to increase the accuracy of SVM (with linear kernel)
generating different class weights and balanced class weights (hyperparameter-
ization) [8] obtained accuracy and average macro-F1 scores close to the ones
obtained using the default parameters: a maximum accuracy of 0.8096 with a
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macro-F1 score of 0.63. Also, the different kernels available for SVM (linear,
poly, rbf, sigmoid, precomputed) were tested and it was found that the linear
kernel is the best in terms of accuracy, immediately followed by the sigmoid
kernel, and that the sigmoid kernel is the best in terms of average macro-F1
score, immediately followed by the linear kernel. Finally, experiments performed
to test the use of ensembles based on decision trees, which usually have interest-
ing performances, provided accuracy scores higher than the ones obtained using
Random Forests, but considerably lower than the ones provided by SVM.

6 Error Analysis

Based on the different accuracy and average macro-F1 scores obtained, we
decided to focus on SVM for the sake of error analysis. We show the obtained
confusion matrix in Table 8, when considering top-1 classification only. The influ-
ence of the majority class III is visible, but also of the second majority class IX.
Class Z, where there is no identified economic activity, seems to be the most
ambiguous for the classifier.

Table 8. Confusion matrix of the baseline SVM (Top-1)

Predicted
I I 111 v \Y% VII  VII IX X y/
I 14 5 10 1 5 0 1 0 0 4
I 1 324 155 2 61 2 8 26 0 30
oI o 37 5935 1 72 7 30 160 2 24
IV 0 9 16 22 22 0 3 7 0 11
ERAY 1 26 184 3 1454 16 32 42 1 26
g VII 0 0 16 0 7 722 26 62 1 23
VII 1 18 126 1 61 31 596 114 6 46
X 0 5 314 0 26 30 83 2479 10 33
X 0 0 17 1 6 8 31 52 81 12
A 2 35 181 3 72 55 93 163 6 204

To better understand in which situations the classifier was making erroneous
predictions, we randomly sampled 50 examples from the dataset where the clas-
sifier was not capable of correctly predicting (from the top-3 predictions) the
gold-standard class. Based on a manual analysis of such cases, we were able to
draw the following observations:

— The dataset includes some short text complaints, not providing enough infor-
mation to classify their target economic activity. Furthermore, a small num-
ber of complaints are not written in Portuguese. Some complaint texts are
followed by non complaint-related content, sometimes in English.

5 Complaints received by e-mail often include “think twice before printing” appeals.
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— Some classes exhibit semantic overlap (to a certain degree), thus confusing
the classifier. For example, class VIII apparently overlaps with classes IT and
V. Moreover, while being labeled with a given class, some complaints contain
words that are highly related with a different class.

— A non-negligible number of examples refer to previously submitted com-
plaints, either to provide more data or to request information on their status.
These cases do not contain the complaint itself, the same happening when a
short text simply includes meta-data or points to an attached file.

— Finally, we were able to identify some complaints that have been misclassified
by the human operator.

7 Conclusions and Future Work

For the imbalanced complaints dataset of ASAE, SVM with a linear kernel
proved to be the best option among the experimented models. It is reason-
ably fast, allows to get probability scores and gives the best accuracy scores
and average macro-F1. It is particularly valuable if we need a ranked output,
given its high accuracy when aggregating the top-3 predicted classes. It is inter-
esting to note that removing punctuation and stop words after lemmatization,
using TF-IDF and training the SVM generates better accuracy scores than using
additional techniques like feature selection and different quantities of n-grams.

After analyzing misclassified examples, several improvements have been
planned. Non-Portuguese complaints need to be ignored, as the number of exam-
ples is too low to warrant a multilingual classifier. Furthermore, we aim to further
assess how to discard texts that are simply not informative enough to consider as
valid complaints (besides empty complaints, which the system correctly classi-
fies). We also aim to tackle additional classification problems exploring this rich
dataset. The ideas presented in this work will be the baseline for these future
classifiers. We intend to explore recent advances on word embeddings approaches
and deep learning techniques, and compare the results obtained with the models
presented in this paper. The end goal is to create a system that will greatly assist
ASAE personnel when handling these complaints.
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