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Kurt Sandkuhl (Eds.)



Lecture Notes
in Business Information Processing 365

Series Editors

Wil van der Aalst
RWTH Aachen University, Aachen, Germany

John Mylopoulos
University of Trento, Trento, Italy

Michael Rosemann
Queensland University of Technology, Brisbane, QLD, Australia

Michael J. Shaw
University of Illinois, Urbana-Champaign, IL, USA

Clemens Szyperski
Microsoft Research, Redmond, WA, USA



More information about this series at http://www.springer.com/series/7911

http://www.springer.com/series/7911


Małgorzata Pańkowska • Kurt Sandkuhl (Eds.)

Perspectives in
Business Informatics
Research
18th International Conference, BIR 2019
Katowice, Poland, September 23–25, 2019
Proceedings

123



Editors
Małgorzata Pańkowska
University of Economics in Katowice
Katowice, Poland

Kurt Sandkuhl
University of Rostock
Rostock, Germany

ISSN 1865-1348 ISSN 1865-1356 (electronic)
Lecture Notes in Business Information Processing
ISBN 978-3-030-31142-1 ISBN 978-3-030-31143-8 (eBook)
https://doi.org/10.1007/978-3-030-31143-8

© Springer Nature Switzerland AG 2019
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0001-8660-606X
https://orcid.org/0000-0002-7431-8412
https://doi.org/10.1007/978-3-030-31143-8


Preface

The academic discipline of business informatics addresses the combination and
integration of concepts, approaches, and technologies from computer science,
information systems, economics, and business administration with a focus on
applications in enterprises, public authorities, and other organizations. Business
informatics is closely related to the area of business information systems.

The conference series on Business Informatics Research (BIR) was established in
the year 2000 as the result of a collaboration of several Swedish and German
universities. The goal was to create a forum for the discussion of latest research results,
new research directions, and PhD topics in the business informatics community. The
conference has expanded to many other countries, and usually includes workshops as
well as a doctoral consortium accompanying the main conference track. The BIR
conference series has a Steering Committee, to which representatives from the
organizations hosting a BIR conference are invited. The 18th BIR conference was
located in Katowice, Poland, during September 23–25, 2019, at the Advanced
Information Technology Center of the University of Economics in Katowice.

The theme of the conference was “Responsibilities of Digitalization – Responsible
designing and shaping of future technology for digital preservation, global data storage,
and cost-effective management.” Digitalization rapidly changes wireless, bio, and
info-tech ecosystems, and enterprises must find new ways to innovate for business
advantage and sustainability. Through digital transformation, the implementation of
new technologies, like cloud, mobile, big data, and social networks increases
intelligence and automation enterprises can capitalize on new business and
optimization opportunities. Business leaders and Information Communication
Technology (ICT) system developers need democratic innovation culture as well as
new approaches to system design and exploitation. BIR 2019 is focused on the
development of ICT systems to ensure system responsiveness, user friendliness, project
agility, information availability and security, business continuity, system functionality,
scalability, and efficiency. However, the ICT people are expected to develop
technologies, systems, and methods while taking into account the consequences of their
designs and implementations. Responsible designing of the future requires a change of
ethics and learning methods to include different points of view (i.e., society,
organization, individual, and information systems).

This year, the main conference track attracted 61 submissions from 22 countries.
Each paper was reviewed by at least three members of the Program Committee. As a
result, 17 high-quality papers were selected for publication in this volume and for
presentation at the conference. They cover different aspects of the conference’s main
topic as well as of business informatics research in general.

The conference program also included three keynotes: “Behavioral Enterprise
Architecture (management) – designing interventions based on behavioral insights” by
Prof. Robert Winter from the University of St. Gallen (Switzerland); “Smart



Recommendation Systems – managerial viewpoints” by Prof. Jerzy Korczak from the
International University of Logistics and Transport, Wrocław (Poland); and “In a
World of Biased Search Engines” by Prof. Dirk Lewandowski from the Hamburg
University of Applied Sciences (Germany).

We would like to thank everyone who contributed to the BIR 2019 conference. We
thank the authors for contributing and presenting their research, we appreciate the
invaluable contribution of the members of the Program Committee and the external
reviewers, we thank the keynote speakers for their inspiring talks, and we thank all
members of the local organization team from Katowice.

August 2019 Małgorzata Pańkowska
Kurt Sandkuhl
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How Smart Cities Explore New Technologies

Christian Bremser1(&), Gunther Piller1, and Franz Rothlauf2

1 University of Applied Sciences Mainz,
Lucy-Hillebrand-Str. 2, 55128 Mainz, Germany
christian.bremser@hs-mainz.de
2 Johannes Gutenberg-Universität Mainz,

Jakob-Welder-Weg 9, 55128 Mainz, Germany

Abstract. The concept of smart city is considered as a new paradigm of urban
development. Information and communication technologies are expected to
transform cities into smart cities and improve the citizens’ quality of life.
However, smart city initiatives still have difficulties to leverage value from
technology opportunities. How smart city initiatives examine the possibilities of
new technologies is therefore a highly interesting question. Based on a multiple
case study we identify two different approaches and factors that influence the
choice of approach: Cities either initially focus on use cases solving urban
challenges, or on a systematic build-up of a technological platform for future use
cases. Innovation adoption research is used as a theoretical basis.

Keywords: Smart city � Innovation adoption � Digitalization

1 Introduction

According to the latest UN forecast, 70% of the world’s population will live in cities by
2050 [1]. This means that 2.5 billion people will move to urban areas in the next 30
years. Problems such as housing scarcity, overloaded infrastructures and CO2 pollution
caused by public transport will continue to worsen as the number of city inhabitants
increases. In recent years, numerous smart city initiatives have been launched to tackle
these problems [2]. Their aim is to leverage developments in digitalization to create
new solutions for improving the efficiency of urban services and the quality of citizens’
life [3]. The politicians’ conviction that technology can contribute to make the city a
more liveable and sustainable place is also reflected in the figures of funding pro-
grammes. The EU is providing €718 million for smart, green and integrated transport
innovations as part of the European Horizon 2020 programme [4]. Such high funding
also attract the private sector. Multinational information technology (IT) companies
such as IBM or Cisco have discovered the smart city market as a growth driver for their
business. These companies offer a variety of integrated solutions for different smart city
scenarios (e.g. IBM’s Intelligent Waste Management Platform [5]). Collaborations
between private and public sectors have also led to criticism of the smart city concept.
Brown [6], Söderström et al. [7] and Schaffers et al. [8] criticise them as inefficient and
driven by IT vendors. The inefficiency is also criticized by the European Commission
[9] which stated in a working paper, that “city planners, administrators, citizens,

© Springer Nature Switzerland AG 2019
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entrepreneurs and all other stakeholders must reconsider the way they have approached
urban services” to gain value from technology opportunities. Also Anttiroiko, Valkama
and Bailey [10] state that the public sector has difficulty exploiting the value from new
technologies. Despite these findings, there have been few attempts in science to
understand how smart city initiatives leverage value of new technologies.

The introduction of new technologies is described by innovation adoption theories.
The process of innovation adoption typically involves two phases [11, 12]: initiation
and implementation. Within these phases, new technologies have to overcome several
hurdles before being used productively, i.e. being integrated into an existing IT
landscape and deployed at full-scale [12, 13]. For technology innovations, the initiation
phase, where organizations search for ways to use a new technology, poses a first
serious obstacle [14]. This initial step towards the exploration of technology potentials
is the focus of our study. In particular we formulate the following research question:
What approaches do smart city initiatives use when they initially explore the potential
of new technologies for smart services and which factors influence their choice of
approach?

To address our research questions, a multiple case study with eight smart city
initiatives was conducted. The organizational adoption process [11] in combination
with the Technology-Organization-Environment framework (TOE) [15] has been used
as a theoretical foundation. The TOE describes the impact of technological, organi-
zational and environmental aspects on organizational decision-making with respect to
technology innovations [15].

This paper is organized as follows: The current research on technology adoption
research in smart city is summarized in the next section. Section 3 presents our con-
ceptual framework. Section 4 introduces the research design. Section 5 presents the
findings from our smart city cases. A discussion of the results in Sect. 6 and a summary
of the main points in Sect. 7 complete this work.

2 Current Research

The term “Smart City” has been widely used in academia, consultancies and govern-
ments. Nevertheless, there is still a lot of confusion on what it really means to be a
“smart” city [16–18]. According to Anthopoulos, Janssen and Weerakkody [19] a
smart city is an innovative city that uses information and communication technology to
improve citizens’ quality of life and the efficiency of urban services. To meet these
goals, smart cities need to introduce new technologies and realize smart services that
address the concerns and needs of citizens [19, 20].

Smart services are considered as core element of a smart city and understood as an
outcome of innovation [19]. The term summarizes the services that a smart city delivers
to its stakeholders by the use of the city’s intangible resources (e.g. people, knowledge,
methods) and tangible resources, in particular information systems, data, and corre-
sponding technologies [18, 19, 21].

Previous work in the context of technology adoption in smart cities is still scarce
and focuses primarily on influencing factors. These are either investigated for the

2 C. Bremser et al.



general adoption of the smart city concept or for the adoption of a specific techno-
logical solution. For example, Neirotti et al. [3] used in an empirical analysis a sample
of 70 cities to investigate context variables that support the adoption of the smart city
concept. As a result, they show that economic development and structural urban
variables (e.g. demographic density, city area) drive the initiation of smart city pro-
grams in urban areas. Nam and Pardo [16] and Caragliu et al. [17] argue that a
successful adoption of the smart city concept depends on investments in human and
social capital, investments in modern and traditional infrastructure and the participation
of citizens. Batubara, Ubacht and Janssen [22] use the TOE to describe main challenges
in the adoption of blockchain technologies in smart cities. As a result, it has been
shown that a lack of legal and regulatory support and new governance models are
considered as main barriers of blockchain adoption.

So far an investigation of the technology adoption process in smart cities has only
been carried out by van Winden and van den Buuse [23]. They used a multiple case
study to investigate the implementation phase of smart city projects. Based on twelve
smart city initiatives they identify three types of full-scale deployments in smart city
projects: roll-out, expansion, and replication. They also identify corresponding
influencing factors, e.g. upscaling in the implementation stage is often hindered by an
absence of knowledge transfer, a lack of funding and missing standards such as data
models or IT systems.

In comparison to existing studies, our research focuses on the initial phase of
innovation adoption. We investigate how cities initially explore the potential of new
technologies for smart services and factors that influence their choice of approach.

3 Conceptual Model

For our study, we use the innovation adoption process [11] and the TOE framework
[15]. According to Rogers [11], the process of innovation adoption is described by two
major phases: initiation and implementation, with both phases being separated by an
adoption decision. The initiation phase consists of the stages agenda-setting and
matching. The agenda-setting is triggered by an organizational problem or by the
perception of an innovation. Both force organizations to weigh up possible reactions
and evaluate the potentials of an innovation. This evaluation is typically undertaken in
the matching stage, where organizational members explore the capabilities of an
innovation to predict its potential for specific application scenarios. If advantages are
expected, the implementation phase is triggered and all activities and decisions nec-
essary to put the innovation into production are carried out. The decision on how to
evaluate the potentials of an innovation is determined by an agenda which results from
the agenda-setting [11].

To investigate the factors that influence this decision, the TOE provides a good
theoretical foundation. The TOE describes the factors influencing the adoption of
innovations. These factors are clustered into three dimensions: technology, organiza-
tion and environment [15]. The technology dimension encompasses the characteristics
of available technologies which are relevant to an organization. The organizational
dimension covers organizational attributes, such as size, formal and informal linking
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structures, competencies and the amount of slack resources. The organization’s envi-
ronment and its influence are described in the environmental dimension. It includes
competitors, industry specifics and regulation. As a very generic framework, the TOE
is extensively used in adoption research (for examples see e.g. [24, 25]) and can be
adapted to different research contexts in a straightforward way [24]. The technological
dimension reflects attributes describing existing and new technologies that are relevant
for a smart city. The organization dimension covers organizational aspects of the city
and its smart city initiative. The environment dimension describes the influence of the
multiple stakeholders that surround a smart city.

In conclusion, the conceptual framework used in this research combines the
innovation adoption process [11] with the TOE [15], as shown in Fig. 1.

4 Research Design

This study uses a qualitative research methodology because we have little under-
standing of how cities explore the potential of new technologies for smart services and
why they choose certain strategies. A qualitative approach allows us to obtain detailed
descriptions of adoption behaviour. For our research purpose, we choose a case study
method. This method is especially appropriate whenever research deals with “how” and
“why” questions and facilitates analyses of contemporary phenomena in a real word
context [26–29]. Our main information sources are in-depth expert interviews with key-
informants (i.e. smart city representatives) and public documents from smart city
initiatives.

In the sense of a strict implementation of the research design, four established
quality criteria were used [26]: external validity, internal validity, construct validity and
reliability. The external validity focusses on the generalizability of the results. This is
ensured by replicating the case studies. Therefore we selected a multiple case study
design following the “literal replication logic”. The literal replication logic ensures an
analytical generalization by selecting cases from a similar contextual background to
predict similar results [26, 27]. In order to ensure a comparable organizational and
technological context, we followed the smart city conceptualization of Angelidou [30]
and selected existing major European cities with matured infrastructure. In addition, the

Fig. 1. Conceptual framework.
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selected cities and corresponding smart city initiatives have been validated by the smart
city framework of Giffinger [31], which consists of six main components (smart
economy, smart people, smart governance, smart mobility, smart environment, and
smart living). Against this background, we selected only cities which are active in at
least two categories. Table 1 shows the cases under study.

Following Eisenhardt [32], an a priori specification of constructs helps researchers
to shape the initial design of theory-building research. In order to ensure internal
validity, we followed this argumentation and developed the interview guideline on the
basis of the conceptual framework described in Sect. 3 of this paper. The expert
interviews were semi-structured and we kept our questions open to allow interviewees
freely to speak. The first part contained general questions about the role and respon-
sibility of the interviewee and the general goals of the smart city initiative. The
remaining part of the interview guide was structured analogously to the conceptual
model. The second part of our questions concentrated on activities related to agenda-
setting. For example, we asked how specific needs for technology innovations are
recognized, how they are prioritized and whether specific objectives for technology
adoption exist. We also asked about factors that have influenced the first decisions
about dealing with new technologies. Hereby we covered in particular the TOE
dimension of our conceptual model. The third and most extensive set of questions was
directed upon the matching stage. We focussed on “why” and “how” the initiatives
explore the potentials of new technologies. These questions concerned, e.g. the
methods and challenges during the identification of technology opportunities, the
evaluation of technology potentials and the criteria applied therein.

Yin [26] suggests triangulation to ensure construct validity. Within the case studies,
different data sources were therefore used. In addition to the key-informant interviews
the rich body of public documents of smart city initiatives was analysed to validate the
information retrieved from the key-informant interviews. In total 151 technology
adoption related press articles, blog entries, white papers, annual reports and confer-
ence presentations were screened and 5 supplementary interviews with further smart
city officials were conducted.

In order to minimize errors and biases, the reliability of the case study analysis was
ensured by establishing a case study database. There, we stored all information about

Table 1. Participants of case study.

# City Inhabitants of urban area Role of interviewee

1 Amsterdam >2.3 Mio. Program ambassador
2 Barcelona >5.3 Mio. Catalan smart city coordinator
3 Dublin >1.9 Mio. Smart city coordinator
4 Cologne >2.1 Mio. Smart city project manager
5 Copenhagen >1.3 Mio. Head of IT
6 Berlin >4.1 Mio. Policy advisor smart city
7 Vienna >1.7 Mio. Expert for urban innovation
8 Zurich >1.6 Mio. Deputy director urban development

How Smart Cities Explore New Technologies 5



the data collection process, the data itself and the case study results. According to Yin
[26], this helps to provide the same results in repeated trials and makes the data
available for independent inspections.

The data collection started in February 2018 and stretched over a period of five
months. The conversations were recorded and transcribed. Shortly after each interview,
the main points and key findings were recapitulated in a contact summary sheet [33].

The analysis of the cases was carried out in a twofold way. First, we have used a
within-case analysis [26] to extract all characteristic content (i.e. trigger of the process,
activities in agenda-setting and matching) and influencing factors related to the agenda-
setting of individual cases. For this purpose, we followed the deductive content anal-
ysis method [34] and used first-level coding [33] supported by the software f4analyse.
In the second step, a cross-case analysis [26] was conducted and the cases were
compared to each other. The results of these analyses are shown in Sect. 5 and dis-
cussed in Sect. 6.

5 Results from Cases

Based on the evidence from our cases, we now describe our observations about the
initiation phase of technology adoption. In Sect. 5.1 we outline the different approaches
cities chose, while the factors that influence this choice are presented in Sect. 5.2.

5.1 The Initiation of the Innovation Adoption Process

Agenda-setting is, according to Rogers [11], triggered by a performance gap or the
perception of new possibilities. Both triggers force organizations to consider the
potentials of an innovation. In the era of digitalization, cities launch smart city ini-
tiatives and examine how they would leverage new technologies for smart services.
Within agenda-setting a so-called agenda is defined determining the goals for the next
steps in the adoption process.

Agenda-Setting. Our analysis shows that in all smart city initiatives the combination
of urban challenges (such as CO2 congestion, scarcity of housing or energy manage-
ment), availability of funding and high hopes on technology innovations were decisive
for the start with technology exploration for smart services. For example, this is con-
firmed in case 6:

“[..] Berlin is facing major challenges such as rapid population growth, strict climate targets
and social housing. At the same time, technological innovations are playing an increasingly
important role in political discussions. On the one hand, this is due to the new opportunities
and its societal relevance. On the other hand, there is a multitude of new funding opportunities
available [..]. Ultimately, it is the interaction of several factors.” (Interview)

Within the smart city initiatives, the exploration and assessment of new tech-
nologies was perceived as a constant and important task. A quote from case 8
emphasizes this:

“In order to get cities on the way to smart cities, it is necessary to focus on meaningful and
economic use cases and to constantly deal with the potential of new technologies.” (Interview)

6 C. Bremser et al.



In discussions with the smart city initiatives, however, it quickly became apparent
that there are different ways in which cities start to explore the potential value of new
technologies.

In cases 1, 4, 7 and 8, the city administration asked the respective smart city
initiative to collect possible use cases first. The focus of these use cases should be on
solving urban problems. It was argued that technology creates value whenever it solves
a problem. This is confirmed, for example, by a quote from case 7:

“In Vienna, a demand-oriented approach [for the introduction of new technologies] is chosen.
If a problem requires a new solution, the appropriate means are sought to develop a suitable
solution - these of course often include digital or technological components.” (Interview)

This attitude is also reflected in the goals of the first steps towards technology
adoption in smart city initiatives which are summarized in Table 2.

In the cases 2, 3, 5 and 6 the search for a good technological foundation was in the
centre of first activities. It was considered important to deal with the technology first to
facilitate a subsequent identification of use cases by a then available data and tech-
nology platform. Table 3 shows the respective goals.

The different goals that have been presented complete the agenda-setting stage and
initiate the subsequent matching stage.

Table 2. Goals for first steps of technology adoption in smart city initiatives.

Case Brief description of the goal

1 Portfolio of user generated ideas for smart services based on a smart city web portal
4 Portfolio of smart services that recognize the specific needs and challenges of the city
7 Portfolio of technologically driven innovations that are linked to social innovations,

and place the needs of people at the centre of this initiative
8 Web portal for smart city stakeholders to connect and foster the creation of innovative

ideas for smart services

Table 3. Goals for first steps of technology adoption in smart city initiatives.

Case Brief description of the goal

2 Developed technological infrastructure and open access to city’s data to accelerate
innovation and digital economy

3 Digital master plan for the adoption of new technologies
5 Big data platform to enable advanced analytics in city context for future smart

services
6 Link existing technologies to create new solutions and connect innovative

technologies with existing infrastructures
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Matching. According to Rogers [11], organizational members explore the capabilities
of an innovation in this stage. Therefore, cities follow two different approaches based
on their agendas: A need driven and technology driven approach.

The need driven approach focusses on the development of a portfolio of potential
applications solving smart city challenges. Identified use cases are evaluated on how
they contribute to the superordinate smart city goals (e.g. CO2 reduction through
improvements in public mobility). If this is verifiable, corresponding technologies are
implemented and the application is tested as a prototype. Typical examples for a need
driven approach can be found in case 1, 4, 7 and 8.

In case 1, the initiative launched a central web portal to connect different stake-
holders, receive user-initiated project proposals (e.g. ideas, how new technologies can
be used to solve challenges) and attract people to launch projects as pilots. Connected
stakeholders were e.g.: the city itself, private companies (e.g. Dutch telecommunication
provider, Dutch post), representatives from academia and society. The smart city team
assesses the project proposals. If the assessment proof successful, the project proposals
are conducted as pilots in designated city areas (e.g. the Utrechtsestraat in Amsterdam
city centre). The lessons learned from the pilots are then used for refinements and a
further evaluation whether the goals could be achieved (e.g. people accept the tech-
nology, CO2 pollution could be reduced). In case of a positive evaluation result, the
implementation of the use case is triggered and it is rolled out to other urban areas or
scaled up to the whole city.

The city in case 4 started with a similar approach. Creativity methods like design
thinking were used to identify citizen’s needs and corresponding smart services. The
assessment of possible use cases is then conducted by a public-private partnership
between the city and RheinEnergie Cologne. Criterions for the evaluation are mea-
surable effects on the general smart city goals and a positive cost-benefit relation. If an
evaluation proves to be successful, appropriate technologies were identified, pilots
implemented and tested. This is confirmed by a statement from case 4:

“Use cases are tested and implemented locally within a limited geographical area within the
city. If the applicability proves to be successful, a continuation is actively supported and the use
case is rolled out to other areas of the city.” (Interview)

In the technology driven approach, cities initially invest in cyber-physical systems
(i.e. combination of computational components with mechanical and electronic parts)
and develop platforms that integrates different new technologies for data acquisition,
integration and storage. These platform capabilities are then advertised and commu-
nicated to attract private organizations (e.g. companies, start-ups, local communities) to
drive the identification and exploration of use cases, e.g. through hackathons. This
approach often concentrates on certain domains of a smart city (e.g. smart trans-
portation, smart energy). Cases 2, 3, 5 and 6 reflect this strategy.

In case 2, the city started with a massive expansion of the fibre optic infrastructure
and initiated public private partnerships with private companies. These partnerships
helped to deploy an internet of things (IoT) platform (i.a. installing 19,500 smart
meters) and connect 90% of the households to the city’s fibre optic network. Based on
the public private partnerships the smart city initiative developed a central data plat-
form, where different data sources were gathered and integrated. This data and
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technological platform is seen as a facilitator for the future identification and imple-
mentation of innovative use cases and the city’s transformation to a smart city. This is
confirmed by a quote from case 2:

“We understood that internet and new technologies were a unique and incredible opportunity
to transform Barcelona [..] However, technology should not be seen as a goal in itself.
Technology is simply a facilitator.” (Public Documents)

The initial provisioning of data and technology was followed by the redesign of an
old industrial district to shape a place, where start-ups can use the implemented
technologies, analyse the generated data and identify and test potential applications.

In case 6, the connection of innovative technologies with existing infrastructure
was one goal of the city’s first smart services adoption efforts. Requirements for
infrastructure projects were therefore utilized to anchor new technologies in the city’s
infrastructure. It was expected that these new technologies would open up data sources
that could be of value for a later identification of smart services. A quote from case 6
emphasizes this:

“We had recently tendered new toilet houses. These are also potential carriers of new tech-
nologies. They can be equipped with a transmitter and a sensor [..] generate data of which we
perhaps do not know yet what they could be used for. But that may be of great value in the
future.” (Interview)

5.2 Influencing Factors

Based on our analysis, different factors that influence the choice of approach could be
identified. Cities following a need driven approach see citizens and private companies
as a driver for innovations. A statement from case 1 confirms this:

“I think at the moment we see that you need leadership from the public sector, but real
innovation comes from the private sector” (Public Documents)

This choice is supported by the perceived need of empowering citizens and local
start-ups to raise their participation in city development. A platform where citizens can
submit their ideas and vote on others’ proposals for smart services should meet this
need. For example, in case 1, the city is calling innovators and start-ups for ideas to
solve specific challenges of the city. An online platform visualizes the progress of the
proposal and stages an idea has to go through. A team of public and private smart city
stakeholders decides whether an idea passes a stage.

A missing dedicated smart city budget could also be identified as an enabler of this
approach. For example, in case 4 the need driven approach is seen as a way to tackle
societal challenges. By addressing these challenges, the smart city initiative hopes to
receive EU funds from the Horizon 2020 funding program. This is confirmed by the
statement:

“Financing projects is a constant challenge as Cologne does not have a smart city budget [..]
Therefore, the mediation of funds from EU projects is often necessary.” (Interview)

A summary of the case specific influencing factors is presented in Table 4.
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A technology driven approach could be found, when cities see implemented
technologies as the most important step, before the identification of smart services. This
is confirmed by a statement from case 5:

“If we build a state-of-the-art digital infrastructure, we can build solutions for tomorrow.”
(Public Documents)

Table 4. Influencing factors for the need driven approach.

# Case specific main influence factors Sample statement

1 • Innovative smart services are expected as
unique facilitator for sustainable
economic development

• Empowerment of citizens and local start-
ups is perceived as important for the
identification of potential smart services

• Transparency in political decision on
project proposals is perceived as
important to increase citizen’s
engagement

“Co-creating and co-developing urban
solutions requires involvement and
empowerment of citizens in the innovation
process. This should enhance [..] accepted
solutions that work and create value for
all involved parties, including citizens.”
(Public Documents)

4 • No dedicated smart city budget;
dependence on third party funds

• Expectation of economic returns by
solving city’s challenges with smart
services

• Coordination and communication of
different projects within the city is
perceived as important to identify
synergies and valuable smart services

“Smart city Cologne is at the same time a
coordination and communication platform
for various projects for climate protection,
energy and transport change and
improved energy efficiency.” (Interview)

7 • Empowerment of the private sector is
perceived as important for identification
of use cases

• Single focus on smart city technologies is
expected to neglect citizen participation
and exacerbate the digital divide

• Initial identification of lighthouse use
cases is expected to attract further capital

“Technology is only used where
necessary, not wherever possible.”
(Interview)

8 • Existing technology infrastructure is
perceived as sufficient for current
digitalization efforts

• Synergies for new smart services are
expected by the coordination of
municipal companies that are already
working on their own digitalization
projects

• Public and private companies are
perceived as innovators

“By comparison, the [technology]
infrastructure in Switzerland and here in
the city of Zurich is already well
developed and will be further optimized.”
(Interview)
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Expectations of economic growth and new jobs underpin this choice. This is
highlighted in case 2, for example. The city established an IoT infrastructure and made
all collected data publicly available. In this way, the smart city initiative hopes to attract
private companies, which in turn create new jobs and contribute to economic growth.

Table 5 summarize the case specific influencing factors.

Table 5. Influencing factors for the platform driven approach.

# Case specific main influence factors Sample statement

2 • Welfare of citizens is expected to
increase due to an open and modern
technology platform

• New technologies are intended to make
business processes of public
administration more accessible, efficient,
effective and transparent

• Synergies are expected by standardized
information sharing within the city’s
companies

“Through investment in IoT for urban
systems, Barcelona [will achieve] a wide
array of benefits. From reduced
congestion and lower emissions, to cost
savings on water and power [..]” (Public
Documents)

3 • Modern technology infrastructure is seen
as a unique prerequisite for solving
urban problems

• New technologies are intended to increase
the efficiency of the city’s overall
management

• Job creation is expected

“[Our technology and data] platform
should lead to improved economic
development by speeding up the
advancement of services based on data
[..]” (Public Documents)

5 • Availability of data is perceived as a
unique starting point for developing
smart services

• Modern technology platform is perceived
as key for later smart city developments

• New businesses and a highly skilled
workforce are expected to be attracted by
a modern technology platform

“The City Data Exchange for
Copenhagen is a solution for making
public and private data accessible so that
the data can help power innovation [..]If
we combine data from the private sector
and data from the city then [..] we can
make new solutions and new products out
of it.” (Interview)

6 • Data and information are perceived as
essential resources of an information
society

• Technology innovations are perceived as
complex but perceived as unique
opportunity for the future development of
the city

• Coordination of digitalization activities in
public companies within the city is
perceived as important in order to guide
the development of city wide technology
and data platform

“We have a supervisory board function in
the federal state companies. This means
that we can actively discuss and shape
guidelines for project
contracting.”(Interview)
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6 Discussion

Based on the evidence from our cases, this study shows how smart city initiatives
proceed in the initiation phase of the adoption of new technologies. During agenda-
setting the city’s management defines the goals of the first activities in the adoption
process. As a result, we found agendas describing two different approaches smart cities
initiatives use to exploit the value of new technologies: A need driven and a technology
driven approach. The need driven approach focuses initially on the identification of
valuable use cases for new technologies to solve urban challenges. After that, appro-
priate technologies were used for prototyping and testing. This is in contrast to the
technology driven approach. There, the systematic implementation of new technologies
is of primary interest. These technologies are considered as the basis for a subsequent
identification and implementation of use cases.

Agenda-setting is the key stage in the innovation adoption process, as it determines
all following steps in the initiation phase. In order to understand the decision-making in
this stage, we followed the TOE framework and collected the influencing factors from
the investigated cases (Tables 4 and 5). We then abstracted and assigned them to the
appropriate TOE dimensions. Table 6 shows the result.

Table 7 visualize the factors which had influence on a city’s choice of approach.
We found that cities with a need driven approach typically expect that innovative
application scenarios come from private sector. Against this background, the initiatives
aim to empower citizens and encourage them to participate more actively. This is also

Table 6. Abstracted influencing factors assigned to TOE dimensions.

Technology Organization Environment

• Perceived complexity (the
use of new technologies is
perceived as complex [+]
or not [−])

• Technology landscape
(existing technology
landscape is perceived as
sufficient [+] or not [−])

• Information exchange
(standardized information
exchange is perceived as
essential [+] or not [−])

• Unique benefits (it is
expected that the use of
new technologies
supersedes other measures
for solving urban problems
[+] or not [−])

• Financial readiness
(dedicated smart city
budget is substantial [+] or
limited [−])

• Perceived role of private
sector (it is expected that
innovative use cases come
from private sector [+] or
not [−])

• Perceived role of initiative
(smart city initiative is
primarily seen as
coordination platform [+]
or not [−])

• Economic returns (direct
economic (e.g. job creation)
returns are expected [+] or
not [−])

• Information systems
(IS) fashion (the use of
new technologies is
perceived as important [+]
or not [−])

• Citizen’s involvement (raise
citizen’s involvement is a
primarily goal [+] or not
[−])
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reflected by their governance model. It considers the smart city initiative primarily as a
central organisation for the coordination of projects between public and private sector.

Initiatives that follow a technology driven approach perceive a standardized
information exchange as a driver for innovations from public and private companies.
Implemented modern technologies are seen as unique opportunity to increase efficiency
of urban services and attract private companies as well as start-ups. The initiatives hope
that these companies will in turn create new local jobs and identify and provide smart
services.

Additionally, we found IS fashion as a general trigger of the adoption process in all
observed initiatives as it reflects the hype that surrounds technology innovations such
as blockchain or big data. At the same time, these new technologies are perceived as
complex. A frequent argument for the perceived complexity was a lack of IT know-
how in public institutions and limited financial resources that impedes the acquisition
of external knowledge. Furthermore, most of the interviewed initiatives perceived their
financial readiness as low and reported that they are highly dependent on regional,
national or international funding schemes. The existing technology landscape was also
perceived as insufficient for future requirements in the majority of cases.

7 Summary

In this paper we have investigated through an analysis of eight cases how smart city
initiatives start exploiting potentials of new technologies.

We could identify two different approaches for the initiation phase of technology
innovation adoption: a need and technology driven approach. In the agenda-setting
phase of the innovation adoption process, the city administration decides which
approach to take. This choice is influenced by external and internal factors, which
could be assigned to the technology, organization and environment dimensions of the
TOE. In particular we found that the perceived importance of standardized information
exchange, expected unique benefits of new technologies and citizen’s involvement are
most relevant during decision-making in the agenda-setting.

Table 7. Approaches and corresponding influencing factors.

Need driven Technology driven
1 4 7 8 2 3 5 6

Perceived complexity + + + + + + + +
Technology landscape – – + + − − − −

Information exchange − − − − + + + +
Unique benefits + − − + + + + +
Financial readiness + − − − + − + −

Perceived role of private sector + + + + + − − +
Perceived role of initiative + + + + + − − +
Economic returns − + + − + + + +
IS fashion + + + + + + + +
Citizen’s involvement + + + + − − − −
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The theoretical and practical contributions of this research are as follows: Our study
shows that the innovation adoption process and TOE can successfully be used to
describe and understand the exploration of new technologies in smart cities. The study
further contributes new factors to the existing IS adoption literature and provides a
starting point for further quantitative and qualitative adoption research. From a practical
point of view, cities initiating a smart city program can compare their planned activities
with the different approaches and drivers identified in this paper, to possibly re-consider
their way of action. Providing a method for the identification of use cases for smart
services is planned as a next step in our research agenda. The corresponding design-
oriented approach will benefit from the insights gained in this study.

We are sensible that our study faces limitations which should be addressed in future
research: A possible restriction may result from the point in time of observation. We
investigated how smart city initiatives start to adopt new technologies. During our
research we have observed that the approaches of cities change over time and can
coexist as the initiative progresses. A longitudinal study could help to describe and
understand these changes.

Our identified approaches also open the door for further research: On the one hand,
a detailed analysis of the processes within the different approaches could help to
provide smart cities a suitable method for the successful identification, evaluation and
adoption of smart services. On the other hand, the choice of approach and the impact on
the success of smart service implementation could be investigated in order to provide
recommendations for practitioners on what approach they should take.
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Abstract. Nowadays, workload is constantly growing and competition brings
pressure on employers and employees. In addition, more and more people have
mental challenges. Meanwhile digital health apps become more and more a
trend. However, it is a complex task to set up an application for described
problems. The purpose of this paper is to analyze various perspectives for
requirements in digital Workplace Health Promotion (dWHP). We analyze
findings that consider requirements of dWHP based on expert interviews and a
literature review. This contribution summarizes categories of requirements.
Moreover, these categories are compared with two existing dWHP apps and
their feature areas. The comparison of requirements regarding reviews, inter-
views and functions of existing dWHP apps show similarities but also differ-
ences. Finally, these aspects are considered intensely and investigated for dWHP
from three perspectives. The results imply a need for future research on sus-
tainable use of dWHP and provide guidance for important content-related
components.

Keywords: digital Workplace Health Promotion (dWHP) � mHealth �
Expert interviews � Comparison � Literature review � Requirements

1 Motivation and Relevance

High workload and stress are gaining importance in daily life. In Germany, physical
illness has risen from 2% to 16.6% over the past 40 years [1]. Also, the cost of mental
illnesses is € 44.4 bn. per year in 2017 [2].

Mental illnesses are also the most common cause of early retirement. The retire-
ment age is rising, however the average age for early retirement is 48.3 years [1].

Moreover, due to the global competition employees’ and employers’ requirements
increase and force them to protect and promote health [3]. Governments are also
obliged to develop laws that protect and promote the health of employees. Volume V of
the German Social Insurance Code (SGB V) § 20 requires health insurers to commit
themselves to health issues and prevention [4].
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In addition, the future of work is characterized by an aging workforce. Fraun-
hofer IAO have been researching socio-demographic change for more than 15 years.
They identified health promotion as a challenge for especially medium-sized compa-
nies remote from attractive metropolitan regions. Those have also difficulties recruiting
qualified young employees. In Germany, the number of people within the working age
will drop from currently 50 million to about 44 million in 2030. Flexible working
models and mobile use of digital technologies, on one hand, and higher health ori-
entation among managers and organizations on the other hand, will be two key factors
for keeping up the competition and employee satisfaction.

An increase in flexible forms of work and employment, with positive health ben-
efits is fundamentally associated with digitization. However, the latter produces also
new burdens for stakeholders and social insurances by affecting mental and social
working conditions. Moreover, new workload and resource constellations arise. The
demands on individual self-responsibility and self-control increase significantly [5].

Meanwhile using smartphones and digitization is an integral part of the organiza-
tion’s workflow and processes. German TK, health insuring appr. 10 million Germans
reports over 400.000 Health apps already existing on the market. Over 60% of the
respondents are willing to use one [6].

The goal of this contribution is to support Workplace Health Promotion
(WHP) with digital aspects. WHP follows a holistic approach that includes not only
typical health promotion actions, but also aims at improving

• the management and corporate culture,
• the working environment,
• the compatibility of private life and work, and
• age-appropriate work [7].

Moreover, the conscious control and integration of all operational processes targeting
maintenance and promotion of employees’ health and wellbeing. Applications on
desktops and notebooks not only allow the retrieval of data and information but also the
acquisition of new data, evaluation of data and further processing. While offline
solutions dominated in the past, the trend is towards mobile applications and use of
storage options via the Internet. In addition, an interaction with other users gains value
[8]. The combination and fulfillment of all those criteria is a big challenge for the
creation of an application. Therefore, it is essential to know requirements for a sus-
tainable and stable WHP application.

This article is structured as follows. In a first step, we describe related works
partially focusing this topic (Sect. 2). After the methodological part (Sect. 3) we then
systematically construct a data model based on requirements. After presenting the
content and results from an empirical investigation, we point out important require-
ments in a discussion (Sect. 5) and conclude with areas for future research (Sect. 6).
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2 Related Works

The review of Dehkordi et al. [9] represents a large literature research on the subject
dWHP. The evaluation of this review will be considered in this contribution. However,
this search has been expanded with terms of requirement and requirement engineering
in important database such as Google Scholar. The detailed description can be find in
(Sect. 4.2).

• CHM = Corporate health management
• CHP = Corporate health promotion
• COHP = Company health promotion
• OHP = Occupational health promotion
• WHM = Workplace health management
• WHP = Workplace health promotion

Most reviews related to this topic highlight extending work requirements into
employees’ private lives [10] and how to. “However, the “reasonable design”
requirement is not a strict one” and no testing cases exist for these requirements [10].
There are reviews pointing out the organizational requirements and communication
difficulties [11]. A lack of resources, no fit between intervention and or lack of man-
agerial support [11, 12]. Moreover, there are researches for requirements describing
only the aspects of data security [13].

Other meta-analyses emphasize the studies on creating technical sensors and based
on a framework to derive requirement for a case study [14]. A review designed to
convey a particular message and objective to promote a healthy environment for certain
challenges in motivation category.

TK insurance also investigate the aspects and the trend of dWHP. In this review
called #whatsnext trend study 9 of 10 interviewed identify leadership as a key for
dWHP [15].

However, no review could be found addressing the combination of the afore-
mentioned topics of interest.

3 Methodological Considerations

We have developed the model in a systematic, stepwise approach using established
requirements. These requirements were elicited from literature (RS = Requirement
State of the art), from survey among practitioners (RI = Requirement Interview), and
by investigating two prototypical systems (RA = Requirement existing app) already on
the market. Requirements elicitation for RS was part of our previous work [9]. First,
requirements are extracted from the three sources (RS, RI, RA). Subsequently, these
requirements are merged into categories representing the intersection of needs for
digital Workplace Health Promotion. Figure 1 provides an overview of each step of the
research process. In the next stage we are going to describe this in more detail.
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3.1 Elaboration of Requirements from Interview with Experts (RI)

The requirements have been derived based on experts’ interviews. Overall, the ques-
tionnaire has been answered by 12 people. Seven of the participants are experts spe-
cialized on WHP topic in their companies. Five of the participants are general experts
in WHP organizations or statutory health insurers (Fig. 2).

The questionnaires were compiled from the literature and iterative review of the
questions. An empirical research is developing with the help of qualitative research.
For the evaluation of the questionnaire, we followed a qualitative content analysis: as
theoretical foundation, basic procedures were used according to Mayring [16].

In the results section, the experts are labeled (from A–M) and their statements are
numbered (for example 1–100). This type of representation gives a clear and com-
prehensible overview of results. This method, the standardized questionnaires and the
obtained results are described closer in Gebhardt et al. [17]. For developing the cate-
gories, most answered questions’ responses were taken. The expert lists the questions
as important. The statements were grouped and prioritized according to the amount and
repetition of experts’ replies. The questionnaire provides the basis for the creation of
the categories. Two questionnaires were defined. On the one hand the focus was on
experts from the companies. On the other hand, the general experts from public health,
WHP institutions and insurance were questioned. Both questionnaires contain ques-
tions about communication, information, motivation and app features [17]. However,
the questions alone are not enough, the answers of the experts confirmed our selection
and helped to limit the number of categories. Four of five categories were established
from requirements from interviewed experts:

• Memory,
• Information,

Fig. 1. Overview of the research process

Fig. 2. Overview experts
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• Communication,
• Motivation.

For a more detailed description see Sect. 4.1.

3.2 Elaboration of Requirements from State of the Art
and Literature (RS)

Requirements from literature have been elicited by reviewing related works found in
the databases Scopus, Aisel, Googlescolar, SpringerLink, Ebscohost (incl. Information
Systems Journal, Information Systems Research, Journal of the Association for
Information Systems, Journal of Information Technology, Journal of Management
Information Systems, MIS Quarterly). Here “it is necessary to consider the relevant
literature by combining the aforementioned keywords with IT terms such as applica-
tion, app, or smartphone” and the topic requirement. The described keywords were also
used in Dehkordi et al. [9]. New is the fact of combination with the term requirement
(Sect. 2).

In addition, more databases have to be explored: Pubmed, IEEE Xplore, ISI Web of
Science, Medline, ACM Digital Library (Association for Computing Machinery),
Journal of the Association for Information Systems (AIS) and ScienceDirect (Journal of
Strategic Information Systems) thus ensuring also coverage of the AIS senior scholar’s
journal basket. The result of this review and its method is described more detailed in
IT-Support in Workplace Health Promotion: Mobile Apps on the Rise [9].

We examined our findings for comparison reasons. Further we created categories
[18] and within them categories to identify similarities [9]. Furthermore there is an
overview of the category names after reviewing all finding of the state of art [9] a new
category called notification was added to the category list. The Category memory
represents different kinds of reminders and user control of those reminder functions.
The category information provision describes how the information can excess and
delivered to users. The category special features is about the content of the app
functions and provides all messages the users and the experts see as a feature for an
application. The category notification might be similar to the “memory” categories at
first view, but this section is considered more as warning and reinforcement of
reminder. These reminders have an alarm function and are used for example for fol-
lowing situation: The course has already begun, and the participant is not absent, but
has also not canceled this session. He is going to notify with a loud tone, in case he
forgot to come to the course. In the category communication we investigate what role
communication tools will play in companies if the networking of employees proves
important. The category motivation describes which functions could motivate the
employees and if a motivation feature is essential for an application.

• Category names Overview:
– Memory
– Information provision
– Special features
– Notification
– Communication
– Motivation
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3.3 Elaboration of Requirements from Existing Apps (RA)

In the next step, after creation of the categories, we search for examples from practice:
Digital WHP examples already used on the market. The first providers could be found
in the corporate Health Convention fair in Stuttgart on 9th–10th of April in 2019 [19].
Moreover a sample selection resulted from a search in Googleplay and Apple’s
Appstore. With the term WHP we revealed 20 corresponding providers. In order to find
out which of these apps should be taken into consideration as an example, the number
of downloads and the rating in each store were considered. This method helps to have a
precise selection process and to pick out an established app. Some of these apps have
already been featured in the press (newspapers, journals, etc.). They were partly
nominated for various awards such as i-award or startup awards. A request for coop-
eration has been sent out to these companies. There were six participants ready to
collaborate with us. A part of those wants to remain anonymous for privacy reasons.
For the evaluation, questions were shaped to expose the categories. In section below
there are examples for examining app features by means of designing questions for
category information. These questions help to investigate all apps equally.

• Is the information flexible available to the participants?
• Can the participant retrieve information about relaxation techniques?

4 Content and Results from Empirical Investigation

In this section we present all requirements identified: Those are first considered indi-
vidually, subsequently there is an overall rating across all requirements. Here we
answer the question which features for a dWHP can be significant.

4.1 Requirements Form the Expert Interviews (RI)

In this section, there is a listing that more accurately categorizes requirements of the
expert. One of the most mentioned requirements is the sending of the reminders.
Experts would like to turn the notifications on or off themselves. Being informed too
often leads to ignore the reminder and get annoyed of it. They want to have control
over the messages themselves. Moreover, a reminder should exist which announces the
courses. For instance: “your back fit- Course starts in 15 min.” Other experts have the
requirement to use this application from everywhere, such as home office, car or other
corporate locations (Table 1).

In category information, for experts it is central to get the information as concisely
and precisely as possible, too. This information should be brief but correct and well
documented. Another recommendation is to offer alternatives in different prevention
fields such as body exercises, nutrition, stress management, addiction. It should provide
recommendations for the user which field of prevention they should consider more. An
example: The user would like to eat a chocolate croissant, here the app should offer a
healthy alternative.
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Table 1. Requirements form the expert interviews (RI)

Category name: memory Expert statement
The app should provide adjustable reminders B84, A101, D100, D112, I47,

L30, L41, M48
The app should announce the actions D102
Category name: information provision
The information should be accessible from everywhere B83
The app should be flexible in working hours and the information
could combine working space and the app

C41, A35, M33

The information should also be provided via desktop connection B98
The information should be well prepared E101, E54, I44, L32, L60
The app should provide courses should be offered digitally in
different languages.

G29

Category name: special features

The app must provide features such as active break, methods for
stress management

E95, G44, M46

The app should provide exercises for Progressive muscle
relaxation, eye relaxation

H60, J42

The app must provide a drinking control app H68, L47, M51
The app could provide general E- Learning functions L37
The app could provide setting up a workplace ergonomically L33
The app could provide filter offers by location G39
Category name: notification (alert)
The app could provide a pay-attention function
Example: a ringing function for a course start

L52

Category name: communication
The communication should be multichannel (Omni) A67
The app should offer alternatives for the healthy handling in the
prevention fields

A113

The app should support healthy leadership B11, C44, D85-D87
The app should provide more communication about existing
courses and a help feature to choose the right course

B72, E82

The app could create a networking process for employees in a
company

B74, C54

Category name: motivation
The app should provide feedback function D110, D123-D124, H62, K31
The app should provide push notifications C61
The app should provide collection of credit points for specific
course and functions

A110

The app must provide gamification aspects C54, H64
The app should provide monetary/non-monetary reward E115
The app must provide anonymized Challenges A110, C68, D127, E115, J42
The app should provide anonymized Challenges with fitness
trackers

E88, K31, L52

The app should strengthen of group dynamics B75, M53
The app should provide collecting points E115
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Some experts do not only see the benefit for the user moreover provide a tool for
successful leadership. Overall, this is a profit for both the employer and the employee.
The leadership is supported in strategic question und healthy management of the
employees.

The experts point to the motivation category and contribute this area also a high
priority for requirement in an application. Many experts are of the opinion that building
a network also increases the motivation. For network processes it is interesting to know
which individual performs what task in the company or in which region. Moreover,
Expert C sees the potential in an app in networking between the employees. For
example: Which courses are offered online and who is participating. This fact
strengthens the group’s dynamics.

4.2 Requirements from State of Art (RS)

In this part, we will evaluate the already existing state of art paper [9] and find out
requirements in this review. Furthermore, the most important requirements are sum-
marized and explained in the following section (Table 2).

The results of the review confirm that the focus of the applications is on category
information and motivation. The review of Aneni et al. [22] is about 29 different studies
about physical activity’s outcome and therefore plays an important role in our evalu-
ation. The applications are using “email support for […] motivational messages, and
social networking” [22]. Some application offers dietary logs with 7 individualized
emails with feedback sheets. Moreover, an application IG is an interventions plus self-
monitoring with e-diary and has an online access to therapists. For the information part,
there are weekly emails with weight loss lessons.

Table 2. Requirements from State of Art (RS)

Category name: information Which paper
The information should be well prepared Paper [20]
Category name: special features
The app must provide features for stress level Paper [21]
The app must provide additional Emails for information spreading Paper [22]
Category name: notification
The app must provide e-mail as an alert function Paper [22]
Category name: communication Which paper
The app could create a networking process for employees in a company Paper [22]
Category name: motivation
The app should provide feedback function Paper [23, 24]
The app must provide anonymized Challenges Paper [21]
The app should provide anonymized Challenges with fitness trackers Paper [21]
The app should provide motivational notifications Paper [22]
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Furthermore, in an application for smoking cessation with personalized assess-
ments, an e-mail support with motivational information is existing. This application has
the ability to send out emails to the mailing list as a notification and in case of alert.

In Guertler et al.’s review is investigated “how the use of a smartphone app may be
helpful in increasing engagement with the intervention and in decreasing nonusage
attrition” [21]. For a challenge, a software has been implemented on a web-based
version, an application on smartphones and a fitness device for the execution of 10,000
steps. This survey shows that the motivation of the users grown.

Dunkl et al. investigate the behavior of the leadership and the results show that
young professional were the most users consuming the feedback functions in dWHP
[24].

4.3 Requirements from Existing Apps (RA)

In this part, the categories were compared to existing apps. The requirements were
found based on the company’s information on the website. We search for the word
WHP on internet, GooglePlay and app store. The providers are still working on a test
version for our research. Therefore, we evaluated the available information. Table 3
lists companies and their corresponding apps.

Table 3. Requirements from existing apps (RA)

Company’s name Name of the dWHP

SMOVER SMOVER
BeLabs UG BEVIGO
Windhund GmbH Windhund Workplace
eTherapists GmbH HUMANOO
Profession Fit BGF GmbH PROFESSION FIT
Blacksquared GmbH Changers CO2 Fit
Vitaliberty GmbH Digital Health Guide
go4 health GmbH go4h-framework
Motio GmbH – Management personeller Ressourcen Digi-Care
Team Gesundheit Gesellschaft für
Gesundheitsmanagement GmbH

Team Gesundheit

Machtfit GmbH machtfit
Healthclapp Healthclapp
IKK gesund plus IKK impuls Werkstatt
MediExpert The Cube
Epripay GmbH Vitalticket

Aktivticket
Fit im job AG myChange
SHENTI SPORTS Group GmbH FITMIT5
Monsenso ApS Monsenso
Mindance GmbH Mindance
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Two well-reputed apps are Windhund Workplace [25] and Changers CO2 Fit [26].
The Changers CO2 Fit is an application for creating challenges for participating in
health actions. The company starts with their own teams. “Award bonus points for
kilometers traveled on foot and by bike and for participating in health activities.” It
offers also social commitment by connecting the employees’ participation with indi-
vidual donation projects or tree planting. In the app store, this app had an average rating
of (4.1/5) with 168 reviews and over 10.000 downloads in google play. Changers CO2
Fit is a great example for the category of motivation for anonymized challenges also
with fitness tracker and category information for topic networking.

The Windhund Workplace app has over 500 downloads in google play. The Health
topics are explained to the employee by means of modules which take from a few days
up to 2 weeks. The end user receives “content snacks” on the corresponding topics such
as interaction about 5 min per day, modules are gradually released, each employee
receives a black roll massage ball to perform the various exercises.

In Windhund Workplace, messages can be switched off. According to the provider,
individual push messages can be created. Also, Changer CO2 fit app reminders can be
turned off, just as examples from category memory.

Both apps do not need any certain OS. The apps are available for smartphone and
tablet, as well as via the web platform. Both apps provide features for breathing
techniques. Changers’s CO2 Fit exists in 10 different languages which helps an
international company to use this app in different corporate locations.

4.4 Combination of the Requirements

In this section, the sources are merged to create a complete picture of requirements. In
the Table 4 we summarized the most important categories and requirements form
experts (RI) and state of the art (RA). One of the similarities is in the category
information provision. Five experts have the opinion, that the information should be
well prepared. The information should be short, compact and clearly visible writes also
Umanodan et al. in his research.

Observing all the research process, the motivation category is already seen as a
necessary category by these three elaborated requirement fields. Furthermore, this
category is also well used in Changers CO2 Fit, in Guertler et al.’s review and also by
the experts D, H and K. Additionally, providing a feedback function and use an
anonymized challenge for motivate the employees are mentioned by eight different
experts and three different apps which were investigated in state of art.

Moreover, both investigating apps provide gamification aspects, for example,
challenges or reaching certain milestones. Moreover, Changer CO2 fit describes the
reward in the form of planting real trees.

The integration of management in a dWHP was considered as important by three
experts. First, the leaders have a role model function so their motivation is automati-
cally a motivation for the employees and make dWHP more attractive. Second, a
feature of the dWHP should train leaders to be result-oriented, inspiring and healthy.
This requirement could not be found in RA and RS.
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In conclusion, expert L assumes the category notification helps the users with
repetitive reminder and alert for attentiveness functions. For RA and RS in comparison,
there is no clear demarcation between category memory and category notification.

5 Discussion

As mentioned above, all three resources focus on category motivation. Although the
experts consider this topic as very important, the reminders should be adjustable and
individual for every users and shouldn’t be excessive. The users are not allowed to be
stressed or annoyed by the reminders of the application.

Furthermore, certain requirements which are needed by the management. One of
characteristics of this app could be a number of sick days of all the employees and the
value of this app to decrease these sick days. However, in a dWHP the leadership needs
a consolidation of all important information which have a sustained effect. The man-
agement level needs compact statistics for prediction a trend. Moreover, it also needs a
view to anticipating negative developments in the company and suggestions to coun-
teracting them. However, the topic data privacy should be considered strongly for the
employees. Additionally, information flow helps to identify which actions are currently
being offered and for what actions a high demand is expected.

Generally speaking, the information should be well prepared not only by provision
the information but also by content of the information. The content should be well
investigated and scientifically proven. This aspect was also seen as important
requirement by one expert.

Nevertheless, it exists a lack of requirements in these categories. In the category
information experts expect actions for the employees working in home office, on the
road or at certain flexible workplaces. Both the state of the art and existing apps

Table 4. Merge of the Requirements form experts (RI) and state of the art (RA)

Category name: information provision Combination of RI and RA
The information should be well prepared E101, E54, I44, L32, L60,

Paper [20]
Category name: special features
The app must provide features such as active break,
methods for stress management

E95, G44, M46, Paper [21]

Category name: communication
The app could create a networking process for employees
in a company

B74, C54, Paper [22]

Category name: motivation
The app should provide feedback function D110, D123-D124, H62, K31,

Paper [23, 24]
The app must provide anonymized challenges Paper [21]
The app should provide anonymized challenges with
fitness trackers

A110, C68, D127, E115, J42,
Paper [21]
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evaluations represent no special features for employees working in home office. Fur-
thermore, it is not clear what offers and actions they can use specifically in this work
period. Moreover, a critical aspect is the availability of an application. For employees
with flexible workspace the information should be existing from anyplace. In category
communication, experts propose a “finding alternative” feature. The app should also be
able to respond to spontaneous requests - a requirement example from Interview
partner A: “He’s in a hurry in the lunch break and has to eat at Mc Donald. The user
should be offered alternatives where he can eat fast but still healthier. Moreover, a low
calorie alternative should be suggested.”

6 Conclusion and Fields for Future Research

Meanwhile, dWHP provides a great potential for the companies. Nevertheless, the
phenomenon in companies is not trivial compared to health apps of end users. A health
app is for the end user easy to install on your smartphone or tablet. A health app in a
company certainly has complex conditions. Although requirements are deeply inves-
tigating form different perspectives, however, we should also consider a certain
semantic bias because of the limitations in searching the literature in terms of filters,
more experts could be interviewed by the research team. A limitation for this work is
also the unavailable and less complete information from the existing apps. A demo or a
test version could help us to analyze the app not only based on screenshot and the
information on the internet. Moreover, the apps modify the features rapidly. Therefore,
it is possible, that the apps may have changed and also the mentioned results. More-
over, there are recommendations for future research: As next steps we will investigate
if the elaboration of the requirements is applicable internationally and feasible for all
involved participants. We will also clarify if the requirements match for employees of
all ages and company sizes.

Regarding to the cluster information provision and the futures research it is
essential to have a stable system and guarantee reachability of information from
everywhere. All the apps let the users having access from different system type such as
app or web-based system. Only two apps don’t offer the information form different
channels. In this case, a correct mix for distribution of information on fitness tracker,
app, web-based system should be considered.

In this contribution we investigate dWHP requirements from different perspectives.
We discover gaps and similarities of these three perspectives (RI, RS and RA). On the
one hand, this paper helps developers to understand the needs of the dWHP better. On
the other hand, this research should help the experts to see which apps already exits and
which dWHP were investigate by the literature. We have to explore if the aforemen-
tioned components are sufficient and whether the existing apps and the described
components are accepted by users. Moreover, in the conclusion the focus is on German
dWHP apps in the future also international apps will be considered.

Finally, information provision and exploring the requirements regarding to dWHP
in different branches will also be subject of future research. According to statistics,
there are 16 work branches exists [27]. After overviewing, the requirements can be
transferred to all this branches. However, for certain actions and special features such
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as eLearning programs or setting up a workplace ergonomically, it is necessary to
create requirements for each branch and answer the question how far these require-
ments are sufficient for a dWHP system.
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Abstract. The main goal of research was to investigate to what extent com-
puter science students are familiar with blockchain technology (BC). The survey
was conducted among the students of Cracow universities. In order to analyze
deeply the results of the survey, indicators of the knowledge factor and the usage
factor were developed to assess knowledge and usage of BC respectively. The
main findings point out to the popular internet portals and conversations with
other people as the main sources of information on BC for students. Students are
less likely to obtain their information from university classes and lectures,
television, radio, and other media. The percentage of active BC users almost
doubles the percentage of respondents having specialized knowledge, therefore
the relationship between knowledge and usage of BC is rather weak. Traditional
banking and trade are the most frequently indicated areas of BC applications by
the respondents. The conducted research also shows that BC may be perceived
as a tool for social/technology evolution and revolution. The survey results have
important implications for universities as they confirm that university curricula
are not updated sufficiently quickly to keep up with the emerging technologies.

Keywords: Blockchain � Emerging technology � Education

1 Introduction

In 2008 Nakamoto [13] presented the concept of digital blocks connected into chains
that might facilitate on-line payments in peer-to-peer networks, currently known as
blockchain technology (BC). Blockchain is most commonly associated with digital
cryptocurrencies. However, this technology has limitless possibilities of applications,
as Casino et al. [3] described in their recent systematic literature review, that apart from
financial applications include governance, education, privacy and security, business
and industry, data management, integrity verification, and the Internet of Things.
Despite the still growing interest of researchers that investigate the perspective appli-
cations of BC, the factual uptake of this technology is still low. According to Gartner
report [7] only 1% of companies have adopted BC and 8% of companies are planning
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to implement some kind of blockchain based solutions in the immediate future.
Besides, about one fifth of companies noticed that BC implementation requires new
skills that are currently scarce among IT professionals. In view of the growing research
interest in BC, a still low level of the uptake of this technology, and the arising need of
IT specialists with the new type of skills, we became interested in the way information
about emerging technologies is spreading among future IT professionals and how they
absorb these technologies.

While there is a lot of publications that tackle different aspects of BC usage [3, 8,
19] there is a research gap concerning the perception of this technology by potential
users, especially by technical students who are entering the professional world and will
be responsible for developing solutions based on this technology. This was the main
motivation for undertaking the current study, in which the main goal is to investigate
the awareness of BC among computer science students. In particular, we would like to
answer the following research questions:

(1) What are the main sources of knowledge for students of the blockchain
technology?

(2) Are there any relationships between knowledge and usage of the blockchain
technology?

(3) What areas of blockchain technology usage (other than cryptocurrencies) are
students familiar with?

(4) What are the students’ expectations concerning blockchain technology?

In order to answer the research questions, we developed a pilot survey that was
distributed among students of Cracow universities. The analysis of the results provides
useful implications for universities on how students embrace emerging technologies,
although it should be noted that the results ought to be generalized with caution taking
into account the preliminary nature of the research.

The manuscript is organized as follows. The next section presents research back-
ground followed by a description of the research method. Then the results of the survey
are presented together with their analysis, discussion, and implications. Summary of the
research is provided in Conclusion section.

2 Research Background

Blockchain belongs to “an emerging digital technology that combines cryptography,
data management, networking, and incentive mechanisms to support the checking,
execution, and recording of transactions between parties” [18, p. 3]. It can be perceived
as a distributed digital ledger allowing only appending new transactions. A transaction
is stored in the form of a timestamp block that is linked to the previous block in the
ledger. To prevent changes in the blocks already present in the ledger, a block keeps
information about its predecessor in the form of cryptographic hashes [18].

It should be noted that blockchain enables conducting transactions in a peer-to peer
network without the necessity of involving a third party (the validator of the transac-
tion) [6]. The transaction validation (that manifests itself in adding new transaction
blocks to the chain) is performed using so called consensus mechanisms [3], e.g.:
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• Proof-of-Work (PoW) – involves performing by an entity to be verified (prover)
some computational operations, results of which might be easily checked by the
verification entity (verifier) [11]. This mechanism is used for mining cryptocur-
rencies, e.g. Bitcoin,

• Proof-of-Stake (PoS) – in the context of cryptocurrencies it is based on the concept
of coin age [12] or stakeholder wealth [18]. It requires much less computational
power than PoW,

• Proof of Elapsed Time (PoET) – a random number generated by a node (i.e. “any
entity that connects to the blockchain” [3, p. 56]) determines when a node can add a
new block [4, 10]. Similarly to PoS, it requires less computational power than PoW
and is fair in terms of facilitating the concept proposed by Nakamoto “one-CPU-
one-vote” [13, p. 3].

Blockchain networks might be categorised into [2, 3, 19]:

• public – decentralized, permissionless, anyone can read, send transactions, and take
part in a consensus process (an open network of nodes [18]). Examples: most
cryptocurrencies including Bitcoin, Ethereum, Litecoin, Ripple [5, 13],

• consortium (federated) – partially decentralised, the right to read is public or
restricted to participants, “the consensus process is controlled by a pre-selected set
of nodes” [2]. Examples: industry and banking sectors [14],

• private – centralised, the right to read is public or restricted, transactions restricted
to one organisation. Examples: databases.

The blockchain properties that are vital for its prospective applications include [19]:
decentralization, persistency, anonymity and auditability. These are the key drivers in
refining/updating/facilitating the idea of smart contracts proposed by Szabo in 1997
[16], i.e. automatic execution of contracts that by using BC can greatly reduce costs and
time of transactions [6].

3 Research Method

The study was based on primary data of quantitative and qualitative nature. The
research-based survey was conducted with the use of G Suit Google Cloud package
which provides CSAQ (Computerized Self-Administered Questionnaire) functionality.
The survey contained questions which represented a mix of closed-ended (including
multiple-choice) and open-ended items. The open-ended questions gave the respon-
dents an ability to express their competency or subject knowledge in the absence of a
relevant answer. The collected answers from open-ended questions where the subject of
qualitative analysis, while the rest were analyzed quantitatively. The survey questions
relevant to the current study are presented in Appendix A.

The process of the survey development involved inputs from three external experts,
who were asked to review a draft questionnaire prior to its distribution. Their feedback
was essential in constructing the final version of the questionnaire and contributed to
the overall accuracy, consistency and comprehensiveness of the research tool.

32 D. Dymek et al.



The answers were collected among the students of computer science majors at
Cracow universities. The respondents represented various years of studies. The choice
of respondents was subject to the main goal of the research which was to diagnose the
awareness of new technology among computer science students. The survey was open
for ten calendar days in April and May, 2019. Since the answers were collected
electronically via a web-based application, the respondents were not limited to a
specific time or space to provide their answers.

The starting point for the data analysis was to define the main criteria for the
distribution of respondents in relation to BC. We developed two indicators:

• knowledge factor (KF) that captures respondents’ technological knowledge con-
nected with BC,

• usage factor (UF) that captures the use of BC solutions by respondents.

The knowledge factor was based on the answers to questions 3, 4 and 5 (see
Appendix A). Question 3 answers were scored from 0 to 11 points, one point for every
proper answer, question 4 answers were scored from 0 to 6 points, one point for
knowing the consensus method and two points for being familiar with its mechanism,
and question 5 answers were scored from minus two to plus four, the lowest value
assigned to the worst answer, the highest to the best answer. The weighted sum of
points obtained from questions 3, 4, 5 was calculated; the weight being one with an
exception to question 3 to which the weight three was assigned because it was the most
complex question. Finally, the achieved result was normalized and expressed as a
percentage of the maximum value (i.e. 21). Based on the value of KF, the following
three levels of the technological knowledge of the respondents were distinguished:

• low (L) indicating poor knowledge of BC (KF < 30%),
• medium (M) indicating an occasional/random knowledge of BC

(30% � KF < 50%),
• high (H) level indicating good knowledge and understanding of the technological

aspects of BC (KF � 50%).

The usage factor was assessed on the basis of the first item in the questionnaire.
Since the most widespread and popular use of BC are cryptocurrencies, it was assumed
that knowledge of particular cryptocurrencies, and in particular their use can be the
basis for determining UF. UF was calculated as a normalized value of the sum of the
points achieved by respondents (one point for knowing the listed cryptocurrency, two
points for its usage, and additional two points for pointing out other cryptocurrencies)
and expressed as a percentage of the maximum points available to achieve, i.e. eight.
Based on the value of the UF, three groups of respondents were distinguished:

• low usage (L) covering respondents who have not had contact with cryptocurrencies
(UF < 30%),

• medium usage (M) comprising respondents whose contact with cryptocurrencies is
sporadic or narrowed to practically one cryptocurrency (30% � UF < 50%),

• high usage (H) which includes respondents actively using cryptocurrencies
(UF � 50%).
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In order to provide deep answers to the research questions we analyzed respon-
dents’ answers to their source of BC knowledge, known areas of applications, and
expectations towards BC in relation to the level of their knowledge and usage factors.

4 Results

4.1 Respondents’ Characteristics

The survey was directed to approximately 600 randomly selected students of Cracow
universities, the majority of which studied at the authors’ home university – the Cracow
University of Economics. 98 students provided answers to the questionnaire items,
which resulted in a 16% response rate. Due to the online form of the survey the
participation in the survey was voluntary. Table 1 presents the respondents’ structure.
The vast majority of respondents were male; more than half of respondents study part-
time; the majority of respondents are taking part in undergraduate majors.

Table 2 shows the distribution of respondents accordingly to knowledge and usage
factors. The highest percentage of respondents has low or medium level of BC
knowledge. As far as usage factor is concerned, it is worth paying attention to the high
percentage of active users (H), which does not differ much from the percentage of
respondents who do not use cryptocurrencies (L).

Table 1. Respondents’ structure.

Variable No. %

Gender
Female 15 15%
Male 83 85%
Form of study
Full-time 26 27%
Part-time 72 73%
Type of studies
Undergraduate 61 62%
Postgraduate 37 38%

Table 2. Distribution of respondents according to knowledge and usage factors [%].

Factors L M H

Knowledge factor (KF) 39 37 24
Usage factor (UF) 48 10 42

Note: L, M, H – low, medium, high
levels of factors.
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4.2 Sources of Knowledge

The distribution of respondents accordingly to sources of BC knowledge is presented in
Table 3. In the column ‘Total’, the percentage of all the respondents who marked
a source of knowledge in their answers is provided (multiple choice was possible)
whereas the other columns present the percentage of respondents from groups L, M, H
that indicated the listed source of knowledge.

It is worth noting that direct interpersonal contacts (conversations with other
people) are an equally important source of knowledge for all groups of respondents.
What is noticeable, only 10% of all students marked university classes and lectures as a
source of BC knowledge. At the same time, according to the criterion of KF, people
with little or medium knowledge about technological aspects of BC derive their
knowledge mainly from popular internet portals, while for people with high knowledge
the main source of knowledge are specialized industry websites.

Taking into account the criterion of UF, it is worth noting that students that use
cryptocurrencies (UF = H) much more often use specialized websites than other stu-
dents, although they use popular websites as the source of knowledge with similar
frequency to other groups of respondents. In addition, respondents that belong to high
usage groups are less likely than students from other groups to use scientific sources or
acquire knowledge from university courses, which would indicate their lower interest
in theoretical or technological aspects of BC technology.

4.3 Relationships Between Knowledge and Usage

The distribution of respondents accordingly to KF and UF is presented in Table 4. The
numbers in the table represent the percentage of all respondents that belong to each
category.

Table 3. Knowledge sources [%].

Knowledge source Total Knowledge factor Usage factor

L M H L M H

Popular Internet portals 66 74 72 46 64 70 68

Television, radio or other media 8 11 11 0 13 0 5

Specialized industry-specific Internet sites 47 29 56 63 38 20 63

Papers and scientific briefings 44 37 50 46 43 80 37

University classes and lectures 10 11 14 4 17 20 0

Conversations with other people 59 63 56 58 66 80 46

Other 5 0 0 21 2 0 10

Note: L, M, H – low, medium, high levels of factors.
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The results portrayed in Table 4 indicate that the respondents having low UF have
rather low or medium KF, whereas respondents with high UF are evenly distributed
among KF categories. The respondents with medium UF constitute only ten percent of
the examined population. As far as the KF is concerned the respondents with its low
level and low UF comprise the biggest group (21%). On the contrary, the group
characterized by high UF and KF represent 16% of the examined population. The
respondents with medium KF include approximately one third of the respondents’
population.

Treating the UF and KF indicators as measures on the nominal scale, the v2 test was
used to assess the relationships between them. Due to the number of observations with
UF belonging to the M category being less that the required number of observations
(minimum 5) [1, p. 179], in the analysis we omitted these observations. The results
indicate the existence of a weak relationship between knowledge of BC and the ten-
dency to use BC based solutions (for significance a = 0.05 and 2 degrees of freedom,
the border value of the v2 distribution is 5.99 whereas we obtained 8.06, with the
Cramér’s V equal to 0.3025).

4.4 Areas of Applications

Table 5 shows the distribution of students across the areas of possible BC applications
(other than cryptocurrencies).

Table 4. Respondents’ distribution according to knowledge
and usage factors [%].

Usage factor
L M H

Knowledge factor L 21 4 13
M 20 4 12
H 6 2 16

Table 5. Areas of applications pointed out by respondents accordingly to their knowledge
and usage factors [%].

Area of applications Total Knowledge factor Usage factor
L M H L M H

Traditional banking 52 39 56 67 49 30 61
Insurance 19 3 31 29 21 10 20
Healthcare 19 3 19 46 17 10 24
Administration 34 11 31 75 32 0 44
Logistics 29 13 31 50 30 30 27
Trade 59 68 61 42 60 60 59
Education 10 11 6 17 13 0 10
Public transportation 9 11 3 17 9 0 12
Other 8 5 8 13 9 30 2

Note: L, M, H – low, medium, high levels of factors.
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Almost 60% of respondents indicated Trade as an area of possible BC application.
However, respondents with high technological knowledge (KF = H) indicate this area
much less frequently. They also indicate other areas more frequently. This dependence
cannot be seen in the respondents’ distribution accordingly to UF.

4.5 Expectations Towards BC

To assess respondents’ expectations towards BC we developed a questionnaire item
(see Appendix A, no. 7), the goal of which was to get the respondents’ view concerning
possible paths of BC development. Students chose one of the three answers provided.

The first answer: “Public registers in various areas (administration, judiciary, sci-
ence, medicine) where high level of confidence is desired” is connected with existing
institutions implementing BC and as the result changes in society functioning. We
called this path Social Evolution.

The second answer: “Creating of new values (concepts), e.g. cryptocurrencies
which can have a revolutionary impact on the society” implies that BC will change
social relations in a revolutionary way. We called this path Social Revolution.

Finally, the third answer: “BC used as one of many available database technologies
utilized to solve specific problems in an innovative way” means that BC is reduced to
just another IT tool. We called this path Technological Evolution.

Students’ expectation towards BC’s future applications in relations to their KF and
UF are depicted in Figs. 1 and 2 respectively. Interestingly, respondents with a high
knowledge of BC (KF = H) perceive it primarily as a tool for Social Evolution,
whereas respondents with low knowledge (KF = L) see it as a tool of Social Revo-
lution. The analysis based on UF does not give such unambiguous results, although
also in this case, the expectations of the Social Revolution are lower in the group with
high usage factor (UF = H) than in the other two groups.

Note: L, M, H – low, medium, high levels of knowledge factor.

0%
10%
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40%
50%
60%
70%

L M H

Technological Evolution Social Evolution Social Revolution

Fig. 1. Expectations of respondents towards BC in relation to their knowledge factor.
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5 Analysis of Results and Discussion

The respondents’ population was dominated by males, but it is not surprising as
computer science belongs to a rather technical domain, and women’s representation in
this domain is still low [15, 17].

It is noticeable that the percentage of active users of BC is almost double the
percentage of students with high technological knowledge, which means that ready-to-
use solutions based on BC might be comparatively easy to use. The polarization is
visible in respondents in relation to their BC usage; two groups dominate: non-users
and those who intensively use cryptocurrencies. A relatively small percentage of
respondents in the medium level of usage may result from the fact that it includes
people who are either just starting to use cryptocurrencies or have given up usage after
a brief contact. However, the approximately uniform distribution of students accord-
ingly to their knowledge is noteworthy, with more than half of respondents interested in
BC. These findings indicate that BC in general attracts students’ attention.

The first research question concerns the sources of knowledge on BC. It is not
surprising than the vast majority of students indicated popular Internet portals as a
source of knowledge, at the same time diminishing the role of classic media (television,
radio, press). This finding complies with other research analysis concerning the young
generation [9]. However, it is surprising that despite the fact that BC has been present
in the IT professional environment for more than a decade, the percentage of students
who indicated formal education at university as a source of knowledge of this tech-
nology is rather low. This may be due to the fact that students of computer science,
starting their studies, might already have known the concept of BC from other sources.
Having some idea about BC (though not necessarily correct), they do not treat uni-
versity classes as the main source of knowledge on this subject and perceive it as an

  
Note: L, M, H – low, medium, high levels of usage factor. 
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Fig. 2. Expectations of respondents towards BC in relation to their usage factor.
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auxiliary source. Interestingly, specialized web-sites and scientific publications play a
very important role as a source of knowledge, especially within the group of students
with high level of BC knowledge.

As far as the relationships between knowledge and usage are concerned (research
question 2), the results show that within the group with high knowledge, a significant
majority (2/3) are also active cryptocurrency users. Similarly, more than half of stu-
dents with a low level of knowledge belong to the group of students who do not use
cryptocurrencies. The results of the statistical analysis imply that there is a weak
relationship between technological knowledge and the use of solutions based on a
given technology. The questions about the direction of the implication remain open, i.e.
whether the students with better knowledge of BC reach sooner for the solutions based
on cryptocurrencies, or whether the students using cryptocurrencies deepen their
knowledge about the technological aspects of the solutions used. These issues require
further investigation.

Interesting results appear when analyzing data on potential areas of usage indicated
by the respondents (research question 3). In the entire population, the most frequently
indicated areas of application are Traditional Banking and Trade. Since BC is com-
monly associated with cryptocurrencies, which play a similar (but not identical) role to
money, it means that this technology itself is still perceived through the prism of
cryptocurrencies, which seems quite natural. It is worth paying attention to the dis-
tribution of responses in relation to the knowledge factor. Within a group with low
level of knowledge factor, the two areas mentioned above have a dominant position
and constitute over 60% of the areas indicated by this group of respondents. However,
within the group with a high level of knowledge factor these areas account for slightly
more than 30% of all indicated areas, and the most often indicated area is Adminis-
tration. Besides, students with high level of BC knowledge point out a more diversified
range of BC applications than others. Thus, the results indicate that knowledge of
technological aspects facilitates understanding of the potential use of BC in other
applications. This result is in line with the common sense knowledge that people who
know more about a specific domain have broader horizons.

As far as students’ expectations towards BC are concerned (research question 4), it
can be noticed that the better knowledge of technological issues, the more restrained
the expectations regarding the effects of implementing this technology. Such a result
can be interpreted in two ways. On the one hand, one can assume that knowledge of the
details of technology affects the formation of more realistic expectations towards it, but
on the other hand, it can be explained that focusing on technological aspects may make
it difficult to see the innovative potential of this technology. This result (duality in the
educational process) should be taken into account when designing university curricula:
it should be ensured that the innovative aspects are ahead of the technological aspects.
In this approach, technological issues would complement students’ knowledge rather
than being the starting point for acquiring it.

Furthermore, it can be seen that people with greater technological knowledge tend
to perceive this technology as another tool that may result in evolutionary changes in
the society functioning rather than a revolutionary technology, which will change
socio-economic relations in a quick and significant way. This limitation of expectations
is reflected in the fact that with the increase in knowledge of technology, the knowledge
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of its limitations is also growing. In this context, it is worth referring to the previous
analysis of sources of knowledge, which shows that people who are less familiar with
technological aspects of BC are more likely to use popular internet portals that do not
always present balanced positions in many areas, often focusing only on the most
media-rich slogans. Hence, in this group the revolutionary changes caused by BC are
expected. The situation is different in the case of the usage factor criterion. Data
analysis based on this coefficient does not indicate significant differences between
groups. In each group, the most common occurrence is the expectation of a social
revolution, although even in the case of this coefficient, the most balanced distribution
of responses occurs in the high BC usage group.

6 Implications

On the basis of the conducted research the following implications might be drawn:

• BC is still largely perceived through the prism of cryptocurrencies and universities
should place more emphasis on other significant areas of BC applications that might
be important for the future society,

• when designing university curricula, special attention should be paid to introducing
the innovative aspects of new technology first and then moving on to technological
details. This order ensures that students will get a big picture first without narrowing
their perception of new technology just to technical issues,

• current university curricula do not catch up with changing technologies; they should
be adjusted more quickly to provide students with up-to-date professional knowl-
edge of emerging technologies; elaboration of methods for quick adjustment of
university curricula to the changing technological environment is needed,

• taking into account the relatively low level of knowledge of BC’s technological
aspects, students should consider putting more emphasis on a detailed under-
standing of the technological basis, forcing a deeper understanding of the tech-
nology itself and perhaps a revision of their previous views on the domain,

• students should appreciate more formal university education as the one that sets a
solid foundation for their further investigations of technologies.

7 Conclusion

The manuscript presents the results of a preliminary investigation into the perception of
blockchain technology by computer science students. The authors developed the survey
that was addressed to the students of Cracow universities. 98 students took part in the
survey, mainly from the Cracow University of Economics. The basics for the data
analysis were knowledge and usage factors calculated on the basis of students’
answers. The main findings of the survey are summarised below.

Firstly, the students’ main sources of BC knowledge are popular Internet portals,
interactions with other people and specialised, professional web sites, the latter used
mostly by students who represent the relatively high level of BC knowledge. Secondly,
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blockchain technology (especially cryptocurrencies) might be used without the tech-
nical knowledge. However, the interest in the technical issues might encourage the
usage. Thirdly, despite the vast range of possible applications of blockchain technol-
ogy, it is still perceived mostly in the context of cryptocurrencies and domains con-
nected with finance. Finally, the knowledge of technical issues influences the
perceptions of possible areas of applications, i.e. knowledge contributes to a more
careful consideration of usage.

The main limitation of the current study is the lack of respondents’ representa-
tiveness. We directed the questionnaire to the students of Cracow universities, however
the vast majority of respondents who submitted their answers were from the Cracow
University of Economics. Hence, the research might be perceived as local and the
generalization of its results should be made with caution. However, in our opinion the
research results and implications might be to some extent representative since Cracow
is a huge academic and business center, with headquarters of companies that operate
globally. Therefore, graduates of Cracow universities enter the global labor market and
their knowledge is to some extent representative of the population of computer science
graduates.

In future research we would like to extend our research to other universities, not
only in Cracow but also in other cities in Poland, and to conduct a comprehensive
analysis that would take into account other criteria (e.g. working/non-working students,
full time/part time students) and investigate deeply the relationships between knowl-
edge and usage of technology. Furthermore, we would like to analyze the content of the
courses taken by students in relation to their knowledge and usage factors. Besides, a
comparison of results with other studies concerning students’ awareness of technolo-
gies might also comprise a promising path for future research.

Acknowledgments. This research has been financed by the funds granted to the Faculty of
Management, Cracow University of Economics, Poland, within the subsidy for maintaining
research potential.

A. Appendix: Questionnaire (Translated into English)

1. Blockchain technology (BC) is most often associated with the concept of cryp-
tocurrency. Mark one of the following three options against each item: I do not
know; I know; I have used it.

Bitcoin; Ethereum; Ripple; Other (please specify)

2. Mark the main sources of information concerning blockchain technology.

Popular Internet portals; Television, radio or other media; Specialized industry-specific
Internet sites; Papers and scientific briefings; University classes and lectures; Conversations
with other people; Other (please specify)
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3. To what extent do the following sentences fit your perception of blockchain tech-
nology? Mark one of the following three options against each item: Not applicable
to BC; Applicable to BC but not crucial; Crucial for BC.

It is a distributed system; It is a database; It is a register that resembles an accounting book;
Used for cryptocurrency transaction processing; Thanks to cryptography the operations are
anonymous; Thanks to cryptography data are persistent; Enables databases with a high level of
security; Ensures complete data security; Enables data processing with a higher efficiency than
that of traditional methods; Thanks to cryptography frauds are not a threat; Used for pro-
cessing of banking transactions

4. In the concept of BC, saving the content requires its authorization by specific
instances. This authorization is based on various algorithms of the so-called con-
sensus. Indicate which of the approaches listed below are familiar to you and to
what extent. Mark one of the following three options against each item: Not
familiar; Familiar but I have not analyzed its mechanism; Familiar with its
algorithm.

PoW (Proof of Work); PoS (Proof of Stake); PoET (Proof of Elapsed Time); Other (please
specify)

5. Mark the best description of the BC application for content storage.

Can use any database (including commercially available databases, e.g. relational databases);
Requires tailored, dedicated database systems customized to its specific forms of collected and
stored content; Does not utilize database systems at all, because it relies on other solutions; I
do not know how content is stored in BC

6. Indicate which areas of BC applications other than cryptocurrencies you have heard
of. Indicate one or more options:

Traditional banking; Insurance; Healthcare; Administration (central, local); Logistics; Trade;
Education; Public transportation; Other (please specify)

7. Which of the BC applications are the most promising according to you?

Public registers in various areas (administration, judiciary, science, medicine) where high level
of confidence is desired; Creating of new values (concepts), e.g. cryptocurrencies which can
have a revolutionary impact on the society; BC used as one of many available database
technologies utilized to solve specific problems in an innovative way; Other (please specify)

8. Characteristics of the respondent

Gender (male/female); Form of study (full-time/part-time); Type of studies (undergraduate,
postgraduate)
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Abstract. This paper deals with the question of how participatory
enterprise modeling sessions should be implemented such that partici-
pants feel that they own and identify themselves with the models. We
present an experiment about the following conditions: (1) the partici-
pants were either asked to draw the model themselves or a tool operator
took on that task, and (2) the participants were either introduced to
a secretary keeping a protocol of their individual contributions or they
were not. Our results indicate that neither participation nor the feel-
ing that the model is “mine” is influenced by the conditions. However,
participants who did not model themselves showed higher identification
with the model. The study gives hint that we should not overestimate
the value of stakeholders physically modeling themselves.

Keywords: Participatory enterprise modeling · Experiment ·
Psychological ownership · Identification with models

1 Introduction

Digitalization requires companies to constantly reconsider their business and
their goals. Enterprise modeling helps companies creating an overview of their
business including goals, requirements, structures and processes. Thus, it facil-
itates the planning of future changes [33]. Goal modeling as part of enterprise
modeling requires brainstorming and discussing about a company’s goals, and
problems which might hinder the accomplishment of these goals. Participatory
modeling seems particularly well-suited for such tasks. Its idea is to let stakehold-
ers actively take part in modeling activities following a concept of democratic
decision making. That way, stakeholders can directly contribute to the creation
of models which will at best lead to higher commitment to the models and greater
support of implementing the ideas and goals suggested by the models [33,36].

In the context of enterprise modeling, digital tools are getting more and more
attention. In particular, the multi-touch table allows several persons to model
at the same time while its use appears to be very intuitive [15,16]. However,
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existing studies of team modeling at the multi-touch table have mainly focused
on the balance of the team members’ contributions in terms of discussing and
physical modeling [6,11,32] giving the impression that balanced contributions
represent an ideal state.

This raises the question whether it is indeed necessary that members of a
modeling team discuss and draw and write to the same extent in order to make
the modeling process successful. The second question is how the participants’
behavior could be influenced such that they contribute more when they would
maybe have acted more passively? Participatory enterprise modeling is usually
supported by (1) a facilitator, assisting with his or her modeling expertise in the
discussion and modeling process, (2) a tool operator who helps digitizing the
model, and (3) a secretary who keeps a protocol of the whole decision process
[33]. These persons may have an impact on the participants’ behavior and moti-
vation. In this paper, we concentrate on the latter two roles. The tool operator
may take over the burden of correctly applying a modeling notation and handling
a (software) tool. Nevertheless, the tool operator may also take away the possi-
bility to directly input ideas and to get acquainted with the model more closely.
In this paper, we particularly investigate the impact of being able to model one-
self on the identification with the final model and on feeling that one owns the
model, following works on the extended self [7,23] and psychological ownership
[3,27,29]. Both constructs have been shown to play a role in positive behav-
iors, such as extra-role behavior, and attitudes, such as affective commitment.
Such consequences would all be desirable in the context of enterprise modeling.
Furthermore, we emphasize the role of the secretary with regard to his or her
being able to evaluate individual contributions. This may motivate participants
to expend more effort. This reasoning is based on studies that have shown that
the possibility to evaluate one’s performance mitigates the effect of social loafing,
a frequently observed reduction of motivation in group work [17,21].

We conducted an experiment with 25 teams of three persons where we manip-
ulated the possibility to draw oneself and the potential of individual participation
evaluation. Either a tool operator drew the model alone or the participants mod-
eled themselves, and either a secretary was introduced who was openly taking
notes of the individuals’ contributions or there was no secretary. We measured
participation in terms of time spent on discussing and modeling, identification
with and psychological ownership of the final model.

In Sect. 2, we will present a review on group work, psychological ownership,
extended self and identification leading to our hypotheses. In Sect. 3, we will
describe our method, followed by our results in Sect. 4. We conclude our paper
with a discussion of the results, limitations and implications of our study.

2 Theories and State of Research

2.1 Group Work

When we work in groups we usually expect to do a better job than we would do
alone. Physical and/or mental power of many individuals is joined presumably
resulting in better performance.



46 A. Gutschmidt et al.

Working in groups, however, may not always result in better performance.
Performance loss may be caused by difficulties regarding coordination (e.g. we
have to hear somebody out before we may speak and voice our own thoughts and
ideas), by cognitive restraint (others voicing their ideas and waiting to hear them
out may disrupt our own train of thought), or by reduction in motivation. Social
loafing is an example of reduced motivation. In contrast to similar effects such
as free riding [14,20], social loafers are probably not aware that they expend less
effort on a task when they work in a group than when working alone [39]. This
effect usually occurs in group tasks where individual contributions are pooled
in one final group result and can thus no longer be retraced to the respective
originator [21]. According to a meta-analysis by [21], evaluation potential turned
out to be most effective in mitigating social loafing, beside task meaningfulness
and expectation of co-workers’ performance. Evaluation potential comprises (1)
the possibility to identify individual contributions [39] and (2) the possibility
to compare a performance to a standard [17]. The standard may be objective,
e.g. how many errors should have been found in a text, or social, e.g. comparing
one’s performance with that of other persons or groups [18]. Those who evaluate
a person’s performance could be the experimenter, co-workers or oneself [18,21].
In sessions of enterprise modeling, a secretary is usually present to document
the decision making process and connected rationales [33]. It is our idea to
use the secretary as an evaluating party who keeps track of who contributed
which idea or suggestion. This must be openly communicated to participants
of the modeling session indicating that contributions can be identified for each
participant and compared among them. Contributions refer both to speaking and
modeling activities. Consequently, we hypothesize that persons will expend more
effort on modeling (H1) and discussing (H2) when they know their individual
contributions can be evaluated by the secretary than without secretary.

However, when a tool operator takes on the task of modeling, the partici-
pants might have to give more explanation of what should be modeled to their
teammates and the tool operator. Thus, we hypothesize that there will be more
discussing activity when a tool operator is present than without tool operator
(H3).

2.2 Psychological Ownership

When we think of ownership we probably think first of ownership in a legal
sense; e.g. owning a car, a yacht or a house. However, ownership can also be felt
by a person although he or she does not necessarily legally possess the target of
ownership, like the laptop or car a company has provided for working purpose.
Moreover, the target can also be intangible, such as an idea [4]. [31] define so-
called psychological ownership as “the state in which individuals feel as though
the target of ownership or a piece of that target is ‘theirs’ (i.e., ‘It is mine!’)”
([31], p. 86).

Many researchers such as Pierce and his colleagues were mostly interested
in employees’ psychological ownership towards their organization [9,24,30,31] or
job [25,27] as it is assumed to cause several positive, but also negative effects.
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On the one hand, psychological ownership towards an organization or the
job, respectively, is reported to have a positive influence on job satisfaction
and organizational affective commitment (the desire to stay in a company) [3,
25,37,38]. Some studies also showed an influence of psychological ownership
on employees’ behavior in terms of extra-role behavior (citizenship behavior)
[3,27,37,38]. On the other hand, [30] claim that psychological ownership may
be the cause of negative effects such as employees not sharing responsibilities or
information and territoriality [9,10]. In the context of enterprise modeling, we
assume that psychological ownership towards enterprise models might lead to
commitment and higher engagement for the implementation of suggested ideas.

Addressing the question of how psychological ownership emerges, [30,31]
specify three so-called “routes”. First, by executing control over an object we
develop a feeling of ownership. Thus, the target of ownership must be available
and should be malleable and flexible enough to change it. Second, by getting
to know the target very intimately we develop a feeling of ownership towards
this target. The more information we have gained on the target, and the more
familiar we are with it, the more will we feel attached to it [31]. Third, a feeling
of ownership will emerge when we invest time and energy on a target. Part of
us will flow into the target by creating, shaping or changing it [31].

In an enterprise modeling session, a tool operator modeling alone might
restrict the participants’ control over the model creation process. By not being
able to model oneself, participants may be deprived of the possibility to expend
physical effort and to actively get to know the model. They cannot autonomously
create, position, nor describe model elements. The tool operator always works
as an intermediate, possibly creating distance between participants and model.
Thus we hypothesize that participants who do not have the possibility to draw
themselves will show lower psychological ownership (H4).

With a secretary being present, participants might be more aware of their
own contributions which might again lead to higher psychological ownership.
That is why we hypothesize that the presence of a secretary will lead to higher
psychological ownership than without secretary (H5).

2.3 Extended Self and Identification

Possession and the self of a person are often considered as connected. This is also
reflected in the need of defining one’s identity through possessions as a major
root of psychological ownership [29,30]. [19] claimed that it was difficult for us
to distinguish between what is me and what is mine. [7] referred to [19] when
he introduced the construct of extended self. According to Belk, our possessions
help us to define our selves. However, the self is not only extended by material
possessions. Belk’s list of categories belonging to the extended self comprises
“body, internal processes, ideas, and experiences, and those persons, places, and
things to which one feels attached” ([7], p. 141). Belk states that the more we
feel a target to be part of our extended self the more care and attention we will
give to it. Moreover, studies have shown that identification, with a product or
a social group, leads to affective commitment [1,8]. Affective commitment refers
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to an emotional attachment to a target including the desire to maintain the
connection to the target [26].

According to [34], there are three ways to extend the self: (1) by executing
control or having power, mastering or conquering, (2) by creating, and (3) by
learning to know something. [12] speak of investing psychic energy in terms
of time and effort as part of our selves which makes the target of our efforts
eventually become a part of us.

Identification is often referred to in social context where it means the process
of identifying oneself with a certain social group. E.g. organizational identifica-
tion refers to employees’ overall bond to an organization [13], already giving hint
on its important influence on commitment. However, the identification construct
has also been applied in the area of consumer psychology where researchers have
investigated whether involving customers into the design or production process
raised the customers’ identification with the product leading to further posi-
tive effects [1,22,23]. Identification happens in a process where we compare the
self with a target concerning values [23], goals, and certain characteristics [1].
When a customer is involved in creating a product, it will become part of the
extended self and should thus reflect the person’s identity both to the self and
to other people. A product becoming part of the extended self will, according to
[1], lead to identification with the product, represented by a congruence between
the customer’s self-image and the product’s image [1,5,22,23].

In the context of enterprise modeling, participants of a modeling session feed
models with their knowledge, ideas and thoughts. So, the model should both
become part of the extended self and reflect the participants’ identities to some
extent. There should eventually emerge a congruence between the participants’
identities and the model.

If participants are, however, hindered to draw the models themselves the
feeling of extending the self might not arise as they might not feel completely
in control of the creation process. Therefore, we hypothesize that the presence
of a tool operator will lead to lower identification with the enterprise model
than without tool operator (H6). A secretary who is able to evaluate individual
contributions might lead to more engagement which might then result in more
identification. Moreover, facing evaluation potential, participants might reflect
more on their actual input into the model. So, we hypothesize that participants
that are introduced to a secretary will show higher identification with the enter-
prise model than those participants of sessions without secretary (H7). Figure 1
gives and overview of all hypotheses.

3 Method

3.1 Experimental Design

In the experiment, we had two independent variables, the possibility to model
oneself and the potential of evaluation. Thus, we used a 2× 2 design (tool oper-
ator present vs. modeling oneself × secretary was introduced vs. no secretary).
If a tool operator was assigned to the team, the participants were not allowed
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Fig. 1. Hypotheses on the expected differences caused by secretary and tool operator.

to touch the tabletop, at most they could point at interface elements. Teams
without tool operator were supposed to draw the whole model on their own.
If a team was presented with a secretary we explicitly pointed out that this
person would document who made which suggestion in order to compare their
level of participation afterwards. Each team was assigned randomly to one of the
four possible treatments. The dependent variables we present in this paper com-
prise participation in terms of time spent discussing and modeling, psychological
ownership and identification with regard to the final model.

3.2 Setting and Procedure

The study took place in a multimedia lab of the chair of Business Information
Systems of the University of Rostock which was equipped with a multi-touch
table the participants were meant to use for modeling. By using the multi-touch
table we hoped to attract more participants. Our own studies have shown that
multi-touch tables are equally suited as whiteboards for specific tasks such as
creating small goal models performed in teams of three [15,16]. The multi-touch
table was equipped with a software that was especially developed to be used on
a tabletop. It is a model editor allowing users to create a goal model following
the 4EM notation [33]. Several users can work in parallel on the same device
with this software. Figure 2 shows a team interacting with the software, and a
sample model in the editor.

The lab was furthermore equipped with a camera system allowing us to film
the modeling session from the ceiling. In addition we used a second camera
capturing the front of the team.

We arranged meetings for teams of three persons at the participants’ conve-
nience. Thus some of the team members knew each other before, some met for
the first time. Each meeting started with introducing the participants to each
other. To create a relaxed atmosphere, cake and drinks were offered. The partic-
ipants signed a statement of a agreement which contained a description of the
following procedure.

As most of the participants were not familiar with enterprise modeling, we
presented them with a video tutorial about goal modeling in the 4EM method.
4EM is meant to be applied especially by non-experts of enterprise modeling.
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Fig. 2. A modeling team interacting with the goal modeling editor on a multi-touch
table, and a sample model in the editor.

It is clearly structured and easy to learn. We chose the goal model as it is usually
used as a starting point for enterprise modeling [33]. It uses colored rectangles
representing goals, problems and restrictions which may hinder goals etc. These
elements are connected via arrows representing relationships (see Fig. 2).

After the tutorial, the participants were each given handouts of the task and
the modeling notation. The leader of the experiment was always present to assist
when questions about the modeling notation arose. When a team was not allowed
to model themselves, the leader of the experiment also took the role of a neutral
tool operator. If only the tool operator was to draw, the participants were told
to give exact instructions of what should be modeled, how model elements were
to be placed etc. If no tool operator was assigned to the team, the participants
were additionally given a brief introduction to the modelling software installed
on the tabletop.

A second person, supervising camera and lighting, also took the role of the
secretary for those teams to whom we pointed out that individual contributions
would be evaluated. We told the participants that the secretary would take notes
of who made which suggestion in order to compare their contributions after the
session. Furthermore, at the end of the modeling, the participants were asked to
mark the elements of the model to which they had contributed using differently
colored snippets.

The teams had to create a goal model for a pizza delivery service. The text
already gave hint on some of the fictitious company’s goals and problems. The
participants were furthermore encouraged to draw from their own experience and
knowledge and add their own ideas. We used a time restriction as we experienced
that not all participants were willing to spent several hours on the experiment.
To keep comparability between the trials, we set a time limit of thirty minutes
which worked out well in a previous study with a similar task [16].

After the thirty-minute session, the participants were asked to fill out a ques-
tionnaire comprising questions about demographic variables, tabletop and mod-
eling expertise, psychological ownership, and identification with the model.
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3.3 Measurement of Dependent Variables

In the experiment, individual participation with respect to discussing and model-
ing, respectively, were measured using the overall time spent on these activities
while working on the given task. For this purpose, we used a software called
ELAN [40] to mark the time segments in the video recordings of the modeling
sessions where each individual had spoken or directly interacted with the table-
top software. In case participants were not allowed to model themselves, only
the time spent on discussing was elicited.

Secondly, psychological ownership was measured using a scale by [37] which
was translated into German and tested by [24]. As [37] investigated psycholog-
ical ownership towards a company we had to substitute the term company by
the word model. The scale comprises seven items such as “This is MY model”
and “I feel a very high degree of personal ownership for this model.” Two of the
items reflected a feeling of collective ownership, e.g. “I sense that this model is
OUR model.” Nevertheless, [37] suggested a one-dimensional construct. Three
participants did not rate the item “This is OUR model” leading to two less data
records in the treatment group with only a tool operator and one less in the
treatment group with only the secretary. A confirmatory factor analysis using
SPSS Amos did not lead to satisfactory model fit with one factor (CMIN/df>2.5,
RMSEA>0.1, GFI>0.9). Standardized regression weights indicated two factors
separating items of individual (my/mine) from collective psychological owner-
ship (our). Removing the two latter items, the confirmatory factor analysis lead
to good model fit (CMIN/df = 1.111, RMSEA = 0.039, GFI = 0.974). The stan-
dardized regression weights were mostly greater than 0.6 except for two items
with values slightly below 0.6 (0.55 and 0.57). Thus, we kept these items in
the model. As the two removed items semantically reflect collective psycholog-
ical ownership and reliability analysis lead to an acceptable Cronbach’s alpha
of 0.735, we consider both items forming that second construct. Collective psy-
chological ownership could, however, not be included in a confirmatory factor
analysis as the item number is too low for Amos. The scores for individual
and collective psychological ownership were determined by calculating the mean
value over the respective item values for each participant.

Furthermore, we assessed identification with the final model using a visual
scale by [35]. It depicts two circles, one representing the self, the other one
representing another target (the model). At seven distinct levels, the two circles
are illustrated with different proximity, with the extremes of maximum distance
and complete overlapping. The participants had to choose the level which best
represented their relationship to the model. This concept of overlapping depicted
in this scale is in accordance with the idea of extended self and identification
as presented by [1,5,22,23]. Following the reasoning of these authors, the model
should become a part of the participant’s self leading to a congruence of the
participant’s image and that of the model. [2] used a similar scale in one of their
studies.
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3.4 Data Evaluation Methods

To test our hypotheses, we compared mean values in the treatment groups using
two-way ANOVA with one exception: For the hypothesis concerning the model-
ing activity, a T-test had to be used because only the two treatment groups could
be considered where the teams were in fact allowed to model. Except for model-
ing activity, heteroscedasticity was rejected by the Levene test for all variables.
The T-test in SPSS, however, includes a correction for the case of inhomoge-
neous variances. Since we did not have hypotheses on interaction effects we may
only explore the respective results.

3.5 Sample

On the whole, 75 persons, 36 women and 39 men, between age 19 and 54
(μ = 26.5, σ = 6.2) took part in the study forming 25 groups of three per-
sons. The numbers of participants in the treatment groups are shown in Table 1.
55 of the participants were students. We recruited persons from very different
domains, such as biology, chemistry or philosophy while students or graduates of
business information systems (13) and students of psychology (26) represented
our greatest groups. In nine of the teams, all three members had not met before.
In ten of the teams, the members knew each other before. In the remaining six
teams, there was one unknown person working with two persons who had already
met before. Experience with the 4EM notation and tabletops was measured with
a five point Likert scale (1 no experience, 5 very experienced) showing average
values of 1.4 (σ = 0.9) and 1.23 (σ = 0.6), respectively. Sixteen persons stated
that they knew further modeling notations such as EPK, BPM, or UML.

Table 1. Treatment groups and participant numbers.

No secretary Secretary

No tool operator 6 groups/18 persons 7 groups/21 persons

Tool operator 6 groups/18 persons 6 groups/18 persons

4 Results

The T-test for modeling activity did not show any significant difference between
the groups where a secretary was introduced and those without secretary (T =
−0.914, df = 30.406, p = 0.368). Thus H1 is to be rejected. The results of the
two-way ANOVAs are presented in Table 2. As can be seen, neither secretary nor
tool operator did have a significant effect on psychological ownership (individual
and collective) or discussion activity. Concerning identification with the model,
we did not find a significant difference caused by the secretary. However, there
was a significant effect of the tool operator on identification. Thus, only H6
was confirmed concerning a difference between the treatment groups, however,
the difference was to the opposite of what we expected. Table 3 shows that
identification with the model was rated more highly by those participants who
were not allowed to model themselves.
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Table 2. Results of the two-way ANOVA

df F p

Time spent on discussing

corrected model 3 0.553 0.648

Secretary (H2) 1 0.746 0.391

Tool Operator (H3) 1 0.543 0.464

Secretary * Tool Operator 1 0.256 0.615

Individual Psychological Ownership (my)

corrected model 3 0.744 0.529

Secretary (H5) 1 0.833 0.365

Tool Operator (H4) 1 0.639 0.427

Secretary * Tool Operator 1 0.818 0.369

Collective Psychological Ownership (our)

corrected model 3 0.935 0.429

Secretary (H5) 1 1.314 0.256

Tool Operator (H4) 1 1.390 0.243

Secretary * Tool Operator 1 0.083 0.774

Identification with Model

corrected model 3 1.785 0.158

Secretary (H7) 1 0.619 0.434

Tool Operator (H6) 1 4.749 0.033 *

Secretary * Tool Operator 1 0.074 0.786

Table 3. Mean values and standard deviations for dependent variables separated by
absence/presence of the two dependent variables.

Dependent variable Indep. variable No Yes

μ σ μ σ

Time spent on modeling (seconds) Secretary 395.9 92.6 437.8 184.4

Time spent on discussing (seconds) Secretary 474.8 176.8 434.7 198.3

Tool operator 437.3 166.1 472.0 210.2

Individual psychological ownership Secretary 2.5 0.9 2.3 0.8

(1-5 scale) Tool operator 2.3 0.9 2.5 0.8

Collective psychological ownership Secretary 3.9 0.8 4.2 0.7

(1-5 scale) Tool operator 3.9 0.8 4.2 0.8

Identification Secretary 4.3 1.3 4.5 1.0

(1-7 scale) Tool operator 4.1 1.1 4.7 1.2
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5 Discussion

5.1 Summary and Interpretation

We have presented an experiment where we tested different conditions in partic-
ipatory enterprise modeling sessions. We investigated the influence of evaluation
potential and the opportunity to directly model oneself on participation, psycho-
logical ownership of and identification with the final model. The two independent
variables were manipulated based on the presence or absence of two actors that
are usually suggested to take part in participatory modeling: a secretary docu-
menting the participants’ suggestions and ideas, and a tool operator taking on
the task of manually creating the model. We hypothesized that evaluation poten-
tial represented by the secretary’s observation and documentation would lead to
higher level of participation in terms of modeling and discussion, and to higher
psychological ownership and identification. We furthermore hypothesized that
the presence of the tool operator would cause distance between participants and
model resulting in lower psychological ownership and identification. Our results,
however, show that most of the hypotheses have to be rejected. Only identi-
fication was significantly influenced by the presence of the tool operator. The
participants who were not allowed to model themselves, identified themselves
more highly with the models than those who could draw and write themselves.
As interactions were not significant, we will not explore them any further.

Considering descriptive statistics, participants who were modeling themselves
spent more time on actual modeling when a secretary was present. However,
these participants tended to talk less. Modeling might require additional cogni-
tive effort which might make talking at the same time more difficult for some
participants. In contrast, participants with a tool operator might have talked
more because they had to give exact instructions of what was to be drawn and
written. On the whole, the behavior shows a high degree of variance in the partic-
ipation variables such that no significant differences could be found between the
treatment groups. We presume that the study setting itself, including the video
recording, might already have caused the impression of evaluation potential such
that the secretary did not add any motivation gain for some participants. This
might also have lead to missing effects on psychological ownership and identi-
fication. It was our duty to inform the participants that they would be filmed,
however, stressing the assurance of anonymity might mitigate the observation
effect. We will have to do further pre-tests to find a setting that will better dis-
criminate the effect of the secretary. In addition, task meaningfulness, another
factor potentially mitigating social loafing [21], could have played a role, such
that the participants generally did not find the task interesting enough, or moti-
vational stimuli were missing, e.g. rewards or acknowledgement.

It seems that the tool operator did not cause the distance between partic-
ipants and model we expected. Possibly, being able to tell somebody what to
do might have increased the feeling of being in control. We also suspect that
the instructions the participants had to give to the tool operator constitute a
meaningful effort the participants expended substituting physical interactions.
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These instructions also made their personal contributions more public. Paral-
lel working was made impossible, all the ideas had to be processed in sequence
during modeling. The team had the opportunity (or was “forced”) to follow the
whole creation process registering all the team members’ input. Maybe this even
helped in getting to know the model intimately. Presumably, as we instructed
the tool operator to act strictly neutrally, the participants did not experience any
loss of control over the creation process. All team members had the same chance
to incorporate their ideas into the model. This might be the reason why psy-
chological ownership was not influenced by the tool operator. Moreover, because
participants were more aware of their own level of participation through public
instructions to the tool operator, identification might have been higher. Their
public instructions to the tool operator might have increased the feeling of con-
trol and consequently of extending the self.

Although we used a scale measuring overall psychological ownership we found
the items to load on two factors. The descriptive statistics show that collective
psychological ownership was generally higher than individual psychological own-
ership. [28] stated that psychological ownership may also occur on a collective
level. It is based on the collective belief that a target or a piece of it is regarded
as “ours” (not only “mine”) and everybody agrees on this collective ownership.
The routes to collective psychological ownership should be the same for collec-
tive psychological ownership as for individual psychological ownership, except
that control, intimate knowing and investing the selves must be shared, and the
members of the group must be aware of and agree on this [28]. Moreover, the
target of ownership must be available, malleable and attractive to all members
of the group [28,29]. [28] claim collective psychological ownership to have both
positive and negative effects. They assume it “have a positive effect on several
group-level outcomes such as pride in sharing, learning, effort, cooperation and
productivity, and a negative effect on social loafing” ([29], p. 258). This pro-
vides us with another possible explanation of the missing effect of the secretary
on participation. Maybe a generally high collective psychological ownership (see
Table 3 with maximum value 5) already lead to a motivation level which could
not be outdone with a secretary. In future studies, we will consider using a scale
measuring collective psychological ownership in particular.

5.2 Limitations

Although we had a very heterogeneous sample comprising participants from very
different domains, external validity is limited. A fictitious task was set in a lab-
oratory environment. Nevertheless, we claim that experimental studies as ours
are a prerequisite before expensively testing conditions in a real enterprise con-
text. Our analyses have only concentrated on comparing the treatment groups.
However, having the opportunity to model oneself does not necessarily mean
that a person will do so. We are interested in scrutinizing correlations between,
for example, extent of modeling activity and psychological ownership. Future
studies may be improved by measuring perceived control, intimate knowing and
investing the self to discriminate their effect on psychological ownership.
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5.3 Implications

Facing the constant need for innovation in the age of digitalization, stakeholders
represent valuable resources who should be involved in companies’ idea creation
and decision making. Our paper focuses on participatory enterprise modeling
as a tool of stakeholder involvement, especially aiming at how they can be sup-
ported in the modeling process. We consider identification with an enterprise
model and feelings of ownership towards models as desirable because we expect
this will increase commitment to the model and the agenda connected with it.
For example, assuming a model of a company’s goals has been created by a team
of stakeholder representatives, we expect that their identification with and their
commitment to the model, and their perceived ownership will lead to higher
dedication on implementing planned actions and reaching the goals contained in
the model. The study presented here gives hint that we do not have to burden
participants with managing a modeling notation or a software tool themselves.
In fact we should probably not overestimate the value of drawing and modeling
oneself. In participatory modeling sessions, facilitators and tool operators should
neutrally implement the ideas of the stakeholders in the model. It seems that
instructing a tool operator in front of the team has a positive effect on identifica-
tion. If everybody had the opportunity to directly work on the model, this might
lead to parallel working and consequently to less awareness of what others are
doing and to reduced knowing of the details of the whole model. In future stud-
ies, we would like to explore more conditions of modeling sessions, e.g. the use
of personal workspaces where participants may take notes of their ideas before
the model as a whole is created. Moreover, we are interested in the overall effect
of participatory modeling on commitment and psychological ownership towards
the company, and the stakeholders’ willingness to promote their ideas.
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Abstract. The article is devoted to the problem of automated formal verifica-
tion of modeling artifacts during engineering of digital transformations.
Automation significantly increases the quality of model transformations since
many manual errors are eliminated. However, the formal checking the cor-
rectness of such automation remains an open question. One more problem is the
dependence of the procedure for checking the correctness of transformations on
the modeling languages of the source and target models. In the article we
represent the solution, based on the formalism of invariant checking, that allows
modelers to formally test the correctness of model transformation regardless of a
modeling language.

Keywords: Model transformation � Graph transformation � Model checking �
Formal verification � Invariants

1 Introduction

Engineering of digital transformations became a highly demanded and challenging
topic both for practitioners and academy. New flexible forms of inter-organizational
communication leverage design of dynamically bonded organizational bodies. Fractal
organizations [1] or autonomous distributed organizations (DAO) [2] give bright
examples of such new organizational forms.

Apart from economic and social benefits such new kinds of organizations draw
attention to new problems of decision support [2]. In the context of fully digitalized
information landscape importance of resolving the issue of semantic interoperability
during decision procedures cannot be overestimated.

Typical procedures of situation analysis and decision making involve multiple
kinds of models which mimic different aspects of an enterprise. For better sensemaking
and comprehension of the situation multiple model-to-model (M2M) transformations
are frequently applied. Resent results show that even in the context of a traditional
enterprise available formal methods of model transformations still need improvements.
For example, works [5, 7, 10] demonstrate the insufficient level of formal verification
during model transformations.
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That article aims at proposing a new approach to automated formal verification of
model transformations, which includes a formal model and corresponding algorithms
for verification. Application of our proposals should assist dynamically composed
fractal organizations in the process of semantic integration and decision support. In
comparison with other known results our approach brings several new contributions. At
first, that proposed approach is automated and language-independent. Since we use the
graph-oriented general approach and the corresponding transformation, it is possible to
apply the algorithm of model transformation verification to any modeling (in general
case, domain-specific) language. The second advantage is that proposed approach
implements the mechanisms of invariants in the process of verification of model
transformations, thereby formalizing it. Finally, the verification procedure supports the
verification of direct, as well as bidirectional model transformations.

In the scope of our research we evaluated the models and methods proposed in the
context of software engineering models transformations. The results of evaluation
confirmed by the application of the proposed approach to the transformation from
UML Statechart into Petri net models.

This article describes our approach and presents results as follows. In Sect. 2 we
give main aspects of M2M transformations and define criteria for its verification.
Section 3 contains the algorithm, applied for the automated verification of model
transformation correctness in terms of the approach proposed. Section 4 is devoted to
the application of proposed approach to the case of Statechart and Petri net models. We
conclude the article with the analysis of the proposed approach and further research
steps.

2 Background

2.1 Definition and Approaches to M2M Transformations

Before the analyzing the process of M2M transformations and its validation, the def-
inition of them should be formulated. From the formal point of view, the basic concept
of transformation definition is a production rule which looks like p : L ! R, where p is
a rule name, L is a left-hand side of the rule, also called the pattern, and R is a right-
hand side of the rule, which is called the replacement model (or the target model).
Rules are applied to the starting model named the source model. From this point of
view, the model transformation is a sequenced applying to the starting source modelM0

of finite set of rules P ¼ p1; p2. . .pnð Þ : M0 !p1 M1 !p2 . . .!pn Mn.
Transformations can be classified as horizontal or vertical according to the direc-

tion. The horizontal transformation is the conversion, in which the source and target
models belong to the same hierarchy level, for example, a conversion of model
description from one notation to another. The vertical transformation converts the
models which belong to different hierarchy levels, for example, mapping objects of the
metamodel to domain model objects. In what follows, the authors concentrate on the
horizontal transformations, implemented between different modeling languages.

Depending on the language on which the source and the target models are
described, horizontal transformations can be divided into two types: endogenous and
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exogenous. An endogenous transformation is the transformation of the models, which
are described on the same modeling language. An exogenous transformation is the
transformation of models, which are described on different modeling languages [3].

Such separation is important since there are two main approaches to M2M trans-
formation: operational and declarative. The former is based on rules or instructions
that explicitly state how and when creating the elements of the target model from
elements of the source one occurs. Such a specification mainly combines metamodeling
with graph transformation [4, 5], triple graph grammars [6] or term rewriting rules [7].

Instead, in declarative approaches, some kind of visual or textual patterns
describing the relations between the source and the target models are provided, from
which operational mechanisms are derived e.g. to perform forward and backward
transformations. These declarative patterns are complemented with additional infor-
mation to express relations between attributes in source and target elements, as well as
to constrain when a certain relation should hold. The Object Constraint Language
(OCL) is frequently used for this purpose [8].

Many of the previous approaches already tackle the problem of automating model
transformations in order to provide a higher quality of transformation programs com-
pared with manually written ad hoc transformation scripts.

However, automation alone cannot protect against conceptual flaws implanted into
the specification of a complicated model transformation. Consequently, a formal
analysis carried out on the source and the target models after an automatic model
transformation might yield false results, and these errors will directly appear in the
target application code. As a summary, it is crucial to realize that model transforma-
tions themselves can also be erroneous and thus may become a quality bottleneck of a
transformation-based verification and validation framework (such as [9]). Therefore,
prior to analyzing the target model, we have to prove that the model transformation
itself is free of conceptual errors.

Unfortunately, it is hard to establish a single notion of correctness for model
transformations. In what follows we analyze existing criteria of M2M transformations
correctness and choose the best ones for automated M2M transformation process.

2.2 Correctness Criteria of Model Transformations

When we talk about correctness of the model transformation, the properties are
introduced, addressed by the verification of the model transformation. There are several
works [5, 10] which introduce the problem of verification by defining the set of
properties to be addressed. However, the contents of these proposals are mostly
included and generalized in [11]. Based on this work, the following categories of
properties can be identified: language-related and transformation-related properties.

Language-related properties refers to the computational nature of transformations
and target properties of transformation languages. As introduced in [11], a transfor-
mation specification conforms to a transformation language which can possess prop-
erties on its own. In this context there are four properties of interest.

• Termination property, which guarantees the existence of a target model, i.e. that the
transformation execution finishes for any well-formed transformation specification;
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• Determinism (Confluence) property, which ensures uniqueness of the target model
for a given source model and transformation specification;

• Typing property, which ensures the well-formedness of the transformation speci-
fication in terms of the transformation language chosen;

• Preservation of Execution Semantics (Dynamic consistency) property, which
states that the transformation execution must behave as expected according to the
definition of the transformation language semantics.

As you can see, these properties are mostly connected with the possibility of the
transformation itself. From this point of view, they form the semantic requirements for
the transformation correctness. In our case, during the analysis of the correctness of
automatically generated transformations, the most interesting are termination, con-
fluence and dynamic consistency properties. These criteria allow us to check not only
the correctness of the constructed models and transformations between them, but also
to make the procedure for such verification independent of the specific model
description languages.

Along with this, syntactic criteria can also be entered. These criteria are represented
by transformation-related properties, which can be separated into two categories.

• Syntactic correctness, which includes Conformance and Model Typing and N-Ary
Transformations Properties, to guarantee that the generated model is a syntacti-
cally well–formed instance of the target language.

• Syntactic completeness, to completely cover the source language by transformation
rules, i.e., to prove that for each construct in the source language there is a corre-
sponding element in the target model.

These properties are responsible for the correctness of the structures used to
describe the source and the target models, as well as the transformations between them.
Syntactic correctness and completeness were tackled in [5] by planner algorithms, and
in [12] by graph transformations. Recently in [4], sufficient conditions were set up that
guarantee the termination and uniqueness of transformations based upon the static
analysis technique of critical pair analysis.

However, no approaches exist to reason about the semantic correctness of arbitrary
model transformations, when transformation specific properties are aimed to be veri-
fied. In what follows, we describe the unified and highly automated approach, allowing
developers to formally verify by model checking that a model transformation (specified
by metamodeling and graph transformation techniques) from an arbitrary well-formed
model instance of the source modeling language into its target equivalent preserves
(language specific) dynamic consistency properties.

In contrast to related solutions (such as [4]) this approach can be adapted to
arbitrary modeling languages taken from any enterprise engineering (and/or even
mathematical) domains on a very high level of abstraction. As a result, the same visual
notation (based on metamodeling and graph transformation) is used to capture the
semantics of modeling languages and model transformations between them. Finally,
the approach can be automated, during providing the transformation from the source
into the target mathematical domain and subsequent generation of the model checking
description to verify the correctness of the model transformation.
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3 Proposed Approach

After the definition of different approaches to organize the M2M transformations and
choice of the criteria of such transformations correctness, an automated approach can
be described to formally verify the model transformation correctness of a specific
source model into its target equivalent with respect to semantic properties.

In order to organize the automated formal verification of the M2M transformations,
we have to describe the source and target models in a well-formed, strict manner. Such
requirement guarantees the possibility to formalize the checking properties of semantic
correctness of the transformation and generate a transition system in an automatic way.

Assuming a conversion between the two modeling languages A and B, to organize
the automated formal verification of the M2M transformations the following algorithm
have to be applied. This algorithm is a generalized and supplemented version of the
algorithms described in [8] and [12].

1. Specification of modeling languages. First of all, as it was mentioned, both
modeling languages (A and B) should be defined precisely using metamodeling and
graph transformation techniques. For this, the approach described in [13] can be
applied.

2. Specification of model transformations. The M2M transformation from A into B
can also be specified by a set of graph transformation rules. It logically follows from
the opportunity to represent any model in graph-oriented manner as a pair E;Rð Þ of
E entities and R relations between them. The rationale for the effectiveness of such a
decision is given in [13] and [14]. It is important to note, that such transition to
graph transformations is used to apply the automatic program generation facilities
without affecting the independence of the verification technique in general.

3. Automated model generation. During this step, for a certain (but an arbitrary)
well-formed model instance of the source language A is derived the corresponding
target model by automatically generated transformation programs (for example,
VIATRA). The correctness of this automated generation step is proved in [10].

4. Generating transition systems. At this phase, a behaviorally equivalent transition
system is generated automatically for both the source and the target model on the
basis of the provenly correct encoding presented in [10]. In our case we implement
the transition system also as a set of OCL invariants, which state the correspondence
between elements of the source and target models. Such definition of the transition
system allows us to unify and automate the procedure of checking correctness of the
model transformations and make it independent from the modeling language used.
In more details the process of deriving OCL invariants from models’ transforma-
tions is described in Sect. 3.2.

5. Select a semantic correctness property. After the definition of the transition
system we should formulate the property of its correctness. For this goal one
semantic property p (at a time) can be chosen in the source language A which is
structurally expressible as a graphical pattern composed of the elements of the
source metamodel. More details on using graphical patterns to capture static well-
formedness properties can be found in [12].
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6. Model check the source model. Since the property p of semantic correctness over
the model A is chosen, we should check its appropriateness to the transition system
derived. In this case, the discrepancy may be expressed in the following forms:
a. Some inconsistencies detected in the source model itself (a verification problem

occurred),
b. Some informal requirements are not captured properly by property p (a vali-

dation problem occurred),
c. The formal semantics of the source language is inappropriate as a counter

example is found which should hold according to our informal expectations
(also validation problem).

7. Transform and validate the property. Using the transformations system, the
property p in the source language A is transformed into the property q in the target
language B (manually, or using the same transformation program). Unfortunately,
this vital validation step might not be fully automated, because it requires the
participation of an expert, who proves that the property q is really the target
equivalent of the property p or a strengthened variant.

8. Model check the target model. Finally, the transition system B is model-checked
against the property q. The result of checking may be one of the following
alternatives:
a. If the verification succeeds, then we conclude that the model transformation is

correct with respect to the pair p; qð Þ of properties for the specific pairs of source
and target models having semantics defined by a set of graph transformation
rules.

b. Otherwise, the property p is not preserved by the model transformation and
debugging can be initiated based upon the error traces retrieved by the model
checker. As before, this debugging phase may fix problems in the model
transformation or in the specification of the target language.

It is fair to note that the correctness of a model transformation can only be deduced
if the transformation preserves every semantic correctness property used during the
analysis. As a result, the procedure of verification of M2M transformation can be time-
consuming. However, we leave the performance analysis beyond the scope of this
study, addressing the works [5] and [12].

3.1 Defining Models Transformations Through Graphs and Invariants

Since the modeling language may represent an example of a domain-specific language
(DSL), we assume to use a graph-oriented approach to the organization of model
transformations, like described in the study [13]. Such approach is reasonable, since
any model can be generalized as a set of interconnected entities in object-oriented
manner with subsequent application of graph-transformations for its development or
evolution.

Graph transformation (see [6] for theoretical foundations) provides a rule-based
manipulation of graphs, which is conceptually similar to the well-known Chomsky
grammar rules but using graph patterns instead of textual ones. From the formal point
of view, any graph transformation rule is represented be a triple Rule ¼ L;Neg;Rð Þ,
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where L is the left-hand side graph, R is the right-hand side graph, Neg is (an optional)
negative application condition.

In these conditions, the application of a rule to a model (graph) M results in
replacing the pattern defined by L with the pattern of the R. From an algorithmic point
of view, this means that we find a match of the L pattern in model M, check the
negative application condition Neg, remove a part of model M, mapped to the pattern L
and finally add new elements to the intermediate model IM, which exists in the R but
cannot be mapped to the L yielding the derived model M.

Such mechanism is very close to the mechanism of finding inductive invariants,
which describe the connection between components of two (or more) sets of objects
and are denoted with invs. For this type of invariants two types of specifications are
defined, next and inv:

nexts: p; qð Þ:F, p ) W:F:q½ � ^ invs:p:F, nexts: p; pð Þ:F ^ J :F ) p½ �

Informally, nexts: p; qð Þ means that whenever a transition is fired from a state that
satisfies p, the resulting state satisfies q. Similarly, invs:p specifies that p is true in any
initial state and is preserved by every atomic transition. Therefore, by induction, p is
true in every state. It should be noted that, since W:F:q ) q½ � because of possible
stuttering nexts: p; qð Þ:F ) p ) q½ �:

According to the above definition, inductive invariant means, that there is a strong
correspondence between elements of two sets of objects, which are connected during
some relation (transformation). Such definition is very close to the relational approach
for model transformation definition, when relationship between objects (and links) of
the source and target language are declared. That results in the idea, that inductive
invariant can be an effective mechanism for the definition of such model transforma-
tions and for the validation of the possibility of obtaining one model by transforming
another.

In this case, graph transformation rules serve as elementary operations while the
entire operational semantics of a language or a model transformation is defined by a
model transformation system, where the allowed transformation sequences are con-
strained by a control flow graph (CFG) applying a transformation rule in a specific rule
application mode at each node. From this point of view, the transition system consists
of the operational invariants and can be associated with a subset O:F of of
(in)finite sequences of states defined as follows.

An infinite computation r ¼ r0; r1; . . .; rn; . . .h i belongs to the set O:F if and
only if

J :F:r0
8i 2 N : W:F: riþ 1f g:ri

�

where riþ 1f g is the state predicate that evaluates to true for the state riþ 1 and to false
for any other state.

Informally, O consists of those sequences of states that begin with an initial state
that satisfies J (Neg negative application condition in our case) and in which each state
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has a successor in accordance with the transition W (Rule transformation rule in our
case). The set O is nonempty because J is satisfiable and W includes stuttering steps.

Once the computations of a transition system are built, next and inv specifications
are defined as expected:

nextO: p; qð Þ:F, 8r 2 O:F : 8i 2 N : p; ri ) q; riþ 1

invO:p:F, 8r 2 O:F : 8i 2 N : p; ri

Informally, nextO: p; qð Þ means that, in any computation of the system, any state
that satisfies p is immediately followed by a state that satisfies q. Although computa-
tions include stuttering steps, nextO: p; qð Þ does not imply that p ) q½ �: In the same
way, invO:p means that any state of any computation of a system satisfies p. Naturally,
nextO and invO are related in a way similar to the relationship between nexts and invs,
namely: invO:p:F � nextO: p; qð Þ:F ^ J :F ) p½ �.

According to these principles, we can conclude, that validation of the model
transformation correctness can be fully described through invariant mechanisms. Such
definition can allow us to automate the process of formal validation of the model
transformation, reducing it to verifying the presence of invariants of both types among
defined model (graph) transformations.

3.2 Deriving OCL Invariants from QVT Transformations

Since we describe the model transformation using the graph-oriented approach (see
[13] for more details) in QVT transformation language, the procedure to derive the
OCL invariants need be implemented. Using the principals of inductive invariants, we
need to describe the correspondence between different components of the source and
the target models.

This is fully consistent with the concept of the QVT transformation language. In
this language, a bidirectional transformation consists of a set of relations between two
models. There are two types of relations: top-level and non-toplevel. The execution of a
transformation requires that all its top-level relations hold, whereas non-top-level ones
only need to hold when invoked directly or transitively from another relation [15].

Each relation defines two domain patterns, one for each model, and a pair of
optional when and where OCL predicates. These optional predicates define the link
with other relations in the transformation: the when clause indicates the constraints
under which the relation needs to hold and the where clause provides additional
conditions, apart from the ones expressed by the relation itself, that must be satisfied by
all model elements in the relation [15].

Among all nodes in a domain pattern, one is marked as a root element. Definition of
root nodes is purely for the sake of clarity, that does not affect the semantics of the
matching process. When referring to other relations in when or where clauses,
parameters can be specified, and thus it is possible to pass bound variables from one
relation to another. Note that the bound objects received as parameters are necessary
preconditions to enforce the pattern. According to these principles, when we talk about
deriving the transformation system from the QVT transformation, we need to identify
the invariants of both levels, Top-relation as well as Non-top relation to provide the
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whole consistence between the source and the target models. In what follows, we use
OCL constraints to define the specific invariants of both types.

Definition 1: Let p be a top-relation with domain patterns S ¼ roots; s1; . . .; snf g, and
T ¼ roott; t1; . . .; tmf g, and Twhen�T be the set of elements of T referenced in p’s
‘when’ section. Then, the following top-relation invariant takes place for the S ! T :

context type rootsð Þ inv p:
type xið Þ :: allInstancesðÞ ! forAllðxij

type xj
� �

:: allInstancesðÞ ! forAllðxjj. . .
� �

8xk 2 Sn rootsf gð Þ [ Twhen

if self :p� enabled xi; xj; . . .
� �

then
type xuð Þ :: allInstancesðÞ ! existsðxuj

type xvð Þ :: allInstancesðÞ ! existsðxvj. . .
� �

8xw 2 TnTwhen
self :p� mapping xi; xj; . . .; xu; xv; . . .

� �
. . .ÞÞ endif . . .ÞÞ

context type rootsð Þ :: p� enabled xi : type xið Þ; . . .ð Þ
body : when and enabling conditions

context type rootsð Þ :: p� mapping xi : type xið Þ; . . .ð Þ
body : where and mapping conditions

Definition 2: Let p be a non-top relation with domain patterns S ¼ roots; s1; . . .; snf g,
and T ¼ roott; t1; . . .; tmf g, and Twhen�T be the set of elements of T referenced in p’s
‘when’ section, and P ¼ a1; . . .; akf g�S[ T the set of elements passed as parameters
in the call to p from other relations.

Then, the following non-top relation invariant (a boolean operation) takes place for
the S ! T :

context type rootsð Þ :: p a1 : type a1ð Þ; . . .; ak : type akð Þð Þ
type xið Þ :: allInstancesðÞ ! forAllðxij

type xj
� �

:: allInstancesðÞ ! forAllðxjj. . .
� �

8xk 2 Sn rootsf gnPð Þ [Twhen

if self :p� enabled xi; xj; . . .
� �

then
type xuð Þ :: allInstancesðÞ ! existsðxuj

type xvð Þ :: allInstancesðÞ ! existsðxvj. . .
� �

8xw 2 TnTwhennP
self :p� mapping xi; xj; . . .; a1; . . .; akxu; xv; . . .

� �
. . .ÞÞ endif . . .ÞÞ

After such extraction of the invariants from the QVT transformations, the cor-
rectness of the model transformation can be applied for solving two problems:
(1) verification of correctness properties of transformations, that is, finding defects in
them and (2) validation of transformations, that is, identifying transformations whose
definition does not match the designer intent.

With application of OCL invariants both problems can be solved using existing
OCL verification and validation tools for the analysis of model transformations. With
these inputs, verification tools provide means to automatically check the consistency of
the transformation model without user intervention. Checking consistency allows the
verification of the executability of the transformation and the use of all validation
scenarios. Other properties checked automatically by OCL analysis tools (e.g. redun-
dancy of an invariant) lead to the verification of other properties, chosen as a cor-
rectness property, described in the previous sections.
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4 Example: Transformations of Statecharts and Petri Nets

In order to show the feasibility of our approach in practice, we show its application in
the case of transformation between UML Statecharts and Petri Nets models.

To do this, we will go through all the steps of the proposed algorithm, applying it to
the specified languages.

4.1 Analysis of the UML Statechart and Petri Net Modeling Languages

UML Statecharts as the Source Modeling Language
The formalization of UML Statecharts was in details described in [7], therefore here we
describe only a simple UML model as running example. In our case we analyze the
UML models of a voting process which requires a consensus from the participants.

In the system (Fig. 1), a specific task is handled by several calculation units
CalcUnit, which send their local decision to the Voter buffer (where decision is ‘yes’ or
‘no’). The decision is considered accepted if all responses received by the Voter are
‘yes’. At the final stage, the Voter notify all calculation units about decision taken
(where decision is ‘accept’ or ‘decline’). In what follows, we consider the system with
two calculation units, that rather simplifies more general parameterized case.

Petri Nets as the Target Modeling Language
Petri Nets are often used to formally describe the dynamic semantics of the system.
This popularity can be explained by the simplicity of this model, as well as the
possibility of converting to other similar notations.

According to the metamodel of this modeling language (Fig. 2), a simple Petri Net
consists of Places, Transitions, InArcs, and OutArcs as depicted by the corresponding
classes. InArcs are leading from (incoming) places to transitions, and OutArcs are
leading from transitions to (outgoing) places as shown by the associations. Addition-
ally, each place contains an arbitrary (non-negative) number of tokens) [9].

Dynamic concepts, which can be manipulated by rules (i.e., attributes tokens, and
fires) are printed in bold italic. The operational behavior of Petri Net models is captured
by the notion of firing a transition. Example of algorithm for transition between is
described in [7] and consists of four stages, which are responsible for applying the
rules, adding new and removing unmatched nodes.

4.2 Defining the Model Transformation

Modeling Statecharts by Petri Nets
In this section we describe main rules, used to translate Statecharts components into the
Petri Net model.

First of all, each state in Statechart is translated into a corresponding place in the
Petri Net model. Using tokens in the place, we can identify, that the original state for
this place was an active state. From this point of view, one token is allowed on each
level of the state hierarchy (forming a token ring, or formally, a place invariant).
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After the states, model messages from the event queues of a statemachine are
translated into corresponding places. This stage of the transformation is not always
straightforward, but we leave it out the scope of this study, assuming the approach
described in [7].

Finally, each step in Statechart is transformed into a corresponding Petri Net tran-
sition. To do this, in fired transitions tokens are removed from source places (including
event queue places) and new tokens are generated for all the target places and receiver
message queues.

Applying previously provided rules to our Statechart, the following Petri Net can be
derived (Fig. 3). In Fig. 3, for improving legibility, only a single transition (leading
from state may_accept to wait_for_vote and triggered by the yes event) is shown. In
this target model all original places of the Voter are replaced with the corresponding
states and message queues for valid events, the initial state is marked by a token.
Transitions have two incoming arcs as well, one from its source state.

Formalizing Model Transformations
In Sect. 3 we mentioned, that model transformations can be formalized using graph-
oriented approach like [13]. Such formalization can be automated using special tools,
for example VIATRA with a set of graph-transformation rules (in XMI or QVT) as its
input.

The main element of such automation is the definition of inductive invariants, which
establish correspondences between the elements of the source and target models. For
example, in our case the following invariant for transforming Statechart states into Petri
Net places can be derived (Fig. 4).

According to this pair of rules (Fig. 4), each initial state in the source model is
transformed into a corresponding place containing a single token, while each non-initial
state is projected into a place without a token.

Such triple structure of the invariants (and corresponding transformation rules) with
reference elements allows us to organize the bidirectional transformations, that simplify
the process of verification of model transformation correctness in the following stages.

Processing

Wait for decision

accept decline

finished^theVoter.nofin
ish

ed
^t

he
Vo

te
r.y

es

Wait for vote

May accept

Decline

no^theCalcUnit.decline yes^theCalcUnit.decline

yes^theCalcUnit.acceptno^theCalcUnit.decline

yes

no

Fig. 1. Statemachines of CalcUnit (left) and Voter (right)
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Fig. 4. Invariants for transforming active (passive) states into places
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Fig. 2. A fragment of operational semantics of Petri Nets by graph transformation

Fig. 3. A part of the Petri Net of the voter
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4.3 Verification of the Model Transformation

Generating Transition Systems
Transition systems are a common mathematical formalism that serves as the input
specification of various model checker tools. In all practical cases, we have to restrict
the state variables to have finite domains, since model checkers typically traverse the
entire state space of the system to decide whether a certain property is satisfied [15].

In what follows, we use the SAL syntax for the concrete representation of transition
systems. This system is derived automatically from graph-oriented definition of model
transformations between source and target model using the approach, described in [5].

Formalizing the Correctness Property
Finally, we define the property, which is used to validate both source and target
models. The only prerequisite for such a property is the ability to formalize it, that
allow a designer to automate the validation process.

In our case the following property will be used for Statechart model. For all OR-
states (non-concurrent composite states), only a single substate is allowed to be active

at any time during execution. From the formal point of view, this property can be
formalized by the following invariant:

6 9O : ORState; S1 : State; S2 : State : subvertex O; S1ð Þ ^ subvertex O; S2ð Þ^
isAct S1ð Þ ^ isAct S2ð Þ ^ S1 6¼ S1

Informally, it prohibits the simultaneous activeness of two distinct substates S1 and
S2 of the same OR-state.

Unfortunately, this criterion is difficult to check in terms of the target Petri Net
model, since both states, and message queues of objects, are transformed into places. In
order to resolve this contradictory, the property can be concretized for the model-level,
using specific states from our model. As a result, the invariant above will be re-written
for all possible states of the original Statechart (Fig. 1), for example for states
wait for vote and may accept the following invariant is generated:

:ðsubvertex O;wait for voteð Þ ^ subvertex O;may acceptð Þ^
isAct wait for voteð Þ ^ isAct may acceptð Þ ^ wait for vote 6¼ may acceptÞ

After this concretization we have three different, non-conflicting correctness prop-
erties, which are appropriate to be transferred to the target Petri Net model. Since the
state hierarchy of Statecharts is not structurally preserved in Petri Net, the equivalents
of the OR states are not projected into the target model. As a result, the corresponding
property (see Table 1) contain only specific pairs of places having a token.

Table 1. Table of state transitions Petri nets.

Place Place

wait_for_vote (token = 1) may_accept (token = 1)
wait_for_vote (token = 1) decline (token = 1)
decline (token = 1) may_accept (token = 1)
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At this point, we need to validate whether the equality (one) or inequality checks
(more than one) are required in the property to be proved. We may conclude that
checking equality is also sufficient.

As we mentioned before, constructing the pair of properties to be proved for
property preservation is not always straightforward and cannot always be automated,
since it requires a certain insight into the source and target languages and their
transformation.

Model Checking the Target Model
At the final stage of the algorithm, taking into account the definition of Transition
system TS with semantics defined as a Kripke structure), a correctness property p, the
model checking problem can be defined as to decide whether p holds on all execution
paths of the system.

Therefore, at this stage, the model checker is supplied with the transition system of
the Petri Net model and the textual representation of the property q. As the places
derived from the states of the same OR-state form a place invariant (with a single token
circulating around), the model checker easily verifies even the strengthened property.

As a conclusion for our case study, the model transformation preserved the defined
above correctness property for a specific source Statechart model and its target Petri
Net equivalent.

5 Conclusion

In current research we demonstrated the model-level, modeling language independent
and highly automated approach to formally verify the model transformations between
different (in the general case) modeling languages. Proposed approach is based on the
idea of finding invariants between entities of such modeling languages with the sub-
sequent checking of them with dynamic consistency properties. Such consistency is a
key element in ensuring semantic interoperability in the process of digital transfor-
mations. The ability to describe an enterprise from different points of view through
consistent modeling languages allows stakeholders to achieve a single vision for the
enterprise as a whole. Our approach can be one of the means to achieve such coher-
ence. To demonstrate the feasibility of the approach, the case with transition from UML
Statechart model into Petri Net model was analyzed.

In comparison with existing approaches like [8] and [10], which also use the ideas
of automated model generation with subsequent correctness property checking, our
approach doesn’t depend on the modelling language and property chosen. Such
independency follows from deriving invariants as stable logical structures from the
model transformation rules. As a result, the verification procedure reduces to a simple
check of two sets of OCL constraints between themselves.

Among the limitations on the proposed approach the state explosion problem may
be noted. To resolve this limitation, we propose to improve the automated encoding
into transition systems to improve the technics and extend it on larger scale model
transformations.

72 B. Ulitin et al.



References

1. Nonaka, I., Kodama, M., Hirose, A., Kohlbacher, F.: Dynamic fractal organizations for
promoting knowledge-based transformation – a new paradigm for organizational theory.
Eur. Manag. J. 32(1), 137–146 (2014)

2. Heavin, C., Power, D.J.: Challenges for digital transformation – towards a conceptual
decision support guide for managers. J. Decis. Syst. 27(1), 38–45 (2018)

3. Mens, T., Czarnecki, K., Gorp, P.V.: A taxonomy of model transformations. Electron. Notes
Theor. Comput. Sci. 152, 125–142 (2006)

4. Degrandsart, S., Demeyer, S., Van den Bergh, J., Mens, T.: A transformation-based
approach to context-aware modelling. Softw. Syst. Model. 13(1), 191–208 (2014)

5. Bergmann, G., Ráth, I., Varró, G., Varró, D.: Change-driven model transformations. Softw.
Syst. Model. 11(3), 431–461 (2012)

6. Schürr, A.: Graph-transformation-driven correct-by-construction development of communi-
cation system topology adaptation algorithms. In: Schaefer, I., Karagiannis, D., Vogelsang,
A., Méndez, D., Seidl, C. (eds.) Modellierung. LNI, pp. 15–29. Gesellschaft für Informatik,
Bonn (2018)

7. Rahim, L.A., Whittle, J.: A survey of approaches for verifying model transformations.
Softw. Syst. Model. 14(2), 1003–1028 (2015)

8. Akehurst, D., Kent, S.: A relational approach to defining transformations in a metamodel. In:
Jézéquel, J.-M., Hussmann, H., Cook, S. (eds.) UML 2002. LNCS, vol. 2460, pp. 243–258.
Springer, Heidelberg (2002). https://doi.org/10.1007/3-540-45800-X_20

9. Bondavalli, A., Dal Cin, M., Latella, D., Majzik, I., Pataricza, A., Savoia, G.: Dependability
analysis in the early phases of UML based system design. Int. J. Comput. Syst. - Sci. Eng.
16(5), 265–275 (2001)

10. Küster, J.M., Abd-El-Razik, M.: Validation of model transformations – first experiences
using a white box approach. In: Kühne, T. (ed.) MODELS 2006. LNCS, vol. 4364, pp. 193–
204. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-540-69489-2_24

11. Amrani, M., et al.: A tridimensional approach for studying the formal verification of model
transformations. In: Verification and Validation of Model Transformations (VOLT) (2012)

12. Hausmann, J.H., Heckel, R., Sauer, S.: Extended model relations with graphical consistency
conditions. In: UML 2002 Workshop on Consistency Problems in UML-Based Software
Development, pp. 61–74. Blekinge Institute of Technology (2002)

13. Ulitin, B., Babkin, E.: Ontology and DSL co-evolution using graph transformations
methods. In: Johansson, B., Møller, C., Chaudhuri, A., Sudzina, F. (eds.) BIR 2017.
LNBIP, vol. 295, pp. 233–247. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-
64930-6_17

14. Ruffolo, M., Sidhu, I., Guadagno, L.: Semantic enterprise technologies. In: Proceedings of
the First International Conference on Industrial Results of Semantic Technologies, vol. 293,
pp. 70–84 (2007)

15. Gogolla, M., Bohling, J., Richters, M.: Validating UML and OCL models in USE by
automatic snapshot generation. J. Softw. Syst. Model. 4(4), 386–398 (2005)

Automated Formal Verification of Model Transformations 73

http://dx.doi.org/10.1007/3-540-45800-X_20
http://dx.doi.org/10.1007/978-3-540-69489-2_24
http://dx.doi.org/10.1007/978-3-319-64930-6_17
http://dx.doi.org/10.1007/978-3-319-64930-6_17


Multi-criteria Ranking Based on Joint
Distributions

A Tool to Support Decision Making

Maria Ulan(B), Morgan Ericsson, Welf Löwe, and Anna Wingkvist
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Abstract. Sound assessment and ranking of alternatives are fundamen-
tal to effective decision making. Creating an overall ranking is not trivial
if there are multiple criteria, and none of the alternatives is the best
according to all criteria. To address this challenge, we propose an app-
roach that aggregates criteria scores based on their joint (probability)
distribution and obtains the ranking as a weighted product of these
scores. We evaluate our approach in a real-world use case based on a
funding allocation problem and compare it with the traditional weighted
sum aggregation model. The results show that the approaches assign
similar ranks, while our approach is more interpretable and sensitive.

Keywords: Aggregation · Management by objectives · Ranking

1 Introduction

Making decisions is a regular part of everyday life. The average person makes
many decisions a day, and it can lead to a phenomenon called decision fatigue,
the deteriorating quality of decisions made by an individual after a long session of
decision making [1]. For businesses, success is directly related to effective decision
making. It influences almost every aspect of corporate life [2]. If done systemat-
ically, the decision-making process starts with determining relevant criteria and
attaching weights to represent the relative importance of specific criterion com-
pared to other criteria. It is followed by connecting numerical values to criteria
representing the degree of how each decision alternative meets the particular
criteria. Finally, these values are combined to determine the best choice. Rank-
ing alternatives in an interpretable and well-defined way for several, possibly
conflicting criteria is often a problem of critical concern [3].

Over the years several approaches for multi-criteria decision making have
been proposed. Depending on decision maker is looking for an alternative which
is the best in all criteria or not, approaches can be classified by three differ-
ent scales, i.e., ordinal, cardinal or pairwise comparisons among alternatives [4].
For example, in goal programming approach decision maker is asked to express
c© Springer Nature Switzerland AG 2019
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judgments in terms of goals, and focus on improving what (s)he considers the
most important criterion until it reaches acceptable level of performance [5]. In
approaches based on multi-attribute utility theory, MAUT [6–8] each alterna-
tive is given a score for each criterion. The global score takes into account all
criteria and is obtained by aggregating the criteria scores. In approaches based
on outranking relations [9–11] a so-called preference degree for each criterion is
assigned to every ordered pair of alternatives. Then, a global preference degree
is obtained by aggregating these preference degrees.

Note that for most of the approaches, aggregation plays a central role in the
process. The main criticism of these and other decision making approaches is
that they usually yield different results for the same problem [12]. It is called
the decision making paradox.

Alternatively, a global score, preference degree, or ranking can be obtained by
experts opinions. However, such an oracle is usually unavailable in everyday deci-
sion making and not even easy to obtain after when evaluating the consequences
of a decision in a retrospective. Moreover, reasoning about and interpretation of
scores, preferences or ranking obtained out of the box by experts in an ad-hoc
manner is difficult to formalize [13].

Hence, there is a need to define an interpretable aggregation method in
a formal way to provide a commonly understandable basis for decision mak-
ing. To address this challenge, we introduce a weighted probabilistic product
model,WPPM. It is a multi-criteria decision aid method for defining scores and
their aggregation. We adapt the widely used weighted product approach for solv-
ing a multiple-criteria ranking problem based on joint distributions of experts
opinions. In short, the paper contributes with (i) an approach to aggregate
assessments of criteria of a decision alternative to a comparable global score, (ii)
a mathematically sound and intuitive interpretation of this aggregation, and (iii)
an experimental assessment of the accuracy and the sensitivity of the approach
in a real-world multi-criteria decision problem.

The remainder of the paper is structured as follows. We provide the founda-
tions in Sect. 2. We summarize related work in Sect. 3. We introduce the WPPM
approach in Sect. 4. We evaluate and compare this approach to alternatives in
Sect. 5. Finally, we discuss and conclude the results in Sect. 6.

2 Foundations

The philosophy behind the so-called Management by Objectives or MBO can be
interpreted as measuring the work process against stated objectives [14]. Man-
agers specify the objectives, and employees should achieve these objectives but
are free to decide how to organize their work. However, MBO requires peri-
odic objectives-oriented evaluation. Decision makers widely use the MBO model
because of its simplicity and potential for systematic improvement. In simple
words, the objectives are known from the beginning and should be measurable.
Hence, the criteria for evaluation are defined, and it is clear how to compare
and rank the alternatives for any specific criterion. Decisions grow in complexity
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when decision-makers should consider several criteria simultaneously. Criteria
are assessed by metrics and indicators or are obtained from expert opinions.
We refer to the process as measurement and the results as metric values. The
aggregation of metrics, i.e., making them comparable and integrating them into
a single score, is non-trivial and leaves options.

Mathematical models are widely used to explain aspects of some phenomena
numerically. The degree to which an alternative satisfy a specific criterion can
be expressed using probabilities. The probability density function, PDF, and its
corresponding cumulative density function, CDF, provide a statistical overview
of the assessed metric values of a criterion, modeled by a random variable X of
this criterion. We use the PDF to find the probability that the metric value x
of criterion X is within an interval and the CDF to find the probability for X
to be less than or equal x, respectively. The CDF of a random variable X is the
function FX(x) = P (X ≤ x), and the connection between PDF and CDF can
be expressed as P (a < X ≤ b) = FX(b) − FX(a).

3 Related Work

The degree to which an alternative satisfies a set of criteria can be expressed
as a mapping between a set of alternatives to a measurement scale. Some stud-
ies suggested to consider membership functions of fuzzy sets of alternatives to
express partial scores [15]. Dombi summarized the criticism of fuzzy decisions
and proposed the theory of evaluation that suggests aggregation operators as an
alternative to the fuzziness measures [16]. Yager [17] introduced weighted aver-
aging operators, OWA, for reordering the alternatives before their aggregation.
Saaty [11] used the simpler geometric mean instead.

Aggregation operators are widely used to aid in the decision-making process,
and they can mainly be classified as a measure of similarity, weighted sum,
and weighted product [18]. Ranking of alternatives obtained from aggregation
aid in objective evaluation processes in different domains. Such a ranking can
be obtained as a measure of closeness to the ideal alternative, used, e.g., for
the evaluation of universities [19], companies [20], and knowledge management
systems [21]. Rankings can also be obtained by Saaty’s analytic hierarchy process
AHP [11] used, e.g., for the evaluation of municipal solid waste facility sites [22]
and sustainable chemical process design options [23] and many more. Note that
AHP assumes criteria to be independent. This (often too strong) assumption
can be resolved by applying analytic network process ANP [24]. Rankings can
also be obtained by applying linear additive models. This has been used, e.g.,
for the evaluation of highway investment proposals [25], logistics suppliers [26],
and banks [27].

In general, it is difficult to interpret such overall rankings, since these aggre-
gation approaches compare and add values of different criteria directly, which
corresponds to comparing and adding apples and oranges.

In this paper, we suggest supporting a multi-criteria decision-making process
by ranking the set of alternatives based on numerical representations of perfor-
mance and their joint distributions with respect to several criteria. Comparing
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and integrating performances in different criteria is sound as we use probabilities
instead of actual values.

4 The Assessment Approach

For this research, we assume that the metrics values of criteria are given. We
consider a joint distribution of these values with respect to several criteria and
assign a probabilistic score. This way, we aggregate the values of individual
criteria into a global score. Once the global scores are computed, the alternatives
can trivially be ranked by the score.

Consider a decision maker who needs to choose among a set of alterna-
tives with respect to multiple criteria. Since a decision can be evaluated only
if the decision maker’s objectives are known, we consider the criteria as given
by which performance in achieving these objectives can be measured. We rest
on a well-known model of decision making proposed by Simon [28] and adapt it
for multi-criteria ranking. The process is decomposed into four steps with spe-
cific goals, see Fig. 1. The first step is Observation, i.e., data collection for each
alternative and criterion. The second step is quantification, i.e., measurement
assigning numerical metrics values for these alternatives based on several crite-
ria. The third step is aggregation, i.e., assigning scores to metrics values of each
alternative and criterion and combining the scores into a global score for each
alternative. Fourth, ranking compares different alternatives based on their global
scores. Finally, as an output, the decision maker can find the best alternative
and rank alternatives from worst to best. We propose WPPM as a method to
aid in aggregation and ranking the goals.

4.1 Formal Problem Definition

We consider two different types of preferences in decision making: the decision
criteria and the importance of each criterion.

Let C = {c1, . . . , cn} be a set of n criteria. These criteria are well defined and
each represents a separate property. Let A = {a1, . . . , am} be a set of m decision
alternatives. Each alternative should be evaluated based on the criteria C. Mea-
surements evaluate each alternative, quantified and represented as a m×n perfor-
mance matrix of metrics values. We denote by ej(ai) for ∀i ∈ {1,m},∀j ∈ {1, n}
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an (i, j)-entry, which shows the degree of performance for an alternative ai mea-
sured for criterion cj . W.l.o.g, we assume that larger metrics values indicate
higher satisfaction. We denote by Ej = [ej(a1), . . . , ej(am)]T ∈ Em

j the j-th col-
umn of performance matrix, which represents metrics values for all alternatives
with respect to criterion cj where Ej is the domain of these values.

A weight vector represents decision makers’ preferences related to criteria.
Each wi represents the relative importance of criterion ci compared the others:

w = [w1, . . . , wn]T , where
n∑

i=1

wi = 1 (1)

We do not study how the metric values are obtained and nor how the weights are
determined. We assume that they are provided by an appropriate measurement
process and the decision maker, respectively.

4.2 WPPM: Weighted Probabilistic Product Model

For each alternative ai ∈ A and criterion cj ∈ C, we define a score sj(ai), which
indicates the degree to which this alternative satisfies that criterion, i.e., meets
the requirements for this criterion. Formally, for each criterion cj we define a
score function sj :

ej(a) : A �→ Ej

sj(e) : Ej �→ [0, 1] (2)

Based on the score functions sj for each criterion, our goal is to define an over-
all score function that, for any alternative, indicates the degree to which this
alternative satisfies all criteria. Formally, we are looking for a function:

F (s1, . . . , sn) : [0, 1]n �→ [0, 1] (3)

Such an aggregation function takes an n-tuple of criteria scores and returns a
single overall score. We require the following properties:

1. If an alternative does not meet the requirements for one of the criteria, the
overall score should be close to zero.

F (s1, . . . , sn) → 0 as sj → 0 (4)

2. If all scores of one alternative are greater or equal than all scores of another
alternative, the same should be true for the overall scores.

s1(e1(ak)) ≥ s1(e1(al)) ∧ . . . ∧ sn(en(ak)) ≥ sn(e1(an)) ⇒
F (s1(e1(ak)), . . . , sn(en(ak))) ≥ F (s1(e1(al)), . . . , sn(en(al))) (5)

3. If the alternative perfectly meets all but one criterion, the overall score is
equal to that criterion’s score.

F (1, . . . , 1, sj , 1, . . . , 1) = sj (6)
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Analysis and Aggregation. We propose to express the degree of satisfaction
with respect to a criterion using probability. We define the score function of
Eq. (2) as follows

sj(ej(a)) = Pr(Ej ≤ ej(a)) = CDFej (a) (7)

In other words, this score represents a probability of finding another alternative
with evaluation value smaller or equal to the given value. For multi-criteria case
we can specify a joint distribution in terms of n marginal distributions and
so-called copula function [29]:

Cop(CDFe1(a), . . . , CDFen(a)) = Pr(E1 ≤ e1(a), . . . , En ≤ en(a)) (8)

The copula function Cop satisfies the signature (3) and fulfills the required prop-
erties (4), (5), and (6).

We assume the criteria to be orthogonal, i.e., metrics values of different crite-
ria are mutual statistically independent. Under this assumption, we can use a so-
called independence copula, e.g., the Archimedian copula that can be expressed
as product of the criterion scores of Eq. (7):

Cop(s1, . . . , sn) =
n∏

j=1

sj (9)

Finally, we can take into account weight vectors (1). We propose to adapt the
copula to be a weighted product of criteria scores. Weights represent depen-
dencies in terms of the relative importance of a specific criterion compare to
other criteria. This does not contradict the assumption of independence of met-
ric values. We define an aggregation WPPM as a composition of criteria score
functions as follows:

WPPM =
n∏

j=1

s
wj

j (10)

From a practical point of view, probabilities can be calculated empirically, and
each score can be obtained as a ratio of the number of alternatives with lower
than a given metric value to the number |A| of alternatives. Hence, the overall
computational complexity is O(n × |A|); scalability is not an issue.

We assume that larger metrics values indicate higher experts preferences.
Note that it is not a limitation since we can use CCDF = 1 − CDF instead if
smaller values correspond to higher preferences for a metric. Note that copula
function allows to combine an arbitrary number of marginal distributions, hence
WPPM approach works for any number of criteria.

Comparison and Ranking. We consider one alternative al to be better than
or equally good as another alternative ak, i.e., experts prefer al or consider al
to be an indifferent alternative compared to ak with respect to the criteria set
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C, if the total score according to Eq. (10) of al is greater than or equal the total
score of ak:

al 
 ak ⇔ WPPM(al) ≥ WPPM(ak) (11)

Aggregation WPPM is defined as a composition of product, exponential, and
CDF functions, which are increasing function. Hence, the score which is obtained
by WPPM allows to rank set A of alternatives with respect to criteria set C:

Rank(al) ≤ Rank(ak) ⇔ WPPM(al) ≥ WPPM(ak) (12)

The scores in the [0, 1] interval are calculated empirically as fractions. Hence, we
also need to consider the number of decimal places before rounding the results.
For example, a notation 0.XY , where X and Y represents numerical digits allows
distinguishing only 102 different numbers. Thus, using the widely popular app-
roach of rounding the results up to 2 decimal places can lead to misinterpretation
of scores and false rankings. For a large enough amount of alternatives, n > 100
in the example, some alternatives can have the same result after rounding, while
their actual scores are different. We suggest rounding the results up to k decimal
places only if the number of alternatives n ≤ 10k and, otherwise, to use a scale
[0, 100] of integers to represent the scores in percentages.

4.3 Decision Process and Interpretation

Consider a decision maker who is interested in a multi-criteria ranking of a set of
alternatives A. (S)he defines a weight vector and is given a performance matrix
that quantifies the appropriateness of alternatives according to the criteria on
different scales. (S)he studies the distributions of metrics values Ej for all alter-
natives for each criterion cj . (S)he sets, for each alternative ai ∈ A, the criterion
score sj as the CDF of the distribution of Ej and the metric value ej(ai). (S)he
sets the total score as a weighted product of criteria scores and ranks the alter-
native in descending order according to the total score.

This WPPM approach allows the decision maker to express the preference for
an alternative as the probability to observe something with an equal or worse
score or metrics values, based on all alternatives observed. Low (high) ranks
correspond to high (low) probabilities. This interpretation is the same on all
levels of aggregation, from metrics value to criterion score to the total score.

5 Evaluation

We evaluate the proposed WPPM approach and compare it to the weighted sum
model WSM. We compare the approaches in terms of interpretability and sensi-
tivity. We measure the difference between rankings obtained by these approaches
and study the agreement between aggregated scores.

We use a real-world case, a funding allocation problem provided by Vin-
nova.1 We study anonymous data of the grant call Innovative Startups. While
1 Vinnova, a Swedish government agency under the Ministry of Enterprise and Inno-

vation https://www.vinnova.se/en/.

https://www.vinnova.se/en/
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we do neither judge the goal nor the decision criteria of the call, we give some
background for better understanding. The goal of the call is to test novel, high
reward, high-risk ideas before companies become profitable. The call is open
for new, small, and independent companies, and it gets around 600 application
twice a year. All applications are assessed by at least three independent exter-
nal experts appointed with relevant knowledge and experience, researchers from
academia and practitioners from industry. The decision criteria are the following
six: Gender Equality strategy, Will the Team able to execute? Does the composi-
tion of the team allow for new ideas? Does the team have adequate and sufficient
knowledge, experience, ambition, and contacts/network? Achievability, i.e., how
likely is it that the project achieves the promised objective? Sustainability poten-
tial, i.e., is the ability of the innovation to persist, Economy growth potential
and competitiveness, Originality and innovation.

We decompose the decision making process into the following three steps:
Measurement: each application is evaluated by experts, and the experts express
their opinion (metric value) for each criterion. Aggregation: criteria scores are
combined into a single total score, taking into account criteria weights. Ranking:
applications are ranked by the total score.

We consider each application as an alternative to assess. We obtain scores
based on the expert evaluations results for the criteria mentioned above. We
formulate an objective as follows: the decision maker requires a well-defined and
interpretable total score to be able to compare applications.

5.1 Dataset Characteristics

We study the data from one of the latest call, where 558 applications were assessed
by experts according to six criteria: Equality, Team, Achievability, Sustainability,
Economy, Originality using a scale 0–5: 0 - beyond poor, 1 - poor, 2 - fair but needs
improvement, 3 - good, 4 - very good, and 5 - excellent.

Fig. 2. Innovative startups call decision making process
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Fig. 3. Innovative startups criteria evaluations

Some criteria are more important than others. For each criterion the weight
indicates its importance compared to other criteria as illustrated by Fig. 2.

For each application, the metrics of specific criteria are calculated as averages
of several expert opinions on a [0, 5] scale. We measure the pairwise degree of
association between these values, i.e., how well a monotonic function describes
their relationship. Therefore, we use Spearman’s rho [30] as a correlation coeffi-
cient. We show how these values are distributed and their pairwise scatter plots
in Fig. 3. We can observe that correlation varies from weak to moderate, but the
sample size is not big enough to make any claims about possible dependencies
between criteria in general. We assume that weights provided by the decision
maker also regard potential dependencies.

5.2 Implementation Aspects

We implemented all algorithms and statistical analyses in R. We use the R
package dplyr2 for filtering the data to calculate relative sensitivity and the
packages ggplot2 3 and psych4 for visualizations. We calculate scores empirically
as CDFs by using multi-thread computations and optimized algorithms from the
package Emcdf.5 We use the package rankdist6 for rankings distance calculations.

2 dplyr, https://cran.r-project.org/web/packages/dplyr/dplyr.pdf.
3 ggplot2, https://ggplot2.tidyverse.org/reference/.
4 psych, https://CRAN.R-project.org/package=psych.
5 Emcdf, https://github.com/cran/Emcdf.
6 rankdist, https://CRAN.R-project.org/package=rankdist.

https://cran.r-project.org/web/packages/dplyr/dplyr.pdf
https://ggplot2.tidyverse.org/reference/
https://CRAN.R-project.org/package=psych
https://github.com/cran/Emcdf
https://CRAN.R-project.org/package=rankdist
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5.3 Evaluation Method

We apply two models for multi-criteria decision making on to the dataset that
leads to different aggregation approaches. In WSM, the total score is calculated
by the weighted sum of metrics from the experts:

WSM = 0.1 × Equality + 0.2 × Team + 0.2 × Achievability

+ 0.1 × Sustainability + 0.39 × Economy + 0.01 × Originality

In WPPM, the total score is calculated as the weighted product of CDFs of
criteria scores calculated from the experts’ metrics:

WPPM = s0.1Equality × s0.2Team × s0.2Achievability × s0.1Sustainability × s0.39Economy × s0.01Originality

Agreement. We measure agreement between total scores obtained by WPPM
and WSM using Spearman’s correlation and Bland-Altman statistics [31,32].
We study the correlation between WSM and WWPM to assess the ordering
of the WPPM and WSM values, their relative spacing, and possible functional
dependency. We put values of WPPM into WSM scale by using an non-linear
exponential regression model.

Moreover, we calculate two rankings of the applications based on the two
approaches by simply ordering the values from smallest to largest. We assigned
the same rank for applications in case their total scores are equal. We measure
a distance between the two rankings based on the Kendall tau distance, which
counts the number of pairwise disagreements between two lists [33].

WSM
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Fig. 4. Agreement between WPPM and WSM total scores (Color figure online)
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Sensitivity. We also study a variety of values for both methods to understand the
percentage of applications that have the same total score and, as a consequence,
the same rank. The overall sensitivity is the ratio of unique total scores and
number of applications. We compare WSM and WPPM in terms of their relative
sensitivity, i.e., the capability of one approach to a show higher sensitivity for a
subset of applications that shares the same score obtained by the other approach.
First, we consider the unique total scores for WSM. For each of these scores, we
extract a sample of applications that share this WSM score, and set a relative
sensitivity of WSM as the ratio of 1 to sample size. Then, we compare it with
corresponding relative sensitivity of WPPM, which equals to ratio of unique
WPPM scores to sample size. Second, we mirror this and start with unique
total scores for WPPM and compare it with the relative sensitivity of WSM.

5.4 Results

We observe a strong correlation between WPPM and WSM, cf. Fig. 4(a). In the
Bland-Altman plot, cf. Fig. 4(b), each alternative (application) is represented by
a point with the average of the WSM and WPPM scores as the x-value and
the difference between these two scores as the y-value. The blue line represents
the mean difference between scores and the red lines the 95% confidence interval
(mean ± 1.96SD). We can observe that measurements are mostly concentrated
near the blue line y = 0.007 and only a few of them are close to the red lines
y = −0.265 and y = 0.296, i.e., 95% of the differences are within a range of
0.296−(−0.265)

5−(−5) = 5.61% of the possible difference range. The Kendall tau distance
equals to 0.037, which means that only 4% of pairs differ between the two
rankings. We conclude that approaches WSM and WPPM agree and may be
used interchangeably.

Sensitivity. Figure 5 shows the overall sensitivity for different numbers of decimal
places the scores are rounded to. We observe that WPPM becomes significantly
more sensitive than WSM when the number of decimal places exceeds 4.

When starting with the sets of applications with unique WSM scores, we
observe some variation in the relative sensitivities in case the number of decimals
places is 2, but the relative sensitivity of WPPM is always greater than or equal
than of WSM. When rounding to 3 decimal places the results show that for
every sample of applications that share the same WSM score, WPPM scores
can differentiate these applications. When starting with the sets of applications
with unique WPPM scores, we observe that WSM shows higher sensitivity than
WPPM in case the number of decimal places is 2. However, when the number of
decimal places is greater or equal to 3, WSM has the same sensitivity as WPPM
has. This means that WSM is not capable of differentiating the applications that
score equally according to the WPPM approach.

We summarize descriptive statistics of sensitivities in the boxplots of Fig. 6.
They show the minimum, the 25th percentile, the median, the 75th percentile,
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and the maximum of WPPM and WSM sensitivities, resp. For each method,
the sensitivities are computed as one over the number of applications with the
same score rounded to 2 . . . 8 decimal places.
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Fig. 6. Comparing WSM and WPPM sensitivities

Altogether, we observe that WPPM is the more sensitive approach. It can
distinguish more applications than WSM.

Interpretability. We claim that a well-defined (mathematical) concept should
exist that is supporting the decision making process beyond the plain numerical
calculation of scores and ranks. We argue that the interpretability of results
is higher if calculations just implement such a concept instead of constitute the
concept. Probability theory provides such a concept for the WPPM approach: we
can interpret a WPPM score from [0, 1] for an application a as a probability to
find another application that is less preferable than a or at most as preferable as
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a in all criteria. It is harder to interpret a WSM score from [0, 5]. We might want
to apply the center of mass concept from basic physics or the central tendency
concept from basic statistics. This is, however, questionable as the criteria do
not have the same nature, i.e., they are “apples” and “oranges”: For example,
how to interpret the result of adding evaluations values of Originality to Equality
or Sustainability to Team, etc.

The decision makers from Vinnova feel comfortable with a probabilistic inter-
pretation. However, they prefer not more than four decimal digits to choose
among the applications. Note that the probabilistic score can be expressed as
percentages on a [0, 100]-scale.

6 Conclusions and Future Work

The paper defines an approach that provides a sound basis for sensitive and
interpretable multi-criteria decision making. It introduces WPPM scoring and
provides its mathematical foundations: probabilistic scores are obtained based
on the distributions of criteria and aggregated using weighted products. The
paper evaluates the approach using a real-world case where the decision maker’s
objective is to obtain ranks of alternative funding applications based on the
aggregation of multiple ranking criteria. The paper compares the WPPM app-
roach with the popular alternative of using a weighted sum aggregation WSM.
The paper concludes that the approaches do not differ statistically in the rank-
ing of alternatives. However, WPPM has clear interpretation while WSM has
not. Moreover, WPPM has a higher sensitivity than the WSM approach, which
allows to distinguish more alternatives with WPPM that are considered equiv-
alent with WSM. This leads to better and more understandable decisions.

The proposed approach is not limited to a specific decision-making problem.
It is ready to be implemented in decision making software systems support-
ing enterprise decision management (EDM) or business decision management
(BDM). It is future work to study the effects of the suggested approach on
EDM/BDM.

We also plan to conduct simulation experiments to study a deviation between
WSM and WPPM sensitivities depending on the number of alternatives. We
assume that criteria are statistically independent or that weights regard mutual
dependency. We plan to extend our approach to consider both dependencies
and weights. In general, there is no objective or optimal solution for defining
the weights of criteria. However, the suggested decision highly depend on these
weights. The present paper assumes that decision makers chose the appropriate
weights based on their knowledge and expertise and that these weights indi-
cate the importance of criteria objectively. In the future, we plan to extend our
approach to consider another type of weights. Such a weight should represent
the capacity of a criterion to separate alternatives and can be extracted from
data. Finally, objectives-oriented evaluations also need to reason why specific
objectives are achieved or not. The interpretable WPPM approach based on
probabilistic scores and joint distributions could provide a basis for reasoning.
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Based on that, we further plan to extend our approach to quantify the effort
needed to achieve quantitative multi-criteria objectives or to improve towards
them. This way, we could suggest focusing the on some criteria that lead to
overall improvements with lesser efforts.
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Abstract. Governments and organizations in both public and private sector are
operating in fields of ever-growing uncertainty and complexity. To study this
complex environment, the concept of ecosystems has been suggested, inter-
preting organizations as intertwined systems among layers of evolving
ecosystems. While offering possibilities, operating in an ecosystemic environ-
ment might prove to be challenging, and the change from traditional governance
structures might be difficult to manage, requiring holistic yet detailed view.
Enterprise Architecture (EA) has been an interest of academics and practitioners
for few decades, offering one of the most prominent solutions to managing
complex organizations. Recently, it has been discussed that EA should further
evolve to respond to the interconnectedness of organizations’, thus extending
the focus of enterprise architecting from intra-organizational to the ecosystems
level. Based on data from 26 in-depth practitioner interviews in Finland, we
discuss how EA should be developed to better support Finnish public sector
ecosystems. Our data indicates that qualities such as organizational capabilities,
holistic view, co-creation and needs-based utilization are essential features of
public sector ecosystem EA.

Keywords: Enterprise architecture � Public sector � Ecosystem

1 Introduction

As the world alters towards networked and complex structures, the changes within the
organizations and in the environment are becoming more frequent, yet more difficult to
perceive. The underlying complexity is prone to increase, making it near impossible for
governments to achieve public policy endeavors by dividing complex issues into
smaller pieces [4, 13]. Contrariwise, embracing holism and the interconnections among
organizations might be a key to solve some of the problems occurring, as ecosystems-
enabled co-creation is seen as a key innovation in public service delivery [6]. To study
this complex environment, the concept of an ecosystem has been suggested as “the
alignment structure of the multilateral set of partners that need to interact in order for
a focal value proposition to materialize” [1, p. 40]. Public administration structures and
actors such as cities [55] and state [5] are increasingly interpreted as service systems
and ecosystems. As an example, [13, p. 110] argue, that “the society could be defined
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as a complex set of relationships based on the continuous sharing of resources and on
the combination of several expectations culminating in the building of new value”, thus
making society a domain which “cannot be analyzed in the light of a mechanistic
approach; it requires the adoption of a holistic perspective”. Ecosystems have attracted
interest in private and public sector, and both new models of public services delivery
and new business models have been suggested. Ecosystemic perspective can enhance
understanding of complex contexts with systems-level thinking [9] and could be
beneficial in the public sector, bringing forth benefits such as avoidance of duplication,
enhanced transparency, faster service delivery and increased flexibility [49]. Further, a
United Nations e-government survey stresses the need for a holistic approach to
governance, bringing forth ecosystemic stance as a crucial strategy to achieve holism.
In the same vein, the World Economic Forum has envisioned some features of future
world government, where the cornerstones are such as networked governance, inter-
connection and collaboration [49].

Whilst interpreting public administration as an ecosystem could bring forth bene-
fits, the transition from traditional government structures might prove to be challenging
and difficult to manage, requiring holistic yet detailed view. As [9] note, prior research
has found that while technology creates opportunities in ecosystem service innovation,
its complexity is prone to increase, necessitating the integration on people, processes,
technology and information. Here, Enterprise Architecture (EA) could have a vital role.
EA has been an interest of academics and practitioners for a few decades, offering one
of the most prominent solutions to managing organizations. EA is traditionally used in
modelling of organizations in current and future states and has gained attention as an
approach for achieving IT-business alignment [2], bringing numerous other potential
benefits along (e.g. [19, 31, 53]).

Changes in business-environments have sparked a discussion of further evolving
EA to respond to the challenges related to interconnectedness of organizations [17].
While EA can be used to examine organizations and its elements, i.e. processes,
systems and information, it has been argued, that current EA methodologies are not
suitable in bridging internal and external environments, and in involving various
stakeholders for building successful ecosystems [3, 18, 45]. EA might need a recon-
ceptualization on methods and tools, to provide requisite coherence and adaptability in
reacting internal and external change demands [30]. As the scope and purpose of EA
seems to be expanding from mechanistic IT-business alignment to a holistic design of
an organization in an ecosystemic environment (ibid), a systemic stance on enterprise
architecture seems to have a growing interest among scholars and practitioners [10, 33].
Well-known scholars have explicitly stated the need to study the relations between
systemic thinking and EA. As an example, Kappelman and Zachman [28, p. 93] state,
that “[…] the EA trend of applying holistic systems thinking, shared language, and
engineering concepts, albeit in the early stages of their application, is here to stay”.
Further, Rahimi et al. [46, p. 138] discuss the “importance of systems thinking and,
especially, of adopting the open systems principle, for managing EA design and evo-
lution”. Recently, EA has been applied in networked [4, 14, 50] and ecosystemic [21,
36, 45] settings. Systemic and ecosystemic stance on public administration, and gov-
ernment architectures have been discussed especially in the context of e-government
[25] and smart cities [7, 26, 36, 37], as well as other endeavors [e.g. 15, 29].
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Although EA has been used to enhance interoperability of inter- and intra-
organizational IT systems in the public sector, the means of extending the focus of
enterprise architecting from intra-organizational to the ecosystems level is an area not
yet sufficiently studied.

EA in the public sector differs from the private sector context, due to differences in
usage - while in the private sector EA is often used in one organization, the scope in the
public sector is much larger. Especially in the public sector, EA initiatives seem to face
challenges in practice. Thus, as noted in prior studies, further research about EA in the
public sector is also needed [16, 48, 51, 54]. The somewhat mature usage of government
EA makes Finland a viable area to study EA usage in the public sector. Finland
introduced government enterprise architecture in 2006 and has since 2011 mandated the
use of EA in public sector organizations. In 2017, Ministry of Finance, the key actor
governing public EA efforts in Finland, published first drafts of ecosystems model for
public administration EA. In Finnish public administration, the state government and
local government co-exist, comprising 12 ministries, about 50 special agencies, and
some 200 regional state agencies. Prevailing reform in Finnish Social and Health ser-
vices aims at to form 18 counties and an ecosystem including shared IT services as the
common platform for currently siloed and fragmented data resources.

Our research question: “How enterprise architecture should be developed to better
support Finnish public sector ecosystems?” is answered with thematic analysis of data
from 26 in-depth practitioner interviews, conducted in different levels of Finnish public
administration. While EA is much used in the public sector, its power in organizational
interoperability and coherence is yet to be seen, and new ways of designing, developing
and governing public administration EA are needed. Our data indicates that qualities
such as organizational capabilities, holistic view, co-creation and needs based utiliza-
tion are essential features of public sector ecosystem EA.

The remainder of this paper is structured as follows. In the following sections, the
main concepts of this study - ecosystem and EA - are briefly introduced. Section 3
explains the methods of this study, and in Sect. 4, we offer the results of our study.
Results are discussed with concluding remarks in Sect. 5.

2 Background

2.1 Enterprise Architecture in the Public Sector

Enterprise architecture has been defined and used in manifold ways. An “enterprise”
indicates to the scope of the examination, and can be defined e.g. as an organization, a
part of the organization or several organizations forming a whole. According to
ISO/IEC/IEEE 42010:2011, “architecture” is defined as “fundamental concepts or
properties of a system in its environment embodied in its elements, relationships, and in
the principles of its design and evolution”. Although the definitions of EA are
numerous, with no common definition, it’s scope and purpose seem to be increasingly
extending from the purpose of IT-business alignment towards a tool of holistic orga-
nizational design and development in the system-in-environment setting [40].
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Prior research discusses government EA as an efficient tool to overcome the
challenges and problems related to e.g. interoperability, integration and complexity of
e-government systems. [e.g. 19, 35]. In the public sector, government-as-a-whole
architectures have been studied using various terminology, such as government
architecture [23], government enterprise architecture [42, 49] and national enterprise
architecture [24, 34]. [44] cites earlier studies, and states, that public sector policy-
makers initiate EA programs to enhance productivity, improve interoperability and
improve the standard of service systems.

Although EA has been used in public sector in more than 20 countries [47], the
efforts have not been only successful, numerous problems have occurred and many
government organizations have performed poorly in their EA efforts. As an example,
[16] discuss the problems and their root causes of EA in the public sector. They
conclude, that previous research has recognized numerous problems, including prob-
lems related to the organization, EA project teams, EA users, and EA itself. Examples
include complex structures, minimum collaboration among agencies, lack of broader
understanding and guidance, lack of capabilities and skills, overemphasizing IT per-
spective, and lack of shared understanding of EA itself. [52] studied key issues in EA
adoption in the public sector, concluding that there are three broad categories: resis-
tance towards EA, relevant EA goals, and EA practices in use. These include issues
such as lack of practical skills required in EA development, reluctancy to adopt new
ways of working and general image problem of EA, due to e.g. troublesome imple-
mentation and technical representation.

Public administration in Finland has been in continuous change as in all Western
Countries, if not globally. Although EA has emerged as a prominent tool to manage the
change, the proof of its success in organizational interoperability and coherence is yet to
be seen. In Finnish public administration, the state government and local government co-
exist, comprising 12 ministries at the state level, steering their branches along of about 50
specialized central agencies. The semi-independent local governments consist of about
300 municipalities, which are self-governing units by Constitution, with the right to tax
the residents. The municipalities have formed collaborative networks and joint owner-
ships with third-party vendors, which creates a complex ecosystem per se. Altogether, the
Finnish public administration forms a complex ecosystem of organizations of high
complexity, diverse goals and services, as well as some common infrastructure. In
addition to that, various cross-organizational management forms, such as policy pro-
grams, and other endeavors are ongoing via various forms of organizations. Prevailing
reform in Finnish Social andHealth services aims to an ecosystem that will include shared
IT services as the common platform for currently siloed and fragmented data resources.
18 counties are to be formed, with the liability to produce social and health care service.

In order to enable and ensure the interoperability of public administration, The Act
on Information Management Governance in Public Administration (634/2011) has
since 2011 necessitated the use of EA in public administration. Finnish public sector
authorities must plan and describe their EA and adhere to the created and maintained
EA, descriptions, and definitions of interoperability. Public sector organizations should
use the Finnish national EA (FINEA) method and its guidelines in EA planning and
management. In practice, the implementation and use of the method have been chal-
lenging [44, 52].

92 J. Nurmi et al.



2.2 Ecosystems in the Public Sector

Having emerged from the field of biology, different types of ecosystems have been
widely discussed in various academic disciplines, such as marketing, strategy, social
sciences, innovation management, engineering and information technology, gaining
popularity especially in recent years [27]. Ecosystem have been defined and classified
in manifold ways, and different kinds of ecosystems include business ecosystem,
innovation ecosystem, service ecosystem, ecosystem as a standalone concept as well as
various others. Some common elements among different types of ecosystems include
focal roles, co-specialization, co-evolution and co-opetition, interdependence, loosely
coupled hierarchical structure, shared vision, system level business model and modu-
larity [20]. Adner [1, p. 40] offers one definition for an ecosystem, that is both rea-
sonably cited, and seems like a suitable metaphor for public administration: an
ecosystem is “the alignment structure of the multilateral set of partners that need to
interact in order for a focal value proposition to materialize”. In the public adminis-
tration, diverse actors, i.e. state administration, civil service department, city officials
and so forth come together, not to generate profit, but something of value - such as
wellbeing of citizens. Similarly, [22] have identified three streams of ecosystems lit-
erature; business ecosystems stream, innovation ecosystems stream and platform
ecosystems stream. While the first one centers on a firm in an environment and the
second concerns an innovation or a value proposition among the constellation of actors
supporting, the third discusses actors organized around a platform (ibid). So, the
innovation ecosystems stream, discussing a focal value proposition, is focused on the
system of service provision, not the individual enterprises.

As a structure, ecosystems can be interpreted in four nested and interrelated levels
[38]: micro-, meso-, macro- and mega-level. At micro-level, service-for-service
exchanges through actor-to-actor structures are allowed. Indirect interaction occurs at
meso-level, involving actors in the same ecosystem. At the macro level, complex
networks, such as institutional arrangements, arise, enabling or constraining activities
at micro-, and meso-levels. Interdependencies between co-existing ecosystems occur at
mega-level (ibid).

Ecosystems have been studied, to some extent, in the context of public adminis-
tration and service provision. As an example, [9] show with a case study, that national
health information system can be interpreted as an ecosystem, where public and private
health care organizations act in meso-level, and the whole ecosystem represents a
macro-level. Systemic stance on government EA is further discussed by e.g. [25], who
examine the use of EAs in the Dutch public administration from a complex adaptive
systems perspective. Based on the analysis of 11 cases, they derive eight architectural
design principles, including development of modular architectures, stimulation of
sharing and formation of coalitions. Further examples include the study by [35], who
discuss developing a government EA framework to support the requirements of big and
open linked data with the use of cloud computing. [8] provides an overview on dif-
ferent types of ecosystems and their characteristics and proposes views for the mod-
elling of ecosystems with insights to three aspects: goal modelling, ecosystem
modelling and platform modelling.
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3 Methods of Study

This study is part of a longitudinal research project, researching the implementation of
the Finnish national enterprise architecture method (the whole project is reported in
[44]). The research constituted of two rounds of interviews, and the data used in this
research was collected from 26 semi-structured interviews during the summer 2017.
The selection of interviewees was based on purposeful sampling [43] in order to
capture variation in the data in terms of both assumed information intensiveness and
stakeholder population. The interviewees were asked to sign a written informed consent
and were allowed to discontinue participating at any given time of the study. Tran-
scribed interviews were stored securely, and the results of the interviews are reported
anonymously. Further, the questions were presented in a manner that excludes inter-
viewer bias [32]. The interviewees represented stakeholders from different levels and
sectors of Finnish public administration and IT companies, with representatives from
state administration (4), administrative sector (3), civil service department (4), cities
(5) as well as managers (5) and workers (6) from private IT companies. The inter-
viewees had an average of 15 years of experience in EA-related activities, ranging from
3 to 40 years.

The interview questions were divided into four parts: questions of (1) background
information of interviewees, (2) previous situations (3) current situation and (4) future
of EA. The questions covered macro- and micro-level issues. The past- and future-
related questions covered issues of FINEA and the interviewees’ perceptions of how it
has affected their own work. The current situation questions were different for the
interviewees from the public and private sectors. The interviewees from the public
sector were asked questions about EA in the organizations they represented, and the
interviewees from the private sector we asked questions about their public sector client
organizations. To enhance repeatability (i.e. reliability), example questions are offered
in the Appendix.

The interviews lasted from 36 to 100 min, the average being 63 min. The inter-
views were audio recorded, and transcribed. The quotations were translated into
English and edited for brevity, thus removing hesitations, words and such, which were
not essential for overall understanding of the data. We conducted a thematic analysis
consisting of six phases: familiarization, initial coding, search of themes, reviewing
potential themes, defining and naming themes, and producing the report [11]. The
coding was done with the ATLAS.ti software, using both inductive and deductive
approaches. To minimize the impact of individual bias, all authors did participate in the
analysis, although no intercoder reliability was tested.

4 Results

During the data analysis, we were able to form four major themes of importance: co-
creation, capabilities, holistic view and needs-based utilization. Summary of the themes
and their incidence by stakeholder groups is presented in Table 1. There were also
minor themes that were mentioned only few times. Among them were interoperability,
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cost savings, EA framework, digitalization and governance. Next, we explain the
meaning of the formed themes and illustrate them with excerpts from the interviews.

4.1 Capabilities

Capability concept was added in the latest FINEA version and is defined as combi-
nations of: (a) operations models and processes, (b) employees and skills, and (c) in-
formation and systems. Of these, the most mentioned in our data were resources that
most often mean employees’ time that they can use in EA. Interviewee from state
government said: “Organizations should invest enough in it [EA], give enough
resources, to see what the benefits in their own operations are”. Without proper
resources, the benefits will be modest. Skills and competence were also mentioned, and
the interviewees emphasized both technical and business capabilities. While IT con-
sultants mentioned capabilities often, the managers of the companies discussed capa-
bilities only rarely. Moreover, while other public sector interviewees mentioned
capabilities rarely or occasionally, city personnel gave no mention of this issue.

4.2 Co-creation

Co-creation has recently received a lot of attention in the public sector. In the beginning
of the FINEA work, co-creation was quite unfamiliar. Especially, the stakeholders from
civil service departments, cities and employees of IT companies have realized the value
of co-creation in EA. A public sector representative said: “We have come far in ten
years, and the need for co-creation has been recognized and understood”. This theme
constitutes of things like achieving a common understanding, communication, dia-
logue, co-operation and different kinds of groups for people doing EA. Senior specialist
of a city describes their cross-sectoral operations: “We have got governance over the
operations in our city. Without communication and forum, this work would be
impossible. This is the biggest value”. In their city, EA is connected in the project
management model and in the strategy. They have an EA group and architects do co-
creation with operations personnel. Representative of another city mentioned that they

Table 1. Themes considered important in developing public sector ecosystem EA

Theme State Administrative 
sector

Civil 
service 
department

City IT
company 
manager

IT
company 
worker

Capabilities
Co-creation
Holistic 
view
Needs-based 
utilisation

= not mentioned, = rarely mentioned, = occasionally mentioned, = fre-
quently mentioned.

Towards Ecosystemic Stance in Finnish Public Sector Enterprise Architecture 95



do an operations model picture in cooperation with substance or process owner and this
leads into understanding of what really needs to be done. When discussing about
stakeholders and co-operation with private actors, one public sector representative
stated that “[…] and then there are enterprises with which we have this ecosystem
thinking. If we would not have mutual architecture, we could not have mutual and
decentralized development”. This viewpoint on co-operation was also shared by the
private sector interviewees, one of which noted that: “I think that in public adminis-
tration there is, at least to some extent, thinking of being this platform-type of platform
for third party vendors and private actors”. Although many interviewees mentioned,
that co-creation is of value, some felt that it has not been enhanced by EA: “The reality
in cross-organizational cooperation seems to be more wretched than before and EA has
not been able to bring anything to the table”. Further, IT company managers gave no
mentions about co-operation.

4.3 Holistic View

Holistic view is the big picture that comes through EA’s four viewpoints: information,
business, information systems and technology. These four architecture domains are in
FINEA framework and in many generally known EA models, such as TOGAF. Holistic
view was the most often mentioned issue in our interviews. It was considered to have
many benefits and potential uses, such as identify structures, understand different
stakeholders, and help in co-operation, governance, risk management, and cyber
security. Interviewee from the state government describes the idea well: “To be able to
make a holistic view of this complex public administration and its functions that
consists of different segments and their relationships. And to be able to give structure
and understand different actors and co-operate with stakeholders. And the services and
systems and to be able to form a holistic view, it helps in many ways in decision
making […] management […]. It has potential in this. And in my opinion, we need
more of this […] in this change in society […] to make the complex whole simpler”.
Another state interviewee continued, that: “We chose from the beginning to look public
administration as a whole […] it requires systematic and systemic thinking”. Further it
was noted that “EA has been good in endorsing thinking of public administration as, in
a way, one organization”. Although the holistic view was recognized as one of the
important aspects of EA, and public administration was regularly looked from this
viewpoint, also organization-specific EA-work was valued: “On the other hand there
are the things in common [in public administration], but also some that are
organization-specific. It is kind of a buzzword, but there is an ecosystem”. When asked
about different viewpoints of EA work in public sector, the state administration
interviewee noted that: “[we look at EA] rather in the macro-level. Of course, it is
important to examine the architecture from the viewpoint on an organization. But we
are more looking on what is shared in public administration […] the strategic objectives
of the whole-of public administration, at this moment, begins from digitalization and
also from developing an ecosystems-model. We are developing the next version of the
public administration enterprise architecture […] it has been developed for a year with
various stakeholders, and emphasis is on developing public, citizen-oriented services. It
is about cost-efficiency, avoidance of overlapping and utilizing collected data at large”.
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Further, a private sector interviewee noted, that “The world is complex and always
changing, these frameworks and their methods tend to age, and new ones are needed”.

4.4 Needs-Based Utilization

There is a constant struggle to get enough resources for EA work and development
work in general. This is the main reason why needs-based utilization came up in all
stakeholder groups. Needs-based utilization is an important issue in successful EA in
the public sector. If EA project starts without setting proper goals and understanding of
the problem area, the result is often excessive modelling which is waste of resources. In
Finland the FINEA is mandated by law, which has led to EA work that is done to fulfil
regulations. Hence, motivation is a problem. Many interviewees saw needs-based
utilization as a means to motivate and to help in setting relevant goals for EA. Inter-
viewee from state administration noted that: “This is the most important thing in EA
work, do not start without answering a couple of why questions… then things get
easier, you do better EA and know redundant work”. According to interviewees, it is
important to think what are the problems that need to be solved with EA work and then
use the method as a tool. Interviewee from the administrative sector says: “[…] rigid
EA work, where current and future stare are modelled similarly, textbook like, it is a lot
of redundant work. And we have modelled many things that are insignificant in the big
picture”.

5 Discussion and Concluding Remarks

Enterprise architecture has been one of the leading ways of modelling the structures of
an organization, and based on the interviews, one that currently is used. Still, the results
of this study indicate that new ways of designing, developing and governing public
administration are needed. In addition, new ways of interpreting government EA are
needed - ones that can justify themselves in the world of growing complexity, speed of
change and interrelations among actors. As prior noted, Finland introduced government
EA in 2006 and has since 2011 mandated the use of EA in public sector organizations.
In 2017, first drafts of ecosystems model for public administration EA were published,
replacing the formerly used domain-based model. The former model was described as
rigid, siloed, hierarchical and such that it does not enable cross-domain co-creation
[39]. Further, the domain-based model is described to “not represent the reality, as
actors form ecosystems instead of hierarchies” [39, p. 6], and being unable to foster the
forming of ecosystems. Although the new ecosystems model may better enable suc-
cessful EA work in the Finnish public sector, it does not discuss in detail, how EA
work should be done, and which qualities are important for public sector EA to be
successful. Based on our data, we argue, that Finnish public sector EA should foster
holistic view, co-creation, needs-based utilization and capabilities as prominent pos-
sibilities to successful EA-work.
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Interpreting public sector as an ecosystem might enhance successful implementa-
tion and usage of EA. While holistic view of an organization has traditionally been one
of the key features of enterprise architecture, it can be argued that it is not altogether
clear what holistic means in the government EA, or in different levels and sectors of
public administration. As prior discussed, [16] looked into the problems and their root
causes of EA in the public sector, one of these being minimum collaboration among
agencies, an issue also mentioned as a problem in the domain-based model of FINEA
[4141]. The idea of ecosystems is exploiting the resources and capabilities of different
actors in a given time. As stated by [1], ecosystems are “the alignment structure of the
multilateral set of partners that need to interact in order for a focal value proposition to
materialize”. Similarly, our results indicate that capabilities, needs-based utilization and
holistic co-creation have a vital role in public sector EA work. If the public sector is
interpreted as an ecosystem, government EA could be adapted in co-created projects
where the capabilities of different actors are exploited in order to materialize a given
goal. When EA projects are done when needed, and connect to a focal value propo-
sition, a lot of unnecessary modelling can be omitted.

In practice, extending the scope of EA to the level of ecosystems has been prior
discussed by e.g. [12, 17, 41], and our results are in line with these studies. [17] discuss
the stages from EA to Extended Enterprise Architecture, to Collaborative Network
Enterprise Architecture and Focused Business Ecosystem Architecture and, finally, to
Business Ecosystem Architecture These ideas are further discussed by [41], who
enhance ideas of Drews and Schirmer and conclude with a tentative management
model for the government ecosystem architecture, and [12] who, by discussing four
case studies and identifying six architectural perspectives, offer an ecosystem archi-
tecture metamodel.

As prior noted, there were notable differences in terms of how often, if at all, the
issues were mentioned by different interviewee groups. The city personnel did not
mention capabilities and IT managers did not consider co-creation as a notable issue.
Although, judging from the data, it is not evident, where these distinct differences come
from, and especially, why the city personnel did not mention capabilities at all, some
speculation is possible. In 2017, there was an ongoing trend of talking about capa-
bilities in the context of EA, especially by some of the private sector EA consultants,
which might have affected to the answers given by IT company workers. Also,
Archimate is much used in the Finnish public administration, it is the recommended
notation in FINEA. Capabilities as elements were introduced in Archimate 3.0, and
were added to FINEA in spring 2017, just before our interviews. It might be possible
that private sector interviewees were more familiar with the concept than those working
in cities. State personnel might have been familiarized with the concept while working
with the new versions of FINEA. This may also reflect the different maturity levels of
capability driven EA design in public and private organizations. As for the lack of
discussion on co-creation by the IT company managers, less can be speculated. The
differing opinions between private and public sector interviewees, as well as differences
between public sector personnel are important, and should be further studied in a
separate study. In an effort to contribute to stream of studies on public sector EA, as
well as those discussing developing EA to be better utilized in ecosystemic environ-
ments, we answered the following research question: “How enterprise architecture
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should be developed to better support Finnish public sector ecosystems?”. We con-
cluded that while EA is widely used in the public sector, new ways of designing,
developing and governing public administration EA are needed. Our interviewees, 26
professionals from different levels of Finnish public and private sectors, recognized
organizational capabilities, holistic view, co-creation and needs-based utilization as
important factors in government EA. Based on the results, we propose the following
guidelines to be used in the public sector ecosystem EA:

• EA work utilizes capabilities of organizations’ participating in the ecosystem
• Development work is done in co-creation mode
• Partners of the ecosystem form a holistic view
• EA modelling is utilized needs-based

The aim of the ecosystem is to create value to participating partners and citizens.
This contradicts the traditional view of EA, as a structure of one organization. Instead
the EA in ecosystem is based in the interrelationships and interactions of the partici-
pating organizations. We argue, that EA should be further developed with these
thoughts in mind.

This study mainly concerns public sector EA in Finland, and the interviewees were
based on a single country. Therefore, different aspects might be emphasized elsewhere,
and there might occur differing opinions concerning important and redundant qualities
of EA. As discussed, EA is used in public sector internationally, and is also mandated
by law in some countries other than Finland. Although the findings of this study may
have significance in other contexts, more research is definitely needed, for example in
other countries. Especially constructive studies, as well as case studies, forming and
testing new ways of conducting EA, would be valuable. Further, some features of EA
in public administration ecosystem are probably common also in the private sector. The
generalizability of our results in wider contexts is hopefully to be validated by future
research.

Appendix

For background information we asked for interviewees: name, organization, job
description, duration of work in EA field. We also asked them to describe their EA
work and their viewpoint to EA work (government-as-a-whole or own organization).
Second, we asked backward questions:

– What do you think about the public sector EA method?
– Have you used the method in your work?
– The results of the interviews ten years ago included 1. implementation ability and

governance, 2. structures of government and 3. advancement of interoperability as
key challenges. In your opinion, are these still challenges?

– Has EA work increased cross-sectoral co-operation?
– Are you familiar with the law that mandates the use of EA? Has the law affected EA

work?
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– Ten years ago, there was not a mutual understanding about what EA means and
what are the main goals of the EA work. In your opinion, is there currently a mutual
understanding?

Third, we asked about current EA work:

– Is EA work done in your organization/client-organization? Why/why not?
– What kind of strategic goals are set for EA work?
– What are the stakeholder groups of EA?
– In your opinion, what is important in EA work?
– In your opinion, what is redundant in EA work?
– What is learned from EA work?
– How does EA support the digitalization of the public sector?

Fourth, we asked about the future of EA:

– What are the next steps of EA work in your organization/client-organization?
– How should the EA method be further developed?
– How information security should be noticed in forthcoming co-operation and public

information systems?
– In your opinion, what kind of future EA work has in public sector?

Last, we asked: Is there something you would like to add?
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Abstract. Data mining and advanced analytics methods and techniques
usage in research and in business settings have increased exponentially
over the last decade. Development and implementation of complex Big
Data and advanced analytics projects requires well-defined methodol-
ogy and processes. However, it remains unclear for what purposes and
how data mining methodologies are used in practice and across different
industry domains. This paper addresses the need and provides survey
in the field of data mining and advanced data analytics methodologies,
focusing on their application in the banking domain. By means of system-
atic literature review we have identified 102 articles and analyzed them
in view of addressing three research questions: for what purposes data
mining methodologies are used in the banking domain? How are they
applied (“as-is” vs adapted)? And what are the goals of adaptations? We
have identified that a dominant pattern in the banking industry is to use
data mining methodologies “as-is” in order to tackle Customer Relation-
ship Management and Risk Management business problems. However,
we have also identified various adaptations of data mining methodolo-
gies in the banking domain, and noticed that the number of adaptations
is steadily growing. The main adaptation scenarios comprise technology-
centric aspects (scalability), business-centric aspects (actionability) and
human-centric aspects (mitigating discriminatory effects).

Keywords: Data mining · Banking · Literature review

1 Introduction

The use of data mining methodologies have gained significant adoption in busi-
ness settings, in particular in the financial services sector [1]. However, little is
known about what and how data mining methodologies are applied. There are
studies that surveyed data mining techniques and applications across domains,
yet, they focused on data mining process artefacts and outcomes (eg. [2]), but
not on end-to-end process methodology. There are some studies that have sur-
veyed data mining methodologies in hospitality [3], accounting [4], education
[5], and manufacturing [6] industries, but no comprehensive studies have been
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conducted on financial companies. In particular, studies in banking domain were
so far narrow in scope - either addressed only specific data mining techniques,
typically in connection with concrete business problem or product domain (eg.
credit cards [7]), or tackled the technique in combination with required software
toolset [8]. Data mining process methodology in this research was not addressed.

Given this gap, we investigate the application of data mining methodologies
in the banking domain1. This is achieved by tackling the following research
questions: for what purposes data mining methodologies are used in the banking
domain? (RQ1), how are they applied (“as-is” vs adapted)? (RQ2), and what
are the goals of adaptations? (RQ3).

The research questions are addressed by the means of a systematic literature
review (SLR). As part of SLR, existing studies have been categorized by deriving
taxonomy, and examined in depth by analyzing typical data mining methodolo-
gies application scenarios. The paper provides two distinct contributions: (1)
it identifies and classifies data mining methodologies application scenarios and
business problems addressed in banking industry settings, (2) it examines data
mining methodologies adaptations, documenting associated reasons, goals and
benefits. In doing so, the paper identifies gaps in ‘de-facto’ standard data min-
ing methodologies that manifest themselves when applied in banking. Further,
it provides evidence and insights to built upon further research activities with
respect to data mining frameworks applications in banking domain.

The work is structured as follows. Section 2 provides the background while
Sect. 3 presents the research design. The findings are presented in Sect. 4 while
Sect. 5 concludes.

2 Background

The section provides a brief overview of data mining concept, existing data
mining methodologies and their evolution.

Data mining methodologies can be defined as a set of rules, processes, algo-
rithms that are designed to generate actionable insights, extract patterns, and
identify relationships from large data sets [9]. As such, data mining methods
commonly involve extraction, processing, and modeling data by means of meth-
ods and techniques.

The data mining methods are commonly represented as a high level process
[10,11] that defines a set of activities and tasks, inputs and outputs required,
accompanied with guidelines on how to perform the steps [10]. The foundations
for structured data mining were first proposed by [12–14] with the introduction
of Knowledge Discovery in Databases (KDD). This approach consists of nine
steps. The first concerns learning the application domain by which is meant

1 We use the term banking domain to refer to: (1) traditional businesses providing
universal banking and insurance products and services (eg. lending, transactions,
capital markets, asset management, etc.) to all types of clientele (private, corporate,
financial institutions and firms), and (2) niche players, disruptors (FinTech, monoline
banks etc.) specialized in specific banking, insurance products and services.



106 V. Plotnikova et al.

understanding the domain and identifying the goals of data mining. The second
step focuses on creating the dataset while the third works with data cleaning
and processing. The fourth step, data reduction and projection, concerns finding
useful features to represent the data. In the fifth step, the target outcome is
defined while in the sixth step, the methods and models to use on the dataset,
with consideration to the objectives, are selected. In the seventh step, the work
of mining the data is performed followed by the eight step where the results are
interpreted and finally, are used as basis for decisions (ninth step).

The KDD approach gained traction in industrial and academic settings [11,
15], and it was also used as basis for refinements aiming to address specific gaps.
However, such approaches received limited attention [11,15] with the exception
of SEMMA (Sample, Explore, Modify, Model and Assess). The latter has been
widely adopted due to its incorporation into SAS data mining tool [16].

An industry-driven methodology called Cross-Industry Standard Process for
Data Mining (CRISP-DM) was introduced in 2000 as an alternative to KDD [11].
CRISP-DM is considered as ‘de-facto’ standard for data mining methodology
and commonly used as a reference framework by which other methodologies
are benchmarked against [10]. While CRISP-DM builds upon KDD, it consists
of six phases that are executed in iterations [11]. The iterative executions of
CRISP-DM stands as the most distinguishing feature when compared to KDD.
CRISP-DM, much like KDD, aims at providing practitioners with guidelines to
perform data mining on large data sets and designed to be domain-agnostic [10].
As such, it is widely used by industry and research communities [11].

CRISP-DM has six phases with a total of 24 tasks and outputs. The first
phase is to understand the business domain, the project objectives, and convert-
ing business requirements into data mining problem definition. In the second
phase, the objective is to gain an initial understanding of the data. The third
phase focuses on data preparation while in the fourth phase various modelling
techniques are selected and applied. In the fifth phase, the models are evaluated
to ensure that they can achieve the objectives. In the final (sixth) phase, the
models are deployed and results organized, presented, and distributed. Similarly
to KDD, CRISP-DM has been used as basis for new data mining approaches
which largely addressed deployment, use of insights [17] or project management
and organizational factors [18]. CRISP-DM has also been modified to specific
domains such as Industrial Engineering [19] and Software Engineering [20].

3 Research Design

The main research objective of this paper is to study how data mining method-
ologies are applied in the banking domain. We apply systematic literature review
(SLR) method as it ensures trustworthy, rigorous, and auditable methodology,
as well as supports synthesis of existing evidence, identification of research gaps,
and provides framework to appropriately position new research activities [21].
Our SLR followed the guidelines proposed by [21].

To formulate the research questions, we started from the traditional set of
“W” questions, specifically “Why?”, “What?” and “How?”. The “Why” question
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led us to RQ1 (for what purposes are data mining methodologies used in the
banking domain?). We then raised the “What” question (“What data mining
methodologies are used in the banking domain?”), but discarded this question
after a preliminary analysis - we found that all major data mining methodologies
(e.g. CRISP-DM, SEMMA, etc.) are used in this domain and there are little
insights to be derived from analyzing this question further. Next, we raised
the “How?” question, which led us to RQ2 (are data mining methodologies in
the banking domain used “as-is” or are they adapted?). An initial exploration
of this question led us to the preliminary conclusion that indeed data mining
methodologies are sometimes adapted, which in turn led us to pose a third
research question: With what goals are data mining methodologies adapted for
the banking domain (RQ3)?

According to the guidelines for conducting SLR [21] we derived and vali-
dated search terms and strings, identified types of literature, selected electronic
databases, and defined the screening procedures.

The search string were derived from the research questions and included
the terms “data mining” and “data analytics” as these are often used inter-
changeably. The terms “methodology”, “framework” and “banking” were added
resulting in the search string being defined as (“data mining methodology”) OR
(“data mining framework”) OR (“data analytics methodology”) OR (“data ana-
lytics framework”) AND (“banking”). Validation of the search string according
to [22], led to adding the search string of (“CRISP-DM”) OR (“SEMMA”) OR
(“ASUM”) AND (“banking”) in order to capture case study papers. The search
strings were applied to Scopus, Web of Science, and Google Scholar databases.
Multidisciplinary indexed/non-indexed electronic databases were selected to
ensure wide data sources coverage, and to include studies from both academic
(peer reviewed) and practitioners communities (“grey” literature). Specifically,
our “grey” literature search covered industry reports, white papers, technical
reports, and research works not indexed by Scopus or Web of Science.

Based on the SLR best practices [21,23], we designed a multi-step screen-
ing procedures (relevancy and quality) with associated set of Screening Criteria
(exclusion and inclusion criteria), and Scoring System. The exclusion criteria
served to eliminate studies in languages other than English, duplicating texts,
as well as publications shorter than 6 pages, or the ones not accessible (by Uni-
versity subscriptions). Papers that passed all exclusion criteria were retained
and assessed according to relevance criteria. Each paper was considered relevant
if it was: (1) about data mining approach within the banking domain, and (2)
introduced or described data mining methodology/framework or modification
of existing approaches. Finally, quality screening was conducted for full texts
evaluation. For that we developed a Scoring Metrics as proposed in [22]. Papers
were given the score of 3 if all steps of the data mining process were clearly pre-
sented and explained. Further, to merit a score of 3, the paper must have also
presented proposal on usage, application, or deployment of solution in organiza-
tion’ s business process(es) and IT/IS system, and/or discuss prototype or full
solution implementation. If description of some process steps were missing, but
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without impacting the holistic view and understanding of the work performed,
the paper was given a score of 2. Only papers scoring “2” or “3” were included
in the final primary studies corpus.

The initial number of studies retrieved amounted to 693 of which 167 were
academic and 526 “grey” literature. Having performed the screening based on
exclusion criteria, 509 studies remained and were subject to relevance screening.
141 papers were finally identified as relevant and moved into quality assessment
phase, and 41 peer-reviewed papers and 61 studies from “grey” literature received
a score of 2 or higher. By means of SLR we identified primary texts corpus with
102 relevant studies. Figure 1 below exhibits yearly published research numbers
with the breakdown by “peer-reviewed” and “grey” literature starting from 1997.

Fig. 1. SLR derived texts corpus - data mining methodologies peer-reviewed research
and “grey” literature for period 1997–2019 (no. of publications).

Temporal analysis of texts corpus resulted in two observations. Firstly, we
note that research on application of data mining methodologies within the bank-
ing domain began more than a decade ago - in 2007. Research efforts made prior
to 2007 were infrequent and irregular, with 3–4 years gap periods between pub-
lications. Secondly, we note that research on data mining methodologies within
banking domain has grown since 2007, an observation supported by the 3-year
and 10-year constructed mean trendlines. In particular, we also note that the
number of publications have roughly tripled over the last decade, hitting all-time
high in 2018 with 22 texts released.

4 Findings and Discussion

In this section, we present results of publications analysis, address the research
questions and discuss threats to validity.
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RQ1 - For What Purposes are Data Mining Methodologies Used in the
Banking Domain? In-depth analysis of text corpus revealed that data mining
methodologies are predominantly being employed in the banking domain for two
main purposes - customer-oriented and risk-oriented (see Fig. 2a below).

We identified 47 customer-oriented studies which address various aspects
related to customer behavior modelling. A typical example is profiling accord-
ing to usage pattern of different digital channels, [24]2 authors profiled Inter-
net bank users, while [25] focuses on patterns of electronic transactions based
on demographic and behavioural features. In the field of Customer Relation-
ship Management (CRM), the most common business problem analyzed relate
to identifying and predicting customers who are likely to churn [26], customer
loyalty and retention [27], customer segmentation [28], and customer value iden-
tification [29]. Further, smart and improved customer targeting in sales cam-
paigns [30] and improved targeting and customer prioritization decision support
are also popular business problem [31]. A few studies consider efficiency aspects
of bank’s infrastructure such as Automated Teller Machines (ATMs) and branch
networks (eg. [32]).

The second most commonly analyzed area is Risk Management, predomi-
nantly, credit risk. We identified 34 studies that focus on modelling tasks for
supporting a variety of risk management processes including credit risk scoring
and default prediction [33], prediction of financial distress [34], and credit deci-
sions for private and corporate customers (especially, small and medium enter-
prises as in [35]). Further, identification and prevention of fraud behavior [36]
and AML (anti-money laundering) risks [37] are addressed as well. Finally, other
risk management topics, such as market risk, as well as asset management [38],
trading strategies [39], overall economic analysis and predictions [53] are also
addressed.

Fig. 2. Applications of data mining methodologies in banking: (a) breakdown by pur-
poses; (b) breakdown by adaptation paradigms

2 Due to space limitation, examples of key texts are presented throughout the anal-
ysis. All texts corpus is available at https://figshare.com/articles/MasterListxlsx/
8206604.

https://figshare.com/articles/MasterList xlsx/8206604
https://figshare.com/articles/MasterList xlsx/8206604
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RQ2 - How are Data Mining Methodologies Applied (“as-is” vs
Adapted)? The second research questions addresses the extent to which data
mining methodologies are used “as-is” versus adapted. Our review identified
two distinct paradigms on how data mining methodologies are applied. The first
is “as-is” where the data mining methodologies are applied as stipulated. The
second is with “adaptations”, i.e., methodologies are modified by introducing
various changes to the standard process model when applied. Furthermore, our
review led us to identify three distinct adaptation scenarios namely “Modifica-
tion”, “Extension”, and “Integration”:

Scenario “Modification” - introduces specialized sub-tasks and deliverables in
order to address a specific use cases or business problems. Modifications typically
concentrate on granular adjustments to the methodology at the level of sub-
phases, tasks or deliverables within the existing CRISP-DM or KDD stages.

Scenario “Extension” - primarily proposes significant extensions to CRISP-
DM resulting in either fully-scaled and integrated data mining solutions, data
mining frameworks as a component or tool for automated IS systems or adapted
to specialized environments. Adaptations where extensions have been made elicit
and explicitly presents various artefacts in the form of system and model archi-
tectures, process views, workflows, and implementation aspects. Key benefits
achieved are deployment, implementation and leveraging of data mining solu-
tions as integral components of IS systems and business processes. Also, data
mining process methodology is substantially changed and extended in all key
phases to accommodate new Big Data technologies, tools and environments
[47,53].

Scenario “Integration” - ‘Integration’ primarily concentrates on either com-
bining CRISP-DM with data mining methodologies originated from other
domains (e.g. Business Information Management, Business Process Man-
agement, BI [58]), adjusting to specific organizational aspects [62], and
discrimination-awareness with respect to customers [56]. Adaptations in the
form of integration typically introduces various types of ontologies and ontology-
based tools, business processes, business information, and BI-driven framework
elements. Key benefits are improved at the deployment phase, improved usage
of data and discovered knowledge, higher business processes effectiveness and
efficiency. Key gap filled in is lack of CRISP-DM integration with other organi-
zational and domain frameworks.

We also noted that publications discussing “as-is” implementations have grown
strongly but at the same time, adaptations are also gaining ground (as exhib-
ited in Fig. 2b). Further, there is balanced development and distribution of the
research among “Modification”, “Extension” and “Integration” paradigms. We
can hypothesize that existing reference methodologies do not accommodate and
support increasing complexity of data mining projects and IS/IT infrastructure,
as well as banking domain specific requirements and as such need to be adapted.

RQ3 - What are the Goals of Adaptations? We address the third research
question by analyzing each of adaptation scenarios in depth.
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Modification. This adaptation scenario was identified in 12 publications where
modifications overwhelmingly consist of specific case studies. However, the major
differentiating point compared to “as-is” case studies is clearly the presence
of specific adjustments towards standard data mining process methodologies.
Yet, the proposed modifications and their purposes do not go beyond tradi-
tional CRISP-DM phases. They are granular, specific and executed on tasks,
sub-tasks, and at the level of deliverables. This is in clear contrast to “exten-
sions” where one of the key proposals are new phases, such as including a new
IS/IT systems implementation and integration phase. Also, with modifications,
authors describe potential business applications and deployment scenarios at a
conceptual level, but typically do not report or present real implementations
to the IS/IT systems and business processes. Further, in the context of bank-
ing domain, this research subcategory can be classified with respect to business
problems addressed (presented in the Fig. 33.)

Fig. 3. Data mining methodologies in banking - ‘Modification’ scenario example texts
mapping to business problems

Extension. “Extension” scenario was identified in 10 publications and we noted
that it was executed for the two major purposes:

1. To implement fully scaled, integrated data mining solution and regular,
repeatable knowledge discovery process - address model, algorithm deploy-
ment, implementation design (including architecture, workflows and corre-
sponding IS integration). Also, complementary goal is to address changes to
business process to incorporate data mining into organization activities

2. To implement complex, specifically designed systems and integrated
business applications with data mining model/solution as component or tool.

3 Due to space limitations, two most cited texts references are presented if number of
texts per category exceed two, all texts corpus is available at https://figshare.com/
articles/MasterListxlsx/8206604.

https://figshare.com/articles/MasterList xlsx/8206604
https://figshare.com/articles/MasterList xlsx/8206604
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Typically, this adaptation is also oriented towards Big Data specifics, and is
complemented by proposed artefacts such as Big Data architectures, system
models, workflows, and data flows.

We also conclude that the first purpose focuses on implementation of spe-
cific data mining models and associated frameworks and processes. For exam-
ple, apart from classification model and evaluation framework, [47] proposes a
knowledge-rich financial risk management process while [48] introduces frame-
work for machine-learning audits. [49] presented data mining-based solution for
AML implemented as a tool with respective IS architecture and investigative pro-
cess. [50] focused on combined data mining concept introducing multiple data
sources, methods and features, all incorporated in the real-time prototyped solu-
tion. [51] focused on actionable data mining by presenting post-processing data
mining framework which enables automated actions generation. In the similar
vein, [52] presented large-scale data mining framework extended to incorporate
social media data including adaptions to parallel processing. The major benefit
achieved by these adaptations, apart from resolved business problem or research
gap, is the usefulness of results produced in the decision-making process.

In contrast, the second purpose concentrates on design of complex, multi-
component information systems and architectures. For instance, [53] have con-
structed a framework that considers socio-economic data, its processing meth-
ods, a new data life-cycle model, and presented an architecture for Big Data
systems to integrate, process and analyze data for forecasting purposes. [54]
proposed refinements of reference data mining methodology to address Big Data
analytics, applications prototyping and its evaluation, project management and
results communication. Finally, [55] proposed cross-border market monitoring
and surveillance system with 3 subsystem components, system and data flows.
In this research, authors discuss and present useful architectures, algorithms and
tool sets in addition to methods and techniques which alone are not sufficient
to create deployable systems and tools. The key benefits provided are broad
context enabling practical implementations of complex, integrated data mining
solutions. The specific list of studies mapped to each of the given purposes along
with key artefacts is presented in Fig. 4 below.

Integration. Integration of data mining methodologies were found in 14 pub-
lications. Our analysis shows that these adaptations are at the highest abstrac-
tion level and typically executed with the goals to (1) introduce discrimination-
awareness in data mining, (2) integrate/combine with other organizational
frameworks, and (3) integrate/combine with other well-known frameworks, pro-
cess methodologies and concepts. Example list of studies with artefacts is pre-
sented in Fig. 44 and further discussed.

Discrimination-aware data mining (DADM), as proposed by [56], includes
tool support for “correct” decision process. The major benefit is increased cor-
rectness and usefulness of results in the decision-making process, monitoring,
avoidance of discrimination and transparency.

4 All texts corpus with complete mappings is available at https://figshare.com/
articles/MasterListxlsx/8206604.

https://figshare.com/articles/MasterListxlsx/8206604
https://figshare.com/articles/MasterListxlsx/8206604
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Fig. 4. Data mining methodologies in banking - ‘Extension’ and ‘Integration’ scenarios
adaptation goals, their artefacts and example texts mapping

[57] author combined data mining methodology with organizational context
to instill and improve data-driven decision-making. Further, [58] integrated data
mining with business process frameworks and models (also proposed by [59]).
[60] integrated data mining with BIM (Business Information Modelling) while
[61] merged data mining with BI. All with the purpose to improve usage of data,
business processes effectiveness and deployment of data mining solutions. These
works are complemented by number of publications [62,63] specifically tack-
ling actionability of data mining results, which aim to reduce likelihood of data
mining project producing high quality knowledge with limited or no business
benefit. Authors propose shift to domain-driven data mining paradigm by inte-
grating such new key component as domain intelligence, human-machine coop-
eration, in-depth mining, actionability enhancement, and iterative refinement
process. Emphasis on data-mining business requirements, model sharing and
resuse from business user perspective is also tackled by introducing ontology-
based data mining model management approach [64]. Identical problems are
addressed from organizational point of view by [65], which focused on Big Data
Analytics governance framework. Finally, number of innovative research papers
focused on integrating data mining with technical concepts and frameworks from
other domains, for example, relational (symbolic) data mining methods [66] and
game theory [67].

To summarize, from “extension” and “integration” research we have identi-
fied three important banking domain specific factors, which require adjustments
of existing data mining process frameworks and models. Firstly, potential dis-
crimination in the context of credit decision-making requires financial services
companies to adapt data mining to achieve transparency. Secondly, large num-
ber of accumulated data and associated complex IS/IT architectures, require to
adapt data mining process to address complex data mining models deployment
patterns and implement them as component of complex systems and business
applications. Thirdly, actionability of data mining results, adaptation of analytics



114 V. Plotnikova et al.

outcomes to end, business-user needs are of utmost importance to achieve busi-
ness value realization. We can hypothesize that in banking domain as the leading
adopter of data mining solutions with significant investments, failures of realizing
full business value of data mining projects are more explicit and observable and
need to be addressed.

This study has inherent threats to validity and limitations associated with
the selected research method (SLR). The validity threats include incomplete-
ness of search results (internal validity5) and general publication bias (external
validity6). We have mitigated internal validity by strictly adhering to inclu-
sion criteria, and performing significant validation procedures. With respect to
external validity, we conducted trial searches to ensure validity of search strings
and proper identification of potential papers. Our initial publications harvest
size reached almost 700 texts originated from indexed peer-review research and
“grey” literature thus mitigating external validity risk. Further, the key limita-
tion of the SLR method for this study is that banking industry internal practices
are not frequently disclosed in academic literature. We mitigated the negative
impact by inclusion of “grey” literature where reporting on existing industry
practices by professionals is common.

5 Conclusion

In this study we have examined data mining methodologies usage in the banking
domain. By means of Systematic Literature Review we have identified 102 rel-
evant studies of peer-reviewed and “grey” literature which have been evaluated
in depth to address three research questions: for what purposes data mining
methodologies are used in the banking domain? (RQ1), how are they applied
(“as-is” vs adapted)? (RQ2), and what are the goals of adaptations? (RQ3).

Tackling RQ1 (For what purposes?) we have discovered that data mining
methodologies are applied regularly since 2007 and their usage has tripled. Fur-
ther, data mining in financial services domain is primarily used for two main
purposes - to address Customer Relationship Management and Risk Manage-
ment related business problems.

Answering RQ2 (How?), we have identified that over the last decade data
mining methodologies have been primarily applied “as-is” without modifications.
Yet, we have also discovered emerging and persistent trend of using data min-
ing methodologies in banking with adaptations. Further, we have distinguished
three adaptations scenarios ranging from granular modifications on tasks, sub-
task and deliverables level and ending up with merging standard data mining
methodologies with other frameworks.

Addressing RQ3 (What are the adaptations goals?), we have examined the
adaptation objectives, banking domain specific factors behind such adaptations,
5 The internal validity stems from subjective screening and rating of studies when

applying relevancy and quality criteria.
6 The threats to external validity relate to the extent by which the results can be

generalized beyond the scope of this study.
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and as a result have identified three such aspects. Firstly, discriminatory awareness
and transparent decision-making (human-centric aspect) require data mining pro-
cess adaptation. Secondly, actionability of data mining results (business-centric
aspect) plays a central role in the banking domain. Thirdly, we have also identified
that standard data mining methodologies lack deployment and implementation
aspects (technology-centric aspects) required to scale and transform data mining
models into software products and components integrated into Big Data Architec-
tures. Therefore, adaptations are used to integrate data mining models and solu-
tions in complex IT/IS systems and business processes of the banking industry.
This study highlighted the needs and established ground for future work to develop
refinements of existing data mining methodologies for the banking domain which
would address three above mentioned concerns.
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Abstract. e-Lectures dominate course material in many e-learning environ-
ments. Even small and medium-sized organizations with significant constraints
in budget and other resources need a way to make their e-lectures systematically
and easily accessible. The paper presents an innovative prototypical approach to
a viable multi-component infrastructure for e-lectures. The selection and cus-
tomization of the components is discussed from the state of the art and aligned to
requirements of small and medium-sized organizations. In order to measure the
overall performance, computer experiments were carried out according to sci-
entifically sound procedures. The affordability of the multi-component system
was finally examined applying an argumentative-deductive analysis. The paper
therefore serves as an implementation guidance in similar environments.

Keywords: e-Lecture � Video management system �
Semantic content management � Dual video cast � Video deployment

1 Introduction

Due to significantly lowered barriers for the production and delivery of videos and not
least due to the didactic proximity to classical lecture formats, e-lectures dominate
course material in many e-learning environments, particularly in nearly all MOOCs
(Massive Open Online Courses) [1, p. 3]. While in MOOCs as well as in administrated
university courses the e-lectures are integrated in learning management systems (e.g.
Moodle, to name a widely distributed open source tool) the problem of giving open and
course-independent access to e-lectures remain not well addressed. There are several
reasons why such prominent streaming platforms like YouTube or Vimeo should not
be used directly: cluttering by advertisement, limited opportunities for structuring, lack
of support for certain production and delivery styles.

The market offers a wide range of video management systems for businesses, but
they are not cost-viable at all for small and medium-sized organizations [2]. In addition,
these systems cannot solve all the above problems, particularly in terms of structuring
and delivery styles. On the other hand, there is a great variety of open source com-
ponents and technologies as well as high-performance services at affordable prices
which can be combined to an accordingly customized system.
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The paper presents the experiences and insights from several years of developing a
multi-component system for e-lectures at a small university with 2,600 students and
250 employees. The system is openly accessible and is not only used at the home
university but also at cooperating institutions. Because of its generic structure, it can be
used in any educational environment, not just universities. A schema.org-based busi-
ness knowledge schema serves as a central structuring artifact. All in all, the infras-
tructure encompasses a wide range of different components: (i) the hardware for video
production in a style flexibly combining talking head with screencasts, (ii) a Vimeo1

account for storing videos and providing streaming services, (iii) OntoWiki2 as the
back end of the e-lecture management system, (iv) a web-based user interface3 based
on OntoWiki’s site extension feature providing structured access to e-lectures, (v) the
OpenHPI4 dual player software for customizable and synchronous delivery of talking
head and screencast videos, (vi) a streaming app providing metadata and control fea-
tures for consuming e-lectures5, and (vii) a business process for populating the relevant
databases with new e-lecture data and files implemented in Camunda BPM6.

Research methods applied in this paper are prototyping for the system develop-
ment, computer experiments for performance measurements, and argumentative-
deductive analysis for proving the overall affordability in the given environment.
Quantitative and/or qualitative research on the didactic value of e-lectures and on the
general use of semantic technologies in e-learning environments (see e.g. [1, 3–5]) are
outside the focus of this work. The rest of the paper is structured as follows. Section 2
discusses the main concepts and definitions, mainly e-lecture, video management
system, and knowledge schema. Section 3 provides a deeper insight into the state of the
art of e-lecture platforms. The research questions and methods applied are stated and
explained in Sect. 4. Section 5 addresses in detail the system design and prototypical
implementation. Section 6 is concerned with the evaluation of the system. The paper
closes with a summary and an outlook on future work in Sect. 7.

2 Main Concepts and Definitions

The main concepts to be defined in this section are e-lecture, video management
system, and knowledge schema. Since these concepts are subject to different inter-
pretations, the following definitions are intended to ensure a uniform understanding
within the framework of this work.

Following [6] we call e-lecture any digital learning resource in lecture format,
which is recorded in a studio in the absence of the intended audience. In differentiation
to this, [6] names a lecture recorded in a real context as life digitized lecture.

1 https://vimeo.com/de/upgrade.
2 http://ontowiki.net/.
3 https://fbwtube.th-brandenburg.de/.
4 https://github.com/openHPI/video-player.
5 See e.g. http://univera.de/FHB/fbwTube/?id=DFW_EN&chapter=0.
6 https://camunda.com/products/bpmn-engine/.
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The e-lectures at hand combine flexibly a so-called talking head video and a
screencast video, which is genuinely supported by the recording technology used.
Compared to a comprehensive typology of 18 video production styles, including eight
types of e-lectures, (comp. [1]) the chosen lecture style is close to picture-in-picture,
where the screencast integrates a smaller video of the speaker. But it is more flexible
because the user of the streaming app can adjust the presentation canvasses according
to his or her needs. This style is proven to be very effective by the successful MOOC
platform openHPI [7, p. 13]. Table 1 shows the resulting characteristic when applying
the classification criteria from [3, p. 73] to the e-lectures considered in this article.

A video management system (VMS) is a specific type of content management
system (CMS) where videos are the main content provided. According to [8], a CMS
assures the division of content, layout, and structure. The video content is stored at
ideally powerful video (streaming) servers. The layout ensures a consistent and concise
appearance, and the structure comes from the implemented data models. Another
characteristic of CMS are the roles and corresponding rights provided to user agents.
Three of them are of relevance in the given context: consumer, editor, and service.
Consumer and editor are humans, whereas a service is a technical agent. It “uses” the
CMS via application programming interfaces (API).

The last concept to define in this section is knowledge schema. One of the basic sets
of concepts in the field of Information Systems comprises data, information and,
knowledge (comp. e.g. [9]). The content provided in a CMS can be characterized as
information. The structure of content representation depends on the implemented data
model which, may range from lightweight metadata structures to formal schemata.
A knowledge schema is a domain-specific, semantically rich and standards-based
conceptualization which may constitute the structure of an information system. In the
case at hand, we use a RDF-based knowledge schema for shaping the VMS back end.

3 State of the Art

In order to assess the adequacy of the prototype described in Sect. 5, the state of the art
for VMS shall be summarized in this section. Therefore, leading solutions from three
categories of VMS will be scrutinized: (i) major VMS platforms like YouTube or
Vimeo, (ii) non-semantic VMS, and (iii) semantic VMS, where the term semantic

Table 1. Characteristics of e-lectures in the context of the paper

Criterion Characteristic

Recording method Combination of camera and screencast
Content mediation Classical lecture
Recording location Studio setting
Duration 5–20 min, collected in series
Integration of the lecturer image Flexibly sizable separate video
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refers to Semantic Web technologies. Since the paper deals with systems for small and
medium-sized organizations, high-priced systems from categories (ii) and (iii) are not
considered. Instead, the focus is on open source solutions.

Major VMS Platform Vimeo. In general, Vimeo can be used as an organizational
VMS with customizable roles and domains where videos may be embedded. Videos
can be proactively grouped in albums and/or channels. This grouping doesn’t provide
ordered list features. Further, videos can be tagged with a title and a description. Each
video is provided with a URL for streaming. Creation and modification dates as well as
duration and some other streaming features are captured automatically. Finally, several
pictures including their metadata are created, e.g. for thumbnails (comp. [10]). More
complex didactic relations, e.g. between lectures and lecturers or study programs, are
not implementable. The main exclusion criterion in the given context, however, is that
Vimeo does not support the synchronous display of two videos.

Non-semantic VMS. A low-threshold architecture for a non-semantic VMS combines
an easy to implement open source CMS (e.g. WordPress) with an appropriate video
player. This is how the problem of dual synchronous video display can be solved.
Content can be arranged in predefined categories, enriched by human-readable meta-
data and probably tagged. Basic search functions are limited to string matching in
textual data. With the help of plugins, a facetted searching or filtering can be imple-
mented. However, specific relations between the categories are not feasible and
therefore no complex queries are possible (comp. e.g. [11]).

Semantic VMS. Since 2014, the TIB AV Portal [12] has been a very powerful, open
VMS for quality-checked scientific e-lectures from six scientific disciplines. The portal
relies genuinely on semantic technologies and services such as automatic video anal-
ysis and semantic tagging. Basic lecture metadata is entered along the schema for non-
textual materials (NTM). Further structured data is created by automatic annotation of
video content. The NTM schema is based on the collection-related interests of libraries
and less on didactic issues. Relationships between e-lectures and courses or degree
programs are not offered, but relations to subject areas and subjects can be established
along controlled vocabularies. The VMS is equipped with rich filtering and search
functions. Content delivery by a dual video player is not supported.

Another approach to providing video content via semantic platforms is offered by
freely configurable semantic wiki systems such as Semantic MediaWiki (SMW) [13]
and OntoWiki. Both are available as open source. OntoWiki not only allows but
requires the use of individual knowledge schemata to build semantic content structures,
whereas SMW as an extension to MediaWiki – the software that powers Wikipedia –

inherits from it all wiki-typical classes and functions but allows the import of additional
RDF data. OntoWiki’s benefits are genuinely structured, nested views and rich
browsing functions. Equipping OntoWiki with a VMS interface nevertheless requires
the implementation of a sophisticated site extension. Both systems are mainly pro-
grammed in PHP. It should be noted that SMW has a vibrant development community
issuing regularly new software releases, while the development of OntoWiki has been
frozen on stable version 1.0 in 2017 in favor of newer technologies.
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If one weighs up all the advantages and limitations presented against each other and
at the same time considers the following two requirements to be indispensable:
(i) implementation of the semantic structure of the educational domain in the back end
and (ii) support of the dual delivery format in the user interface, the implementation of
OntoWiki as back end for the VMS appears to be the means of choice.

4 Research Questions and Methodology

The engagement with e-lectures and a related infrastructure began in 2014 as an
individual initiative of the author - a professor at Brandenburg University of Applied
Sciences (BUAS). As explained in the previous section, there is no ready-made
solution for the case under consideration. Therefore, from the very beginning, the
project had a research character. Main research questions where stated as follows:

1. Which components are required for a viable infrastructure for e-lectures that is
driven by semantic technology and allows dual display of talking head and
screencast videos?

2. Which level of performance can achieve this multi-component infrastructure for
3. e-lectures in comparison to other production processes and VMS?
4. What types of resources does the implementation of the system in question require

and what does it look like compared to large VMSs?

Main research method applied in this work is prototyping. The state-of-the-art analysis
in the previous section showed the absence of easy-to-implement solutions that meet
the stated requirements. Therefore, the development process was characterized by
intensive literature and source studies, experimental developments and well-founded
reflections. At the same time, the implemented parts of the system were continuously
used in teaching and thus subjected to regular practical tests. The knowledge gained in
this way influenced further developments. The results of prototyping are demonstrated
and critically reflected in Sect. 5 and thus give an answer to research question 1. In
order to solve research questions 2, computer experiments were carried out according
to scientifically sound procedures. Finally, research question 3 was subjected to an
argumentative-deductive analysis. The results of these experiments and analyses are
described in Sect. 6.

5 Prototypical Implementation

After the general discussion of the problem and the state of the art, the prototypical
multi-component solution for e-lectures will be scrutinized in detail in this section. The
main design and development steps will be explained, and the direct results reflected.
The successively growing system is in productive use since 2015. As already explained
in Sect. 1, the system consists of seven components. They will be discussed in a
system-oriented logic in Sects. 5.2–5.6. The following section provides an introductory
description of the system’s core architecture.
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5.1 System Design

As first asset of the overall system, the university acquired the so-called TeleTask
Recording System7 together with lightening equipment and a streaming server. After a
series of discouraging tests, the server was replaced by an external streaming service.
Another disappointing experience was the built-in delivery format of the e-lectures. An
acceptable adaptation to our corporate design was not possible with the preconfigured
settings. A direct manipulation of the built-in software was also prohibited. We agreed
with the manufacturer – a subsidiary of Hasso Plattner Institute (HPI) by University of
Potsdam – to reconfigure the software for direct export of the two e-lecture videos
(talking head and screencast). Then we were able to build our own customized interface
reusing the HPI open source dual player software. This historical part of the system is
visualized in the upper right part of Fig. 1. The e-lectures now could be used via URLs
provided in Moodle, i.e. in the context of specific courses. Figure 7 shows the
appearance of e-lectures in that environment. At that point, the first of two crucial
requirements were met.

Over time, the collection has grown to almost 200 e-lectures with a total duration of
approx. 40 h. The individual e-lectures are arranged in series, which correspond to a
class. They are currently used in eight courses and in all four major study programs of
the Department of Economics at BUAS and in addition, at four foreign partner uni-
versities. Therefore, a need for a VMS arose that would not only enable efficient
management of e-lectures but would also provide easy access to that material beyond
specific courses and study programs.

Right from the start, the goal was to base the VMS on a domain-specific knowledge
schema. First, the possibilities of the CMS Drupal were tested, which had a semantic
plugin in its version 8. Since earlier good experience had been gained with a semantic
catalog application, another prototype was then built from scratch. Both prototypes
could not meet the requirements. Finally, an OntoWiki project was set up and suc-
cessfully implemented. Figure 1 shows the implemented IT architecture of the e-lecture
system in an abstract graphic. OntoWiki acts as back end with Virtuoso as data storage.

fbwTube
Web App

OntoWiki

push

pull

Editing

SPARQL
API App GUI

RDF Import </>

Streaming
Player

Fig. 1. Abstract architecture of the e-lecture system

7 https://www.tele-task.de/about/.
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Data on new e-lectures are imported as RDF files and edited in the back end as
required. The VMS business logic and user interface were implemented on the base of
a so-called site extension. By browsing, searching and filtering, users pull data from
OntoWiki via its SPARQL API. On click on an e-lecture link, the dual player appli-
cation starts in a new tab and loads the video streams from Vimeo.

5.2 Production Studio

Budget bottlenecks in smaller organizations affect not only money and human
resources, but also premises and other equipment. Therefore, the video recordings were
first carried out in a seminar room (comp. [14]). The recording equipment had to be set
up and dismantled each time. In addition, it was not possible to illuminate the speaker
as desired. Fortunately, a small basement room could be occupied after one year. With
the help of a photo expert, the headlights could be installed as intended.

The equipment of the studio is completed by a desk for the recording assistant, a
sideboard for the lecturer as well as a touch screen presentation computer for the
handling of learning material or resources. Camera and computer are cable connected
with the recording box via device interfaces. The lecturer uses a wireless microphone
which is pre-tuned to be recorded by the box. All components are visible on Fig. 2.

On wish list remain an additional sound system with multiple microphones to
record group teaching or discussions and a camera with better resolution for brighter
talking head videos. To improve the resolution of screencasts, a new recording box

Fig. 2. e-Lecture production studio with dual cast equipment

Multi-component Infrastructure for e-Lectures 125



with HDMI interfaces must be acquired. According to the manufacturer, an upgrade of
the box in use is not possible. That would be a large investment, which actually cannot
be made solely from the university’s own resources. Another useful add-on would be a
teleprompter to allow the lecturers to look directly into the camera more often. Such an
additional screen could be implemented without much effort.

5.3 Knowledge Schema

As stated at the beginning and repeatedly confirmed, a domain-specific knowledge
schema should form the structure-giving backbone for the VMS. In this role, it allows
flexible traversing of the entire graph and thus valuable queries and views in the user
interface as well as at the back end. In addition, it is planned to publish metadata about
the e-lectures in the system openly on the web by using semantic annotation based on
schema.org. That’s why the classes, relations and attributes were taken from the
schema.org vocabulary as completely as possible. Basic structuring relations and
attributes were taken from RDFS, namely subClassOf, label, and comment.
Apart from that, all domain-specific predicates come from schema.org.

The situation with the relevant classes is more problematic. Videos and e-lectures
can be interpreted as subclasses of the schema.org top-level class CreativeWork.
There is an explicit subclass VideoObject which initially was part of the domain
schema. It is defined as a class of video files, in the situation at hand MP4 files for the
talking head or the screencast of a single e-lecture. In the course of the development, it
becomes clear, that this level of granularity will yield no benefits. Therefore, the class
was omitted from the schema. Strictly speaking, an e-lecture (in Fig. 3 depicted as
DoubleClip) is a series of two corresponding video objects and therefore they form
a subclass of CreativeWorkSeries. The same applies to the other granularity
levels, namely series of e-lectures for a single class (modeled as VideoLecture) and
series of these series represented as LectureSeries. The schema.org class
MovieSeries does not fit properly for any of these classes, therefore the mentioned
proprietary classes are introduced.

Fig. 3. Knowledge schema for the e-lecture system (Color figure online)
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Similar problems arose at modeling courses and study programs. Both appear as
subclasses of schema.org’s Course and are modeled for distinction purposes as
Module and StudyProgram. Lastly, subclasses for Person were introduced:
Lecturer and Accountable. Figure 3 shows the schema at a conceptual level.
The elements taken from schema.org are represented in red color.

5.4 Back End

The knowledge schema discussed in the last section provides the navigation structure
for the OntoWiki system, which finally was chosen as back end resource. At the left
side in Fig. 4 a snippet of that schema is visualized, namely the subclasses of Creative
Work Series: Double Clip, Video Lecture and Lecture Series. OntoWiki depicts on the
surface rdfs:labels wherever they are available. The schema itself and the bulk
data on e-lectures can be imported directly in OntoWiki as soon as they are available in
RDF. All data – schema data as well as productive data – are stored in the associated
Virtuoso Triple Store. The populated knowledge base allows editors to browse, to edit
and to request structured data from the graph via user interface functions and widgets
[15]. In the center of Fig. 4 the data for a specific video lecture are depicted. On the
right side a window element labelled as “Instances linking here” lists the corresponding
e-lectures (Double Clips) as well as the lecture series this video lecture is part of. All
resources are clickable and therefore further explorable.

After extending OntoWiki with the help of the site extension for creating a VMS
user interface, new items are automatically added to the OntoWiki Navigation Classes:
Navigation for the specification of the Web app navigation and WebPages for the
definition of all pages (templates) used in the app. Static pages like Imprint or Privacy
can be edited directly in the back end. The following listing shows an excerpt of RDF
data in Turtle format for the video lecture exposed in Fig. 4.

Fig. 4. OntoWiki back end with exposure of e-lecture data
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5.5 User Interfaces

In this section two technically independent user interfaces will be discussed. The first
represents the front end of the VMS, the second acts as the dual player interface. Tele-
Task runs a sophisticated VMS with multiple filtering functionalities and a powerful
search embedding the dual player directly in the application8. We decided to connect
two separate applications mentioned above, as this is much easier to implement.

Another decision which differentiates the presented here VMS user interface from
others is the omission of the common, often unaesthetic thumbnails and the use of
clear, expressive, and theme-related logos instead. Thematically close video lectures
can be tagged with the same logo and therefore show their proximity at one glance. For
every video lecture, concise metadata are provided: language, number of associated e-
lectures, total duration, lecturer(s), and description teaser (Fig. 5). Several surface

vide:DFW_EN a vidp:VideoLecture ;
rdfs:label "DFW_EN" ;
schema:headline "Digital Forms and Workflows"@en , 
schema:inLanguage "en" ;
schema:thumbnail vide:DFW_EN ;
schema:about vide:WIBW ; 
schema:url "http://univera.de/FHB/fbwTube/?id=DFW_EN".

Fig. 5. Main page of the OntoWiki-based VMS user interface

8 https://www.tele-task.de/series/.
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Fig. 6. Details page of the VMS interface with links to e-lectures

Fig. 7. Dual player interface with sizable videos, metadata and control elements
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elements link to a details page with a comprehensive description, the creation date,
courses where the video lecture can be used as learning material, and links to the e-
lectures itself which open in the dual player (Figs. 6 and 7).

Filter functions are provided for languages, lecturers, courses and study programs.
In addition, a search function is implemented which executes string matching in all
textual data. To booster this function, the keywords are enriched with prominent terms
and phrases extracted by text mining from the PDF scripts of the video. This is
obviously more direct and therefore cheaper and less error-prone than applying
sophisticated NLP technologies to the unstructured data of screencasts or audio tracks.

5.6 Population Process

A functioning IT infrastructure includes not only hardware and software, but also
business processes. Therefore, as last infrastructure component for e-lectures, the
business process for the e-lecture production and VMS population is considered. At the
moment it runs with the help of routines and templates. Figure 8 shows the To-Be
version of the process, implementing a lot of automated tasks. For the evaluation of
these pre-planned automations a series of tests with the APIs of related systems (Vimeo
and OntoWiki) was performed. Since the number of newly produced e-lectures is easily
manageable up to now, the mostly not-automated execution is fair enough. The efforts
for automation would far exceed the expected time savings.

The most suitable candidate for automation is the activity “Create and deploy JSON
e-lecture data”. This file delivers structured metadata and necessary links for a video
lecture consisting of several e-lectures to be displayed in the dual player. The necessary
data can be captured partly from the Vimeo API and partly from the recording
equipment. The following listing presents an excerpt of such a file (see also Fig. 7).

Fig. 8. To-Be production and population process for e-lectures
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6 Evaluation

In the last section, the components of an infrastructure for e-lectures built on semantic
technologies and supporting the synchronous recording and dual display of talking
head and screencast videos were presented and discussed in detail. Therefore, research
question 1 is answered. The remaining research questions 2 and 3 are partially
addressed in the last section and will be consolidated in this section. Performance
measures of the implemented infrastructure for e-lectures are presented in Sect. 6.1
whereas the affordability of the overall system for small and medium-sized organiza-
tions is proved in Sect. 6.2.

6.1 Performance Measures

The performance of the overall system (comp. Fig. 1) depends on the performance of
its four presentation-related parts: (i) the video streaming service by Vimeo, (ii) the
SPARQL queries in OntoWiki, (iii) the VMS pages (main and details), and (iv) the
dual player software. Since the system is in use mainly at a small university, issues of
scaling to a huge number of parallel requests is not in the focus. The performance of the
services offered by Vimeo can be considered as verified (comp. e.g. [16]). The per-
formance of the other three components is mainly represented by the response and
loading times respectively. According to [17], a loading time of 3 s is considered a
benchmark.

The response time for the SPARQL queries is measured directly in OntoWiki.
Table 2 shows the results of a test series for all queries used in the VMS pages. Even
the aggregation of all queries takes less than 1 s.

{
"courses":[
{

"title": "Information Systems - Digitalization in 
Enterprise and Organization",

"lectureTitle": "Digital Forms and Workflows",
"lecturer": "Prof. Dr. Vera Meister",
"lecturerMail": "vera.meister@th-brandenburg.de",
"chapters": [
{

"title": "Forms and their Degree of Digitization",
"videos": 
{

"url_teacher": "https://vimeo.com/296600095",
"url_presentation": "https://vimeo.com/296600051"

}
}, …
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As in [18], dotcom-tools9 were selected to measure in random computer experi-
ments the loading times of the VMS pages and the dual player software. Two different
browsers and two different mobile operating systems were chosen for testing. The tests
have been conducted using six different server locations in Europe: London, Paris,
Amsterdam, Frankfurt, Warsaw, and Madrid. The results are listed in Table 3.

The measurements show that the main page of the VMS exceeds the benchmark of
3 s, while the other features remain below it. For comparison, two other VMSs were
examined: TeleTask operated by the University of Potsdam and TIB AV operated by
the University of Hanover. Their main pages loaded on average 2 s.

6.2 Affordability

In order to demonstrate the affordability of the presented multi-component infras-
tructure for e-lectures in the case at hand, all necessary cost items are listed by category
and quantified where possible or necessary. Direct comparability with other solution
alternatives is difficult because there are too many influencing factors. In the present
case, a large part of the investment costs was covered by public grants. The digital-
ization of teaching is currently a politically strongly promoted issue. It can be assumed
that funding of various origins will be available in similar cases.

Table 2. Response times for SPARQL queries in OntoWiki (measured in ms)

Test number 1 2 3 4 5 6 7 8 9 10 ∅

aboutQuery 2 2 2 2 2 2 2 2 2 2 2
clipInfo 35 49 45 61 48 45 52 45 44 45 46,9
filterLecturer 3 3 2 2 2 2 3 2 3 3 2,5
filterModule 3 4 2 3 3 2 3 3 3 3 2,9
filterStudyProgram 4 3 3 2 2 3 3 2 2 2 2,6
moduleInfo 2 2 2 2 2 2 2 2 2 2 2
videoDurationContributor 21 21 22 20 20 21 21 22 21 21 21
videoInfo 10 9 9 10 9 10 10 9 11 9 9,6
videoLectureSearchFilter 752 638 726 594 649 702 616 663 670 556 656,6
Aggregated times 832 731 813 696 737 789 712 750 758 643 746,1

Table 3. Loading times for VMS pages and dual player software (in seconds)

Tested site/software Mozilla Firefox Google Chrome iOS Android ∅

VMS main page 4,3 4,5 3,8 4,7 4,3
VMS main page with filter 3,4 3,8 2,6 3,4 3,3
VMS exemplary details page 2,1 2,0 2,0 2,1 2,1
Dual player software 2,8 3,2 2,8 2,1 2,7

9 https://www.dotcom-tools.com/website-speed-test.aspx.
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Since e-lectures are a didactic offer – i.e. part of the genuine business of a university –
the costs of core and support services, which are provided anyway, are not counted
separately. In addition to the preparation of materials by the lecturer, this includes the
maintenance of servers and software applications. The process of recording itself is
designed to take 2 h of studio time for a 90-min lecture. The teacher is supported by a
student assistant whose work is the only additional cost. She or he handles the post-
processing and publication of the recorded e-lectures, which takes another 2 h. This will
result in additional costs of approx. 50 € for such a recording.

The external service costs for the Vimeo subscription amount to € 180 per year. The
largest cost block includes the investment costs, which consist of the following items:
the acquisition costs for the recording system and the additional studio equipment
(approx. 16.000 €) as well as the costs for the customization of the back-end software
and the development of the front-end applications by student assistants (approx. 10.000
€). Internal costs for the room and usual equipment, such as chairs, tables and PCs, are
not considered.

If the lifetime of the entire system is calculated at 7 years, the annual depreciation is
approx. 3,700 €. In the present case, 80% of the acquisition costs and 100% of the labor
costs for customization and development were covered by public grants. Thus, the
actual imputed costs per year amount to € 460. Together with the Vimeo service costs,
this amounts to 640 €. Both values are significantly lower compared to the license fee
of € 16,000, which must be paid, for example, for the MOOC House service platform
offered by HPI10.

7 Conclusion and Future Work

The paper examined the viability of an infrastructure for e-lectures in small and
medium-sized organizations. This is an issue of relevance as e-lectures are an important
instrument of digital teaching. Via a VMS, the offer can be made accessible across
departments and courses. A prototype consisting of seven different components was
developed and evaluated in terms of performance and affordability. The latter could be
proven. The system has been in operation since the beginning of 2019. Work must
continue improving performance, the loading times of the main pages must be short-
ened. Improvement of the search function and of the publication process are also
planned. Finally, the VMS pages shall be enriched with automatically published
semantic annotations to improve the retrievability of e-lectures on the Web.
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Abstract. Open Data has been considered as a key to scientific inno-
vations. These openly licensed data-sets can be accessed, used, rebuild,
and shared by anyone and anywhere. Mostly, Open Data is discussed in
relation to its production, storage, licensing and accessibility, but less
often - in relation to its practical subsequent uses, e.g. as an educational
resource. In general, Open Data can be used as an open educational
resource to develop transversal skills among school students. This paper
presents an Enterprise Architecture Oriented Requirements Engineering
(EAORE) approach for Open Data usage as an educational resource in
Danish public schools. The aim of this research work is to identify require-
ments of Danish public schools for the development of an Open Data
interface. The EAORE approach represents how Enterprise Architecture
(EA) models guide overall Requirements Engineering (RE) process for
Open Data usage in Danish public schools.

Keywords: Enterprise architecture · Requirements engineering ·
Open Data · Open Data interface · Educational resource

1 Introduction

Open Data is openly available data-sets permitting citizens to freely use, modify,
and share them for any purpose [1]. Open Data is data-sets, that are open to
everyone, i.e. citizens, businesses, non-profits, public administrations, and tech-
nologists. It is a source that promotes democracy, transparency, civic engage-
ment, efficient public services, and economic growth. Open Data opportunities
and benefits could increase significantly, if citizens were able to use that data
effectively and efficiently [4,5]. Hence, citizens’ active engagement is vital to
harness the power of Open Data. However, in general, Open Data debates and
research focus more on the technical side, e.g. collection, storage, availability,
licensing and have overlooked the public issues and its consequent uses [2,3],
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e.g. which data-sets public needs, how Open Data can be used as an educational
resource, and how citizens can be engaged in exploiting available Open Data?
In order to equip the future generation with future essential learning skills, it
is important to engage the younger generation of school students with Open
Data. Open Data can act as a key, to develop digital and data literacy skills,
enhance critical thinking, and civic awareness among higher education students
[9]. Hence, Open Data is not only a potential resource of opportunities for pub-
lic (e.g. to improve public services, to bring transparency etc.); it could also act
as 21st century raw material to develop digital and data skills among public
school students, and as a source to inform them about their communities. Yet,
the educational use of these openly available data-sets are not fully exploited,
specifically in the schools, e.g. to facilitate teaching activities using Open Data
as part of different subjects.

Many open data-sets are available on Open Data portals, that could be used
as part of basic teaching materials. Public schools could experiment with these
openly available data-sets not just to grow public engagement but to develop
digital and data skills, and to foster civic awareness among younger students by
providing useful local information through Open Data. For instance, pollution
level, noise level and water quality data-sets can provide the current situation
of local areas as part of chemistry subject. Students can further discuss why
the levels are high or low, and how they could improve the situation [6]. Open
data-sets can also be used as educational resources, to support different other
teaching subjects, and permit students to work with the actual data-sets and to
develop new learning skills [10]. Hence, many countries start taking initiatives,
and launch different projects to introduce the possible opportunities of Open
Data [32] to the younger generation of students. The research work described in
this paper is affiliated to the part of the Copenhagen Community Drive project
[29] with particular focus on the city’s many types of data and how to put them
into use especially in an educational context. The project focuses on how existing
Open Data could facilitate the educational process in Danish public schools and
how we can integrate technology in schools in a way that benefits students’
digital and learning skills.

In order to facilitate educational activities using Open Data, appropriate
open data-sets, e.g. environmental, geographical and traffic data-sets should be
visualized in simple graphs, e.g. bar, pie or line [28]. However, the use of data also
requires a lot of effort by the teachers and they may need data analytics skills to
fragment the bigger data-sets into smaller data-sets and make visualizations. To
stimulate the use of Open Data in Danish public schools, our idea is to integrate
an Open Data interface in schools, where teachers and students can relate their
subjects to actual information of their local areas, and compare the data with
other communities in the form of simple visualizations. However, for the devel-
opment of such an interface, it is important to identify teachers and students
requirements. To the best of our knowledge, there exist no guidelines for the RE
process for Open Data usage in schools as an educational resource. This paper
attempts to make a first step towards defining a best practice for such situations
using Enterprise Architecture Oriented Requirements Engineering (EAORE).
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The characteristics and challenges of our research question “How EA guides
RE process to derive teachers/students’ needs and requirements to stimulate the
use of Open Data as an educational resource in Danish public schools?” have
formed the basis for the development of Enterprise Architecture (EA) models
using EAORE approach. We believe that the obtained results are sufficiently
general and might be interesting for other researchers working in the domain of
Open Data applications. We are aiming to develop EA models using EAORE,
which helps to elicit requirements for the successful development of Open Data
interface for schools. The interface could enable teachers to relate their subjects
with the actual information, e.g. pollution level, noise level or traffic congestion
near the schools. We integrate RE and architecture design to investigate the
problem, specify solutions, and validate them for the development of Open Data
interface that allows teachers to use open Data as an educational resource at
public schools.

The structure of this paper is as follows: In Sect. 2, we discuss the research
method and related work, where we demonstrate the theoretical boundaries of
RE and EA. In Sect. 3, we provide a frame for EAORE in the context of Open
Data usage in schools; and in Sect. 4, we provide the conclusions and point to
our future work plans.

2 Research Methods and Related Work

The research methods applied in this work consists of the following steps:

1. Analyze open data-sets of target domains.
2. Identify Open Data impact domains that may facilitate teaching.
3. Analyze available data visualization tools.
4. Survey Danish schools to learn teachers and students perspective on Open

Data.
5. Envision a possible solution for Open Data usage in schools.
6. Propose an approach for the identification of requirements for the envisioned

solution.

Denmark is famous for its Open Data initiatives, and has a national portal1 for
Open Data where cities, organizations, and researchers publish useful data for
public. This data is used to develop different mobile applications and improve
public services to bring benefit to the citizens of Denmark. In order to use open
data-sets as educational resources in the Danish public schools, we carefully
analyzed open data-sets of Copenhagen city, the capital of Denmark that has
more than 290 open data-sets from different sources, accessible from the national
Open Data portal of Denmark. These data-sets are available in different data
types e.g. graphical data, statistical data and live data and in different data
formats, e.g. CSV, PDF, JSON etc.

1 http://www.opendata.dk/.

http://www.opendata.dk/
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We identified four impact domains (educational domains), i.e. environment,
demographic, geographical and statistical data domains that can easily facilitate
teaching being a part of basic school subjects, (science, social science, geogra-
phy and mathematics), in public schools. Some open source data visualization
tools were also analyzed for their possible adoption to visualize Open Data.
We also surveyed ten Danish public schools to understand teacher and student
perspectives in Open Data usage in schools. All this work is discussed in [6].
Teachers were very positive in facilitating teaching with actual information,
but they required ready to use data-sets and visualizations as part of teach-
ing assignments. In addition, it was mentioned that the available open source
tools for visualization are not in Danish, which was also considered a hurdle for
the presentation of Open Data at school level in Denmark. Teachers requested an
overview of what data-sets are available; and pointed to the fact that it requires
both time and skills of teachers to present the right information to the students.
Hence, development of an Open Data interface that enables students and teach-
ers to select data-sets within educational themes, visualize them in the form of
simple graphs, compare with other areas, and design activities to explore more
data as part of respective subjects, could solve above-discoursed issues.

For the development of the Open Data interface for schools and to identify
teacher and student requirements, we use RE, which is a process to investigate,
define, document and maintain the requirements for the best desired solution.
RE is not principally about just documenting requirements; instead, it focuses
on understanding a business problem, and providing a solution for it [16,17]. RE
discipline has expanded over the last decade, and the process includes not only
traditional techniques such as interviews, surveys and workshops [12] or view-
point oriented RE [11], but has also steered several new techniques and models,
e.g. GBRAM [13], i* [14], and KAOS [15]. There can be two different views on
RE [18,19], problem-oriented and solution oriented RE. Problem-oriented RE,
focuses more on investigating and documenting a problem domain. The require-
ments engineer identifies the different factors (reasons) for the problem, the
relations between these factors, why this is seen as problem, and who experience
these problems. Goal Oriented RE (GORE) [20] is a very popular and widely
used technique within problem-oriented RE. Goals are considered as high-level
objectives of the system, business or organization that identify the reasons for
the development of a system, and help to make decisions at different levels within
an enterprise. Related work [21] gives a general description of the GORE, where
as GBRAM and KAOS use the GORE techniques. Solution-oriented RE, on the
other hand, uses the traditional techniques for software engineering, i.e. object-
oriented analysis [22] and structured analysis [23]. The requirements specification
for a solution represents the system from the software engineers perspective [24],
e.g. system specification, system functions, quality attributes of these functions;
and defines the alternatives for the best solution of the problem. Hence, the
generic RE process consists of the following functions:

– Requirements Elicitation
– Requirements Analysis
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– Requirements Specification
– Requirements Validation

Within, the RE domain, research is made in almost every field of business such
as transport, education, health-care, etc., but no work is done within the devel-
opment of requirements models for Open Data usage in schools.

We use RE with EA [25,26]. EA can have a significant impact on the require-
ments engineering process [7]. EA is the complete, consistent and coherent set of
methods, rules, models and tools, which guide the design, migration, implemen-
tation and governance of business processes, organizational structures, informa-
tion systems and the technical infrastructure of an organization according to a
vision [8,27]. EA is the practice of analyzing, designing, planning and imple-
menting enterprise analysis, to successfully execute on business strategies.

In our study, to derive the enterprise architecture models, the requirements
were identified through interviews with Danish public school teachers, pilot
tests and observations with students. Using EAORE, we explore and investi-
gate requirements of Open Data interface for schools. For the representation of
EA issues we use a selected set of elements of EA representation language Archi-
Mate [30] shown in Fig. 1. Whereas for modelling, we used the Archi modelling
toolkit [31]. To design the EA models in EAORE approach, we used four-layer
enterprise architecture frame as shown in Fig. 2. Models are discussed in the
next section. The developed frame is based on the above mentioned five steps of
research method.

Fig. 1. Selected set of elements from ArchiMate
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Fig. 2. Layered view of EA for Open Data usage in schools.

3 Enterprise Architecture Models in RE for Open Data
Usage in Schools

Using EAORE, we have developed a four-layer EA frame using ArchiMate lan-
guage as shown in Fig. 2. Our EA frame for Open Data usage in schools, repre-
sents motivational layers, technology layer, application layer and business layer.
Here the sets of (related) EA element types serve as a frame of reference, which
guides RE in each layer. We investigate requirements in each layer with respect
to different possible aspects shown in Fig. 2. This layered view enabled us to
illustrate the motivation for the interface, possible concerns and assessments,
technology requirements, and the usage of applications in business processes
and services they provide.

In the remainder of this Section, we will discuss possible requirements, needs
and goals for each layer shown in Fig. 2.

3.1 Motivation Layer

On the motivational layer, we have explored the stakeholders, their needs, concerns
and assessments, and how they interact with the system (Open Data interface),
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Fig. 3. Stakeholder, concerns and assessments.

Fig. 4. Motivational level model.

what are the motivational aspects, (e.g. why teachers use Open Data), and domain
knowledge. The resulting model is shown in Fig. 3.

Figure 4 represents the RE issues for the above mentioned needs and concerns.
In our case, we have identified four main stakeholders, namely, teachers, students
and school administration (as internal stakeholders), and textbook publishers as
external stakeholders. Teachers are concerned with different data types, their
graphs, cleaning of data-sets and transformations of data into other formats.
Students need simple interactive graphs in their own native language. Teachers
are reluctant to spend long time on data-sets searching. These identified concerns
from the students and teachers, can lead to assessments. For instance, there exist
many open data-sets with useful information, which are not being exploited.
These data-sets can easily be used as open educational resources that can relate
actual information to the study subjects to develop learning skills discussed in
previous sections. This would lead to the high level goal, “increase Open Data
social impact and youth engagement with Open Data”. Teachers and students
are not able to work directly with Open Data as they need simple presentations
of open data-sets in their own native language. This can be a problem, as teachers
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are hesitant to spend long time in identifying and visualizing the data-sets; and
the available open source software for visualization is not in their native language.
Through goal refinement, we reached the goals that we want to introduce an
Open Data interface that allows students and teachers, to relate to their subjects
with actual information using Open Data as an educational resource and to
improve civic awareness and youth engagement with Open Data.

3.2 Technology Layer

On this layer, we will explore what technology requirements are seen from the
user and system perspectives. For instance, it is important that students and
teachers have easy access to computer labs, internet, etc. For Open Data inter-
face, open data-sets need to be divided further into smaller data-sets, containing
the local area information. These data-sets are in different formats, e.g. CSV
files, PDF files or other formats. A data management interface is required, to
store these data-sets before visualizing. Open source operating systems and visu-
alization software are required to visualize the local open data-sets. Figure 5
represents a technology layer model for Open Data usage in schools.

Fig. 5. Technology layer requirements model.

3.3 Application Layer

Figure 6 represents an application layer EA model for Open Data usage in
schools. The application layer focuses more on application components, e.g.
application specifications. This includes language, appearance, and being ease of
use. The RE for this layer leads us to the development of one main component
with navigation to three sub-components, i.e., data object, visualization com-
ponent, and activity component. Teachers need local area open data-sets in the
form of simple visualizations, (line, pie, bar), in native (Danish) language, to
relate their subjects with actual information. The application should be easy to
use without any programming expertise, and with explained features.
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Fig. 6. Application view.

3.4 Business Layer

The business layer leads towards the solution, i.e. an Open Data interface for
the schools that enables teachers and students to take benefit from the data-sets.
Figure 7 represents a usage view (model) for Open Data interface and Fig. 8 rep-
resents business model for Open Data interface. In the business layer, textbook

Fig. 7. Open Data Interface usage view.

Fig. 8. Open Data interface for Open Data usage in schools.
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publishers are identified as external actors. They will play a central role for the
active use of this interface; by linking different subjects themes with Open Data
interface for activities and explanations, e.g., in geographic subjects, they can link
the interface for the presentation of respective local areas; or in science class, real
local examples could provide information about pollution, noise or other environ-
mental conditions. Such subjects as mathematics, science, geography and social
science act as business roles, as these subjects can use Open Data for visual pre-
sentation of local areas aspects, to facilitate educational activities at school level.

3.5 Evaluation

In the above sub-sections, we have presented models based on EAORE approach
for Open Data usage in schools. We have discussed the four layers, which form
the base for our frame, and identified requirements in different aspects within
these layers. Our EAORE approach for Open Data usage in schools is flexible and
could be used by the neighboring countries to extend the potentials of Open Data
at school level as an educational resource. Using EAORE, we cover motivational,
application, technical and business aspects that enables us to make a transparent
alignment between all these aspects. Using this approach, we derive systematic
requirements at different layers that are aligned with each other in the form
of models. These models will help us to compare how the need for Open Data
usage will be met in an efficient, sustainable, and adaptable manner. Using
EAORE approach, we can easily trace and change requirements at different
stages of development of Open Data interface. Using this approach, we can also
save time, e.g. we can identify requirements at different layers and change or
validate them easily at any level using less time to compare to descriptions in
text documents. The approach is easy to adopt and in future when we extended
our research work (having more cases), we will also envision a requirements
management system based on this approach. Currently this paper represents
only a case specific model; we will elaborate EA models and develop analysis
mechanism for more formal EA analysis in future work. It has to be noted that
there are many relationships between elements of different layers of the frame.
However, we showed only some of them in order to keep the discussion as simple
as possible.

4 Concluding Remarks and Future Work

Open Data is a valuable resource with potential opportunities for both gov-
ernments and public. This data can be used as a raw material to develop 21st
century learning skills. These data-sets can be used as an educational resource to
support teaching and learning activities as part of teaching subjects, e.g. math-
ematics, science, and geography. Teachers can relate their subject with Open
Data in the form of simple graphs. In this paper, we investigated the teacher
and student needs and requirements to stimulate the use of Open Data as an
educational resource in Danish public schools. We used the EAORE approach
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and developed EA oriented RE for Open Data usage in Schools. The use of EA
models helped to identify the requirements regarding different aspects i.e. moti-
vational, technology, application and solution aspects. Our EAORE approach
has a number of potential advantages, e.g. time saving, easiness of traceability
and flexibility of modeling as discussed in Sect. 3.

In the future, we will elaborate this approach after having more cases and use
it for requirements management system development. To validate the solution
i.e. Open Data interface, we will first develop prototypes to test different parts of
the Open Data interface in schools. This phase will help to explore and identify
new problems, based on the proposed solutions. Based on these new problems,
revised prototypes will lead us towards the final development of the interface.
The interface will not only provide interesting information about local areas, but
will also help to develop learning and digital skills, and bring more awareness,
among the younger generation of school students about their communities and
cities.
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Abstract. During the last several decades Key Performance Indicators
(KPIs) became the standard approach to the monitoring and manage-
ment of the enterprise performance. At the same time, Business Process
Management (BPM) brought the revolutionary alternative to the tradi-
tional way of the management of an enterprise. As BPM dramatically
changes the managerial perspective and consequently the view of the
enterprise performance this perspective should also significantly change
the approach to KPIs. Instead of establishing the KPIs for the particu-
lar places of the organization they should be derived from its business
processes. In this paper we introduce the idea of deriving KPIs from the
business process definitions based on our methodology MMABP in order
to contribute to the theory of Key Performance Indicators as well as their
practical application.
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1 Introduction

Key Performance Indicators (KPI) represent widely popular approach to the mon-
itoring and management of the enterprise performance. Since 1990ties Business
Process Management (BPM) represents the revolutionary alternative to the tradi-
tional way of the management of an enterprise. BPM brought to the management,
traditionally driven by the organizational structure, completely new perspective
– business process as a primary point of view of the performance of an enterprise.
From this point of view all other important aspects of the enterprise management,
including even the organizational structure and its related aspects like compe-
tences and responsibilities, play the role of the infrastructure for the processes.
Figure 1 describes the main factors of the process-driven management of an orga-
nization. It shows the organization (the white area) placed in its environment (the
grey area), a socioeconomic system. As the general importance of the organization
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always comes from its meaning for other actors in the system its primary function
has to be always targeted at the goals from its environment, not inside the orga-
nization. Primary function represents the values which the organization provides
other system actors with. Primary function originates from what the organiza-
tion does, from its business processes. To fulfill the primary function the orga-
nization has the information and organization systems as basic infrastructures.
Information and organization systems represent the secondary function support-
ing the primary function of the organization. Information technologies allowing
the performance of both infrastructural systems then represent tertiary function.
But at the same time the information technologies work as a trigger of changes in
business processes. This double role of IT in the organizational development char-
acterizes the essence and main purpose of the process-driven management; tech-
nology development allows us “doing things in a different way” [10] which should
be understood as simplifying the processes towards their natural substance. Fol-
lowing the idea of primary function directly oriented on the customer all busi-
ness processes have to be designed so that each process clearly belongs to one of
two main categories: key processes which directly fulfill the primary function and
representing all other needed infrastructural functions and activities. This divi-
sion of processes represents the important value of the process-driven manage-
ment. It is a sophisticated way of exploiting the effect of specialization as a pri-
mary tool for increasing the effectiveness and efficiency. In the traditionally man-
aged organizations the specialization is exploited via the organizational hierarchy
which breaks key processes to fragments according to the organization functions,
specializations. Organizational structure then fixates each key business process
as a particular sequence of tasks which can be changed only with the change of
the organizational structure. In this way the effect of specialization can exploited
only at the cost of the complete loss of flexibility. Business goals can be achieved
only the way predefined by the organizational structure. Process-driven manage-
ment offers the way of exploiting the effect of specialization without the loss of the
ability to immediately change any process if needed. In this approach directly the
processes are specialized which makes specialization independent of the organiza-
tional structure. Process-driven management thus represents really revolutionary
change in the managerial approaches, they are traditionally based on the orga-
nizational structure as a root of the enterprise’s behavior. This change of per-
spective causes many significant changes in other important aspects of the orga-
nization’s life as it is excellently explained in related literature, namely in [10].
At first it requires to organize the competences and responsibilities according to
the need of processes instead of the organizational functions which naturally leads
to the decomposition of competences traditionally accumulated in the hierarchi-
cal managerial positions. This change naturally increases the need for the per-
sonal responsibility and competency in all employees which consequently requires
also the change of their basic attitudes. Therefore, the process-driven manage-
ment is actually the way of implementation of the ideas of visionaries like Dem-
ing [7] and Porter [16]. As BPM dramatically changes the managerial perspective
and consequently the view of the enterprise performance this perspective could
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also significantly contribute to the theory of Key Performance Indicators as well
as their practical application. Instead of establishing the KPIs for the particular
places of the organization they should be derived from its business processes. In
this paper we introduce the idea of deriving KPIs from the business process defini-
tions based on our Methodology for Modelling and Analysis of Business Processes
(MMABP) as a complement to this methodology in the field of implementation of
the process-based management system. In the following section we briefly intro-
duce the Key Performance Indicators and their relation to business processes. In
the third section we outline the essence of our methodology MMABP focusing
mainly on its features important for the topic of this paper. In the fourth section
we propose the procedure for the derivation of “soft” KPIs from process interfaces.
In the Discussion section we then discuss important consequences of the proposed
approach and in the Conclusions section we summarize main ideas from the paper
and outline some general conclusions.

Fig. 1. Main components in the process-driven organization [3].

2 Key Performance Indicators

Key Performance Indicators (KPIs) as an approach are rooted already in the work
of Taylor [25] from the beginning of the 20th century and also in the work of the
evangelists of the quality-oriented management Deming [7] and Porter [16]. They
are also closely related to the development of information technologies and infor-
matics in general [1,6]. In this field, there exist many different approaches never-
theless for all them the common meaning of this keyword can be found. Accord-
ing to the Strategy Management Group the “Key Performance Indicators (KPIs)
are the critical (key) indicators of progress toward an intended result. KPIs pro-
vide a focus for strategic and operational improvement, create an analytical basis
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for decision making and help focus attention on what matters most.” [22]. Exist-
ing approaches to the classification of KPIs differ mainly in details, they have
well visible common basis and relation to other significant managerial methods
especially the famous Balanced Scorecard from Kaplan and Norton [12]. Strat-
egy Management Group (SMG) brings the general classification of KPI in the
context of their use for the management of an enterprise to Strategic Measures
usually structured in detail according to the Balanced Scorecard perspectives
(Customer/Stakeholder, Financial, Internal Processes and Organizational Capac-
ity measures), Operational Measures, Project Measures, Risk Measures, Employee
and Other Measures. Other widely used classifications of KPIs can be found for
instance in [28] and [18]. Different conceptions of KPI vary in different details nev-
ertheless they share the same general contents and the strong relation of KPIs to
the Balanced Scorecard conception [12].

From another point of view KPIs are classified as lagging and leading. A lag-
ging indicator typically measures an output, a result. It measures something that
has already happened, a fact. A leading indicator typically measures an input, or
a catalyst. It is a predictor of the desired result. Leading indicators actually mea-
sure the real business drivers that need to be managed by the managers. KPIs
should be oriented on fulfilling Performance Objectives (PO), consequently they
should be derived from POs which are regarded as a source and essential pur-
pose for using the KPIs. In general, the two first dimensions (Financial and
Customer) are lagging Strategic Key Performance Objectives and the two other
ones are leading Performance Objectives [28]. Derivation of KPIs from the def-
initions of business processes as a leading idea for the proposals presented in
this paper undoubtedly leads to the suppression of lagging indicators in behalf
of the leading ones. Many traditional lagging indicators loose the sense in the
process-driven organization and at the same time this approach opens the space
for more sophisticated leading indicators as it significantly changes the notion
of business drivers.

Association of KPIs with business processes is an attractive topic and a lot of
various approaches to it can be found in the literature. [31] offers a comprehen-
sive overview of the literature about business process performance measurement.
Most approaches take KPIs traditionally and regard processes just as a way of
fulfilling them. Only a little of them focus on specific KPIs coming from business
process orientation of management and just some of these aim to the derivation
of KPIs from processes. For instance [4] focuses on specific performance indica-
tors for the complete monitoring of business process execution, [32] maps the
relationships between the business process management and service-orientation
in the context of KPIs and [5] even introduces so-called Process Performance
Indicators (PPIs) that should be considered in the SLA. In our opinion, there is
no one existing approach using KPIs for the internal quality of the whole system
of business processes. This can be regarded as an original contribution of our
approach.
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Pretty exhaustive overview of the problem of KPIs from the business pro-
cess perspective can be found in [8]. The authors classify KPIs from the four
basic dimensions of the business process performance as: time, cost, quality and
flexibility - oriented. This classification allows more sophisticated approach to
KPIs and also their association with related techniques for the quantitative busi-
ness process analysis like the techniques related to the Balanced Scorecard [12],
namely the Activity-Based Costing technique (ABC) [13], flow analysis and pro-
cess simulation techniques and others. For instance, [8] offers the technique of
Flow Analysis for the estimation of the process time using the essential types of
algorithmic structures (exclusivity, parallelism and repetition). The same app-
roach can be used also for the estimation of the process costs. Nevertheless,
these techniques are well usable for the indicators from “hard” dimensions (time
and cost) unlike the indicators in the remaining “soft” dimensions (quality and
flexibility) whose quantification usually leads to the use of intuition, subjective
estimations etc. The approach of deriving indicators from business processes pre-
sented in this paper is focused especially on the quantification of those aspects of
the business process system which are usually regarded to belong to the “soft”
dimensions of the enterprise‘s performance: quality and flexibility.

3 Background Methodology

The approach to the modeling of business processes presented in this paper is
firmly grounded in our Methodology for Modelling and Analysis of Business
Processes (MMABP) [3]. In spite of its name MMABP is a methodology for the
complex modeling of “business system”, not only its business processes. Nev-
ertheless, the MMABP‘s conception of “business system” is influenced mainly
with the ideas of process-driven management. By “business system” we gener-
ally understand the system of human activities leading to creating the values.
MMABP models aim to cover the business system itself as well as its basic
infrastructure, its information system. The complete MMABP business system
model consists of the set of inter-related models of two basic kinds (see Fig. 2).
Model of the business system consists of the model of being (ontological model)
and the model of behavior (intentional model).

Being (so-called Real World ontology) is modeled with two basic diagrams
from the Unified Modelling Language (UML) [27]: Class Diagram represents
the system view of being. By this diagram we model objects and their mutual
relationships. State Chart represents the particular view of being as a temporal
model of the single object. By this diagram we model the object‘s life cycle.

Behavior in the business system is also modeled with two kinds of diagrams:
Model of the process system represents the system view of intentional behavior:
business processes and their mutual collaboration. MMABP uses for this model
the Process Map diagram based on the methodology of Eriksson and Penker
[9]. Model of the process flow represents the particular view of behavior as a
temporal model of the single business process. MMABP uses for this model the
BPMN diagram [15].
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Figure 2 outlines basic relationships between the ontological (business
objects) and intentional (business processes) dimensions of models. Objects from
the Class Diagram manifest themselves in the process model as products, inputs,
outputs, actors, and other kinds of process aspects. Relationships among objects
from the Class Diagram then represent the essential business rules and restric-
tions (i.e. modality of the business system) which the processes have to respect
and fulfill. Looking from the opposite side one can see the business processes
from the process diagrams as the ways of fulfilling the modality of the business
system in terms of achieving individual business goals. On the detailed level,
the life cycles of objects (State Charts) can be seen as definitions of essential
causality related to the individual object, while detailed process models (BPMN
models) as intentional combinations of the lives of related objects. Business
object models (i.e. contextual Class Diagram and related State Charts describ-
ing life cycles of selected objects) thus contain the information about events and
their general context in terms of the causality of the business system. Models of
business processes complete the information about events and their intentional
context; intentionality in the business system. More details about MMABP par-
ticular consistency rules for tuning business system models can be found in [20].
From the point of view of this paper the most important part of MMABP are
process models and related aspects following from the need for the consistency
with other models. As the main philosophical source of MMABP are the process-
driven management ideas the methodology is especially elaborated in the field
of business processes with the primary respect to those ideas. Details of these
features of MMABP which are especially important from the point of view of
the proposals introduced in this paper are discussed in the following sub-section.

Fig. 2. MMABP business system models and their essential relationships [3].
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3.1 Process States and Process Steps as Basic Points for Internal
Indicators of the Enterprise’s Performance

MMABP defines four levels of abstraction of a process (see Fig. 3). We can find
different approaches to levels of process abstractions in a number of standards
and methods [17,18,29,30]. MMABP has its own synthesizing method build
on [23] in which the individual approaches we analyzed and synthesized into
four level approach on which MMABP now builds on. Abstraction levels 1 and 2
belong to the Global model of processes while levels 3 and 4 belong to the Model
of the processes run. In other words, in MMABP there are two abstraction lev-
els of the system view of processes and two abstraction levels of the temporal
view of a process. Each abstraction level is related to the aspect of the business
system which MMABP regards as essential: standardization of enterprise func-
tionality (level 1), individualization of enterprise processes (level 2), individual
collaboration of processes (level 3), and general causality of the business (level
4). From the point of view of potential KPIs each level of process abstraction
represents the special kind of KPIs:

Fig. 3. MMABP process abstraction levels [3].

The very high - Enterprise functionality and the very low - Activity lev-
els of abstraction represent the traditional view of an enterprise in terms
of its basic functions and elementary enterprise activities. These levels match
also the traditional approach to KPIs: expressing the performance of individual
parts of the enterprise decomposed according to the organizational structure as
an amount of financial or substantive units. The traditional simple technique of
Activity-Based Costing (ABC) [13] cumulated from the lowest level of abstrac-
tion can be effectively used there for instance.
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The two middle levels of abstraction – Process Map and Process Steps levels
represent the internal organization of the work in the enterprise. Process
Map describes existing logical business processes and their mutual associations
which represent their collaboration on the service basis. Detailed definition of
the process steps flow in the BPMN then describes the collaboration from the
perspective of the given process. Each process step represents one process task
starting with the event and resulting either in the waiting for the following event
or in the end of the process. The points of waiting for the event which allows
the further process run are called Process States.

In MMABP the definition of the process at the level of process steps and
consequential description of process states (alias waiting for events) is essential.
It follows from the so-called principle of negative feed-back. In the legendary
article [19], which is regarded as essential for cybernetics, the authors expressed
the idea which substantially influenced the later development of cybernetics:
“all purposeful behavior may be considered to require negative feed-back”. The
concept of negative feed-back is explained there as follows: “...the behavior of
an object is controlled by the margin of error at which the object stands at
a given time with reference to a relatively specific goal. The feed-back is then
negative, that is, the signals from the goal are used to restrict outputs which
would otherwise go beyond the goal”. According to the basic work in the field
of process-driven management [10] goal is a fundamental attribute of a busi-
ness process which is regularly respected in matured methodologies like in [9]
for instance. Business process thus has to be regarded as an intentional process,

Fig. 4. Example of process states and steps: client management process.
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the process of purposeful behavior of an interested object following some goal.
For instance the behavior of the process manager is undoubtedly an intentional
behavior which follows the goal of the process. Therefore MMABP requires that
every business process definition contains the negative feed-back which
ensures restriction of its outputs in order to keep them in the margins of its goal.
In business processes the feed-back is represented by the input which is causally
connected with some process output. The information from the input should
influence the following behavior of the process in terms of keeping it within the
margins of its goal. This means that ‘intermediate’ inputs to the process (i.e.
none-starting inputs to the process coming between its starting and end points)
are critically important parts of the business process distinguishing it from other,
non-intentional (i.e. non-business), processes. When working with processes we
have to take into the account even the time dimension; every input to the pro-
cess has to be synchronized with the process run. Thus, in each part of the
process where some input which influences the following process run is expected
the process state has to be placed. The process state represents such points in
the process structure where nothing can be done before the input to the process
occurs, i.e. the point of waiting for the input. Process state thus represents the
essential need to synchronize the process run with expected events. This need
follows from the fact that the event is always an objective external influence and
thus it must be respected. From the physical point of view such respect means
synchronization – waiting for the event. Intentionality or purposefulness is also
very important topic for the ideas Business Process Management Automation in
general, particularly robotics and similar fields. Figure 4 shows the example of
the business process definition at the process steps level. It can be seen there that
at this level the process is a structure of the process steps divided with process
states. Each process step is either a single task or a (usually selection (XOR))
structure of the tasks. The principle of negative feed-back discussed in previous
paragraphs manifests itself in the fact that each internal process state has to
be immediately followed by the decision (XOR gate) about the event which has
caused the end of the state. Just according to the particular attributes of this
event the next particular step of the process can be chosen. This way MMABP
implements the required negativeness of the feed-back – the restriction of the
future actions based on the signals from the feed-back. From the business point
of view process state represents waiting for events as a response to the previous
process activity. From the technical point of view it represents synchronization
with collaborating processes/actors and also the process memory because of the
need for remembering the attributes of the state of the process until the next
event occurs. BPMN, unlike most of other process modeling standards, does not
recognize the concept of process state. This insufficiency is closely connected
with the ignoring of essential difference between the business process and the
system of business processes which is discussed in more detail in the follow-
ing Discussion section. Based on the technical meaning of the process state,
MMABP uses for the modeling of process states in BPMN so-called “AND gate-
way” as a point of the synchronization of the process run with the expected



Deriving Key Performance Indicators from Business Process Model 157

Fig. 5. Process steps, states and services in MMABP meta-model [3].

event(s) (see Fig. 4). Process Step represents the set of activities where there is
no objective reason for the decomposition to the detailed level. Such
decomposition can be motivated only by subjective factors like the qualification
of actors (which can cause the need for the decomposition to the set of activities
respecting the existing qualification of particular actors), existing technology
(including even the given structure of the IS functionality, for instance), existing
organizational structure if necessary (which disallows the grouping of activities
across the boundaries of particular organizational units), and others. Therefore
MMABP defines for such deeper decomposition one more level of detail: Activity
(Task) level (see Figs. 3 and 5).

4 Deriving KPIs from Inter-process Services

In the following text we focus on the indicators which express the attributes of
process states and process steps as we believe that especially this level of detail
can significantly contribute to the current state in the field of KPIs. Process
states represent points of communication of the process with other processes
or actors. From the perspective of the performance of the enterprise the pro-
cess state represents the handover of the responsibility for the given task
what is in general an essence of collaboration. MMABP defines for the pro-
cess states the standard general attributes based on the generalized theory of
service-orientation. Each collaboration point is regarded as a service which one
process/actor another process/actor provides with. For each collaboration point
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the general Service Level Agreement (SLA) prescript can be created containing
standardly also the general quality- and time-oriented indicators of the service.
At the time of the run of the particular process (ie. the process instance) this
prescript is then implemented (instantiated) as a particular SLA for the partic-
ular collaboration act. Particular time and quality attributes of process states
and awaited events are then used as a basic source for the indicators used in the
SLA prescriptions. Details about the role of services in MMABP can be found
in [21].

Mutual essential relations among the concepts of Process State, Process Step
and Service are described in the full context at Fig. 5 which shows the MMABP
meta-model based on the meta-model of Archimate notation for the TOGAF
Enterprise Architecture framework [2,24,26]. The meta-model also shows basic
relations to the ontological dimension of the business system models, particularly
to the Business Object life cycle states which also play an important role in the
enterprise performance measuring.

Fig. 6. Example of Process Map: Client Management Process System

Below the procedure for the derivation of KPIs from inter-process
communication is described with use of the example of Client Management
Process System (see Figs. 4 and 6):

Step 1: Create the SLA for each communication point of two processes.
In the example at Fig. 6 there are two communication points between the
key process Client Management and support processes Service Providing and
Complaint Management. Also the communication with Client is visible there
as a bi-directional negotiation about the Contract proposal and one-way Ser-
vice demand. The details of each communication point can be seen at Fig. 4
as a context of particular process states (awaited events and consequential
reactions of the process). The result of this step will be three SLAs for the
Service management, Complaint management and for the communication
with Client.
Step 2: In each SLA specify the service and its standard parameters of
time, cost and quality. For instance, SLA with the Service Providing process
should contain the specification of both types of the client Service (paid and
unpaid) and their quality parameters, time of the service delivery and the
cost of the service (all values for each defined service level).
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Step 3: Specify the detailed leading KPIs based on the optimal values
of SLA parameters separately for each communication point.
Step 4: Calculate the global leading KPIs from the detailed ones accord-
ing to their process contexts using the key process(es) in each functional area
as a contextual pivot.

For instance, the KPIs derived from the SLA between the Client Management
process and the Service Providing process measure the inter-processes collabo-
ration, execution of one service for the Client. From the client’s point of view
the overall quality of company’s services is rather represented by the communi-
cation with the Client Management process which covers all services during the
whole life cycle of the client. It is because the key process represents the primary
function of the organization and consequently the needed context of all support-
ing services. Therefore it should be used as a pivot for the cumulation of KPIs.
This way the hard KPIs (time, cost) derived from the Service Level Agreements
representing particular cooperation points are used as a basis for the calculation
of the overall KPIs for the whole process system (i.e. enterprise) which represent
the optimal value of the enterprise‘s performance (i.e. the best possible for the
given structure of processes). In the opposite way, the deviations of the actual
values from the optimal ones can be analyzed by their decomposition according
to the structure of the process system in order to find out the bottleneck or the
problem point in the communication structure of processes.

The difference between the process steps and process activities (Tasks at
Fig. 5) levels actually maps the difference between the objectively optimal struc-
ture of the process and the actually necessary structure which respects also the
specifics and necessities of the current state. This difference can be used for the
estimation of the enterprise performance in comparison to the theoretically opti-
mal (best possible) performance. This difference can then be used as a leading
KPO for the future development of the process system which represents
its flexibility.

5 Discussion

Father of the enterprise quality management William Deming expressed in his
famous critical book “Out of the crisis” from 1982 [7] the fourteen points for
management expressing this way the basic rules for the management which can
lead the enterprise to the high-quality performance. Some of these rules has been
later directly fulfilled by the idea of process-driven management, particularly:
Point 1: “Create constancy of purpose towards improvement”, Point 3: “Cease
dependence on inspection”, Point 7: “Institute leadership”, Point 9: “Break down
barriers between departments”, and point 14: “The transformation is everyone‘s
job”. Most of remaining points are at least closely related to the process-driven
management as its consequences or basic conditions: Point 2: “Adopt the new
philosophy”, Point 5: “Improve constantly and forever”, Point 8: “Drive out
fear”, Point 10: “Eliminate slogans”, Point 11: “Eliminate the management by
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objectives” and Point 13: “Institute education and self-improvement”. Deming
is especially critical to the typical approach of the traditional managers which
is based on the direct control, inspections, stating the goals and continuous
measurement of their achievement. KPIs are traditionally regarded as a tool
right for this kind of management. Most of current typical and general KPIs
are oriented on the simply quantifiable aspects of the enterprise‘s performance
usually expressed as short-term goals for the purpose of measuring their devi-
ations against the plan. As it follows from the first paragraph of this section,
process-driven management significantly moves the managerial practices towards
the ideas of W.Deming. From the point of view of the use of KPIs this approach
fulfills especially the point 3 (Cease dependence on inspection) particularly by
breaking down barriers between departments (point 9) introducing the system
of “internal customers” as a basic meaning of the collaboration of processes built
on the basis of Service Level Agreements (SLA). In this way the competences of
the enterprise‘s performance actors (employees) are naturally decomposed down
to the optimal level driven exclusively by the needs of business processes (in
the roles of internal customers) which completely eliminates the need for the
management by objectives (Deming‘s point 11).

The common and widely popular mistake in the field of business process
management is the lack of the respect to the essential difference between the
business process and the system of business processes. One of the most visible
consequence of this misunderstanding is even the fact that the commonly used
standard for the business process modeling BPMN [15] do not offer the diagram
for modeling so-called Process Map although such diagram is a regular part
of many older and matured standards, for instance [9,17]. Instead of the clear
distinguishing between a single process and the system of processes BPMN just
offers to describe the casual communication with other processes and actors as
a part of the definition of the process flow. BPMN thus can be regarded just as
a “language” for the definition of the process flow, not for the complex business
process system modeling. Looking at the communication with other processes
only from the perspective of the particular process disallows perceiving the inter-
process relationships as services which can be exactly described in the SLA
manner, their attributes analyzed, measured, and everything finally managed
using the service-oriented style.

6 Conclusions

In this paper we propose the approach to the derivation of KPIs from the descrip-
tion of business processes focused mainly on the inter-process communication.
We believe that right this focus can harmonize the theory as well as the practice
of using KPIs with the idea of process-driven organizations. Existing approaches
to the derivation of KPIs from business processes are mainly based on the tra-
ditional notion of the processes in the enterprise which is not in accordance
with the ideas of process-driven management presented in the essential resources
[10,11,16]. This fact is understandable regarding the state-of-the-art in the field
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of business process modeling discussed in the last paragraph of the preceding
section. Ignoring of the importance of the inter-process communication as a
standalone aspect of the process management leads to inability to manage the
process system on the basis of the services which is a direct way to the use of indi-
cators of the internal quality of the process system. A comprehensive overview of
existing business performance measurement frameworks can be found in [14]. In
all integrated measurement frameworks the business processes play one of essen-
tial roles. At the same time, in all those approaches the business processes are
subordinated to the organizational structure which contradicts with the essence
of the process-driven management. Respecting the main principles of process-
driven organization, especially the freeing from the organizational structure and
other infrastructural aspects, generally recommended also by Deming [7], can
open the space for using KPIs for the internal quality of the process system. In
the light of the essential qualities of this style of management it can be supposed
that the traditional approach to the management of enterprise via KPIs will be
consequently reduced just on the objectively measurable indicators which replace
the traditional intuitive estimations and trial-based settings of KPObjectives.
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Abstract. People often need to select, evaluate, and integrate information from
diverse online sources to support decision-making processes in everyday life.
Information is a product which is often available for free, but which people are
willing to pay for. Free access to information can presumably facilitate greater
use of information sources, thereby leading to improved learning and knowl-
edge. But does it? Is “more of a good thing” actually better? This study
examined how paying for information affects information source choices and
information consumers’ epistemic perspectives regarding the status and justifi-
cation of knowledge. 106 university students participated in an experiment
presenting an online information store in which participants acquired informa-
tion products in order to reach a decision concerning a controversial health topic.
Participants were assigned to two pricing conditions; one with paid information
based on an incentive-compatible bidding mechanism (payment condition) and
the other with information offered at a zero price (free condition). Results
indicated that in the payment condition, participants accessed fewer information
sources but that these sources were more diverse and balanced in their positions.
Differences in epistemic perspectives emerged between the two conditions,
suggesting payment requirements affected epistemic perspectives. Specifically,
in the payment condition, evaluativism was higher and absolutism was lower
than in the free condition. This is the first study to indicate a potential relation
between the consumption characteristics of information products and the epis-
temic thinking of information users. The study has theoretical and practical
implications, connecting the fields of information economics and personal
epistemology.
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1 Introduction

We all enjoy free access to information online because information is the raw material
for learning, generating knowledge, and producing information. It stands to reason that
free access to information facilitates greater and better use of information, thereby
leading to improved learning and knowledge. But does it? Is “more of a good thing”
actually better? One of the basic premises of economics is that scarcity increases
demand and value. How does the so-called ‘homo economicus’ deal with the abun-
dance of information? This paper explored the effects of abundance by examining how
paying for information affects information source choices and information consumers’
epistemic perspectives regarding the status and justification of knowledge. Thus, we
examined value with a dual lens by linking between research on the economic value of
information and psychological research on people’s epistemic values. We explored the
effects of payment using an innovative online laboratory experiment.

Information is widely available at no direct charge because of its cost structure [12].
Rather, it is often paid for by third parties such as advertisers. The availability of
seemingly-free information to consumers results in setting a “free mentality” towards
digital goods [23]. An exceptional preference for free products has been demonstrated
using a behavioral approach [35]. People tend to expect and prefer free-of-charge
information.

The de-facto abundance of free information available to consumers has led to
academic assertions such as there being a weak link, if any, between quality, quantity,
and pricing or value of information [15]. However, abundance may be linked to
concepts such as information overload [9] or congestion [37], meaning that “all-you-
can-eat” may be, at times, detrimental to the ability to process information and generate
knowledge from it. This suggests that limiting access to information may enhance the
ability to use it well. In this study, we made a first attempt to empirically test the effect
of payment for information on information source use and on epistemic thinking. We
investigated how imposing a mind-set of economic scarcity influences of the epistemic
approach to and the demand for information goods.

Epistemic thinking, or epistemic cognition, involves thinking that is related to
knowledge and knowing and to the achievement of epistemic aims, such as acquiring
true beliefs or understanding [8, 13]. Research on epistemic thinking has demonstrated
that people have implicit assumptions regarding the certainty, complexity, sources, and
justification and knowledge which come into play in everyday reasoning [15]. Previous
studies found that people’s epistemic perspectives, i.e., their views regarding the nature
of knowledge and knowing, influence the ways in which they evaluate and integrate
multiple information sources [1, 4, 6]. Researchers have typically assumed that epis-
temic perspectives develop gradually through social and educational experiences [38].
In this study, we examined whether the economic value of information might also
affect epistemic perspectives.
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2 Theoretical Background

2.1 The Economic Value of Information

Information as a Unique Product
Information is an intangible product with a marginal cost of zero or close to zero.
Despite its unusual character, information is considered an economic good, for which
people are willing to pay [7, 36]. Unlike other products, the amount of information or
its marginal cost do not attest to its value. Information is an experience good whose full
value and qualities are revealed only after its purchase and use. Generally, many new
products are experience goods, but information is an experience good every time it is
consumed [36].

The Subjective Economic Value of Information
The economic value of information is dynamic and is perceived differently by people at
different times and situations [36]. This value may change with time and is not nec-
essarily rational. Therefore, the economic value of information is mainly subjective,
perceived [28].

The perceived value may be affected by the individual characteristics of a person
(such as knowledge and experience), the characteristics of the environment and the
social situation (such as level of interaction, social feedback, relations of authority and
social perceptions), and/or the characteristics of the information itself (such as format,
accuracy, timing, source of the information and its availability) [27, 28]. In the present
study, we assessed subjective value using the measure of Willingness-to-Pay (WTP) for
an information product [30].

Willingness-to-Pay for Products and the ‘Free’ Effect.
Observed behaviour online as well as laboratory experiments have shown that people
are willing to pay for information products to some extent [30]. Prior research has used
WTP (Willingness-to-Pay) as a measure of subjective value rather than as an indicator
of actual pricing [32]. In such cases, change in, or relative value of WTP are more
relevant than the absolute size of WTP. In the present study as well, WTP is not taken
at face value. It is used in two ways: 1. to assess the relation between WTP and the
experience value of information; 2. as a primer for an economic framing of the
experimental group in contrast to the group exposed to free information.
Because information is an experience good, information value should be explored both
before and after it is consumed. However, only few studies have investigated this
theoretical framework [28, 33]. Subjective value is defined as the value perceived and
attributed to the information by the user before purchasing and/or using it. Experience
value is defined as the value of the information that is revealed to the user after use
[28].

It can be argued that the value of information after use will be low or non-existent
because the decisions based on the information have already been made and it is no
longer relevant. While this value may indeed be lower that the pre-use value due to its
lower practical relevance, it may become a crucial factor in shaping future decisions
and acquisitions and become a part of the user’s thinking pattern in future events
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requiring information evaluation. Therefore, there is theoretical importance in
researching the connection between the subjective value (before use) and the experi-
ence value (after use) [27, 28]. Specifically, it is possible that if people are required to
pay for information, the subjective value of information will increase and this may
result in lower experience value. Hence, we hypothesized that:

H1: Requiring payment for information products will reduce subsequent
experience-based willingness to pay for these products.

Nowadays, people are both consumers and producers of information. A large
amount of online information is accessible to consumers for free and without human
intermediation, at any time and any place, so that consumers are in a constant state of
information overload [36]. This situation is created when the amount of information
required for processing is higher than the information processing abilities of a person at
a given time. We expected that implementing a payment mechanism will cause users to
become more selective in their information choices and acquire fewer items that when
the items are available at no charge.

In addition, a series of experiments in the field of behavioural economics, in which
the participants were offered chocolates for different prices, has found that the price of
zero has a special value for the consumers leading to preference reversal, that is,
preferring an inferior product offered for free over a better-quality offered for low
payment [35]. Such behaviour leads to the following hypothesis:

H2: More information sources will be chosen when the information is offered for
free than when participants are required to pay for them.

Because we expected that payment will reduce the number of information sources
that are selected, we also conjectured that participants will be more selective and
discerning in their information source choices. This is because scarcity leads to a
greater focus on product selection [34]. Hence, we expected that participants who are
required to pay for information sources will be more attentive to information quality.
More specifically, we expected that they may select information sources that are more
trustworthy (i.e., produced by authors with greater expertise and benevolence), that are
more relevant to their task, and that represent multiple positions rather than just a single
position regarding the issue at stake. Hence, we hypothesized that:

H3: Requiring payment for information will result in selecting a higher proportion
of trustworthy, relevant, and multiple-position information sources.

2.2 Epistemic Thinking

Epistemic Perspectives Regarding the Nature of Knowledge and Knowing
According to the developmental model of Kuhn and her colleagues [21, 22], there are
three main epistemic perspectives regarding the nature of knowledge and knowing:
According to the absolutist perspective, knowledge is certain and objective. It is based
on facts and there exists only one right account. According to the multiplist perspective,
knowledge is subjective, based on personal opinions and experience, and uncertain.
Everyone is entitled to their own opinion, therefore all opinions are equal. According to
the evaluativist perspective, knowledge is comprised of judgements and interpretations
that involve both subjective and objective dimensions (e.g., data are interpreted within
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particular viewpoints). Multiple right accounts may exist; however, some may be more
right than others. Knowledge is essentially uncertain, but it is possible to improve the
degree of certainty. Kuhn and Weinstock argue that epistemic thinking is a theory-in-
action manifested in interpretation and judgement of information and in decision
making in everyday lives [22]. The epistemic perspectives described by Kuhn and her
colleagues have been found to affect the ways in which people evaluate and integrate
information sources [1, 2, 4, 6]. Specifically, evaluativism has been associated with
better integration and argumentation processes.

Change in Epistemic Perspectives
As mentioned, researchers have traditionally attributed epistemic development to
educational and social experience [38]. Developmental studies have shown that epis-
temic perspectives are slow to change and that only a minority of the adult population
adopts evaluativist perspectives. In recent years, several educational intervention
studies have demonstrated that instruction that develops students’ argumentation and
evaluation competencies can lead to growth in students’ epistemic perspectives, pre-
sumably by advancing students’ awareness of the value of weighing multiple accounts
[2, 16, 17]. These studies have assumed that epistemic perspectives are not easy to
change, and that change requires actively fostering appreciation of the value and means
of engaging with contrasting viewpoints.

In contrast, studies that have focused on epistemic beliefs, that is, specific beliefs
about the nature of knowledge and knowing, such as beliefs regarding the certainty of
knowledge, have found that these beliefs can be quite malleable and may shift even
following brief exposure to conflicting information. For example, Porsch and Bromme
[26] documented a shift in epistemic beliefs following a brief “epistemic sensitization”
text that described knowledge regarding a particular topic as controversial. Participants
who read the text that highlighted the controversial nature of knowledge tended to
increase their beliefs that knowledge in this topic is complex, imprecise, and dynamic.
Other studies have documented that exposure to conflicting information sources can
also lead to an immediate shift in epistemic beliefs toward stronger beliefs that
knowledge is developing, uncertain, and complex [10, 11, 19, 20].

It is currently unclear if epistemic perspectives can be as malleable as epistemic
beliefs. Epistemic perspectives are multi-dimensional and therefore might be poten-
tially more difficult to change than epistemic beliefs [2, 5]. Nonetheless, in one recent
study, Zavala and Kuhn [39] found that asking students to write an argumentative
dialog between advocates of two candidates for mayor of a fictional city resulted in
lower adoption of absolutism and greater adoption of evaluativism compared to writing
an essay about the merits of the candidates. This study provides initial evidence that
epistemic perspectives may be more dynamic than has been previously assumed and
can be sensitive to the ways in which people interact with the information available to
them.

In light of prior research that suggested the malleability of epistemic beliefs and
perspectives, we wished to examine if paying for conflicting information sources may
affect epistemic perspectives. As mentioned in Sect. 3.1, we hypothesized that
requiring participants to pay for information sources will lead them to become more
selective and discerning information consumers. Specifically, requiring participants to
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pay for conflicting information sources might lead them to think more carefully and
critically about the conflicting claims presented by these information sources, and to
become more aware of the uncertain nature of knowledge. This could potentially result
in greater agreement with evaluativist views that knowledge is uncertain yet can be
critically evaluated. Hence, we tentatively hypothesized that:

H4: Paying for information sources will affect topic-specific epistemic perspectives
and lead to higher endorsement of evaluativism.

3 Method

A controlled laboratory experiment was designed in an online environment, using a
platform named FlexiPrice [29, 30]. The experiment consisted of a decision-making
problem, online questionnaires, and an information store offering a list of information
products.

106 Hebrew-speaking university students recruited by advertising on campus and
on social media participated in the online experiment (79.2% female; 68% BA stu-
dents; Mage ¼ 26:93; SD ¼ 5:66).

Participants were presented with a controversial topic: the influence of dairy con-
sumption on the cardiovascular system. A scenario was introduced in which a close
friend who is concerned with his health needs assistance in deciding whether he should
consume dairy products. The scenario was meant to motivate participants to acquire
information on the topic. After answering preliminary questionnaires, participants were
presented with a virtual information store, containing a variety of information sources.
Participants were asked to read information on the topic, as many information sources
as they like, in order to make an informed decision regarding the influence of dairy
products on the cardiovascular system and provide their friend a recommendation
based on what they have read.

Participants were randomly assigned to one of two conditions:

1. Free condition: In this condition, participants were given access to the infor-
mation sources with no payment required. Participants had an option of giving vol-
untary payment post factum, after the information was revealed.

2. Payment condition: In this condition, participants were asked to choose infor-
mation sources they wish to read after placing a price bid (WTP), using virtual money
presented in a virtual wallet. The WTP bid was applied as described elsewhere [31].
Participants in this group also had an option of giving additional voluntary payment
post factum.

The information store included 19 online information sources on the topic of dairy
products consumption and cardiovascular health in the Hebrew language. The infor-
mation sources were authentic web pages that were captured on the Internet and
presented in a way that mimicked regular browsing. The information sources were
written by authors with high expertise (e.g., medical professionals), medium expertise
(e.g., health journalists), and low expertise (laypersons). The publishers displayed high
benevolence (e.g., information provided by public health organizations) or low
benevolence (e.g., information provided by organizations with commercial interests).
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The content of the information sources had high relevance (content related to the
connection between dairy product consumption and cardiovascular health), medium
relevance (content related either to dairy consumption or the vascular system but not
both), and low relevance (content related to other issues such as bone density). Author
positions were in favour of dairy consumption, against dairy consumption, or two-
sided. Thus, the information store reflected the authentic diversity of information
sources that people may encounter when reading online about a controversial health
topic.

3.1 Measures

Epistemic perspectives (absolutism, multiplism, and evaluativism) were measured via a
validated epistemic thinking assessment based on Kuhn’s model and referring to beliefs
about conflicting knowledge claims regarding the topic of dairy product consumption
[5]. The questionnaire consisted of 10 questions, each containing three statements,
representing the three epistemic perspectives. The internal consistency reliability of the
scales was absolutism, a ¼ :82, multiplism, a ¼ :82, and evaluativism, a ¼ :71. The
score for each of the epistemic perspectives ranged from 1 to 10 and was based on the
mean of the 10 relevant items.

Subjective value of information was measured by price bids made in order to access
information sources, reflecting willingness- to-pay (WTP) for information. WTP was
measured once by the first price offer for each chosen information source which reflects
the person’s authentic WTP; and once by the mean of the offers made for that source, in
case there was more than one offer. Participants in the free condition were offered the
same information products without charge.

Experience value of information was measured by the amount of supplementary
payment, which was not mandatory and available for both groups.

Information source selection was measured by the number of sources selected for
purchase in the payment condition and the number of sources selected for access in the
free condition.

Three control variables were taken into account: personal topic relevance, prior
topic knowledge, and position on the topic. According to prior research, these might
have an impact on the findings [3]. The participants completed two questionnaires
measuring the control variables. Prior position on the topic was measured by two
questions which were strongly correlated ðr ¼ :49; p\:001Þ and therefore averaged
into one variable of prior position. Prior knowledge was measured by two open
questions regarding dairy consumption. The first question was: “How does con-
sumption of dairy products influence health? State as many influences as are known to
you.” The second question was: “What is the relation between consumption of dairy
products and cardiovascular diseases?” The number of idea units provided by each
participant in response to these questions were counted. Each idea unit had to be
relevant to the topic and contain new information. The number of idea units in the two
prior knowledge questions was significantly correlated ðrs ¼ :38; p\:001Þ, and
therefore averaged into one variable. Personal topic relevance was measured using five
items adapted from Hartwell and Kaplan’s [14] self-relevance measure.
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4 Results

In order to examine the equivalence of the conditions, differences in the control
variables (topic relevance, prior position, and prior topic knowledge) between the free
and payment conditions were tested using independent sample T-tests. No significant
differences were found between the two conditions.

Hypothesis H1 stated that requiring payment for information products will reduce
subsequent experience-based willingness to pay for these products. Because the
experienced-based WTP (voluntary payment following reading) variable was not
normally distributed we employed a Mann-Whitney U test to compare the two con-
ditions. Mean experienced-based WTP was found to be higher in the free condition
than in the payment condition as expected, M ¼ 77:82; SD ¼ 113:80 vs. M ¼ 18:53;
SD ¼ 47:20; Z ¼ �3:26; p\:001. Hence, H1 was supported.

The information source selection variable was not distributed normally hence the
Mann-Whitney U test was used to compare the number of information sources that
were selected in the payment and free groups. The results, Z ¼ �2:06; p\:05, indi-
cated a statistically significant difference between the payment and free conditions in
the number of selected information sources. Participants in the free condition chose to
read a significantly higher number M ¼ 8:79; SD ¼ 5:55ð Þ of information sources than
participants in the payment condition ðM ¼ 6:72; SD ¼ 3:65Þ. Thus, H2 was
supported.

Because the number of information sources differed across conditions, to compare
the characteristic of the selected information sources, we calculated the ratio between
the number of selected information sources of each type and the total number of
selected information sources, for each participant. Mann-Whitney U tests were per-
formed, because the variables were not normally distributed. The findings revealed
several differences between conditions in the types of selected information sources:

1. Level of expertise: Participants in the payment condition selected a significantly
higher proportion of information sources with a medium level of expertise com-
pared to participants in the free condition ðZ ¼ �2:79; p ¼ :005Þ. Differences
between conditions in high and low expertise information sources were not
significant.

2. Topic relevance: Participants in the payment condition selected a significantly lower
proportion of information sources with high relevance than participants in the free
condition ðZ ¼ �3:65; p\:0:01Þ. In contrast, participants in the payment condition
ðZ ¼ �2:98; p ¼ :003Þ selected a significantly higher number of information
sources with medium or low relevance to the topic.

3. Two-sided position: Participants in the payment condition selected ðZ ¼
�2:09; p ¼ :037Þ a significantly larger proportion of information sources that pre-
sented a two-sided or neutral position regarding dairy consumption compared to
participants in free condition. In contrast, participants in the free condition selected
a greater proportion of information sources that had a pro position title
ðZ ¼ �2:21; p ¼ :027Þ.
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No further statistically significant differences were found. Thus, we concluded that
H3 was partially supported.

A mixed ANOVA was performed with epistemic perspective (absolutism, multi-
plism and evaluativism) as a within-subjects variable and condition (payment or free)
as a between-subjects variable. The results indicated a statistically significant main
effect of epistemic perspective, F 2; 103ð Þ ¼ 147:81; p\:001; g2p ¼ :74. Pairwise
comparisons showed that absolutism and evaluativism were significantly higher than
multiplism ðp\:001Þ. The difference between absolutism and evaluativism was not
significant. The main effect of condition was also non-significant, F 2; 103ð Þ ¼ :013;
p ¼ 0:908; g2p ¼ :00. However, the interaction effect of epistemic perspective and

condition was significant, F 2; 103ð Þ ¼ 17:96; p\:001; g2p ¼ :26. To interpret the sig-
nificant interaction effect, independent-samples t-tests, with Bonferroni correction of
p ¼ 0:17, were conducted to examine differences between the free and payment con-
ditions for each epistemic perspective. Absolutism was significantly higher in the free
condition than in the payment condition, t 104ð Þ ¼ 3:67; p\:001; d ¼ :71. In contrast,
evaluativism was significantly higher in the payment condition than in the free con-
dition, t 104ð Þ ¼ 4:88; p\:001; d ¼ :94. This led us to conclude that H4 was sup-
ported, that is, that payment had an effect on the epistemic perspectives.

5 Discussion

The purpose of the present investigation was to examine the effect of paying for
information on experience value of information, information source selection, and
epistemic perspectives. To examine the hypotheses, the participants took part in an
online experiment, in which they selected and purchased information sources regarding
a controversial topic, in two pricing conditions; one with information sources offered
for payment based on a WTP bid, and one with information sources offered at a zero
price. Participants were required to value the information products presented to them
through willingness-to-pay (WTP) for them before (subjective value) and/or after
(experience value) receiving the information.

Our first hypothesis dealt with the point of measurement of the perceived value of
information. The results show that perceived value is significantly higher before pur-
chase and use than after the actual experience of using information. The effect is
stronger when payment was required in advance, as the experience-based value is
lower in this condition as compared to the free condition – people who already paid a
certain amount to obtain access provided lower post-use WTP values than people who
received the information without pre-use charge in the free condition. While from a
business perspective we may be tempted to recommend advance payment in order to
maximize profit, our recommendation is to consider application of post-use payment
for information. While people will pay less post use, they are likely to feel more
satisfied when the remittance is commensurate with their actual experience of the
content purchased. This may provide a solution to the non-excludability of information
while taking advantage of its non-rivalrous nature, enabling broader application of
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payment compared to the current norm. Although only some (39% in payment con-
dition and 63% in free condition) of the participants chose to provide post use payment,
building user interfaces that enable this option may contribute to instilling such a norm
online, making this behaviour more prevalent.

Information becomes valuable when people use it and increases in value when it
can be compared and combined with additional information [24]. In the present study,
the information presented was taken from Internet platforms which people are used to
accessing without charge. Despite the general ‘free mentality’ of consumers and the
expectancy for receiving information goods for free on the Internet, which reduces
WTP for online information [23], the results show that people are willing to pay for
information products. The present study supports the claim that information has an
economic value, for which people are willing to pay [7, 36], both before and after
receiving the information. Participants offered to pay different amounts of money for
the same information products, supporting the claim that the value of information is
perceived differently by different people [28, 36].

Even though the participants were given a generous amount of play money for
buying the information (1,500 NIS), they still limited themselves in consuming
information products. Although budget was plentiful and virtual, participants behaved
as if they are experiencing scarcity, in line with our second hypothesis. The higher
number of information selections in the free condition shows that the price of zero
enhances the demand for the product, in agreement with Shampanier, Mazar & Ariely
[35], who found that zero is a special price in the eyes of consumers and it is treated
qualitatively different from other numbers. Another possible explanation for partici-
pants of the payment condition selecting fewer information sources is feeling of loss
aversion when paying for information, which was identified as a factor which might
influence WTP [18]. In the free condition, participants did not experience loss aversion
while selecting information sources, since they were not required to pay for them.

Participants in the payment condition selected a significantly greater proportion of
medium expertise information sources and more two-sided information sources com-
pared to the participants in the free condition. Surprisingly, they also selected less
sources of high relevance, possibly because they preferred to determine relevance for
themselves or to gain a broader understanding of the topic (see below in discussion of
H4). In contrast, participants in the free condition selected more high relevance and
pro-position information sources. Because participants’ initial position regarding the
topic leaned to favouring dairy consumption, the behaviour of the participants in the
free condition suggested a confirmation bias pattern [25]. Requiring payment appeared
to reduce confirmation bias and lead to selection of more diverse and balanced
information sources, in partial agreement with our third hypothesis.

In line with the fourth hypothesis, we found differences in epistemic perspectives
between the free and payment conditions. In the payment condition, endorsement of
absolutism was lower and endorsement of evaluativism was higher compared to the
free condition. We conjecture that requiring payment made participants more selective
and discerning in their information consumption. It might have made them examine the
conflicting knowledge claims more attentively and to exercise greater critical judge-
ment in their selections. Paying more attention to the conflicting claims made by the
information sources could have increased awareness of the uncertain and controversial
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nature of knowledge and thus might have resulted in decrease in absolutism and
increase in evaluativism.

Other interactions that await future research are the links between epistemic per-
spectives and the preference for expertise-based sources, two-sided sources and source
relevance.

6 Research Limitations and Further Research

The present study was based on a laboratory experiment, which has some artificial
characteristics that affect the ecological validity of the study. Although there was an
effort to simulate a regular online search, the number of presented information sources
was limited and there was a time limit for going through the content. In addition, the
money that was used by participants in order to purchase information was virtual. If
real money would have been used, the results might have been different. There is also a
limitation in external validity, due to the participants’ characteristics: The participants
were mostly female students of one university that majored in certain fields. Therefore,
the findings cannot be generalized for all the adult population. Future studies may
sample students from other academic institutes and/or other disciplines as well as other
non-student populations.

The information sources that were presented in the experiment dealt with only one
controversial topic. The results may differ with another topic, since people tend to have
different views on different topics and in different situations.

Regarding the comparison between payment and free conditions, the experiment
setup in the current research did not include a comparison between choices of free
information and fee-based information by the same person, as there was in other
experiments with other products, such as the one conducted by Shampanier, Mazar &
Ariely [35]. Future experiments should examine the way people value and consume
information when presented with a choice.

The present study assessed epistemic perspectives only after the economic activity.
We suggest that subsequent studies would examine the epistemic perspectives both
before and after the experiment in order to gain an indication for the extent of epistemic
change.

7 Summary and Research Implications

The present study illuminates novel connections between research on epistemic
thinking and research on the economic value of information. The relation between
users’ epistemic perspectives and the economic value of information has not been
addressed in previous studies. The findings suggest that information pricing scenarios
can affect information consumers’ epistemic views regarding the nature, certainty and
justification of knowledge, reducing absolutist views and increasing evaluativist ones.
Pricing condition was also found to have an effect on the ways people select infor-
mation sources. These findings may have theoretical importance because they indicate
that economic value can have an impact on epistemic values. More research should be
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conducted with comparisons of pre and post epistemic perspectives as well as com-
parisons to other topics, in order to examine the extent of change in epistemic per-
spectives and whether this change extends to different situations and topics.

Practical implications may also arise for producers and consumers of information.
Information is a strategic business asset. The subjective value of information should
become a central factor in the information economy. The present study supports the
claim that the price of zero is viewed differently in the eyes of consumers and effects
their way of thinking when they decide to consume information. The relations between
subjective and experience values should be further explored. Experience value has
importance in understanding motivations for consuming and using information in
subsequent events requiring information-based decision making. Much additional work
is needed to understand the formation of experience value and the complexities of zero
prices in information market places.
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Abstract. In this paper authors analyzed 50 000 keywords results collected
from localized Polish Google search engine. We proposed a taxonomy for
snippets displayed in search results as regular, rich, news, featured and entity
types snippets. We observed some correlations between overlapping snippets in
the same keywords. Results show that commercial keywords do not cause
results having rich or entity types snippets, whereas keywords resulting with
snippets are not commercial nature. We found that significant number of snip-
pets are scholarly articles and rich cards carousel. We conclude our findings with
conclusion and research limitations.

Keywords: Rich Snippets � Rich results � Search engines � Google � Bing

1 Introduction

Rich Snippets as a Google search engine element appeared on the Internet in 2012. It
was a Google answer for changing how users asked a search engine. We can risk
saying that the style of entering queries to the search engine evolved along with the
generation. The X generation were the first global Internet users. They have formed
queries in simple and password method. They have been trying to understand com-
puters, learn how they work, assuming that the machine to which the question is being
asked isn’t intelligent. In response to this, webmasters prepare reflecting the form of the
entered enquiry in the 1:1 relationship.

As the effect, they made difficult to read and understand content with low sub-
stantive value. Perfect fitting was the sole aim of these contents oneself into factors in
the ranking of search engines. In 2005–2010 users have used search engines in the
same way that they have used other software. They have tried to learn software, read
the user manuals to use it efficiently. In accordance with it, the system of notation of
enquiries introduced to the search engine arose collected and at present available in the
table summing up types of fitting the keyword.

Google constantly optimizes the way the search engine works. The purpose of this
is to make a valuable search engine results pages with interesting and highly reliable
content. The search engine of Google was launched in 1997 and in the last 22 years, it
elaborated mechanism concerning fitting moved closer more and more. It recognized
next variants of the enquiry: the variety, synonyms or mistakes of the spelling.
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The revolution in search engine have started with a changing generation of com-
puter users. The computer is now a companion of any person from Y generation who
grew up with global access to the Internet global. A computer has become not just a
working tool but a communication tool. It allows to access knowledge and entertain-
ment. The Y generation doesn’t try to learn how a computer works. They took it for
granted and they do not attach special importance to learning this (except specialist
skills).

Queries entered into the search engine have also become more natural and com-
puter have become to being a partner in discussion. Queries become very similar to the
question of which person can ask one another, preserving the syntax characteristic for
questions, starts with adverbial - who, when, why, how etc.

The insertion of elements AI to search engine allowed for proper recognition of
these types of queries and the evolution of the results display system in the search
engine. In relation to change of the type of enquiries, increasing the number of vocal
enquiries, leading into use the vocal assistant Google, it is possible to state that different
Rich Snippets kinds are a natural reply to the demand of the market.

Establishing the research material of what type and the kind based on conducted
analysis is a goal of the present article keywords cause the Snippets appearance in the
search engine. It will enable further research above the strategy of building the plot up
to get this position in search engine and the assessment of the impact of these results to
the value of websites from which he is being downloaded content. We propose fol-
lowing research questions:

1. Is search engine evolving into human oriented system?
2. How search engine answers to specific questions?

The aim of this study is to retrieve information, conduct analysis and draw con-
tribution on search engines rich results. Added value of this study is, that based on real
search data for 50 k keywords along with displayed snippet results, authors proposed
several observations of current rich results appearing in search engine. Rising impor-
tance of search features like scholarly articles and direct answer (also known as fea-
tured snippet) was noticed.

The paper is organized as follows. Section 2 contains a review of the relevant
literature on the topic. Section 3 includes the concept of the snippets taxonomy, while
Sect. 4 presents the data and quantitative results. In Sect. 5, the authors highlight the
contribution of the research, discuss its limitations and, finally, draw conclusions about
the results and propose possible future research avenues.

2 Literature Review

Snippets in search engines can be considered in five areas. The first area is regular
snippets generated for regular, organic results. Four years regular snippets were two
lines of description presented below the title and url of displaying results [1]. Recently
we can observe some tests of increasing its length either on desktop version or on
mobile devices [2, 3]. Scientific interest in regular snippet is mainly whether they are
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enough informative for readers or not enough [4]. Some tests are done on different age
groups to see how these regular snippets are perceived [5].

The second area is rich snippets created based on structured data [6]. Search
engines like Google, Microsoft (Bing), Yahoo and Yandex founded schema.org and are
able to recognize structured data provided in RDFa, Microdata or JSON [7]. Rich
snippets based on structured data are added to regular snippets [8]. Search engines
show additional data about product availability, price and condition, recipes, reviews,
jobs, music, video and others, included in schema.org. Rich snippets appears to become
a more important variable, especially when examining bottom-ranked results [9].

Third area is snippets generated in Google News. These snippets are created
completely automatically [10]. These snippets are considered by news publishers in
different ways. Recently in Spain or Germany Google news was restricted, cause
displaying snippets of news releases violates copyrights of news publishers [11]. To
solve this possible violation a plan for ancillary copyright is proposed, by creating
original snippets [12].

The fourth area is featured snippets. This is one of a recent snippet type. The search
engine extracts pieces of information from web pages and presents it in a box, above
organic results along with a source url. Google programmatically determines that a
page contains a likely answer to the user’s question and displays the result as a featured
snippet. The other working name for this snippet is a direct answer or answer box.
Direct answer supposed to deliver answers for queries, without need to visit the result
presented in search engine [13]. This snippet can be presented in several different forms
like paragraph [14], table [15] and ordered or unordered list.

The fifth area is entity types. Entity types are known in Google as Knowledge
Graph introduced in 2012 year and in Bing are known as Satori introduced in the same
year [16]. These entities are constructed object and concepts, including people, places,
books, movies, events, arts, science, etc. Creating and maintaining these entity data-
bases is considered as an important responsibility for search engines [17]. Search
engines can create objects displayed in search results and also they remove results
because of the variety of reasons [18].

3 Snippets Taxonomy

The authors collected data for analysis using Senuto. Senuto is an online service which
collects data from Google search engine. Senuto has a database of 20 million key-
words. Each keyword is at least once in a month entered to Polish localized Google
search engine and a list of top 50 results is returned. Senuto checks what rich and
features snippets appear next to your keywords in Google search. A dataset from
senator was acquired in May 2018. The dataset contains a list of 50000 keywords and
their metrics. The dataset was limited only to keywords which in results shows not only
ten blue links, but also have other rich and feature snippets, displayed above and on the
right side in Google’s search engine results page. Basic metrics for this keyword dataset
are: cost per click (cpc), number of words, the average number of monthly searches in a
year, features of keyword, average number of monthly searches in each month.
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Cost per click is estimated price per one click if this keyword would be used in
sponsored search results. Number of words defines how long is the keyword. Average
number of monthly searches is the number of how many times this keyword was
entered into Google search. This number is limited to language. Cost per click and
average number of searches is imported to Senuto from Google Planner. Google
Planner is Google’s tool, which shows metrics for keywords used in sponsored search
results.

The most interesting aspect of this keyword dataset is that it contains keyword
which cause displaying rich and feature snippets along with search results. Senuto
distinguishes between 14 different rich and feature snippets. These 14 snippets are: ads
(formerly AdWords), scholarly articles, correct spelling and grammar, Google news,
knowledge graph, carousel, person, city, site links, maps, direct answer, right box,
brand query and images (Fig. 1).

Google Ads are results displayed in search engine results page which come from an
advertising platform [19]. Scholarly articles is a featured snippet which contains around
3 results from Google Scholar together with author and number of citations [20].
Correct spelling and grammar is a snippet which suggests correct spelling and grammar
form of provided query [21]. Google News aggregates news articles published in online
newspapers and portals. Google News displays automatically results as a snippet
together with image for results in a country, where Google News is available [22].
Knowledge Graph is a notion introduced to Google results in 2012. This feature is
designed to sort and display known fact, places and persons [23].

The carousel is a graphical form to display similar results in one row above regular
results. This placement is also called as knowledge card [24]. Carousel/knowledge card
displays results in a structured order. These results are persons or cities. A query
containing name and surname of a person which is known or popular artists (e.g. writer
or actor) cause results as a set of work by this artist. Similar results looking as a
carousel are presented for queries containing the names of cities.

Schema.org / Snippets

Article

Recipe

Product

Event 

Video

Revew

Breadcrumbs

Search fetures

Scholary articles (S)

Correct spelling (S)

Sitelinks (S)

Searchbox

Carousel (S)

Featured snippets (S)

Images (S)

Ads (S)

Entity types (rightbox)

Knowledge graph (S)

Person (S)

City (S)

Maps (S)

Brand (S)

Logo

Social profiles

Corp. contacts

Google News (S)

Fig. 1. Snippets taxonomy in Google search engine
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Site links are results displayed only together with the first result mentioned. Site
links are extending the first result by providing additional snippets and are only
appearing when query is similar or the same as domain name appearing on first place in
the ranking. The map is displayed for queries containing the name of known place
which has a physical address. Direct answer is feature snippet containing a snippet with
extracted answer for the query [25]. The direct answer is a box and usually contains a
piece of text in the form of paragraph, table, ordered list or unordered list. Right box is
known for displaying knowledge graph or a map [26]. There are types of queries which
cause displaying results in right box, e.g. name of the book and author. In this case
right box contains name of author, year of publishing and cover of the book. Brand
query usually contains brand name and cause displaying in right box additional
information about the brand. Images are displayed on result pages as one row, con-
taining several images connected with a query.

4 Data and Results

4.1 Data

The authors summarized the results in following tables. Table 1 presents the frequency
of occurrence of snippet depending on the length of the keyword. Most keywords in the
analyzed data set are 2 or 3 word-long words. Less popular, but still a large group are 4
or 5 word-long words.

Table 2 presents correlations between snippets. Snippets have been divided into
two parts. The first part contains most popular snippets. Second part contains snippets

Table 1. Keywords with specific number of words in every types of snippets.

Snippet Number of words
1 2 3 4 5 6 7 8 9 10

Ads 0 9 39 14 3 0 0 0 0 0
Scholarly articles 29 307 9895 3488 1022 327 152 62 29 16
Correct spell. and grammar 4 147 311 53 6 3 1 0 0 0
Google news 0 0 1 0 0 0 0 0 0 0
Carousel 32 10255 17568 5226 1159 373 71 10 0 1
Knowledge graph 9 5131 12284 3312 837 361 97 28 9 4
Person 0 77 2346 504 117 62 16 4 0 0
Site links 6 250 518 199 54 11 3 0 1 0
Maps 0 750 2153 504 54 8 1 0 0 0
City 0 276 1225 315 33 10 0 0 0 0
Direct answer 5 5110 11921 3206 778 328 78 21 4 3
Right box 9 5131 12284 3312 837 361 97 28 9 4
Brand query 4 861 3180 1489 434 171 52 23 12 8
Images 45 5767 11734 3654 884 224 76 24 7 4
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occurring less frequently, mostly together with another type of snippet. The second part
of snippets is a peculiar group of answers for user’s query, which appears in combi-
nation with the first set of snippets as a response to particular question containing e.g.
person, city, brand query.

Table 3 presents a summary of the number of snippet instances and percentage of
snippet instances. Table also shows average number of monthly searches for keywords
that display snippet and median search volume.

Table 2. Correlations between snippets.

Person Brand
query

Images City Site
links

Correct
spelling and
grammar

Google
News

Ads 9 2 25 1 1 0 0
Scholarly
articles

3117 445 6560 72 91 81 1

Carousel 9 5789 15878 1787 951 444 0
Knowledge
graph

0 3631 6829 1562 843 275 0

Maps 0 826 989 253 167 10 0
Direct
answer

0 3637 6457 1562 843 275 0

Right box 0 3631 6829 1562 843 275 0

Table 3. Summary of impressions and searches for keywords that display snippet.

Snippet Number of
occurrences

% of
dataset

Avg. number of
monthly searches

Median
monthly
searches

Carousel 34695 69,39% 248 20
Images 22419 44,84% 112 10
Knowledge graph 22072 44,14% 108 20
Right box 22072 44,14% 183 10
Direct answer 21454 42,91% 183 10
Scholarly articles 15327 30,65% 35 10
Brand query 6234 12,47% 183 10
Maps 3470 6,94% 135 30
Person 3126 6,25% 83 20
City 1859 3,72% 254 50
Site links 1042 2,08% 2765 20
Correct spelling
and grammar

525 1,05% 67 10

Ads 65 0,13% 90 20
Google news 1 0,00% 1000 1000
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Google Ads. The Google Ads snippet appeared merely 65 times as shown in Table 3.
It is only 0,13% of analyzed keywords. The average monthly number of searches for all
keywords where the Ads snippet has appeared is 90. The median of the monthly
number of searches is 20. All keywords with Ads snippet were questions built out of 2
words (9 results), 3 words (39 results), 4 words (14 results) or 5 words (3 results) in the
phrase as confirmed with data in Table 2. Correlations with other snippets were pre-
sented in Table 2. Ads snippet was displayed with name 9 times, with a brand query - 2
times, with images - 25 times, with city and site links - 1 time. Google News and
correct spelling and grammar were not displayed.

Scholarly Articles. Scholarly article snippets appeared 15327 times as shown in
Table 3. For more than 30% of analyzed keywords search results were found in Google
Scholar articles index and the snippet suggested by Google led the user to scientific
papers. The data in Table 1 shows the vast majority of keywords which have the
snippet with scholarly articles as the result to user’s query are long tail keywords. Most
keywords have 3 words (9895 results), 4 words (3488 results) or 5 words (1022 results)
in the phrase. The others have 1 word (29 results), 2 words (307 results), 6 words (327
results), 7 words (152 results), 8 words (62 results), 9 words (29 results), 10 words (16
results).

This means that user’s query which causes the appearance of the snippet of the
scholarly article are very exact due to the fact that users are looking for specific
information. The analysis of individual words indicates that the majority of queries
displaying this type of snippets concerns the field of exact and natural sciences ex.:
physics, chemistry, medicine, IT. Table 2 presents correlations between keywords with
scholarly articles and the other snippets. Scholarly articles were displayed with name
(3117 times), brand query (445 times), images (6560 times), city (72 times), site links
(91 times), Google news (1 time), correct spelling and grammar (81 times).

Rich Card Carousel. It is one of the most frequently showed snippet during keywords
analysis in the research conducted by the authors. It has appeared for 69,39% of
keywords that is, for 34695 records what Table 3 shows. Rich card carousel presents
answer for user queries most often in a graphic form. In this type of snippets, the query
has more than one answer and it is a list of possible answers in a graphic form of a
carousel. The data in Table 1 indicates that most keywords that cause carousel snippet
are phrases with 2 (10255 results) or 3 words (17568 results). They are rarely words 4
(5226 results), 5 (1159 results) and 6 (373 results) expressive. Keywords with a dif-
ferent number of words very rarely cause the occurrence of carousel snippets. Table 2
shows the correlation with others snippets and in this case. 45.76% (15878 results) of
keywords with carousel have images at the same time. This shows the close connection
of the carousel with the pictures. In second place in terms of the number of occurrences,
there is a correlation between carousels and brand query (5789 results). Carousels also
appear together with City (1787 results), Site Links (951 results) and Correct spelling
and grammar (444 results).

Knowledge Graph. Knowledge Graph appeared for 44,14% of analyzed keywords
(22072 results) independently or along with other snippets depending on the query
construction what is show in Table 2. It occurs for such queries, that answer to which
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may be clearly defined as e.g. first and last name, the name of the city or village. Other
snippets appeared with Knowledge Graph are: brand query (3631 results), images
(6829 results), city (1562 results), site links (843 results), correct spelling and grammar
(275 results). Person snippet does not appear due to the frequent occurrence of a person
inside the Knowledge Graph itself.

As shown in Table 1 for this type of snippets, 3 keywords are dominant (12284
results). The occurrence of 2 (5131 results) or 4 (3312 results) word-long words is also
popular. Knowledge graph appeared for keywords with any number of words.

Other Snippets. During the research authors also had analyzed other kinds of snippets
such as:

• Name - appeared in 3126 analyzed records (6,43%)
• City - appeared in 1859 analyzed records (3,72%)
• Image - appeared in 22419 analyzed records (44,83%)
• Brand word - appeared in 6234 analyzed records (12,47%)
• Maps - appeared in 3470 analyzed records (6,94%)
• Sitelinks - appeared in 1042 analyzed records (2,08%)

Additional Indicators. There were additional indicators in the set of data analyzed by
the authors like CPC, number of words, the average monthly number of searches.
These indicators were found to be of minor importance. Type of word and grammatical
construction are, however, important.

A different border values in the data like CPC from 0.00 to 44.44, number of words
from 1 to 10 or the average monthly number of searches from 10 to 2740000 indicate
that there is no impact on the appearance of Snippets depending on these factors.

4.2 Results

The analysis of data clearly shows a dynamic growth and evolution of snippets in
Google search engine. The types of snippets depend on the form of the question being
asked, the keywords appearing (e.g. games, movies for rich card carousel) or gram-
matical construction of query (e.g. question form for featured snippets). The obser-
vations confirm that the development of the search engine is directed towards voice
queries [27] and the user’s dialogue with the search engine as an intelligent bot
intended to provide specific answers. For most of the keywords, there is more than one
type of snippets. The form of the answer given in snippets is short and shall be word or
picture based. It encourages the user to read more information about the topic, which
confirms the nesting of related headwords and interesting facts in the Knowledge Graph
and links to the source page in Rich Answers.

A presentation for over 30% of keywords with answers containing references to
scientific publications and target addresses of pages in Rich Answers, which lead to
expert pages, confirms that Google in natural, non-advertising search results focuses on
the reliability and highest quality of published content. This thesis is confirmed mainly
by the results for the medical industry - referring to scientific articles. Google has also
introduced an extensive list of medical-related keywords (including chemicals) for
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which advertising is prohibited. Snippets published on Google are user-friendly on
mobile devices and are designed to be useful to users of voice search and chat with the
Google Assistant.

5 Conclusion and Discussion

5.1 Discussion

In this paper, we presented an analysis of the set of data that causes Rich Snippets to
appear in the search engine. The findings of our study indicate that the Google search
engine is being developed in the direction of displaying the query response from the
search results page. Google does not discriminate blue links, but makes the valuable
site stand out. We collected data for 50000 keywords triggering in search results
different types of snippets.

5.2 Contribution

Snippets content come from only reliable websites. The scale of the phenomenon (more
than 30% of the keywords contains Snippets in the form of scholarly articles) confirms
that Google is to improve its algorithms, trying to get the content of the highest quality
distributed to the user from the most reliable source. Academic search behavior can be
different from the web search behavior due to different types of contents, search goals
and users [28], however placing results from scholarly articles is more and more often.

This paper is a first attempt to analyze the keywords which resulted in rich snippets
in Polish localized Google search engine. Collected data reveal, that for 50 k keyword
rich snippets appear above organic results. The authors did analyze correlations
between overlapping snippets. Correlations show that rich snippets are commercially
independent. They usually do not appear for commercial keywords. Rich snippets
appear with equal frequency for keywords with low CPC and for keywords with very
high CPC. Estimated cost per click is not a defining factor defining the display of any
type of Rich Snippet [29]. The keywords analysis shows that the keywords appearing
in Google Ads have no influence on snippets appearance. Transactional [30] nature of
the query is irrelevant to the appearance of snippets. Most of the keywords with active
snippets do not cause displaying ads. Similarly, keywords displaying ads do not have
snippets.

Google encourages users to use Rich Snippets by introducing an attractive visual
form like in the Rich card carousel case. The image tiled display format, scrolled
horizontally, is very mobile-user friendly and allows to present a large amount of
information. It concentrates the user’s attention, directing by just one click, to websites
suggested by Google.

Rich card carousel applies for every query where the answer requires a list ex. titles
of games or films, dog breeds or city districts. When the user uses the Google Assistant
the result will be returned in the chat bubble or read by the voice assistant.

The Knowledge Graph is also a confirmation of the thesis regarding the credibility
of websites used by Google to create Rich Snippet. These snippets in a short and

The Snippets Taxonomy in Web Search Engines 185



concise way (2–3 sentence) answer for the user question. They also contain many links
to subsequent searches that return results with different types of Rich Snippet.
Knowledge Graph often appears in the company of a carousel, when it is necessary to
present results in the list form.

Our results show that search engine results are more and more adapted to way users
are asking questions and the answer is presented directly from results. This kind of
solution belongs to human oriented systems.

5.3 Limitation

The limitation of our research was the fact of having a set of data concerning only the
Polish language and only within 50,000 keywords. All data concern the Google search
engine, which is dominant in Poland, but we realize that some types of Rich snippets
can be observed in other search engines. The factors conditioning the appearance of
specific types of Rich Snippets may be different in various search engines. Due to the
lack of data, we did not analyze why a particular snippet appeared but only its type.

5.4 Future Research

We acknowledge that Google strives to become the most reliable and user-friendly
search engine and the snippet richness appears to become a more important variable,
especially when examining bottom-ranked results [9]. Further testing will be conducted
to investigate the factors affecting the display of results from specific websites in the
snippets area. Also, further tests will be interesting for other languages.
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Abstract. Business Process Management Systems (BPMSs) are inherently
model-driven, relying on machine-readable process repositories that are typi-
cally standards-based. However, a requirement for semantic agility is emerging
as knowledge-driven applications become less blueprint-oriented and more
context-aware. The integration of process knowledge with contextual data can
be subjected to this agility requirement – i.e., having the process modelling
environment customised in terms of (expanding) its knowledge space and in
terms of model-data interoperability. Such customisations may capture any of
the enterprise perspectives proposed by the Zachman Framework (among which
the How, Who and Where facets are in our particular focus) towards the benefit
of establishing a hybrid knowledge-data fabric underlying flexible, context-
driven BPMSs.
This paper presents a project-based technical solution, based on the interplay

of semantic technology and agile modelling methods, for setting up a hybrid
knowledge base derived from several heterogeneous sources: diagrammatic
models, semantically lifted legacy data and open geospatial data, with reasoning
rules on top of this conglomerate. Together, these sources cover the How, Who
and Where facets of the Zachman Framework concepts in a Knowledge Graph
that drives the front-end Task Management panel of a BPMS. The proposal
advocates complementarity and integration of paradigms that rarely converge –
i.e., knowledge representation, open data and process-aware information
systems.
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1 Introduction

The development of Business Process Management Systems (BPMSs) has traditionally
relied on standards-based process descriptions (e.g., BPMN, EPC) and serialisations
(e.g., BPEL, XPDL) for storing machine-readable process knowledge. One key BPMS
component is the Task Manager, which must expose to the end-user interface func-
tionality supporting each process task, as well as the means for participating in task
execution and for progressing along process paths.

The development of the Task Manager meets a challenge deriving from the fact that
process modelling standards provide fixed, consensus-based semantics (in a rigid
modelling environment), whereas the Task Manager may be subjected to situational or
evolving requirements just like any software. Consequently, a conceptual gap opens
between (i) what information is available in the process repository and (ii) what
information the Task Manager needs to use or expose in the user interface. The BPMS
must compensate for the semantic gap, usually with intermediate tiers involving
complementary data schema.

The goal of this paper is to showcase an approach to bridging this gap, based on a
semantic data fabric that integrates process model contents and contextual data in a
customised modelling environment that supports the front-end Task Manager. BPMS
developers are thus empowered to raise requirements for the process modelling envi-
ronment, which can be agilely adapted to satisfy them. Examples of adaptations will be
selected from a project-based case. The proposal can bring diagrammatic semantics
closer to what the BPMS needs in terms of process-data integration.

Process models thus become the core of a hybrid “knowledge-data fabric” built
with the help of Linked Data techniques and exposed as RESTful services to the BPMS
front-end. The hybridised information assets are: (i) diagrammatic process models
(agilely extended with domain-specific or contextual aspects); (ii) semantically lifted
legacy data; (iii) geospatial Linked Data (cf. the GeoSPARQL standard [1]) repre-
senting the geographical context where process tasks should be performed and (iv) a
reasoning layer to further derive any properties that are necessary to run the front-end
Task Manager. The kind of systems that can be built on such a semantic data fabric are
a generalisation of process-aware information systems, where the role of the modelling
language expands to acting as an agile Knowledge Graph schema (encompassing a
process repository). A Design Science approach [2] is therefore adequate to gradually
expand both the modelling language and the derived Knowledge Graph according to
the Task Manager requirements.

The remainder of the paper is structured as follows: Sect. 2 introduces the problem
statement. Section 3 provides a summary of the proposed technical solution and
engineering method. Section 4 presents background on the key ingredients. Section 5
introduces an application scenario and provides an overview of the deployment
architecture. Section 6 provides insight to implementation details. Section 7 comments
on related works. The paper ends with a concluding discussion, including performance
evaluation.
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2 Motivation and Problem Statement

The proposal was inspired by recent debates in the conceptual modelling community
around the umbrella notion of “Next-Generation Enterprise Modelling” - see the talks
in the NEMO summer school series [3] on the convergence of the following three
ideas:

1. The assimilation of diagrammatic models in the traditional Knowledge Conversion
cycles introduced by the discipline of Knowledge Management [4];

2. Agility enabled in modelling languages and tools – i.e., not only in model contents
as typically understood in Agile Modelling [5];

3. Bridging human-oriented knowledge representation (i.e., diagrammatic content)
and machine-readable representations (i.e., RDF Knowledge Graphs [6]) in an
open-ended manner, amenable to linking and reasoning across an enterprise data
fabric.

The first idea advocates the function that diagrammatic modelling can fulfil within
the traditional knowledge conversion cycle known under the acronym SECI (Sociali-
sation – Externalisation – Combination - Internalisation) [4]. This role has been
analysed in detail in [7], where it is argued that, in order to have the flexibility required
for knowledge acquisition scenarios, certain layers of agility must be enabled in
modelling methods. Modelling standards support consensus, reusability and known
requirements from established practices (Business Process Management, Software
Engineering), rather than exposing a flexible semantic space - in our case this covers
the Where, Who or other facets of the Zachman framework [8] (could be expanded to
include others as well).

The second idea comes into play to fulfil the aforementioned agility requirement by
establishing methodologies and platforms for Agile Modelling Method Engineering
[9], to allow the customisation of modelling languages according to the depth and
breadth of information required by applications – in our case, by a BPMS at runtime.

The third ingredient is necessary to make available the semantics of the customised
modelling language to model-driven engineering. This ingredient is essentially an
interoperability mechanism between agile modelling software and Knowledge Graphs
– a proof-of-concept plug-in underlying the hereby discussed technical solution, pre-
viously introduced in [10].

The paper at hand presents a proof-of-concept for how these ideas flow one into the
other. BPMSs provide an ideal application area to showcase the convergence, as their
“model-driven” quality is tied not only to the development of such systems, but also to
their daily operation - i.e., interaction with models is not limited to system
designers/roundtrip engineers, it is also extended to end-users who must be able to
configure the execution context of processes in a model-driven manner. The work is
primarily relevant for BPMS engineers, as it showcases the application of a novel
engineering method where back-end data sources are replaced with a hybrid
knowledge-data fabric that integrates agile process descriptions with execution context
elements. It is also relevant for business process managers as it brings their process
knowledge closer to the BPMS, bridging the Task Manager-Process Repository gap
with the help of semantic technology.
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3 Engineering Method and Solution Summary

The governing engineering principle is to benefit from reasoning patterns on a con-
glomerate of Knowledge Graphs derived from heterogeneous sources that capture
certain facets of the Zachman framework [8]: Where (legacy data annotation with a
semantic geospatial standard such as GeoSPARQL), Who (organisational structure
captured in models together with, or linked to, instance data) and How (diagrammatic
process models linked to all of the above).

The core idea is that domain-specificity and modelling agility can give a modelling
tool the quality of a “control panel” for how a BPMS behaves, allowing the coordi-
nating user to adjust not only the process flow, but also domain-specific properties,
related models, instance properties (some of them assimilated in the modelling lan-
guage) and links to open data sources that could be relevant during process execution.

The Agile Modelling Method Engineering (AMME) framework [8] and a meta-
modelling platform (e.g., ADOxx [11]) are therefore necessary to prototype such a
customised BPM tool. The purpose of this customisation is to enable (i) on-demand
domain specificity and (ii) a bridge between design-time modelling elements and
contextual data needed for run-time operation of the BPMS.

Regarding the first point, one significant advantage of domain specific modelling, as
advocated in the multitude of language examples inventoried by [12] is that stake-
holders find it easier to understand model constructs and properties that are specific to
their business – not only through visual ornamentations, but also in terms of contextual
relations that can be set in the model (and exposed to model-driven systems).

Regarding the second point, instance data may be included in diagrammatic
models if the modelling language is adequately (and agilely) extended to integrate
instance-level information. In a traditional BPMS, instance data is typically decoupled
from models – i.e., stored and handled separately. However, some data is invariant
enough to be included in models and it is not uncommon to have instance descriptions
that are relevant to diagrammatic modelling goals (e.g., process simulation). Company
maps, requirements models, work environment descriptions, supply chain models with
geographical coverage, enterprise architecture models often include diagrammatic
elements that represent instances (e.g., concrete business partners, concrete locations,
concrete services, As-Is or To-Be components). Multi-level modelling [13] also con-
siders the different layers of specialisation and instantiation that may be present within
the same model. Considering all this, parts of the data model employed at run-time by
the BPMS can be pushed into the modelling language and managed through dia-
grammatic means by the end-user. This effectively fills some of the conceptual gap
between the process description and the BPMS front-end.

For those instances that doesn’t make sense to be described with modelling means
(e.g., because their properties are volatile), AMME is hereby employed to attach to the
modelling concepts adequate bridges between model elements and external data
sources. For this purpose, we couple AMME with the Linked Data paradigm to
facilitate data linking and publishing techniques relying on the Resource Description
Framework (RDF) [6], with the help of the GraphDB semantic data management
system [14] which offers support for legacy data lifting (OntoRefine) [15] and geo-
reasoning (GeoSPARQL).
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This integration is suggested in the left part of Fig. 1 while the software engi-
neering method (called “model-aware software engineering”) is summarised as an
extension of AMME in the right part of the same figure. Insights on the overall
software engineering method, including effort estimations from past iterations and
projects have been discussed in [16] - we only summarise the method steps in Fig. 1
(right):

4 Enablers

4.1 Knowledge Graphs and Semantic Data

The hybrid knowledge-data fabric is designed as a “rigid core” (based on the modelling
language vocabulary) complemented by a “flexible boundary” (agile customisations of
the modelling language and links between models and external resources that support
the process execution).

GraphDB [14] is an enterprise ready Semantic Graph Database that supports
Knowledge Graph management and reasoning. Recent versions of GraphDB come with
features such as OntoRefine [15] - which transforms legacy data structures into RDF
statements. An example is given in Fig. 2, for lifting home addresses of employees
from a tabular datasheet. GraphDB also supports GeoSPARQL, a geographic light-
weight ontology with several geo-comparison functions defined by the Open GeoS-
patial Consortium – e.g., for calculating distances or overlapping between geospatial

Fig. 1. Solution summary (left) and the “model-aware software engineering” method (right)
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representations. In our prototype these become a key reasoning mechanism to compare
task locations (e.g., where a task must be performed) with real locations of key
available resources (parkings, hotels) retrieved from external geographical data.

4.2 Dereferencing Diagrammatic Elements

Each resource in an RDF graph is identified by a URI (Uniform Resource Identifier),
typically following the HTTP address scheme. URI dereferencing is a server-side
mechanism for retrieving subgraphs connected to such a node - it treats the resource
URI as a URL (Uniform Resource Locator) by accepting HTTP requests and
responding with some description of that resource, in the format desired by the
requester. As we have shown in a previous publication [17] this can be achieved by a
RESTful Web Service acting as a navigation endpoint for any element in a diagram-
matic model. The dereferencing response should include links to directly related
resources, according to the visual connectors present in models (the referenced paper
experimented this on BPMN). In the case of our proposed BPMS, such a service
supports client-level navigation across the process model and across customised links
between process elements and context elements – either from related models or external
Linked Data.

5 Motivating Application Case and Deployment Architecture

The business scenario for our proof-of-concept involves a clothing company that
procures supply materials, creates clothes in a factory and transports them to the selling
points or customers - between the production or administrative tasks, transportation
tasks are fulfilled by a courier department. There is a need of coordination between the
couriers and other departments – e.g., tailors, warehouse, sellers/customers – not in
terms of scheduling (which is not in our scope), but in terms of tracking the relations
between the process steps and their contextual requirements (Who and Where should
accomplish a certain task, what are their dependencies on other tasks). For example, the
drivers need to know where they can park the car when taking products to a store or to

Fig. 2. Lifting table structures to graph structures with OntoRefine
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a warehouse. This can be accomplished by geocomparing the process requirements (the
coordinates where the task must be accomplished) to external open data (the geo-
coordinates of all parking lots in a city).

The targeted use cases are shown in Fig. 3, distinguishing between employees (task
performers), admins (monitoring execution progress) and modellers (defining processes
and their requirements with agile modelling means).

Figure 3 also presents on the right side an overview of the deployment architecture
across three tiers:

A. The modelling environment consists of a modelling tool whose language is
tailored to allow not only the description of processes, but also of relevant context
elements - instances with stable characteristics (employees, organisational structures,
contact data), geospatial data or semantic links to external resources where comple-
mentary runtime information is available. ADOxx [11] was employed to fulfil the
desideratum formulated in the Introduction - of having the modelling language sub-
ordinated to BPMS requirements (rather than vice versa, as commonly understood in
model-driven or process-aware systems). An RDFiser plug-in exports models of
arbitrary types (subordinated to the graph-based meta-metamodel of ADOxx) to RDF
structures that will become the core of the knowledge-data fabric in the back-end of the
BPMS. The RDFiser employs a set of diagram-to-graph transformation patterns ini-
tially introduced in [18] (later reused in other projects for streamlining semantics of
requirements models [19, 20]). It is based on a dual layer RDF schema – one layer to
distinguish between different types of diagrammatic constituents (node, connector,
container etc.); the other to distinguish between the concepts/relations/properties

Fig. 3. Use cases and deployment architecture
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prescribed by the modelling language vocabulary - thus bridging the semantic gap
between the modelling environment and the front-end Task Manager.

B. The hybrid back-end is designed around the pivotal role of a graph database that
stores the RDFised models, relevant reasoning axioms/rules and links to data that
remain external due to factors such as: (i) security – Linked Databases raise specific
access control challenges [21] which are not in our scope, thus we separate this concern
by keeping user credentials in a separated traditional (SQL) database; (ii) externality –
the geospatial data on which the GeoSPARQL standard relies is intended to be openly
shared across the Semantic Web. A RESTful back-end service manages the graph
content and delivers it on-demand to the front-end. One part of the service acts as a
“diagram dereferencing service”, exposing to front-end developers any diagram node
together with all its visual and non-visual links for further navigation and agile
development of convenient front-end components.

C. The BPMS front-end is built on a traditional MVC pattern – however the M layer
(traditionally delegated to an object-relational mapping library) is replaced here with
service calls to the RESTful interface of the back-end, including the diagram deref-
erencing service.

6 Implementation Insights

The application was developed in Java, with the Spring Framework and Spring Boot to
speed up the build process. Thymeleaf is the front-end template engine - the archi-
tecture is flexible, so the implementation must match it, as future developments are
planned, conforming to a Design Science engineering cycle.

For the reported iteration two types of diagrams are isolated in order to focus of
running examples: (i) Business Process Model, which is a simplified flavour of BPMN
with customised notation and a domain-specific taxonomy of tasks and (ii) Resource
Model, where enterprise resources involved in the execution of processes are described
either as abstract “capabilities” (e.g., individual roles, business roles) or depictions of
instances that can provide those capabilities (e.g., employees that can fulfil those roles,
business partners, concrete organisations where the instances are affiliated through
organigram relations).

Process tasks can be linked to resources – if linked to a capability, this should be
interpreted as a requirement (e.g., a textile provider is required to supply textile for the
clothing production); if linked to an instance, this should be interpreted as an As-Is
situation (e.g., a concrete employee/partner was assigned to a particular task). Thus,
hyperlinks shift the interpretation on the process model between the “blueprint” and the
“execution” levels.

Figure 4 suggests the possibility to switch between the two levels when assigning
task responsibilities (instance employees can also be connected to their organisational
hierarchy). Similar mappings can link tasks to geographical areas with a slightly dif-
ferent interpretation of the same pattern – the requirement would be the location/
destination for the execution of a task, whereas the “resource” instances would be any
“point of interest supporting the task accomplishment” – e.g., a parking lot where the
courier must reserve free places (it could also be a hotel, a gas station etc., all domain-
specific specialisations of a “Point of Interest” concept).

196 M. Cinpoeru et al.



All instance elements that are present in models are enriched with a schema of
annotation fields that hold stable data about them – phone number, e-mail address for
persons/organisations, geocoordinates for points of interest. Alternatively, instance data
may also be loosely coupled to model elements: a “sameAs” field can establish
semantic links to external resources which may exist in legacy data sources (e.g.,
human resources database, linked geodata locations).

Figure 5 shows a fragment of a model that is subjected to linking and reasoning: A
model fragment was converted to an RDF graph structure and linked to external data that
was semantically lifted through the OntoRefine adapter of the GraphDB server – e.g., a
table of parking lots with various characteristics. GeoSPARQL annotations, SPARQL
rules and OWL axioms provide reasoning over models and data, producing results
needed in the BPMS front-end. The nodes derived from the modelling language have
been aligned with the GeoSPARQL vocabulary (the geo:Feature concept). Examples in
Fig. 6 show an OWL property chain axiom generating a direct :atCoordinates relation
between these “geofeatures” and their coordinates. Then an INSERT rule builds the :
recommendedParking relation between the task and the parkings that are within some
range from where the task must be accomplished. This is further chained (via OWL)
with the employee assignment, to generate a direct relation :parkingForUser – a
property that will become, in the BPMS front-end, a parking lot recommendation for
that particular user. In other words, parts of the BPMS logic are delegated to the
knowledge base. Note that OWL is not employed here to build a fully-fledged ontology,
but as a reasoning mechanism tailored to enrich the modelling language (axioms
therefore will have to be adapted to possible language evolutions).

The hereby presented example uses a simple case of geocomparison – the INSERT
rule computes geof:distance between two points. The GeoSPARQL standard provides a
rich taxonomy of geometries, including linestrings and polygonal areas, each with
specific geocomparison operations (e.g., if an area overlaps with another, or contains
another etc.), as well as computations and topological relations based on traditional
geospatial models.

Fig. 4. Linking process tasks to requirements or instances
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Figure 7 shows the front-end page of a logged user and the status of assigned tasks.
For each task, the recommended parking lots are retrieved and attached to the corre-
sponding tasks. The clock symbol indicates that the task is still pending (someone else
needs to finish the previous task), whereas the symbols for “Pick up materials” shows
that the task is active but was rejected by the user. If a task is not directly assigned and
it is pending, an employee cannot take a task until the ones that precede it are finished
(example: “Take materials to factory” waits for “Pick up materials”). This driver sees
only the driving tasks (other drivers don’t see the ones this one has as active, only the
available ones and the ones assigned to them).

Fig. 5. Sample from the hybrid knowledge-data fabric

Fig. 6. Inference rule examples

198 M. Cinpoeru et al.



When a task is completed, the application logs its completion and checks if it has
any visual connectors outgoing, assigned or assignable to the same or other user. The
employees do not have access to the overall process structure, only to the process
fragments that are relevant for them, or to the contact data for those after which they
need to wait (or to contact them, as suggested in Fig. 7). This filtering is again
accomplished through the semantic queries on the process graph and its links, and in
some cases on the task URI dereferencing service, getting back graph fragments in
JSON-LD format - see a sample on the right side of Fig. 7.

Table 1 shows performance measures for key interactions during the BPMS run-
time operation. The time is measured for 4 factors: Request (time taken to send to the
back-end the request with the parameters), Response (time needed to get the response
back), DOM (time needed to load the browser’s Document Object Model), and Total
time to reload the page with the new data. TSP represents the Task Selection Page in
Fig. 7.

Fig. 7. Task selection page (left) and JSON-LD task description delivered by back-end (right)

Table 1. Performance evaluation

Operation performance (ms) Req Res DOM Tot.

Login (and get TSP) 368 3 564 935
Take task (and reload TSP) 208 2 461 953a

Get data about pending task (redirect to contact page) 54 2 452 510
Complete task (and reload TSP) 195 3 571 1192b

aThe redirect operation took an extra 281 ms
bThe redirect operation took an extra 423 ms
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7 Related Works

Business process modelling has been recognised as a method of knowledge acquisition
in the context of Knowledge Management Systems [22] – however traditionally the
discussion revolves around standard modelling languages to facilitate knowledge
sharing. This has been extended to more complex enterprise “blueprints” in the wider
scope of Enterprise Modelling [23, 24]. The authors of [25] motivate the need for
managing organisational memory through multiple perspectives – which we understand
as multiple types of models capable of flexibly attaching elements of enterprise context
to a core of process blueprints. To support this, our work brings forth semantic tech-
nology as means of bridging human-oriented knowledge representation with machine-
readable structures that must feed a BPMS.

Studies have covered how process model elements can be annotated by terms of a
formal ontology [26], leading to an approach of “semantic business process mod-
elling”. Other approaches to semantic annotation of processes have been proposed in
[27–29]. None of these proposals aim to build a BPMS that directly benefits from the
extended semantics, as they focus on process evaluations (e.g., compliance) with the
help of reasoning. Targeting formal verification of process tasks, the paper [30] con-
siders the semantics of the execution context and raises the question how to attach it to
tasks. Our paper can be considered a technical proposal of doing this through a mix of
Linked Data techniques and Agile Modelling.

We advocate AMME as a key enabler for additive semantics included directly in
the modelling language, rather than as annotations to some standards-based models.
New types of models can be linked to the core process models in meaningful ways –
i.e., those links are machine-readable and distinguished by their semantics so that the
BPMS front-end can navigate and retrieve what is necessary at any point during the
process execution (not only from related models, but also from model-data links per-
taining to the execution context). This agile notion of a modelling method reflects ideas
from domain-specific language engineering [31, 32] or situational method engineering
[33] and relies on metamodelling platforms for iterative and requirements-driven fast
prototyping of modelling tools – e.g., ADOxx [11] MetaEdit + [32].

Besides reflecting a particular take on model-driven engineering, our proposal can
also be considered the output of a digital transformation method in the sense discussed
by [34] (the extended process models can reach the scope of enterprise architecture
across several Zachman framework facets as shown in [19]); or, as means of bridging
the gap between stakeholders and developers in the sense surveyed by [35] - where a
lack in traceability-oriented work is highlighted. Through our proposal of reducing the
middleware between the BPMS front-end and the modelling environment, semantic
traceability between model elements and the front-end features driven by those ele-
ments is enabled. The work of [36] also bridges requirements modelling with business
process modelling through the lens of “capability” as the core modelling concept. The
same capability concept is extended with context awareness in [37] on a conceptual
level, however without considering possible use in a BPMS at runtime.
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8 Concluding Evaluation

This paper showcases a project-based Design Science artefact whose engineering cycle
is a novel software engineering approach that bridges the semantic gap between process
models and model-driven BPMS features that rely on contextual data for process
execution. We conclude with a SWOT analysis to structure an assessment on the
current progress of this technical proposition:

Strengths: The paper proposes a knowledge-driven approach to BPMS engineering,
where the term “knowledge” covers a conceptual fabric that integrates diagrammatic
models, instance (legacy) data and reasoning. Models are not employed in the tradi-
tional standards-driven roundtrip engineering cycles, but as part of a knowledge con-
version cycle giving a novel interpretation to the SECI cycle.

Weaknesses: Further evaluations with respect to the development method’s produc-
tivity are required across development projects – however access to comparable pro-
jects is an obstacle and requires further longitudinal study. Some simplified evaluations
on the software engineering method’s productivity have been provided in [16]. One
usability weakness is related to streamlining the modelling tool and the graph database
server, due to how the current version of the RDFiser is implemented – i.e., it requires a
manual upload of RDFised models (which is cumbersome on frequent changes). In an
ideal case the modelling tool would use the graph database as its main model storage,
and share it with the BPMS.

Opportunities: The above observation is also aimed at inspiring the development of
RDF-based metamodelling platforms (currently unavailable to the best of our knowl-
edge). Furthermore, the proposal can be applied to standard modelling languages and
could be further generalised to enterprise modelling (4EM, Archimate).

Threats: The proposal’s reusability and generality relies on the adoption of its
ingredients and enablers, most of them emerging from experimental contexts of limited
popularity. However, since graph databases are a fast growing segment of the database
industry and fast prototyping of agile modelling tools is now enabled by several open
platforms and methodologies, new opportunities for open knowledge hybridisation can
be investigated.
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Abstract. Intelligent personal assistants (IPA) experience increasing popular-
ity. They are designed to make everyday life easier. But for that purpose they
monitor their users. This study investigates how the perceived advantages and
disadvantages of using an IPA affect its acceptance. In addition, trust in the IPA
and trust in the manufacturer are considered as further influencing factors. The
results show that the advantages have a higher impact on acceptance than the
disadvantages. The influence of trust in the manufacturer affects both the trust in
the IPA and the perceived advantages. Trust in the IPA in turn influences the
perceived advantages and disadvantages, and acceptance. In order to increase
the perceived advantages, manufacturers should increase the range of functions,
particularly in the area of house control, and thus increase the acceptance of
IPAs. Another positive effect on acceptance is the reduction of perceived dis-
advantages by building trust in the IPA and the manufacturer.

Keywords: Intelligent personal assistant � Acceptance � Smart speaker

1 Introduction

The popularity of intelligent personal assistants (IPA) has increased dramatically since
2015 [1] and will continue to increase in the future. Gartner [2] forecasts that 3.3% of
households worldwide will have at least one IPA in their household. Cision [3] expects
an annual market growth of IPAs of 32.8% from 2016 to 2024. Examples of IPAs are
Google Home, Amazon Echo with Alexa, Apple’s Siri or Microsoft’s Cortana. This is
software that is usually implemented in a device that has a loudspeaker and micro-
phones. IPAs are therefore often called smart speakers.

The functionality of IPAs ranges from simple daily functions to complex tasks. The
simple functions include saving reminders, ordering products or obtaining information.
The rather complex functions of IPAs include integration into the smart home, i.e.
communication with other electronic devices [4]. Therefore, IPAs differ in their
functional scope, but the ability to understand what the user wants and to put infor-
mation into context is the same for all IPAs [5].

IPAs are controlled via voice. In order for the IPA to perform a task, the user must
say a code word. The IPA then attempts to execute all voice commands after the code
word. The acoustic signals given by the user after the code word are recorded by the
IPA and sent to a server via the Internet. This server has the ability to analyse audio
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files. The server then creates the answer of the IPA. The answer of the IPA can either
consist of the output of information or of the execution of tasks such as buying
something or controlling another device. In addition to the analysis of pure language,
approaches are developed that can also recognize emotions based on the user’s facial
expressions [6] or monitor the user’s vital signs automatically and continuously.
However, this study will focus exclusively on voice-controlled IPAs.

One aim of voice control is to make IPAs more humane. In this way, the user can
ask the IPA questions just like a real person. Further developments of IPAs are
increasingly trying to imitate human response behaviour, like for example telling jokes.
The quality of the NLP is also rising steadily and conversation with an IPA comes very
close to conversation with a real person [7]. IPAs can now even answer follow-up
questions which refer to a previous question. Through the human-like communication,
the conversation with the IPA should also become socially more pleasant [7] and the
user should thus build up an emotional connection to the IPA [7]. Hence, IPAs are
often referred to as “digital buddies” [7]. Once the user has established a binding, he
then uses the IPA more often [7].

In addition to the functions and applications of IPAs listed here, there are also
disadvantages regarding the use of IPAs. For example, in a morning show at the CW6
station in San Diego, a reporter triggered mass orders for dollhouses. The reporter
interviewed a girl named Alexa. At the end of the interview, the reporter said “I love
the little girl, saying ‘Alexa ordered me a dollhouse.’” As a result the Amazon Echos of
the viewer then ordered dollhouses [8]. This example is part of a series of incidents
where IPAs acted on instructions of unauthorized people. But the biggest disadvantages
concern privacy and data security. For example, the IPA receives all talks in its sur-
rounding via its microphones. Even if the IPA only responds to questions and
instructions after the code word, it still analyses every conversation in its environment.
By using IPAs, the user’s data is stored centrally. Therefore, the misuse or theft of this
data is another risk and disadvantage of using IPAs.

Due to the advantages and disadvantages presented, the acceptance of IPAs is not
guaranteed. In order to clarify this, the factors influencing the acceptance of IPAs
should be determined and their influence measured. The following research question is
to be answered in this way.

RQ: Which factors drive the acceptance of intelligent personal assistants?

2 Literature Review

The literature for the investigation of the acceptance of IPAs can be differentiated
according to the influencing factors considered. The previous focus was on the social
relationship to the IPA [7], trust in the IPA [9], or enjoyment in using IPAs [10].

The influence of the social relationship to the IPA on continuous use was inves-
tigated by Han und Yang [7]. They designed a structural equation model (SEM) based
on the Para-Social-Relationship Theory. The aim of the study was to investigate
whether there is a social relationship between the IPA and the user and whether this
relationship influences satisfaction with the IPA. A total of 304 participants were
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interviewed. As a result, Han und Yang showed that security/privacy risk and inter-
personal attraction (task attraction, social attraction and physical attraction) have a
significant influence on para-social-relationship, which in turn, in addition to task
attraction, was influential in satisfaction. Finally, there was a significant positive cor-
relation between the satisfaction with IPA and the intention to use IPA.

Siddike und Kohda [9] developed a framework of trust determinants to examine the
use of IPAs more closely. Through an extensive literature review they found out that
reliability, attractiveness, and emotional attachments are important factors influencing
the trustworthiness of IPAs. They also found that innovativeness moderates the
intention to use IPAs.

In addition to the risk of using an IPA, the work of Kowalczuk [10] distinguishes
from other works by integrating perceived enjoyment. He investigated the behavioural
intention to use smart speaker via an SEM. For the development of the SEM he
analysed 2,186 customer reviews and 899 tweets and combined these results with
models from the literature. The resulting model was tested by interviewing 293 people
in an online survey. The influence of risk and perceived enjoyment on behavioural
intentions to use smart speakers could be confirmed next to the influence of perceived
usefulness and perceived ease of use. The influence of technology optimism, system
diversity, and system quality on perceived usefulness was also confirmed. The per-
ceived enjoyment had the strongest influence on the behavioural intention to use smart
speaker.

One of the first publications on the influence of the benefits of using IPAs on
acceptance comes from Orehovački et al. [11]. They examined the antecedents of
adoption of an IPA in an educational setting. The Google Assistant was used as a
representative for this. After using the IPA, the indicators for the constructs effec-
tiveness, controllability, reliability, accuracy, ease of use, usefulness, satisfaction, and
loyalty were measured using a questionnaire. A total of 309 students were interviewed.
Whether the IPA is perceived as an advantageous application depends on whether it
improves the participants’ performance, helps the user to process a task in a particular
way or is perceived as easy to communicate with. If students see the benefits of using
the IPA, they are likely to use it continuously.

Studies on IPAs as a combination of loudspeaker and speech assistant are scarce
[11], but there are further studies dedicated to the acceptance of IPAs in mobile
devices. For example, IPAs were already used on smartphones before smart speakers
were ready for the market.

Sano et al. [12] investigated the continuous use of IPAs such as Siri on mobile
devices. For this purpose, they developed a prospective user engagement prediction
model. The authors define engagement as whether a user likes IPA and whether he
wants to use it continuously. For this purpose, large-scale user logs of 348,295 users of
an IPA were analysed. Through the analysis of usage patterns, 338 attributes were
identified as influencing factors on engagement. The attributes could be categorized
into utterance frequency features, response frequency features, and time interval fea-
tures. Jiang et al. [13] investigated the quality of IPAs such as Siri or Cortana on mobile
devices. The aim was to develop a method for the automatic evaluation of user sat-
isfaction. A total of 60 participants of a local IT-company took part in the study. The
participants had to submit standardised requests to the assistant. The results showed
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that the quality of speech recognition and intent classification influences the user
experience. Kiseleva et al. [14] also examined IPAs on mobile devices. They observed
the factors influencing satisfaction with the IPA in various scenarios. These scenarios
were controlling a device, web search, and structured search dialog. Satisfaction with
the IPA differed between the different scenarios. The task completion, the amount of
effort spent, and the ability of the IPA to understand the context of the conversation
were identified as factors influencing the satisfaction.

The studies on the acceptance of IPAs on smartphones can only be transferred to
smart speakers to a limited extent. Unfortunately, the few studies that examined smart
speakers ignored some influencing factors. Thus, only trust in the smart speaker as an
influencing factor is considered and not additionally the trust in the manufacturer.
Furthermore, although the expected advantages are measured as a separate construct,
literature is still lacking of the analysis of disadvantages when using IPAs.

3 Research Model

For the analysis of the acceptance of a new technology, models such as the Technology
Acceptance Model (TAM) [15, 16] or its successors are frequently used [17], because
they usually provide good results in explaining the factors influencing acceptance
[18, 19]. Even if the TAM is criticized for its simplicity [20], it provides a sound basis
for the development of a suitable research model.

The TAM core states that the attitude to an innovation (such as an IPA) (1st type of
acceptance) influences the behavioural intention to use it (2nd type) which in turn
influences the actual use (3rd type). For the purposes of this study, the third type of
acceptance is not measured because the technologies under consideration are still in
their infancy and most people have not had contact with these technologies. Therefore,
the model is limited to the first two types of acceptance. This is hardly a limitation,
since the intention to use an innovation has often proven to be a very good predictor of
its use [21, 22]. In line with TAM, we therefore hypothesise:

H1: A positive attitude towards the smart system positively influences the intention
to use it.

Several factors influence the attitude towards an IPA. In the first place, the attitude
is shaped by the positive characteristics of the IPAs and how people assess them
[15, 16]. TAM postulates that the ease of use of an innovation influences the way how
users perceive its usefulness. Perceived ease of use and usefulness in turn both have an
impact on the users’ attitude towards the innovation [15, 16, 19]. Usefulness depicts the
characteristics of the innovation and how advantageous people perceive them [22].
Perceived ease of use measures the usability of the innovation, i.e. how it is to use it
[23]. Nowadays, the usability is a prerequisite for the economic success of an inno-
vation [23]. If the usability is low, an innovation will hardly be used [23] so that it
serves as a kind of hygiene factor [24]. In addition, assessing the usability of an
innovation that cannot be tested by people is quite difficult and may distort the results
of the investigation. Therefore, we refrain from measuring the perceived ease of use.
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However, even if consumers have no experience with an IPA, its usefulness can be
judged on the basis of expected advantages and disadvantages which can be assessed as
they can be described easily.

The main advantage of IPAs is their simple voice-controlled user interface (indi-
cator PA1) that makes the interaction with the underlying system extremely easy [25].
Further, IPAs serve different purposes. They can report the weather forecast (PA2) [7].
They remind people of appointments [26] or things to do (PA3) [25]. They can make
bookings and place orders (PA4) [27], and they can help to control different devices in
the household like light, TV, radio, heating etc. (PA5) [7]. Therefore, we hypothesise:

H2a: Perceived advantages positively influence the attitude towards the IPA.
H2b: Perceived advantages positively influence the intention to use the IPA.

In contrast to other papers, this research model does not consist of separate con-
structs for each benefit but uses them as measures for the now formative construct
Perceived Advantages. The main advantage is that respondents are not asked several
times for the same aspect so that the resulting questionnaire can be kept short. The
disadvantages of the IPAs are modelled in the same way. While TAM and its successor
models focus on a system’s benefits and the environmental conditions for its use [15,
16, 19, 22], several extensions have proven the importance of perceived disadvantages
and risks on attitude and intention to use an innovation [28, 29].

Besides a general aversion against talking with a machine (indicator PD3) [30] and
the fear that the IPA does not do what it should (PD2) [11], the data security risk may
play an important role. The continuous recording of all conversations by the IPA may
be seen as disadvantageous (PD5). The protection of this data is therefore very
important (PD1). In addition, the data can be used to save detailed user profiles (PD6)
making users and their behaviour transparent to the service provider (PD4) [7].
A misuse of the data and the profiles may harm attitude towards IPAs. We hypothesise:

H3a: Perceived disadvantages negatively influence the attitude towards the IPA.
H3b: Perceived disadvantages negatively influence the intention to use the IPA.

Trust is an important antecedent for the interaction of people and therefore for the
behaviour of a person towards another person or an artefact [31, 32]. It is a multidi-
mensional concept [33–35]. Menon et al. [36] regard trust as the belief of the trusting
person in attributes of the trustee while Fung and Lee [37] understand trust as the
trustor’s willingness to believe the trustee. In other words, trust is “the willingness of a
party to be vulnerable to the action of another party […] irrespective of the ability to
monitor or control the other party” [33]. Thus, trust exhibits two facets: The involved
parties and the control mechanisms [38]. In general, two parties are involved: The
trustor and the trustee [38–40].

In the case of IPAs, the trustor is the user of an IPA. Concerning the trustee, two
different parties can be distinguished: The IPA itself and the manufacturer who runs the
IPA’s services on his servers. The user interacts with the IPA. He confides in the
functions of the IPA and its reliability to do what it is intended to do. This is to some
extent a technical perspective concerning the capability and performance of the IPA.
However, the user also has to trust the manufacturer as all the data that is collected
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during the interaction with the IPA is sent to the manufacturer, analysed and stored on
the vendor’s server. Thus, the user has to believe in the benevolence of the manu-
facturer [34]. Without that belief, the user will hardly trust the IPA and regard the IPA
as useful. Therefore, trusts influences how benefits [28, 29] and risks [40] are per-
ceived. It is also conceivable that the mistrust of people against an IPA or their
manufacturer reduces people’s attitude towards this innovation. As a result, the fol-
lowing hypothesises can be formulated for trust in the IPA (H4a - H4c) and for trust in
the manufacturer (H4d – H4g):

H4a: The trust in the IPA positively influences the user’s attitude towards the IPA.
H4b: The trust in the IPA positively influences the perceived advantages.
H4c: The greater the trust in the IPA is, the less severe are the disadvantages

perceived. (The trust in the IPA negatively influences the perceived
disadvantages.)

H4d: The trust in the manufacturer positively influences the perceived advantages.
H4e: The greater the trust in the vendor is, the less severe are the disadvantages

perceived. (The trust in the vendor negatively influences the perceived
disadvantages.)

H4f: The trust in the manufacturer positively influences the user’s attitude towards
the IPA.

H4g: The trust in the manufacturer positively influences the user’s trust in the IPA.

The resulting specified research model is depicted in Fig. 1 together with the results
of the analysis.

4 Analysis

To answer the research question, a questionnaire with 31 questions was designed for
the presented structural equation model. The survey took place in November 2018. Not
every question of the questionnaire had to be answered. Questions could also be
skipped. The questionnaire included 5 demographic questions. 213 persons took part in
the online survey. 84 responses had to be eliminated as they had more than 15%
missing values [41]. 51.41% of the remaining 129 respondents were female. 70.63%
have already used an IPA, but only 33.57% have their own IPA. 5.52% of respondents
were younger than 20 years, 55.86% between 20 and 29 years, 12.41% between 30 and
39 years, 25.52% between 40 and 79 years and 0.69% older than 80 years. In terms of
monthly net income, 27.78% earned less than 500€, 32.54% between 500€ and 1,500€,
24.6% between 1,500€ and 3,000€, 10.32% between 3,000€ and 4,000€, and 4.76%
more than 4,000€.

4.1 Measurement Model

According to Jarvis et al. [42], measurement models can be differentiated into for-
mative and reflective measurement models. Therefore, the above described constructs
of the research model can be divided into four reflective constructs (Intention to Use,
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Attitude, Trust in IPA, Trust in Manufacturer) and two formative constructs (Perceived
Advantages, Perceived Disadvantages). For the analysis SmartPLS 3 [43] was used.
Since SmartPLS 3 is based on the partial-least-squares algorithm, both formative and
reflective constructs can be analysed in one model. For the analysis we used case wise
replacement and 5,000 samples. Formative and reflective constructs are evaluated
differently. Therefore, in the following, the evaluation is performed separately first for
reflective and then for formative constructs.

When testing the reflective measured constructs, the convergence criterion, the
discriminant validity, the indicator reliability and the predictive validity must be
examined [41, 44]. The evaluation of the convergence criterion is based on the analysis
of the three measures Cronbach’s Alpha, the average variance extracted (AVE) and the
composite reliability [45, 46]. Cronbach’s Alpha describes the internal consistency of a
construct [44, 47, 48]. This consistency should exceed 0.7 [48, 49 requires a limit of
0.6]. The AVE of a construct must be higher than 0.5 [50] in order to explain more than
half the variance of its indicators [44]. The composite reliability of a construct indicates
how accurately the indicators measure the construct and must exceed the limit of 0.7
[44, 46, 48]. The discriminant validity is used to check whether the constructs are
sufficiently different from each other, which has to be tested using the Fornell-Larcker
criterion and the cross loadings. The Fornell-Larcker criterion is met when the square
root of the AVE of a construct is greater than the correlations of that construct to all
other constructs [41, 44, 50]. When checking cross loadings, the loadings of each
indicator to its corresponding construct must be larger than the loadings to the other
constructs [44]. The loadings are to be analysed beside the p-value also for the indicator
reliability. The loading of an indicator represents the relationship between the indicator
and its construct and should be greater than 0.7 [44, 45]. The p-value represents the
significance level of an indicator [46]. For a minimum significance level, the p-value
must be less than 0.1. Further threshold values for higher significance are 0.05 and 0.01
[44]. The predictive validity of a reflective construct shows whether the data points of
the construct’s indicators are well predicted. For this, the Stone-Geisser’s Q2 (1-
SSE/SSO community) must be greater than zero [41]. Indicators that do not meet these
criteria must be eliminated from the model.

The examination of the formative constructs is based on the analysis of the three
measures: discriminant validity, significance of the indicators and multicollinearity. To
ensure discriminant validity, the relationship between the formative construct and all
other constructs must not exceed 0.9 [46]. The significance of an indicator is again
tested using the p-value, which must be below the known thresholds (0.1, 0.05, 0.01).
In addition, the weights of indicators of formative constructs must be greater than 0.1
[41, 46] or less than −0.1 [51]. To be able to distinguish the influence of the individual
indicators on the construct, there must be no multicollinearity [52]. Multicollinearity is
calculated using the variance inflation factor (VIF = 1⁄(1−R2)) for each indicator [51].
Multicollinearity can be assumed with a VIF of 5 or more [44]. If indicators of for-
mative specified constructs do not meet these requirements, they must not be elimi-
nated, as this would mean a change in the definition of the construct. Formative
indicators can only be eliminated due to multicollinearity [42, 53].
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First, the reflective constructs (Intention to Use, Attitude, Trust in IPA and Trust in
Manufacturer) are to be examined. The indicator reliability is below the 1% signifi-
cance level for all reflective constructs (see Table 1). The convergence criterion is also
met, since the AVE for each construct is greater than 0.5, the composite reliability
(CR) is above 0.7, and Cronbach’s alpha (CA) is above the critical value of 0.7. With
regard to discriminant validity, Table 2 shows that the highest correlation between the
constructs is below the root of the respective AVE. Thus, the Fornell-Larcker criterion
is fulfilled. In Table 3 it can be seen that all loadings of the indicators are highest in the
corresponding construct. Thus, the reflective constructs differ sufficiently from each
other. The predictive validity is also fulfilled for each construct. Thus, a prediction of
the constructs by their indicators is obtained.

Table 1. Results of the research model and shares of answers

Construct Ind. Loadings/
weights

AVE/VIF CR CA Share of answers

1 (low) 2 3 4 5 (high)

Intention to use
(reflective)

I1 0.92*** 0.73 0.92 0.88 45.0% 30.0% 13.3% 9.2% 2.5%

I2 0.81*** 36.0% 24.0% 10.7% 7.3% 22.0%

I3 0.92*** 60.0% 24.2% 9.2% 5.0% 1.7%

I4 0.77*** 63.6% 16.5% 11.6% 4.1% 4.1%

Attitude (reflective) A1 0.87*** 0.81 0.93 0.88 7.1% 11.2% 15.9% 32.4% 33.5%

A2 0.91*** 7.1% 16.0% 24.9% 33.7% 18.3%

A3 0.92*** 8.3% 16.7% 20.8% 31.0% 23.2%

Perceived Advantages
(formative)

PA1 0.00ns 2.74 7.0% 7.0% 8.9% 35.7% 41.4%

PA2 0.31*** 2.63 3.8% 6.4% 14.6% 33.8% 41.4%

PA3 0.25* 2.49 7.1% 6.4% 14.1% 35.9% 36.5%

PA4 0.30** 1.77 35.3% 30.8% 14.1% 12.8% 7.1%

PA5 0.34*** 2.24 16.1% 12.3% 11.6% 25.8% 34.2%

Perceived
Disadvantages
(formative)

PD1 0.31** 1.39 2.0% 10.7% 25.3% 31.3% 30.7%

PD2 0.09ns 1.94 1.3% 15.7% 13.1% 34.6% 35.3%

PD3 0.51*** 1.76 31.2% 14.3% 20.1% 18.8% 15.6%

PD4 0.14ns 2.26 5.3% 15.1% 17.1% 30.3% 32.2%

PD5 0.04ns 1.58 4.6% 16.6% 7.3% 34.4% 37.1%

PD6 0.36*** 1.24 0.7% 6.5% 24.6% 31.9% 36.2%

Trust in IPA
(reflective)

TI1 0.80*** 0.65 0.88 0.82 13.3% 25.9% 41.5% 15.6% 3.7%

TI2 0.82*** 15.8% 28.6% 43.6% 9.0% 3.0%

TI3 0.82*** 17.8% 32.6% 37.8% 10.4% 1.5%

TI4 0.78*** 11.2% 20.9% 26.1% 26.1% 15.7%

Trust in Manufacturer
(reflective)

TM1 0.87*** 0.67 0.89 0.84 13.6% 17.9% 48.6% 14.3% 5.7%

TM2 0.78*** 14.3% 27.1% 41.4% 16.5% 0.8%

TM3 0.82*** 14.7% 33.3% 24.6% 18.8% 5.8%

TM4 0.80*** 23.0% 40.7% 29.6% 6.7% 0.0%

Significance of indicators; ns = not significant; *p < 0.10; **p < 0.05; ***p < 0.01

Table 2. Fornell-Larcker criterion

Construct Highest correlation to other constructs
ffiffiffiffiffiffiffiffiffi

AVE
p

Intention to use 0.636 0.856
Attitude 0.806 0.900
Trust in IPA 0.604 0.804
Trust in manufacturer 0.604 0.818
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For formative constructs, a few indicators are not significant due to their p-value or
weight (see Table 1). One (PA1) of five indicators of the construct Perceived Advan-
tages has an insufficient weight. The weight of two (PD2 and PD5) of six indicators of
the construct Perceived Disadvantages are also too low. All these indicators with
insufficient weight (PA1, PD2 and PD5) are non-significant as well. In addition to these
indicators, one more indicator (PD4) of the construct Perceived Disadvantages is not
significant. Except for one indicator (PA3) with a significance level of 10% and two
indicators (PA4 and PD1) with significance level of 5%, all other indicators are sig-
nificant at the 1%-level. Since there is no evidence of multicollinearity (VIF < 5), all
indicators are sufficiently different and no indicator must be eliminated. The highest
correlation between constructs exists between Perceived Advantages and Attitude with
0.806. Since this is below 0.9, the discriminant validity has to be assumed.

4.2 Structural Model

For the analysis of the structural model, the hypotheses are tested. In addition to the
already known key measures of significance and multicollinearity, the coefficient of
determination (R2) is also examined. The coefficient of determination resulting from the
regression analysis can be either ‘substantial’ (R2 � 0.67), ‘moderate’ (R2 � 0.33) or
‘weak’ (R2 � 0.19) [41]. Multicollinearity is also not permissible at the structural
model level [46, 49]. The calculation and the thresholds are the same as described in
the previous section. Finally, the significance and path coefficients have to be exam-
ined. To determine the significance of a hypothesis, the same thresholds are used as
before (0.1, 0.05, and 0.01). In addition, the path coefficients of the connections
between the constructs must be greater than 0.1 or less than −0.1 [45 claims a limit of
0.2, 51].

Table 3. Cross loadings

Indicator Intention to use Attitude Trust in IPA Trust in manufacturer

I1 0.919 0.580 0.363 0.256
I2 0.807 0.523 0.283 0.323
I3 0.917 0.505 0.379 0.257
I4 0.771 0.389 0.314 0.115
A1 0.569 0.872 0.438 0.252
A2 0.462 0.909 0.472 0.258
A3 0.556 0.919 0.531 0.290
TI1 0.211 0.389 0.803 0.374
TI2 0.234 0.320 0.821 0.428
TI3 0.168 0.500 0.818 0.398
TI4 0.537 0.475 0.775 0.655
TM1 0.291 0.335 0.649 0.865
TM2 0.206 0.245 0.477 0.783
TM3 0.276 0.273 0.371 0.824
TM4 0.129 0.056 0.435 0.797
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The R2 is moderate for our target construct Intention to Use (R2 = 0.450). Attitude
(R2 = 0.665) and Perceived Disadvantages (R2 = 0.502) and Trust in IPA (R2 = 0.365)
achieve as well a moderate level, but Attitude just missed the threshold for a substantial
explanatory power. Perceived Advantages (R2 = 0.317) achieves a weak level. The VIF
indicates that there is no multicollinearity [46, 49]. Figure 1 shows the hypotheses with
their path coefficients, significance, and effect sizes f2. For each construct, the R2 and
the predictive relevance Q2 is provided.

5 Discussion

5.1 Conclusion

The results of our study are very satisfying. Only three (H3a, H4f and H4d) out of
twelve hypotheses could not be confirmed. Concerning the research question, several
driving and inhibiting factors could be found. The most important of the advantages
studied was the control of the home (music, light, TV) (PA5) followed by the possi-
bility of obtaining information via the IPA (PA2). While the advantages of both, the
control of the home (60%) and the possibility to obtain information about the IPA
(45.2%), were partially and fully approved by a large number of respondents, the
possibility of booking and ordering via the IPA was ambiguous. Although this pos-
sibility has an influence, most respondents (35.3% disagree; 30.8% rather disagree) did
not consider this function of the IPA to be advantageous. The possibility of being
reminded of things by the IPA (PA3) had a significant influence and was also con-
sidered advantageous by most respondents (35.9% partially agree; 36.5% fully agree).
The control of the IPA via speech (PA1) had no influence. In contrast, a total of 77.1%
partially and fully agreed that voice control of the IPA was advantageous. One possible
explanation is that voice control is already regarded as a basic component of these
assistants and is therefore considered to be advantageous, but has no effect.

Attitude
(R² = 0.665
Q² = 0.484)

Perceived 
Disadvantages
(R² = 0.502)

Perceived
Advantages
(R² = 0.317)

Intention to Use
(R² = 0.450
Q² = 0.282)

Trust in 
Manufacturer

Trust in 
IPA

(R² = 0.365
Q² = 0.196)

H1 (+): 0.192*
f² = 0.023

H4d (+): 0.028ns

f² = 0.001

H4a (+): 0.142*
f² = 0.029

ns:
*
**
***

not significant
p<0.1
p<0.05
p<0.01

Fig. 1. Results of the research model
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Concerning the disadvantages, the strongest influence is the aversion to talking to a
machine (PD3). However, the opinions of the interviewees differ greatly. Although
31.2% do not agree that speaking with a machine is disadvantageous, the remaining
68.8% are relatively evenly distributed between “rather disagree” and “fully agree”
(between 14.3% and 20.1%). This shows that communication is perceived very
diversely, but a large proportion of respondents have no problem with talking to a
machine. This is followed by user concerns about data security. An important disad-
vantage is that the user’s data is evaluated and used elsewhere (PD6) and that there is a
high risk that the personal data is not secure with the service provider (PD1). For
example, 62% (PD1) and 68.1% (PD6) agreed partially or fully that IPAs do not
necessarily provide data security. Privacy is perceived as a relatively weak problem.
Thus, the fear that the user will become transparent through the use of the IPA has only
a weak influence (PD4). The fact that privacy is not perceived as an important dis-
advantage is also underlined by the fact that the fear that all conversations will be
recorded has no influence (PD5). This contradicts the literature, which identifies pri-
vacy risk as the most important influencing factor [54]. In both cases, however, the
interviewees with more than 60% (62.5% for PD4 and 71.5% for PD5) partially or fully
agree that they become transparent and are monitored. A possible explanation could be
that the respondents are already used to expose their data and are desensitised to their
data privacy. Also, the fear that IPAs will do things that are not intended by the user has
no influence (PD2). However, 69.9% of the respondents said that they at least partially
agreed with this fear (34.6% agree in part and 35.3% fully agree).

Regarding the constructs Trust in IPA and Trust in Manufacturer, all indicators are
important. In summary, the descriptive statistics in Table 1 show that IPAs are con-
sidered medium to less reliable and trustworthy, as are their manufacturers. Overall, the
model confirmed established hypotheses of the TAM and subsequent models.

5.2 Implications

The results allow several recommendations for action for companies. The attitude
towards IPA is mainly influenced by the perceived advantages. Since the perceived
advantages are similar to the perceived usefulness, this confirms already existing lit-
erature [15]. If the functions of the IPA are regarded as advantageous, people are also
more positive towards the IPA (Attitude) and their intentions to use increase. In order to
promote the acceptance of IPAs, companies should increasingly communicate the
advantages of the functions to their customers and develop these functions further.
Particular attention should be paid to the control of the house or apartment. New
applications could also be developed in which the IPA can be used as a control system.
In contrast to trust in the IPA, trust in the manufacturer has no influence on the
perceived advantages. Thus, it is particularly important to increase the customer’s trust
in the product so that the positive effect of the perceived advantages on the intention to
use can be fully exploited. Interestingly, the perceived disadvantages have no influence
on the attitude and show only a weakly significant influence on the intention to use.
Since the descriptive statistics clearly show that respondents perceive disadvantages of
IPAs, the low influence on intention to use may perhaps be justified by the low damage
that respondents fear from the disadvantages. Even if disadvantages only play a minor
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role, they can be reduced by trusting both the product and the manufacturer. Since data
security and privacy appear to be central disadvantages, companies should dispel their
customers’ concerns by building trust.

5.3 Limitations and Future Work

The presented study is not without limitations. The number of respondents is low with
129 participants. In order to be able to make more meaningful conclusions, this study
should be repeated with more respondents. Most of the respondents were between 20
and 29 years old. People from other age groups may think differently about using an
IPA. The intention of older people to use an IPA may decrease considerably, as they
may not be as enthusiastic about technology or find it less intuitive to use. Thus, the
perceived advantages could be much less significant and perhaps even the perceived
disadvantages could become the focus of attention. In future studies, a better balanced
sample concerning age would be helpful to create more meaningful results. There may
also be a cultural bias in the study, as mainly German respondents were interviewed.
For example, the technology affinity in other countries may be different, which may
distort the results of this study. Hence, the study should be carried out in several other
countries.
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Abstract. The digitalization increasingly determines the way knowledge is
conveyed at universities. A concept resulting from this is Flipped Classroom
(FC) that reverses the structure of the classical teaching concept and integrates
the use of digital media. The introduction of new concepts is often challenging
and therefore associated with inertia. We have examined the structure of inertia
in a FC course with the aim of a better understanding of which components
favor the adherence to old habits. The empirical analysis of a questionnaire
carried out led to two important results. First there was no cognitively based
inertia observed in the course. The tendency to status quo results purely from
emotional and routine-based motivations in the course. Secondly, we were able
to make conclusions about the different factors influencing affective and
behavioral inertia, which among other findings showed a clearer division of the
perceived value in the Flipped Classroom.

Keywords: Flipped classroom � Inertia � Digital learning � Barriers of change �
Habit � Quantitative research

1 Introduction

The progress of digitalization changes the economic and private spheres of life [1].
Thus, it is also posing new opportunities and challenges for teaching [2]. An innovative
approach resulting from this is the Flipped Classroom (FC) [3]. It has been modified in
numerous ways and is increasingly used in schools and universities since. According to
Handke and Sperl [4], the basic idea of the Flipped Classroom is to reverse the structure
of the classical lessons. A FC concept consists of two major parts – the online
preparation and the in-class interaction. In the flipped classroom, the students prepare
the basic content at home.

Online materials like videos or digital test elements are dedicated to this purpose.
The in-class time is used to deepen knowledge. It is based on the interaction between
the students and the lecturer. The Flipped Classroom can be regarded as a blended
learning arrangement [5]. Even though today’s learners are used to use technical
devices, the FC is a rather new concept, that is different from traditional teaching
designs. The concept can, therefore, not be based on familiar behavioral patterns. New
concepts often encounter resistance when use habits are no longer addressed, and the
behavior patterns have to be changed [6]. This resistance is generally referred to as
change resistance or the so-called inertia [7, 8].
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Even though the FC can provide benefits such as improved grades, increased
communication, and greater satisfaction, there is a risk of lacking student participation,
especially in the initial phase [9]. The efficiency of the FC depends considerably on the
willingness of the students to accept the new concept. In the field of FC, the barriers
towards this concept are only little explored. The inertia theory, which has so far been
mainly used in connection with organizational changes, is now investigated in the
context of Flipped Classroom. Understanding the barriers to FC is an important basis
for developing appropriate countermeasures in time.

This paper aims to scrutinize the structure of change resistance regarding a FC
concept and the basis on which decisions relating to digital change are made. We want
to answer the underlying research question: which decision processes of students’
shape the inertia in a FC course? Therefore, a quantitative evaluation based on a
questionnaire was carried out. We used the factor analysis and Q-test to interpret the
results. In the next chapter, we first give a brief overview of the basic terms used in this
paper, FC and inertia. We then present the research method, including the data col-
lection and empirical analysis. Afterward we explain and discuss our results. In the end,
the limitations of the paper and an outlook to future research are given.

2 Theoretical Background

2.1 Flipped Classroom

Digital media have become an indispensable part of everyday life and are increasingly
determining the way knowledge is conveyed at universities [10]. Flipped Classroom is
a form of digital or blended learning [11]. In a FC, the basic content is conveyed online,
while the intensification and the practical application takes place in presence phases.
This concept goes back to Bergmann and Sams, who wanted to make it possible for
pupils to independently rework the contents of their school lessons [3]. Learners and
teachers now have completely new tasks. While the lecturer in the presence phases
rather functions as a learning coach, he must at the same time also develop skills to
prepare and make available online material didactically well. Learners, on the other
hand, are more dependent than ever on their systematic approach in this concept.

We used an ad hoc literature review [12] with the keywords “inertia” and “Flipped
Classroom” individually as well as together and then analyzed the focus of the articles.
Although research in the field of FC is still quite young, some major research areas
have established themselves. A large part of the research contains reports and indi-
vidual case studies. Research often focuses on the impact of FC on students and their
learning effort [11]. Primary analyses exist on (a) the effect of FC [13] (b) the design
[14, 15] as well as in-class and out-class activities [16] and (c) the comparison of FC
with traditional courses [17]. A large part of the research attests to the FC’s consistently
positive aspects. For example, learning outcomes are increased, and the motivation of
students, in general, is promoted [11]. First approaches examine the acceptance of the
FC concepts and students perceptions [9]. Only a few researchers criticize the concept
and can also report negative implications [18]. However, there is a lack of long-term
studies on habits and long-term changes in FC concepts in this relatively new field of
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research. So far, the inertia of students in the context of an Flipped Classroom has
scarcely been examined at all [19]. However, identifying the attitudes of students
towards an FC concept is important in order to take timely action against potential
barriers.

2.2 Inertia

If new systems, information systems, or technical products are introduced, open and
hidden resistances often occur [8]. Therefore, the topic of user resistance has a long
tradition in research and practice [20]. The introduction of a new system often replaces
an existing, established system in whole or in part. The resistance becomes clear when
the changeover is not carried out by the users [21].

The remaining in old habits is generally described by the term inertia. This research
area is primarily based on consumer research results, where inertia describes the
phenomenon of remaining loyal to a brand instead of looking for new, different or even
better brands [22]. Inertia is the result of long-trained habits [23]. This behavior can
also be observed in other decision areas. There are research approaches to organiza-
tional inertia, which have close connections to the field of change management [7, 24].
Other authors transferred the phenomena of inertia to the field of IS (information
systems) utilization [8, 25]. Inertia is often based on individual habits.

Inertia thus describes the (individual) insistence on form and function. If the
existing form is advantageous, then inertia does not necessarily have to be perceived as
negative, it can even be evaluated positively. However, if the change brings about
improvements, inertia can be problematic for further development. Inertia has behav-
ioral, cognitive and affective components [8]. Behavior-based inertia means that
habitual behavior is continued simply because one has always done it that way. The
individual does not even have to be aware of this habit. This results in a resistance to
change. The cognitive component of inertia, on the other hand, describes that insistence
despite awareness of existing alternatives. The individual may also be aware that the
alternatives are more efficient and effective [24], or that the existing system is not the
best. The cognitive response depends on the personally perceived profit based on costs
and benefits, the fair implementation, as well as the conditions and timing of the change
[26]. The affective component of the inertia describes the effort that an individual
would have to make when changing [24, 27]. Here the transition costs outweigh the
benefit of the new system. This component is strongly linked to convenience. Often the
existing system is positively occupied so that an alternative is not considered at all. For
this affective norm, the perceived benefit as well as social aspects such as communi-
cation are essential [26].

All in all, high inertia leads to refuse the change to a new system. Although, low
inertia not necessarily means, that a new alternative will be chosen. If one is convinced
that the existing system is better and one, therefore, remains with the old one, then this
cannot be equated with inertia.

In the tradition of new teaching concepts, much is written about the obvious
advantages (see chapter 2.1). Only a little research is available, that discusses the
negative sides of course improvement [15] or shows the resistance to change estab-
lished concepts. Although they must exist, as there is still a great number of lectures
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that are held traditionally. One way to understand that phenomenon is to find out,
where and how resistance occurs. Therefore, it is important to understand which
variables affect inertia.

Thus, we will examine the inertia of students, measuring their cognitive, behavioral
and affective inertia towards the newly introduced FC course. For the examination of
inertia of students in the field of FC, we orient towards the definition of inertia by
Polites [8]. In the following, we will define the term inertia as the students’ attachment
to, and persistence in, choosing an incumbent course design (i.e., the status quo), even
if there are better alternatives or incentives to change to the new Flipped Classroom
course.

Various predictors of the inertia are investigated in the research. These are strongly
dependent on the respective context. Routines, transition costs and individual prereq-
uisites play an important role and influence the degree of strength and nature of the
individual inertia [25]. In the following chapter, we will focus on the methodical basics
of our research by describing the data collection, the selected dimensions of inertia, and
the data analysis.

3 Research Method

3.1 Data Collection

The present study is based on a questionnaire. It was completed by master students,
who attended a FC course the winter term 2017/2018. The total population includes
138 students who were signed up for the course “Project Management” at the time
indicated. This course is created as a FC as it combines online learning units like audio-
supported slides and videos with practical in-class activities such as directed reading,
case study processing, and exercises. The media created for the online phase were made
available to the students during the semester via the university’s Learning Management
System (LMS) “Stud.IP”.

The data collection was carried out as a written, standardized, anonymous, and
voluntary survey. A total of 40 students took part and thus form the sample of the
research presented. The low response rate is due to the fact that the survey was
voluntary and that not all students, who were signed up for the course, were present on
the day of the survey. The questionnaire used was developed specifically for this survey
based on previous research to measure the influencing factors of the individual inertia
of the students. It is necessary to take a closer look at the dimensions of inertia
examined by the survey to convey a common understanding of the subsequent data
analysis and the following presentation of the results.

The FC setting is not just a change of learning habits, but is also strongly linked to a
technology use. That is why we have designed the questionnaire in such a way that the
important area of “use” and “use intention”, which is central in socio technical studies,
is also depicted here. In the following we combined dimensions from the socio tech-
nical research with pure inertia research as proposed by Kim [28]. Our model is based
on the assumption that different influences affect change resistance or inertia [28]. The
value of the change, and also the effort to switch, influence the decision to change. In
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addition, this decision is impacted by the environment in which the change takes place.
The environment is represented by the social surroundings and also by the organization
[24] proves that inertia is also influenced by different decision-making processes. We
combine these approaches and complement them with a socio-technical perspective [7].

We assume four dimensions as decisive for the inertia: I character, II outcome, III
change process and, IV decision making. In our basic model, the first dimension
character (of the participant) is described by the constructs “intention to participate”
(following [29]) and “perceived benefit” [30]. The second dimension outcome displays
the transition costs and is aligned to the constructs of “change resistance “ [31] and the
“switching costs” [32] of FC use. The third dimension, the change process, is divided
into the constructs of “trust in the teacher” (as representative of the organizational trust
[33]), “subjective value” (or social norms) [29] and “ease of use” [29, 34]. Finally, we
ask in the fourth dimension about the decision-making norm, which is classified into
affective, cognitive and behavioral constructs [25]. The last dimension is a typical
representative of the inertia research stream. We measure three to five items per con-
struct. The actual composition of the fourth dimension “decision making”, which
determines the target value for the following hypotheses, is presented in Fig. 1.

For this survey, a 7-point Likert scale and a total of 37 Likert items was used,
whose answers range from “I strongly agree” to “I strongly disagree”. The distances
between the individual scales are to be treated as equal, which is explicitly formulated
at the beginning of the questionnaire and allows us to assume an interval scaling of the
data.

3.2 Analysis

The empirical analysis is divided into two parts. First, we investigate the suspected
model. For this purpose, the statistical quality criteria such as objectivity, reliability and
validity are assessed and items are removed on the basis of their Cronbach’s Alpha-
values and Item-Scale-Correlations. Also, an exploratory factor analysis is used to

Fig. 1. Composition of the principles of decision making
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verify the assumed model derived from the theory. About this path, the appropriateness
of the factor analysis according to Kaiser-Meyer-Olkin and Barlett test is confirmed.

In the second step, we test the previous theoretical assumptions by proposing four
hypotheses. The existence of affective, cognitive, and behavioral components of the
inertia in the course is tested within the first hypothesis.

H01: Affective, cognitive and behavioral inertia exists in the course.

The further three hypotheses test the influencing factors of the different components
of inertia. In theory, a fair implementation, the perceived value and the conditions of
change were observed as influencing factors for the cognitive norm. Both affective and
cognitive behaviors depend upon the perceived value of change. The affective norm is
also related to the communication in the decision-making process. We interpret the fair
implementation and the context of the change as the attitude towards the teacher and
the user-friendliness and test by constructs “trust in teacher” and “ease of use”. The
process of change, which is determined by the temporal component of change and the
possible loss of control caused by an external constraint, plays no role in the special
course, since the students themselves could decide when and whether they want to
participate in the new teaching concept. In theory, the behavioral norm was determined
to act according to habit, which can be found in construct C “change resistance”. This
leads to hypothesis H02 to H04.

H02: Students with affective inertia particularly consider the perceived value and
the subjective norm.

H03: Students with behavioral inertia have a strong resistance to change.
H04: Students with cognitive inertia particularly consider the perceived value, the

cost of FC, the ease of use and the trust in the teacher.

To test the hypotheses, we use the Mann-Whitney U-test due to the missing normal
distribution of the data. Since the U-test examines the statistically significant differ-
ences between two independent groups, the types of inertia must be classified. For this
purpose, the following two assumptions have to be made in order to differentiate: 1.
A behavior according to norm X, or an assignment of the test person to group 1, should
always exist if the mean value of the items X1, X2 and X3 � 5. The same applies to
norm Y and Z with their corresponding items. 2. A test person can act according to
more than one decision norm. From this, two groups can be determined compared with
each other: Group 0 “There is no inertia according to affective, behavioral or cognitive
norm” and group 1 “There is inertia according to corresponding norm”. To verify a
significant influence of the determinants of inertia on the three groups of norms, we
now use the Mann-Whitney U-test under the H0 hypothesis that there are no significant
differences between the distributions of rankings. In addition to the general influence,
we also consider the effect strength “r” of the result.
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4 Results

4.1 The Basic Model

The two indicators Cronbach’s Alpha and Item-Scale-Correlation for measuring the
quality of the data showed anomalies for one item from the construct “perceived
value”. The Cronbach’s Alpha of the corresponding dimension I before deletion is
0.721 and is the smallest of all dimensions. Since the item “this learning concept
prepares me better for my professional life than classical lectures” has been omitted, it
has risen to a value of 0.785. The corrected item-scale correlation of this item is
likewise inadmissible and also on construct level the Cronbach’s Alpha of the construct
“perceived value” rises through the omission of the item. Beyond that, the reliability
and validity of the data were permissible. However, the factor analysis revealed some
redistributions of the basic model. Figure 2 shows the new model after reliability
reliability and factor analysis.

While the assumptions regarding the initial model were confirmed for dimension III
and IV, some resorting was carried out in the first two dimensions. Thus, one item that
was originally assigned to the cost of FC and measures the perceived stress at the
thought of the new teaching concept had the highest factor load within the construct
“change resistance” and was reassigned. However, the most striking reordering
occurred in the construct of “perceived value”. As shown in Fig. 3, this initial construct
“perceived value of FC” is divided into two separate new parts. The items of the first
construct of the new model after factor analysis focus on the knowledge of the general
utility and the advantages of this learning concept, while the items of the second new
construct look at students’ learning success and the expected benefits in terms of the
exam. Two items from this construct were not previously included in the construct
“perceived value” and originate from the initially formulated construct “switching cost”
of FC. This separation into common and personal value can be interpreted as a different
view of the benefits and is relevant throughout further analysis. Two new constructs are
developed: Construct B “Perceived common value” and construct E “Perceived per-
sonal value”.

Fig. 2. New model of the composition of inertia after reliability and factor analysis
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4.2 Determinants of Habit Change

We examine the four hypotheses by testing the influence of the group belonging to the
items of constructs X, Y and Z on the rest of the constructs using a U-test. Table 1
shows only items for which the H0 hypothesis of the U-test can be rejected with respect
to at least one decision norm, which means that there is a significant influence.

The H0 hypothesis was assumed if p > 0.1. Hypothesis H01 tests the existence of
affective, cognitive and behavioral inertia in the course. For this purpose, we determine
whether there is a significant influence of the respective groups with the construct A
“intention to participate”, since this provides an indicator for the inertia. Item A1 “I
would reconfirm such a learning concept” shows a significant influence on the affective

Fig. 3. Perceived value of FC before and after factor analysis

Table 1. Effect strength of statistically significant results after U-test

Dimension Item Affective r Behavioral r Cognitive r

I A1 p < 0.05 0.41 p < 0.05 0.45 p > 0.1 –

A3 p > 0.1 – p < 0.05 0.41 p > 0.1 –

B2 p > 0.1 – p > 0.1 – p < 0.1 0.27
II C1 p > 0.1 – p < 0.1 0.28 p > 0.1 –

C4 p > 0.1 – p < 0.1 0.3 p > 0.1 –

D1 p < 0.05 0.36 p < 0.1 0.3 p > 0.1 –

D2 p < 0.05 0.38 p > 0.1 – p > 0.1 –

D3 p < 0.1 0.28 p > 0.1 – p < 0.1 0.32
E1 p < 0.05 0.5 p > 0.1 – p > 0.1 –

E2 p < 0.1 0.3 p > 0.1 – p > 0.1 –

E3 p > 0.1 – p < 0.1 0.32 p > 0.1 –

III G3 p < 0.05 0.38 p > 0.1 – p > 0.1 –

H1 p > 0.1 – p > 0.1 – p < 0.05 0.55
H2 p > 0.1 – P < 0.1 0.3 p < 0.05 0.5
H3 p > 0.1 – p > 0.1 – p < 0.05 0.24
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and behavioral norm at a significance level of 0.05 with a medium effect strength. The
behavioral inertia also has a significant influence with item A3. However, the cognitive
norm has no significant influence with the construct A “intention to participate” at all.
The H0- hypothesis of the U-test that there are no significant differences between the
distributions of the rankings can therefore only be rejected for the affective and for the
behavioral norm. Thus, there is no cognitively based inertia in the course, which means
that the tendency to status quo results purely from emotional and routine-based
motivations under the assumptions made above.

The remaining three hypotheses state the structure of the inertia. Hypothesis H02
regards the perceived value and the subjective norm as relevant for the affective inertia.
The perceived value was divided into construct B “common value” and construct E
“personal value”. Significant influences of the affective norm can be observed with a
large part of the items of the personal value. The construct B” common value” shows
no significant influences, though. In the course, the affective inertia is thus only based
on the personally perceived benefits, which refer to the personal learning success, as
shown in Fig. 3. However, the benefits for teaching in general have no affective
components in the course. An influence with the subjective norm, which was also
predicted in hypothesis 02, can be confirmed since a significant influence with the item
G3 was measured at the five percent significance level. Overall, hypothesis H02 can be
confirmed with the exception of the common benefits. In addition, an influence of the
cost of FC (construct D) on the affective inertia was observed. This was measured for
all items of construct D with an effect strength of between 0.28 and 0.38.

The influences of the behavioral norm are tested by hypothesis H03, which assumes
a high resistance to change within the behavioral inertia. This has been confirmed for
two items of construct C at the ten percent significant level. Also, the cost of FC
(construct D), the perceived personal value (construct E) and the ease of use (construct
H) had an impact on the behavioral norm. These influences were likewise confirmed at
the ten percent significance level and have an effect strength of 0.3 to 0.32. The
consideration of these factors can thus also be seen as part of the habit and may
subconsciously be compared with previous behavior. Again, only an influence of
personal and not of common value was measured.

The last hypothesis H04 tests the influence on the cognitive inertia and suspects an
impact of the perceived value, the cost of FC, the ease of use and the trust in the
teacher. Since no cognitive inertia was present in the course, only findings about the
influences on the cognitive process of decision making can be made here. The influence
of the ease of use was clearly confirmed by a five percent significance and an effect
strength of up to 0.55 of all items of these construct. Also, the influence of costs and
benefits could be established at least to the tenth significance level. Here, however, only
the influence of the common value was measured, but not the personal benefit. No
significant influence could be observed for the trust in the teacher on the cognitive
decision-making process. This trust represented the environmental conditions men-
tioned in the previous theories of cognitive inertia. Considering that no significant
influence was measured here, it has to be questioned whether the trust in the teacher is
regarded as an environmental condition in the context of the Flipped Classroom by the
students.
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In summary, hypothesis H01 could only be admitted for the affective and behav-
ioral inertia. The hypotheses H02 and H03 were confirmed, but exclude the common
value. Within the hypothesis H04, trust in the teacher could not be confirmed as an
influencing factor on the cognitive decision-making process. In general, it is striking
that the division into personal and common value through factor analysis led to the fact
that only personal benefits have a significant influence on decision making regarding
affective and behavioral inertia. The common benefit, on the other hand, is located in
the cognitive thinking process.

5 Discussion, Limitations and Future Research

Based on the theoretical background about inertia as a tendency to continue in the
status quo despite the existence of better alternatives, 4 hypotheses were derived. The
results of these and our theoretical implications are summarized in Table 2. Overall, the
suitability of the Flipped Classroom as a conceptual model for inertia could be con-
firmed, since a large part of the research results to date could also be observed in the
course. One item was removed from the study in the course of the reliability analysis.
In addition, the factor analysis showed a stronger distribution of the perceived benefits.
Thus, a subdivision into personal benefit, which describes the increase in students’
learning success and better exam preparation, and general benefit, which considers the
potentials for teaching as a whole, became clear. This separation is consistent with the
observations of previous research, since the cognitive decision norm was also said to
consider various consequences for individuals and the organization as a whole.
However, only affective and behavioral inertia was found in the course under the
assumptions made, but not cognitive inertia (H01). In practice, one should influence or
reduce the affective inertia by the personal perceived benefits of the students, the social
components and the costs of FC (H02) in practice. Behavioral inertia, on the other
hand, can be influenced not only by perceived personal value and FC costs, but also by
resistance to change and the ease of use (H03).

With this article we take up a topic that has scarcely been examined so far.
However, the large area of research on barriers to digitalization [10, 35] and barriers to
innovation [36] shows that this research deserves more attention. With our approach,
we pick up current research trends from the field of inertia research and apply them in a
new environment. We are thus combining two major topics. Our results are therefore
interesting for researchers from the field of barrier research and Flipped Classroom
researchers. In addition, our study is also relevant for practitioners, i.e. for teachers who
want to introduce an FC. Because only if you understand why students (don’t) attend
an event can you design the course responsibly [9, 37].

Though we carefully proceeded our research, the examination is not without lim-
itations. We based our questionnaire on findings from inertia [25] and resistance to
change [28] literature. We adapted the items to the corresponding setting of a FC
including technology use [5, 11], still: the influence of all the decision norms could not
be generally confirmed. Thus, no significant influence was found between the cognitive
norm and the intention to participate in the event. Since the results of statistical sig-
nificance depend on the assumptions made above, these should be questioned. Here,
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the rate from which the decision norm is applied to the test person was defined as >4 in
assumption 1. In other words: the results assumed that a decision according to the
norms is made at least at the answer “I rather agree”. A classification >3 would also be
conceivable, which would include the answer “neither agree nor disagree, disagree”.
A relatively higher classification to the three forms of inertia can be observed in this
case, but also the number of persons acting according to more than one norm increases.
In addition, the individual behavior of each person may cause the limit for approval of
the decision norm to vary from person to person. However, no information on this can
be derived from the available data.

Furthermore, only non-parametric test procedures could be used due to the missing
normal distribution of the data. Moreover, the sample of 40 test persons is small. We
assume that further research under consideration of the indicated inertia model, carried
out with more test persons, will lead to even more meaningful results. That’s why the
survey should be repeated within a larger sample.

In addition, there are some other interest groups in the FC context which we have
not addressed in this paper, but which should be taken into account in the future. This
refers to all stakeholders, with the exception of the already included group of students,

Table 2. Results and implications of the hypothesis

Hypothesis Results in course Theoretical implications

H01: Affective, cognitive
and behavioral inertia exists
in the course

Confirmed for the affective
and behavioral inertia

No cognitive Inertia was
found in the course. The
resistance to change only
exists because of emotional
and behavioural decision-
making processes

H02: Students with affective
inertia particularly consider
the perceived value and the
subjective norm

Confirmed for common
value and subjective norm;
Influence of affective inertia
with cost of FC also
confirmed

Common benefits have no
influence with the affective
norm. Thus, only personal
benefits result from
emotional components of
change resistance in the
course

H03: Students with
behavioral inertia have a
strong resistance to change

Confirmed; Influence of
behavioral inertia with cost
of FC, personal value and
the ease of use also
confirmed

The ease of use depends on
the routine-based change
resistance, but not the
common part of the benefit

H04: Students with
cognitive inertia particularly
consider the perceived
value, the cost of FC, the
ease of use and the trust in
the teacher

Not Confirmed, since no
cognitive inertia exists;
Influence for the cognitive
decision-making norm with
common value, cost of Fc
and ease of use confirmed

Cognitive decision norms
are important for the
perceived user-friendliness.
Likewise, the common part
of the benefit is to be
assigned to cognitive
thought processes, but not
the personal ones
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that have to deal with the change if the implementation of a FC has been determined.
There may be teachers who find it difficult to give up their learned teaching role and
renounce the beloved habit of giving a lecture in the presence of numerous students [3].
There may be further staff from administration like FC developer with the knowledge
of good, subject-specific contents but without technical skills to translate them into self-
learning media, without enough time to do it well or without a perception of a personal
value, when flipping the class. And there may be staff like technical support or
administration, who look anxiously into the future because digital transformation
already indicates how much they have to change their habits if they want to cope with
upcoming administrative and technical challenges in the future [38]. In order to clarify
these and other optional assumptions about inertia in the context of FC, future research
should examine the inertia of all stakeholders concerned. The habits of these stake-
holders should be listened to, understood and examined more closely in order to
minimize resistance to change - not only on the part of the students but also on the part
of teachers and staff.
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Abstract. On new health cards as well as in the underlying information system
highly sensitive information can be stored. While different studies analysed the
acceptance of physicians and hospitals, the patients’ side is somewhat neglected.
Though, their personal rights are mostly affected. This paper investigates the
acceptance of patients towards the new health card and IS that was recently
introduced in Germany. For this, we conducted a survey among 183 patients and
analysed the acceptance by structural equation modelling. The dependent vari-
able has a coefficient of determination of 70% so that the model explains the
acceptance of patients well. The results show that patients are still too badly
informed about the health card. They highly fear a misuse of their data. The
model suggests to better inform especially people of poor health about the
benefits of the card and about the efforts that are made to protect the data.

Keywords: E-health � Electronic health card � Smart card � Patients �
Acceptance

1 Introduction

The use of health insurance smart cards started about 20 years ago. The data stored on
the cards comprised information concerning the health maintenance organisation, the
kind of insurance, its valid time, and basic information about the insurant like name,
surname, date of birth, and address. In 2004, the EU launched the action plan e-Health
[9] that aimed in general for national e-health infrastructure systems concerning elec-
tronic health records. Since then, many countries in the EU introduced a new kind of
smart card for the health insurance. According to the EU action plan, Germany now
started to enlarge the system by storing medical records of patients in a central data
base. The patient’s smart card is the key to grant access to the medical records so that
physicians have easy access to all relevant data for a medical treatment.

The advantages of such information systems (IS) are obvious: If for example
physicians know about drug intolerances or former medical treatments, they can better
medicate their patients. Or if a prescription is transmitted electronically, mistakes
because of misspelling or unreadability are avoided.

For insurance companies, positive effects like avoidance of double medical treat-
ments, quality improvements, simplification of data exchange, better communication
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and therefore cost reductions etc. predominate and seem to be advantageous [1, 41, 42].
For patients and physicians, the situation is different. As patient data are said to be not
well protected and able to be misused, many physicians and patients as well as data
protection officers oppose the new health IS. These objections have to be taken seri-
ously because they can severely cumber the introduction of such comprehensive IS. If
patients agree to the objections, they will not accept the entire system so that the system
cannot succeed. For this, several studies have examined the physicians side (e.g. [2, 28,
33, 40]). After several years of discussion, the patient side is still missing although
patient rights are most affected by these new systems. Since the beginning of the year
2014, patients should use the new smart card in Germany called eGK. However, still
more than 2 million insurants do not have one of the new smart cards. The question is
why? Therefore, this paper analyses the patient acceptance concerning the introduction
of national health IS. For this, an empirical survey presented in the following was
conducted among 183 insurants (91 woman, 89 men, 3 unknown) of Germany. The
aim of this survey was to reveal the relevant factors that make patients accept the new
IS, the smart cards and their functions.

The remainder of this paper is organised as follows. In the next section, we briefly
describe the German smart card eGK and its mandatory and voluntary functions. In the
third section, we give an overview over the research that was done in this field during
the past years. Section 4 develops the research framework for the survey. Section 5
describes the data that was collected during the survey and provides the analysis.
Section 6 discusses the results. The paper closes with a conclusion in Sect. 7.

2 The German Electronic Health Card

The German electronic health card (“elektronische Gesundheitskarte” or short eGK) is
one of the biggest projects in the world concerning health insurance cards and IS. It is
regulated in §§ 291a and 291b of the 5th book of Social Welfare Code. Since October
2011, the new smart cards are issued to insurants step by step and replace the old read-
only health insurance cards, introduced in 1995. The new eGK is divided into
mandatory and voluntary functions. The mandatory functions are:

– Basic information about the insurance and the insurant (insurance company, card
ID, name, surname, date of birth, postal address, insurance status, the validity
period, gender, state of additional contribution, association of SHI physicians that is
responsible for the region the patient lives in).

– European Health Insurance Card (EHIC) (European wide insurance).
– Electronic prescriptions (max. 8, written by physicians, readable by pharmacists).

Data that is used by these mandatory functions is stored directly on the eGK. In
addition, §291a of the 5th book of Social Welfare Code claims that the following
voluntary functions have to be supported by the eGK:

– Emergency data (blood type, vaccinations, allergies, drugs intolerances etc.)
– Patient receipt (management of recent medical treatments and costs)
– Drugs documentation (prescribed drugs)
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– Patient’s compartment (medical data of patients, e.g. blood pressure)
– Medical report (Diagnoses, therapy recommendations, and medical treatment

reports temporarily stored)
– Health record (complete history of a patient’s medical treatments, i.e. diagnoses,

reports, therapies etc.)
– Declaration of organ donation
– Certificates of authority

Except for the emergency data that can be stored directly on the eGK, all other data
is stored in an external IS, encrypted with a key unique for each single patient that is
also stored on the eGK. To protect the key, each card is protected by a personal PIN
and a picture of the card holder. Thus, only the owner of a health card can grant access
to the information that is associated with the card.

As in case of an emergency, health care employees need access to the emergency
data, to the declaration of organ donation, or to the certificates of authority, each health
care employee gets a health professional card (HPC). This card enables the holder to
get access to the important information. Any information else that is encrypted by the
key on the eGK cannot be accessed.

3 Literature Review

Even if health smart card projects have already a history of more than 10 years, the
number of scientific analyses that deal with the acceptance of the smart cards is still
limited. Apart from technical papers concerning the architecture [4, 6, 27], data security
and protection [20, 38, 39] (see [14] for a comprehensive overview), special applica-
tions [31, 34] or the comparison of countries concerning the status quo [24], we can
mainly distinguish two kinds of research fields that consider the acceptance of health
smart cards and their underlying IS infrastructure. The first kind addresses the
acceptance of those who have to use health cards directly: physicians and other health
care employees or hospitals. The second kind of investigations focuses on the patients.
Some surveys address both kinds of research, health care employees as well as patients.

Pizzi et al. [33] concentrated their study on the electronic prescription by physicians in
the US. Instead of using smart cards for the prescription, they analysed the usage of an
online prescriptionwebsite that can be used by physicians. The acceptance of patients was
not analysed. Liu et al. [28] investigated the impacts of the smart card system NHI-IC in
Taiwan on hospitals. In particular, they tried to find out to what extent the workflow in
hospitals was changed and if the adoption capabilities of hospitals are sufficient. The
analysis of that paper uses only descriptive statistics and does not address the acceptance
of patients. Pfaff and Ernstmann [32], Ernstmann and Pfaff [13] and Ernstmann [12]
addressed the physicians‘point of view, especially of registered doctors and not of those
who are working in hospitals. They analysed the relevant factors that have to be con-
sidered when introducing the new health card eGK in Germany. The patients’ point of
view was not addressed in their study. Also Wirtz et al. [40] addressed physicians and
conducted a similar survey. While the former concentrated on identifying the relevant
factors, the latter analysed the relations between certain factors more deeply.
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All the aforementioned studies have in common that they do not consider the
patients’ point of view. But in fact, patient rights are mostly affected by introducing
health cards and IS. Because of this, different studies examined the acceptance of
patients concerning the use of health cards. Aubert and Hamel [2] addressed both sides,
physicians/health care employees as well as patients. The main purpose of their study
was to find out what are the determinant factors that are relevant for the acceptance and
the usage of the Canadian health smart card. There are two main differences between
their study and the one that we present here. First of all, in the Canadian case all data is
stored on the smart card itself and no additional IS is used. Secondly, the Canadian
smart card was not already introduced and its use was not mandatory. Loo et al. [30]
examined the acceptance of the Malaysian multi-purpose smart card MyKad NIC. The
Malaysian smart card is not limited to the health sector but also comprises driving
license, passport information, electronic purse, automated teller machine access, transit
application public key infrastructure, and frequent traveler card. Because of this, their
study is difficult to compare to studies of pure health smart cards. Amhof [1], forsa
[17], Sunyaev et al. [35], and Hoerbst et al. [21] addressed German patients directly
with their surveys. Amhof [1] analysed the patients’ awareness of the eGK. The survey
reports a high acceptance of patients concerning the eGK. 64% of the interviewees
think that the introduction of the eGK is reasonable. Especially medical emergency data
has a high acceptance (86%), followed by drugs documentation (66%) and the elec-
tronic doctor’s letter (50%). The more data is concerned, the more skeptic the patients
are because more than 70% fear that their data can be misused. The results of forsa [17]
are similar. About 60% of the interviewees have already heard about the eGK. 63% of
them felt themselves badly informed and wished more information about the data
stored on the card and the data security. However, 70% agree to the introduction of the
card but only 51% would unconditionally use the drugs documentation and 43% the
health record. The reason seems to be clear: 73% doubt that the data can be misused.
Sunyaev et al. [35] focused on the changes in a doctor’s surgery. For this, they recorded
the processes in a dental surgery and analysed what changes have to be made to the
processes. In addition, 49 patients of the dental surgery were asked concerning their
attitude towards the eGK. About 90% would use the eGK to save medical data. But
only 35% would grant access to this data to all physicians, only 7% to their family
doctor, and 58% would grant access only to chosen physicians. Hoerbst et al. [21]
compared the attitude of patients in Austria and Germany towards health cards. Only
32% had already heard of the eGK. 47% collect their medical data at home. 88% of
them do it paper based. More than 80% think that it is a good idea to provide medical
data to their physicians via the eGK.

In sum, we can observe that there is a great acceptance among patients concerning
the eGK. But the number of skeptic people of at least 20% is not negligible. However,
times have also changed. Recent affairs like the NSA/Snowden affair sensitized people
concerning privacy, data protection and misuse. Therefore, it is reasonable that the
attitude towards storing intimate personnel data in external IS that cannot be directly
controlled by patients may have changed. In addition, all survey concerning the
patients’ acceptance used descriptive statistics. An analysis of the relations between
several factors has not been made and is therefore done in this paper.
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4 Research Model

4.1 Acceptance

Acceptance is the willingness to positively approve someone or something, usually
some kind of innovation like a new product or a new service [25]. It depends not only
on the attributes of the innovation (System Attributes) but also on the intended users
themselves (User Attributes). The system attributes determine the usefulness for the
users. The higher the usefulness is, the more is a user willing to accept the innovation
[10]. This is highly correlated with the educational and social background of the user.
The higher the level of education is, the more easily the user spots the advantages that
lead to acceptance. And the more people of the social environment accept the inno-
vation the more likely a person will do so too [36].

For the acceptance of the eGK, mandatory functions and voluntary functions must
be distinguished. Mandatory functions (A1: basic patient’s data, A2: EHIC, A3:
electronic prescription) are already in use. Voluntary functions (A4: patient receipt, A5:
drugs documentation, A6: patient’s compartment, A7: medical report, and A8: health
record) cannot be used until now [1, 17, 21]. In addition to these functions, two not
planned functions are used to check whether people know about the eGK: A9: a so-
called patient’s profile where patients have the possibility to document all diseases and
symptoms so that suggestions for medication are made and presented; A10: a com-
prehensive health analysis where patients can document all their habits concerning their
life (fast food, drinking etc.) so that additional analyses can be made for possible future
diseases.

4.2 System Attributes

Commonly known system attributes like usability, response time etc. are not suitable
for our survey because insurants do not work with the system directly. Instead, we have
to find factors that can be noticed by insurants. The entire system works with very
personal data. Therefore, the data protection is found to be a very relevant factor for the
trust in a technical system [33]. While insurants cannot really check the data protection
they have to trust reported technical descriptions and information that is given to them
by government and insurance companies. On this basis, they judge the safety of the
system. The eGK has a picture of the owner on it (DP1), is protected by a personal
identification number (PIN) (DP2) and the health records by data encryption with a key
stored on the eGK (DP3). These measures shall prevent fraudulent use of the card
(fraud prevention) (DP4) and only healthcare employees should have access to these
records. Hence, we hypothesise:

H1: Data protection positively influence the acceptance of the eGK.

The second factor consists in the benefits that insurants associate with the eGK.
Beside the affordability of the medical care (B1), government as well as insurance
companies refer to the following advantages: A quicker medical treatment (B2),
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medical treatments of higher quality (B3), an enhanced emergency situation (B4), a
strengthening of patient rights (B5) and higher transparency (B6) [3, 26]. Therefore, we
hypothesise:

H2: The perceived benefits positively influence the acceptance of the eGK.

4.3 User Attributes

If insurants should judge how much their data is protected, their risk adjustment plays
an important role. If an insurant for example is very risk averse, the data protection will
be judged more vulnerable than a risk taker would do [33]. This also impacts the
acceptance of the eGK itself. We hypothesise:

H3: The more risk taking a person is, the higher the data protection is perceived.
H4: The more risk taking a person is, the higher the acceptance of the eGK is.

Closely connected to the risk adjustment is the trust of insurants in institutions of
health and in general. The more confiding insurants are, the more they will possibly
trust and accept the eGK. This may hold for insurants’ confidence in general (e.g. in
general institutions like government (T1), police (T2) and justice (T3)) as well as in the
involved parties in the field of the eGK like physicians (T4), pharmacies (T5), or health
insurance companies (T6), and the e-kiosk (T7). Hence, we hypothesise:

H5: Trust positively influences the acceptance of the eGK.
H6: Trust positively influences the perception of data protection.

Also the personal situation of insurants can influence the acceptance of the eGK.
Especially an insurant’s state of health can play an important role if functions of the
eGK are used or not. People with poor health (general medicine experience (S1), blood
pressure (S2), weight (S3), experience with back pain (S4) and stomach ache (S5),
general frequency of illness (S6)) will turn more often to a doctor than people with
good health. Thus, they may benefit from the advantages of the eGK and the under-
lying health IS. By contrast, people with good health may face fewer benefits from the
eGK and may therefore use less functions. Therefore, we hypothesise:

H7: A poor state of health positively influences the acceptance of the eGK.
In addition to the state of health, the healthy life of insurants is of interest as it may

influence the state of health and therefore the acceptance of the eGK. Insurants who
live a healthy life with healthy eating (HL1) and comprising fruits and vegetables
(HL3), doing regular sports (HL4) might be more open minded towards the eGK
because they could think that they do not have anything to hide. On the other side, the
eGK may be less useful to them because a healthy life is said to foster a good state of
health. Vice versa with people who do not live that healthy and eat fast food (HL2),
drink alcohol (HL5) and smoke (HL6). Also the frequency how often people turn to a
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doctor in order to make regular routine checks (HL7) may give hints if they live a
healthy life. We hypothesise:

H8: A healthy life positively influences the acceptance of the eGK.

Beside these factors, the affinity to technology of insurants should not be neglected.
The more experienced an insurant is to handle new technologies (in terms of time spent
in the internet (AT1), the ability to navigate on unknown websites (AT2), the use of
search engines (AT3), the affection for online shopping (AT4), and online payment
(AT5)) the more s/he will also use new technologies. But on the other side, experienced
people are also often more aware of threats due to data misuse. On the other hand, less
experienced people could mistrust new technology because they do not exactly know
how the new technology works. Therefore, they could also mistrust the data security as
well. On the other side, because of their viridity, it is also conceivable that they are
confiding to the new technology because they cannot foresee the consequences of its
use. In sum, we hypothesise:

H9: The higher the affinity of technology is, the higher is the acceptance of the
eGK.

The resulting model is depicted in Fig. 1.

5 Analysis

5.1 Sample and Data Collection

We conducted the survey with an online questionnaire. 183 people completed the
questionnaire, 91 women, 89 men, 3 unknown. The structural equation model
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Fig. 1. Research model
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(SEM) can be divided into the outer model named measurement model that specifies
the relationship between the constructs and their indicators and the inner model referred
to as structural model. Like in other studies, the effect size of the construct benefits
concerning the acceptance is the strongest followed by data protection. The relation
between trust and data protection has the highest effect size. Therefore, we limit the
detailed description to these constructs and give only short descriptions of the other
relations.

5.2 Outer Model

Within the outer model, two kinds of constructs can be distinguished: reflective and
formative constructs [15]. Indicators of a reflective construct are characterisations of
the construct and as such influenced by it [5]. In our model, only the construct data
protection is a reflective construct. It forms the properties PIN, data encryption, fraud
prevention, and picture.

The indicator reliability is composed of the loading and the t-statistic. It determines
the share of the variance of an indicator which is explained by the construct. The value
of the loading has to exceed a minimum requirement of 0.7 [7]. This constraint is
fulfilled for all indicators (see Table 1). The appropriate t-statistic demonstrates the
significance of the indicators [22]. All indicators are significant at the 1% level.

The convergence criterion consists of the average variance extracted (AVE) and the
composite reliability [7, 22, 37]. The AVE of the reflective construct has to exceed the
value 0.5 [16, 18] which is fulfilled. Simultaneously, the composite reliability exceeds
the minimum requirement of 0.7 [22]. Therefore, the construct explains the indicators.
Cronbach’s Alpha reflects the internal consistency and exceeds the critical value of
0.65 [19]. The predictive validity is also fulfilled because the Stone-Geissers Q2 (1-
SSE/SSO Communality) exceeds zero.

The discriminant validity covers the Fornell-Larcker criterion and the cross load-
ings. The constraint of the first one is fulfilled if the square of the latent variable
correlation is smaller than AVE [8]. In this case we receive 0.73282 < 0.5845. Thus, all
indicators are sufficiently different. Table 2 shows the correlation between the
constructs.

Formative constructs are built by their indicators. That means a change in one
indicator changes the construct and not vice versa [5, 23]. Seven of the eight constructs
are formative constructs. To analyse the significance of the indicators, the weights and
the t-statistics have to comply with the following constraints: For indicators that are

Table 1. Factor analysis of the construct data protection

Loadings t-statistics AVE Composite reliability Cronbach’s alpha 1-SSE/SSO

PIN 0.7359 18.9907 0.5845 0.849 0.7664 0.5713
Data encryption 0.8012 20.4894

Fraud prevention 0.7766 30.4067
Picture 0.7427 15.0623
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significant for a construct, the t-statistic has to exceed the limit of 1.66 and the weight
has to be greater than 0.1 [8, 22]. Regarding the construct benefits, four (B1, B4, B5,
B6) of six t-statistics exceed the limit of 1.66. For all of the four significant indicators,
the limit of 0.1 for the weight is exceeded (see Table 3). Thus, they have a positive
influence on the construct benefits [8]. The construct trust consists of seven indicators
but only two indicators (T3, T7) are significant (see Table 3) with a t-statistic of greater
than 1.66. Both significant indicators have a weight greater than 0.1 so that they have a
positive influence on the construct [8].

Concerning the risk adjustment, three (R1, R2, R3) of five t-statistics exceed the
limit of 1.66 but only two (R1, R3) of the three significant weights exceed the limit of
0.1. Thus, only R1 and R3 have a positive influence on the construct. Two (AT1, AT3)
of three (AT1, AT2, AT3) significant weights of the construct affinity to technology
exceed the limit of 0.1 and therefore have a positive influence on the construct.
Concerning the state of health, only one (G6) of the two indicators that are significant
(G3, G6) has a positive influence on the construct. Four indicators (HL2, HL4, HL5,
HL6) of the construct healthy life are significant, three of them (HL4, HL5, H6L) have
a positive weight.

The criterion discriminant validity is fulfilled for the formative constructs: The
highest latent variable correlation that is between benefits and acceptance of eGK is
0.7173 in our model. This does not exceed the allowed maximum of 0.9.

Table 2. Latent variable correlation

Acceptance
eGK

Affinity to
technology

Data
protection

Healthy
life

Risk
adjustment

State of
health

Benefits

Acceptance
eGK

Affinity to
technology

0.2259

Data protection 0.7328 0.0365
Healthy life 0.3380 0.1186 0.288

Risk
adjustment

0.1806 0.1424 0.1768 0.002

State of health 0.4201 0.0420 0.3280 0.2342 0.0748
Benefits 0.7137 0.0269 0.6581 0.2293 0.1074 0.3254

Trust 0.5525 0.0815 0.6333 0.1227 0.1450 0.1580 0.5062

Table 3. Indicators of constructs benefits and trust

Benefits Weight t-statistic Trust Weight t-statistic

B1 0.1902 2.3771 T1 –0.0944 1.2145
B2 0.0553 0.8623 T2 0.1349 1.4674
B3 –0.0359 0.5634 T3 0.2546 2.2849
B4 0.2206 2.8047 T4 0.0517 0.6590
B5 0.5236 5.1064 T5 0.0749 0.9173
B6 0.3101 2.7471 T6 0.0593 0.7627

T7 0.8855 13.2739
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5.3 Inner Model

For the significance of the relationship between the constructs, it is evident that there is
no multi-collinearity. The variance inflation factor VIF = (1/(1–R2) indicates whether
there is multi-collinearity or not and should therefore be lower than 10 [11, 22]. The
coefficient of determination R2 is substantial if R2 exceeds the limit of 0.67 and said to
be average if R2 exceeds the limit of 0.33 [8]. In addition the predictive validity has to
be fulfilled. Therefore, the Stone-Geissers criterion has to exceed zero. Table 4 shows
the values for the different criteria of our model. The Stone-Geissers criterion is greater
than 0, VIF is much lower than 10, and R2 is average for data protection and substantial
for the acceptance of eGK.

The accuracy of our hypotheses is determined by the t-statistics and the path
coefficients. For the t-statistics, it is essential to exceed the limit of 1.66 in order to be
meaningful [37] and the path coefficients have to exceed the limit of 0.1 [29], ([7]
claims a limit of 0.2). Table 5 shows the path coefficients and the t-statistics of the
hypotheses. Only hypothesis H4 is not meaningful. However, as we measured a good
state of health instead of a poor one, H7 has to be rejected as the influence is positive
and not negative. The coefficient of determination R2 for the acceptance of the eGK is
high with 70% and average for data protection with 40%.

Table 4. Factor analysis of the inner model

R Square VIF 1-SSE/SSO

Acceptance eGK 0.7017 1.96999 0.3524
Data protection 0.4084 1.20020 0.2237

Table 5. Hypotheses

ALT t-statistic Path coefficient

H2 H1*** 4.6959 0.3520
H4 H2*** 4.9511 0.3589
H1 H3* 1.8536 0.0868
H3 H4 0.9828 0.0301
H8 H5*** 16.9771 0.6207
H9 H6* 1.7080 0.0959
H5 H7*** 2.8903 0.1425
H6 H8** 2.1443 0.0884
H7 H9*** 4.0283 0.1748
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6 Discussion

The general result is very satisfying. The explanatory power of the model is substantial.
Seven of nine hypotheses could be confirmed, one shows the opposite sign but is still
meaningful and only one hypothesis could not be confirmed.

Interestingly, a poor state of health does not lead to a higher acceptance. Instead a
good state does so. Even if the influence of state of health on the acceptance is low, that
means that people with poor health need to be elucidated better about the benefits of the
eGK and its security. This will improve the acceptance of the eGK but also the situation
of people with poor health as doctors have better access to information about the
patients’ state of health, prescriptions etc. so that the treatment can be improved.

Like other surveys, also this one has shown that the benefits and the perceived data
protection have in comparison to other constructs the highest influence on the accep-
tance. The construct data protection is explained sufficiently well by risk adjustment
and trust. Of the institutions, only the trustworthiness of justice plays a role for the
trust. Neither physicians, nor insurance companies nor pharmacists influence the trust
significantly. Therefore, their trustworthiness is not of interest for the construct data
protection. Not surprisingly, the last indicator, the judgement about the e-kiosk is
significant for the trust and therefore also for the perceived data protection. Its sig-
nificance criteria are much higher than the ones of justice. But, as we can see, e-kiosks
are not seen as trustworthy. Only about 20% say so. Nearly 40% mistrust and 40% are
indecisive. That means that the opinion about the e-kiosks should be improved in order
to foster the acceptance of the eGK. It has a positive influence on trust and therefore on
the data protection. Even if trust has no direct influence on the acceptance, an increased
belief in the trustworthiness of the e-kiosks would increase the trust, the belief in an
appropriate data protection and finally the acceptance of the eGK.

Even if the trust in physicians and insurance companies is not important for the
construct, it is interesting that the reputation of insurance companies is quite low with
20% of trust and 40% of mistrust. The situation is similar for physicians with 45% of
trust and still 27% of mistrust. (For a comparison, police 65% to 16% and justice 65%
to 11% trust to mistrust). Thus, the reputation of and the trust in insurance companies
and also physicians should be heavily improved. Insurance companies issue the eGK
and physicians use the data of the eGK. Therefore, even if these indicators are not
significant it is conceivable that if the reputation and trust is improved they become
significant and improve the acceptance of the eGK. For this, further research should be
done to examine the influence of insurance companies and physicians more deeply.

Four of six indicators of the construct benefits are significant and have a positive
influence on it. Therefore, they also have a positive influence on the acceptance
because the effect size criterion between benefit and acceptance of eGK is fulfilled.
Interestingly, more than 60% of the interviewees do not expect a quicker medical
treatment and 55% deny a treatment of more quality. That means that patients do not
see the postulated advantages of the eGK. Therefore, it is evident to better inform
patients about the benefits of the eGK and the functions in combination with the efforts
that are made for protecting the patients’ data.
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The affinity to technology has a light influence on the acceptance. Hence, in order
to raise the acceptance of the eGK, the task is to better inform people with a lower
affinity to technology.

At last, seven (A1, A3, A4, A5, A7, A8, A9) of ten indicators of the acceptance are
significant whereas five of them exceed the limit of 0.1 (A1, A3, A5, A7, A9). For A6
and A8 the acceptance lies above 40%, for all other indicators above 50%. Even if this
indicates a certain acceptance of the eGK, there is still much room for improvement.
More than 20% of the interviewees do not want to use the electronic prescription, 25%
the drugs documentation, 34% the patient’s compartment, 24% the medical report. We
also asked for two functions that neither exist nor are planned in the future. Interest-
ingly, more than 36% of the interviewees want to use a patient’s profile and still 22%
want to use an analysis of their health data.

7 Conclusion

After several years of introducing the eGK, the information level of patients is still too
low and must be improved. Only well informed patients can perceive all functions of
the eGK and can judge the advantages and disadvantages. That leads to the current
situation that less than 60% of all patients want to use the voluntary functions. Even the
mandatory functions are only accepted by 60%. But the more patients see the benefits
of the eGK the more they are willing to use its functions. The acceptance of the eGK
declines, the more sensible data are affected. In contrast to other surveys [1] where
people with chronic illness favour the eGK as well as others do, in our survey espe-
cially people of poorer health do not accept the eGK. Thereby this is the group that can
benefit most of it. This may result from the NSA affair so that today people are much
more afraid of a misuse of their data. Concerning this, further research should be done.

In sum, it is evident to better inform the patients about the functions of the eGK its
advantages and all the efforts that are made to protect the data. This task does not seem
to be intractable because especially those people are more critical who are of poorer
health and therefore are more often to see the doctor. These visits are a good oppor-
tunity for information and also for an amelioration of the reputation of physicians and
probably insurance companies. If patients are well informed and appeased concerning
the protection of their data, even more continuative functions like a patient’s profile or
health data analysis are feasible than the ones that are currently planned.
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