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Preface

This book has been in the making for a long time. Looking back, a first whiff of the
idea for it arose at the Group Decision and Negotiation (GDN) 2012 Conference
held in Recife, Brazil, which was organized by Adiel de Almeida and Danielle
Morais. At this event, Hannu Nurmi gave a plenary presentation on voting theory in
which he outlined how it had developed in historical terms and he also set out some
of the principal results from social choice theory. The ensuing discussions revealed,
somewhat to our surprise, that voting theory is not a topic that is typically mulled
over in group decision and negotiation situations. Yet, it was recognized that voting
plays an important role in a wide variety of circumstances whether these be for
formal reasons (e.g., elections) or for informal purposes (e.g., impromptu gatherings
of people at which a decision is taken on an issue of common interest). Business
organizations were also known to resort to voting when making important
decisions.

The background of our deliberations was punctuated by three puzzling obser-
vations. First, it was clear that a large number of different voting procedures are
used to reach a seemingly common goal: to find the “will of the group,” a shared
view on policies, candidates or similar matters. So, why do we have such a variety
of procedures if they all are supposed to deliver the same thing? Second, the
properties of the procedures used differ and can lead to strongly contrasting out-
comes even when the distribution of opinions is fixed. So, shouldn’t it be asked if
some procedures are particularly well suited for some circumstances and work
poorly in others, and if this is so, can contexts be sketched out which indicate where
each type of procedure works best? Third, since the business decision-making
differs in many respects from political decision-making, is it possible to single out
procedures that are particularly appropriate for business contexts?

Throughout these discussions, other ideas were put forward about how to go
about selecting voting rules, and so, some papers were published by Adiel de
Almeida and Hannu Nurmi at GDN 2014 in Toulouse, France, and at GDN 2015 in
Warsaw, Poland. Both papers set out preliminary ideas for a framework for
choosing a voting procedure, which was applied in different contexts: the former in
a business organization and the latter in a leisure context. These papers were based
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on multi-criteria decision-making/aiding (MCDM/A) models that aim to support
decision-makers to select an appropriate voting procedure to reach a decision.

Under that perspective, we resolved to keep working on that issue until we were
ready to present every idea coherently. It is now four years later, and this book is
the result. Our primary motivation in writing it is to offer basic tools that aid
decision-makers to make intelligent choices with regard to selecting voting rules
that will be used in business contexts. The tools consist of basic descriptive devices,
central results, comparisons of existing procedures and explaining some funda-
mental paradoxes. Most chapters have appendices which discuss specific problems
in order to illustrate the material presented. This is intended to support the eventual
classroom use of the book in advanced courses on business administration and
management science. Basically, all the chapters are self-contained.

The book is structured into three parts and has a total of 19 chapters.
The first part (Chaps. 1–3) deals with the background of voting procedures.

Selecting voting rules is seen as a special case of a more general problem of why
and how the rules of cooperation emerge in communities. Since the majority
principle is commonly thought to be the cornerstone of group decision-making, it is
therefore given particular attention in this part of the book.

The second part (Chaps. 4–11) presents how voting procedures should be
evaluated and the justification for this. The main proprieties and strategic aspects of
voting procedures are discussed. The discussion in these chapters starts from the
classic assumption about the individuals who engage in group decision-making. In
particular, these individuals are assumed to be endowed with consistent views about
the decision alternatives. More technically, they are assumed to have complete and
transitive preference relations over the decision alternatives (policies and candi-
dates). In addition, the criteria of performance of various voting rules are defined
and set out in some detail. We deal with Condorcet criteria, monotonicity criteria,
the strategic properties of rules and other issues pertaining to standard theory. This
part thus builds upon the foundations of standard social choice theory. The aim is to
provide tools for rule selection in contexts where the assumptions of standard
theory hold.

Then comes the third part (Chaps. 12–19) of the framework and the process for
choosing rules. Chapter 12 discusses the decision process in the business context
and how to deal with aggregating decision-making preferences. Chapter 13 gives an
overview of the MCDM/A methods. Chapter 14 presents the framework for
choosing the voting procedure and how it is integrated into the overall decision
process in a business organization. Chapters 15–18 present applications of this
framework in different contexts, as follows: assessing the readiness of technology
for generating energy; tackling a water resource management problem; identifying
technology for generating renewable electric power; and evaluating a voting pro-
cedure for a Group Decision Support System (GRUS). Finally, Chap. 19
summarizes important issues that should be analyzed when choosing a voting
procedure.
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Chapter 1
Voting Rules in Context

Abstract All societies have rules. Some are explicitly based on them, but in general
rules take on many forms. They can strict and formal or ambiguous and informal or
something between these extremes. Many rules have a clear-cut motivation. Some
pertain to coordination such as the traffic rules. Some have the aim of avoiding col-
lectively irrational or harmful outcomes. The rules prohibiting cartel formation are
examples of these. This book deals with the problems of choosing rules.More specif-
ically, our focus is on rules of collective decisionmaking.We study themost common
collective decisionmaking rules singling out the advantages and disadvantages using
well-defined criteria.

1.1 Introduction

Rules are a pervasive feature in all societies from the primitive hunter-gatherer group-
ings through medieval city-states to modern industrial and post-industrial societies.
Their role is easily recognizable in modern systems with formally regulated ways
of rule production and application, but also informal rules constitute an important
aspect of living in a community of humans. Rules are often closely related to norms:
both map social situations into action patterns. The Ten Commandments of the Holy
Bible can be seen both as norms and as rules. Indeed, as a verb ‘rule’ is basically
synonymous with issuing a norm, e.g ‘the judge ruled that the defendant be impris-
oned for 2years’. Some rules, however, do not seem to be related to norms, at least
not directly. For example, ‘people tend to get angry when provoked’ seems to refer
to rule that expresses what often or almost always happens without stating that this
should be the case. Norms typically deal with what ought to be done or ought to be
left undone, while rules can have a purely factual meaning.

Rules are basically predictive devices. If you are living in England, you can predict
that the vehicles drive on the left-hand side on roads if the traffic is moving in two
opposite directions. Similarly, every community of individuals develops rules and/or
norms to regulate interactions between its members. Some rules are pretty flexible,
e.g. rules concerning how to greet one’s fellow group members (although in military
units the flexibility is almost nonexistent), while others contain precise instructions,
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2 1 Voting Rules in Context

such as forms to be filled when applying for a passport. Some rules do not presuppose
the existence of a social context. Thus, the rules of rational choice may be applied in
settings that can be characterized as games against nature: an individual is making
a choice between alternatives using only individual preference information (e.g. in
deciding on whether to lie on one’s left or right side when trying to get to sleep).

In groups or communities the fact that there are rules implies that one can to
an extent predict how people behave in certain types of situations. Rules are often
used in coordinating activities, e.g. in setting up meeting times and places. These
rules are sometimes called coordination norms in contradistinction to another ma-
jor class of social rules: the Prisoner’s Dilemma norms (Ullman-Margalit 1977).
These aim at reaching the cooperative, collectively rational outcomes rather than
the individually rational, non-cooperative ones in situations representable as Pris-
oner’s Dilemma games (Rapoport and Chammah 1965; Nurmi 1980).1 The classic
two-person Prisoner’s Dilemma payoff matrix is presented in Table1.1. Here one
player’s choices are represented as rows and the other’s as columns. Both can choose
either to cooperate (C) or to defect from cooperation (D). Situations describable
as Prisoner’s Dilemmas are typically situations involving collective good provision,
such as building a bridge, a road or maintaining public safety. The individually best
outcome (payoff 4) is obtained when the player defects (D), while the other player
cooperates (C). The cooperator then gets his/her worst outcome (1). If both players
cooperate the outcome brings the next to highest payoff (3) to both, while if both
defect the outcome is next to worst (2) to both. So, there are incentives to cooperate,
but if the other player cooperates, it is profitable to defect. This is a typical mixedmo-
tive game. Another somewhat less extensively studied game is Chicken (Table1.2).
It is less dramatic than Prisoner’s Dilemma, since in Chicken the players do not have
dominant choices because C is better than D if the other player chooses D, but D
is better than C if the other player chooses C. In Prisoner’s Dilemma, on the other
hand, D is the dominant choice for both players. Yet, by so choosing they end up
with the only Pareto sub-optimal outcome 2, 2.

Now, some Prisoner’s Dilemma norms aim at making the cooperative choices
more likely, but interestingly there are also rules that aim at exactly the opposite, viz.
to guarantee that the actors involved in a Prisoner’sDilemmadonot collude, but resort
to their individually rational strategies. These kinds of rules are often encountered
in arrangements that inhibit the emergence of price-fixing cartels or market sharing
collusion of enterprises.

The underlying assumption in these norms is that rules together with principles
guiding the behavior of actors determine the social states that prevail under those
norms. Some of these may be deemed desirable, others less so. Institutional design
deals preciselywith these kinds of settings and askswhich ruleswould - either always
or often enough - lead to desirable outcomes in equilibrium. In other words, institu-
tional design aims at establishing arrangements that result in desirable outcomes so

1Due to its assumed plausibility as amodel ofmany kinds of social interactions, Prisoner’s Dilemma
has generated a truly voluminous literature. Much of it is of experimental nature and seeks expla-
nations for the common deviations from individual benefit-maximization.
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Table 1.1 Prisoner’s Dilemma

C D

C 3, 3 1, 4

D 4, 1 2, 2

Table 1.2 Chicken game

C D

C 3, 3 2, 4

D 4, 2 1, 1

that the actors do not have second thoughts about their own strategies. When these
kinds of arrangement are found, one can predict that the desired outcomes are likely
to emerge barring changes in the principles of behavior.

In this book the focus is on principles of choosing the rules of choice. More
specifically we focus on rules that are used in making collectively binding decisions.
These decisions are often needed to guarantee the provision of collective or public
goods. These goods are by definition oneswhere the decentralizedmarketmechanism
fails to secure optimal provision. Typically, the decentralized supply is grossly sub-
optimal as no individual actor has an incentive to contribute to the provision.Given the
obvious sub-optimality, the coordination problem emerges. It is, in fact, in the nature
of Prisoner’s Dilemma. Since the decentralized mechanism is likely to fail, various
kinds of non-market rules have evolved. A prominent one among those is voting
whereby the alternatives to be voted upon are levels of the public good provision.
For voting to succeed in solving the public goods provision problem, the actors have
to commit themselves to the resulting voting outcomes. Our focus will be on reasons
for actors to agree to such a commitment.

Voting is often used in contexts that are related to public goods in somewhat indi-
rect way, e.g. in parliamentary legislation. The results are then pieces of collectively
binding legislation. While public goods provide a standard context for the applica-
tion of voting rules, many a voting takes place in settings where either private goods,
policies, norms or candidates form the sets from which the choice is to be made.
Often the act of voting is preceded by some kind of bargaining. If this fails, voting
is often deemed the last resort.

Voting may take place in public or private contexts and the methods of voting are
often quite similar. That is, while the alternative sets may vary, the voting systems
do not necessarily reflect this. E.g. one-person-one-vote rule is commonly applied
in both public and private settings. One would, however, expect that the criteria
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imposed on the voting rules could vary in different settings. This expectation forms
the rationale of thiswork.We consider the duplicate choice of the choice rule problem
from the angle of the contextual requirements rather than universally applicable
standards of performance. This will hopefully open a novel angle to the problem of
rule selection.

The plan of the book is the following. The first part deals with some of the classic
treatises in the field. We first discuss the rule choice problem as a cost minimization
one: each individual supports the collective decision rule that minimizes the expected
costs ensuing from its application. We then turn to the majority rule for it is often
considered as the most obvious rule to adopt and, perhaps because of this, it is also
widely used. It is also often regarded as the rule that defines democratic governance.
This chapter is very much in line with the traditional cost-benefit analysis of public
and private decision making. As such it provides a kind of bench-mark for the ap-
proach advocated in this book. After this brief discussion we turn to a more general
discussion on why so many voting systems exist, i.e what is their primary motivation
and what properties they have. The bulk of what follows next focuses on applying
the social choice theory to voting procedures. We introduce and evaluate a number of
voting systems using the standard social choice desiderata as benchmarks. We also
discuss the relevance of strategic behaviour in various voting contexts. Thereafter
we introduce a framework for facilitating the choice of a voting rule in business
contexts. An important role is played by multiple criterion decision making/aiding
(MCDM/A) tools and the standard procedure evaluations, but our aim is to pro-
vide a methodology for their systematic application in business contexts. The book
presents four applications in different contexts of the framework for choosing rules,
such as environmental policy and technological choice. The book is concluded with
a comparative assessment of the procedures in various contexts, i.e. a discussion on
the advantages and disadvantages of classes of rules. Our contention is that while
all voting procedures are vulnerable to some major flaws, there are circumstances
that de-emphasize some flaws in the sense of making them less likely to material-
ize. Hence, one should pay due attention to the contextual factors when making the
choice of a procedure.

1.2 Topics for Further Reflection

Consider the following questions from the view point of the organization you are
interested in. Elaborate the advantages and disadvantages related to the ways things
are arranged in the organization with respect to these questions.

1. What kinds of decisions are made by individuals in the organization?
2. What is the role of bargaining within the organization?
3. Which decisions are normally made by groups?
4. Are there explicit decision rules for group decisions?
5. Do the rules – if they exist – envisage secret balloting or roll-call type of voting

where the identity of voters is disclosed?



1.3 Suggestions for Reading 5

1.3 Suggestions for Reading

The books of Ullman-Margalit (1977) and Elster (1992) are relatively non-technical
introductions and overviews on the emergence and functions of norms. Somewhat
more restricted in scope and slightly more technical in presentation is Axelrod’s
(1984) text on evolution of cooperative strategies in repeated Prisoner’s Dilemma
games. Voting is intimately linked to democratic theory. The foundations of the
modern theory of voting were laid by Black (1958). Comprehensive overviews are
provided by Straffin (1980), Riker (1982) and Dummett (1984). One of the writers
of the present treatise gave his first contributions in Nurmi (1983, 1987).
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Chapter 2
Calculus of Consent

Abstract We discuss the problem of selecting a decision rule in the simplest possi-
ble setting involving dichotomous choice situations. The starting point is individual
utility maximization under two types of cost-constraints: one resulting from the col-
lectivity making decisions against the interests of the generic individual and the other
associated with resources that are needed to garner enough support for the passage
of motions that are in the individual’s interest. Our point of departure is the classic
decision making calculus envisaged by Buchanan and Tullock.

2.1 Introduction

One of the classics of modern public choice theory is Buchanan and Tullock’s (1962)
The Calculus of Consent. True to the spirit of public choice, it looks at the problem of
rule choice from the angle of an individual participant in a fictitious situation where
no collective decisionmakingmechanism exists. Each of the n individuals is assumed
to be rational in the narrow sense of maximizing his/her (hereinafter his) expected
utility. No assumptions regarding the utility of the various outcome states (elected
alternatives) are made. Rather, the collective choices are assumed to be costly for
each individual. Hence, the rationality in choosing rules amounts to minimizing the
cost involved in applying the rule. For this one has to be able to associate an expected
cost for each decision rule.

2.2 Individualism and Unanimity

Buchanan and Tullock’s account of political constitutions is radically individualis-
tic. As such it may be even more useful in the study of the principles guiding the
choice of rules in settings where a purely instrumental role is assigned to the rules.
One obvious way to choose rules would be to simply pick those that best serve the
public interest. This way is, however, rejected by Buchanan and Tullock because of
its explicit reference to the collectivistic notion of public interest. Whatever com-
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8 2 Calculus of Consent

Table 2.1 Pairwise majority
comparisons may lead to
Pareto suboptimal outcomes

Voter 1 Voter 2 Voter 3

A D B

B C D

D A C

C B A

parisons between rules are made have to based on individuals, their preferences and
beliefs, according to the individualistic approach. A constitutional arrangement can
be considered an improvement over another just in case all individuals judge it to
be in their interest to replace the latter with the former. So, public interest is in fact
reduced to individual interests and the standard of comparison of rules is based on
the unanimity rule. The reasons for this standard are two-fold. Firstly, the rule of
unanimity enables us to avoid interpersonal comparisons of utilities. If all individu-
als deem one constitutional arrangement an improvement over another, we can judge
the former preferable to the latter without assuming any other than purely ordinal
information about individual utilities. Secondly, the unanimity rule avoids the infinite
regress regarding the choice of rules of choice since – it is argued by Buchanan and
Tullock (1962, p. 15)

…it is clear that if all members of a social group desire something done that is within their
power, action will be taken regardless of the decision rule in operation.

On closer inspection the latter reason for unanimity rule is not correct since it
can happen that pairwise comparisons with the simple majority rule may lead to
outcomes judged unanimously inferior to some others that have been voted down in
earlier pairwise comparisons. For the general result, see (McKelvey 1979), and for a
fictitious example involving only four alternatives, see (Nurmi 1983, 196). The latter
is reproduced in Table2.1. The preferences of the three voters (or of three groups of
roughly equal size) over four alternatives – A, B, C, D – are presented so that the
higher up in the list an alternative is placed, the more preferred it is for the voter.
Suppose that the agenda of pairwise comparisons is: (i) B versus D, (ii) the winner
of (i) versus A, and (iii) the winner of (ii) versus C. Suppose furthermore that each
voter votes according to his preference in each pairwise comparison and that the
winner is always the alternative receiving more votes than its contestant. Then B
defeats D in ballot (i), A defeats B in (ii) and finally C beats A in (iii). Upon looking
at Table2.1 we see that the C is Pareto dominated by D. Hence, Pareto criterion
is violated.1 We shall return to this subject later on in this book. The point here is
that – in contrast to what Buchanan and Tullock suggest – not all voting rules result
in Pareto undominated outcomes, at least not in all environments.

1The Pareto criterion amounts to the following requirement on choices regarding any pair of al-
ternatives X and Y : if all individuals strictly prefer alternative X to alternative Y, then Y is not
elected.
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2.3 The Cost Calculus

The distinctive feature of Buchanan and Tullock’s analysis of the constitutional
choice problem is the individual utility calculus. A membership in a collectivity
exposes the individual to external costs, viz. costs that the individual incurs as a
result of the activities of others. Over these costs the individual has no control. The
other type of cost results from the individual’s active participation in the collective
activity. These are called decision making costs. They are associated with coming to
an agreement within the collectivity which the individual belongs to.

The two types of costs play a central role in the constitutional choice. To wit,
each constitutional arrangement is assumed to be associated with some amount of
expected external and decision making costs to each individual. The simple setting
that Buchanan and Tullock focus upon is one where each constitution is essentially
a collective decision making rule. In fact, it is reduced to a single number, viz. the
amount of individuals needed to support a motion in the collective decision making
body for it to pass, i.e to become the collectively binding decision. Obviously, the
setting applies to dichotomous (yes-no) voting situations only. Even so, how is it
possible to associate a cost or benefit for any individual in any constitution?

The basic assumption is that both external and decision making costs, when
summed up, constitute a function that a rational individual aims at minimizing. The
summands are assumed to vary from one individual to another. Yet, some general fea-
tures of the costs can be discerned. First, external costs are presumably at a minimum
when no collective action can be taken without the consent of the individual under
consideration. The only decision rule that guarantees this is unanimity: if the consent
of all individuals is needed for launching collective action, then also the individual
under scrutiny has to agree on the action. Hence, the individual whose main concern
is to minimize the chance of being overtaken by the action taken in the name of the
collectivity can be expected to support the unanimity rule. On the other hand, the
external costs can be expected to be at the maximum when any single individual can
launch the collective action in the name of the collectivity. Between the minimum
and maximum cost, the subjective views of the individual enter the picture, but some
qualitative observations can still be made. One can envision that, if unanimity is not
a feasible rule, the next best rule in minimizing the external costs is the n − 1 one
which requires that at least n − 1 out of n individuals have to support a motion. This
guarantees the individual that – while possible – collective action against his inter-
est requires the consent of all other members of the collectivity. In similar way one
may envision that the external cost minimizing individual will always support more
inclusive rules against less inclusive ones. Graphically, the external cost function
is monotonically decreasing function of the size of the support required for collec-
tive action. Within this general qualitative characterization, subjective attitudes and
beliefs can be expected to cause variations in the individual external cost functions.

Similarly, the decision making costs would seem to have a ‘natural’ maximum
point, viz. the rule which requires unanimity for collective action to ensue. This
follows from the fact that in order to launch collective action on an issue that has
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significance for him, the individual needs to convert all other members of the group
to his side on the issue. The more people he has to persuade, the more time and
possibly other resources are needed to accomplish this. On the other hand, if any
one member can launch collective action, i.e. the decision rule is one out of n, then
there are no decision making costs at all as the individual may act in the name of the
collectivity without consulting others. Between these extreme values the decision
making cost may vary between individuals. It seems reasonable, though, to assume
that it is monotonically increasing with the decision rule: the larger the number of
people required for collective action to ensue, the higher the cost of decision making.

Given these two types of costs, it is then straightforward to argue that a rational
individual supports the rule where the sum of the costs are minimal for him. Indeed,
the sum of costs makes it possible to construct a preference ranking of decision rules
for each individual. If the cost functions are identical for all individuals,we can expect
that the cost minimizing decision rule be unanimously selected. The assumption of
identical cost functions is, however, extremely strong. Not only do individuals differ
in the costs assigned to decisions related to any given issue (economic efficiency
vs. environmental quality, efficiency vs. equality in resource allocation, public vs.
private provision of health and/or education, etc.), but they may also have different
expectations regarding the frequency of various types of issues entering the agenda of
decisionmaking. Also the salience of the issues typically differs between individuals.
Hence,more likely than not, individuals differ in costminimizing decision rules.How
then should one proceed in selecting the collectively binding decision rule?

This crucial issue is all but ignored by Buchanan and Tullock. In a situation
where everybody involved knows that there are joint gains to be had through collec-
tive action vis-a-vis individual decentralized activities, there is a presumption that
the individuals get together to outline decision rules to be applied in the future in
similar situations. This suggests that in the ‘original situation’, i.e. before any collec-
tive action, the possibility of joint gains could be made by unanimity since everyone
expects to benefit from collective action. The specific decision rule that each indi-
vidual then supports in the forthcoming decisions regarding the collective action can
be whatever is unanimously accepted. Under the highly unrealistic assumption that
each individual’s vision of external and decision making costs under any given rule
is identical, there is a rule that is supported by all individuals in paired comparison
against any other rule. As said, however, this is an unrealistic assumption. It then
follows that in more realistic circumstances it is likely that no decision rule gets a
unanimous support against all other rules in pairwise contests. What we learn from
Buchanan and Tullock are the intuitively plausible principles that a rational indi-
vidual has in mind when pondering upon the rules he supports in joining collective
action. To wit, he considers the costs incurred by him in case the collective action
is taken against his interests and juxtaposes these with the costs of bringing about
collective action that furthers his interests.

For the purposes of the present work we can largely overlook the first stage of this
two-stage process where the individuals first decide to join a collectivity in order to
guarantee the provision of some collective goods, and then decide which particular
amount of support is required to launch collective action to produce the collective
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goods. We can assume that there is a unanimous support for forming of the group
or organization. Since unanimous support in this stage exists, could one then resort
to the same rule in the second stage, i.e. in deciding whether collective action is
warranted under specific circumstances? For individuals stressing the minimization
of external costs, this would be welcome, but in general unanimity rule would create
an enormous status quo bias. Hence, because of the high decision making costs
unanimity rule is rarely resorted to. On the other hand, less than simplemajority rules
– although associated with relatively small decision making costs – are infeasible
for they are bound to result in inconsistent decisions since of two mutually exclusive
motions both could receive enough support to pass. This kind of outcomes are clearly
unenforceable. Thus, in practice most decision making bodies resort to rules that
require at least 50% but less than 100% support for motions to pass. Next we focus
on the majority rule which for many commentators is viewed as a basic constituent
of democracy.

2.4 Topics for Further Reflection

1. Buchanan and Tullock’s view on the choice of rules emphasizes individual ratio-
nality. In your opinion, is this the proper way to analyze and evaluate collective
decision rules?

2. Compare Buchanan and Tullock’s fictitious original situation with the one intro-
duced and elaborated by Rawls (1971) in his classic work on social justice.

3. Do you agree with Buchanan and Tullock in including external and decision
making costs as the primary considerations in choosing the decision rule?

2.5 Suggestions for Reading

Calculus of Consent was a starting point of an extensive research program and the
original focal point of the public choice scholarly community. The main later works
of Buchanan are (Buchanan 1991a, b). Mueller (2003) provides a comprehensive
overview of the public choice tradition. Pettit (2002) represents a more general philo-
sophical approach to the problems of rules, norms and constitutional order.

References

Buchanan, J. (1991a). Constitutional economics. Oxford: Blackwell.
Buchanan, J. (1991b). The economics and ethics of constitutional order. Ann Arbor: The University
of Michigan Press.



12 2 Calculus of Consent

Buchanan, J., & Tullock, G. (1962). The calculus of consent. Logical foundations of constitutional
democracy. Ann Arbor: University of Michigan Press.

McKelvey, R. D. (1979). General conditions for global intransitivities in formal voting models.
Econometrica, 47, 1085–1112.

Mueller, D. C. (2003). Public choice III. Cambridge: Cambridge University Press.
Nurmi, H. (1983). Voting procedures: A summary analysis. British Journal of Political Science, 13,
181–208.

Pettit, P. (2002). Rules, reasons and norms. Oxford: Oxford University Press.
Rawls, J. (1971). A theory of justice. Oxford: Oxford University Press.



Chapter 3
The Majority Rule

Abstract We continue the discussion on rule choices in dichotomous settings. An
argument for the simple majority principle is built by assuming that each ballot
configuration is equally likely. In a situation where just three voters are present it
turns out that the probability of each voter being on the winning side is maximized
when the simple majority rule is adopted. This highly theoretical insight is then
developed by discussing May’s axiomatic characterization of the simple majority
rule.

3.1 Introduction

The rule of majority is often regarded as a basic ingredient of democratic rule.
In particular in dichotomous choice settings – e.g. yes or no decisions regarding
policies – the rule of majority is a quite natural consequence of the assumption that
each individual is considered equally important. It would seem to guarantee that the
majority of individuals is never on the losing side of the collective decision. If the
democratic deficit is understood as the difference between the collective decisions
and the views of the individuals, the majority rule apparently ascertains that the
democratic deficit never afflicts the majority of individuals. It will, however, be seen
shortly that these arguments for the majority rule are not necessarily tenable. Before
showing this, let us focus on an argument that justifies the rule on different grounds,
viz. maximizing the individual’s influence over the collective decisions.

3.2 Rae on Binary Decisions

The argument was first presented by Rae (1969). Consider a dichotomous setting
with two possible options: yes or no. Let the voting body consist of three individuals
I, II and III. Assuming that each voter votes for just one of the two alternatives, eight
different ballot configurations are possible. These are listed in the three left-most
columns of Table3.1.
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Table 3.1 Ballot configurations and collective decisions

Voter I Voter II Voter III Majority Unanimity k = 1

No No No No No No

No No Yes No No Yes

No Yes No No No Yes

No Yes Yes Yes No Yes

Yes No No No No Yes

Yes No Yes Yes No Yes

Yes Yes No Yes No Yes

Yes Yes Yes Yes Yes Yes

Table3.1 lists all conceivable ballot configurations involving three individuals
voting on a dichotomous issue. Each configuration (row in the table) assigns either
‘yes’ or ‘no’ vote to each voter. Hence there are 23 = 8 different configurations.
Assuming that at least two out of three individuals are needed to make a motion
pass or be rejected, the right-most column indicates the majority decision under each
configuration. If the voting body votes on only those issues that are supported by at
least one member of the body, we can exclude the first configuration (no, no, no)
from the set of feasible ones. We are thus left with 7 feasible configurations and their
associated outcomes. Looking at Table3.1 from voter I’s point of view, we notice
that his vote coincides with the majority decision in all but two configurations, viz.
those in the middle, i.e. (no, yes, yes) and (yes, no, no) configurations. Hence, if all
configurations are equally probable, the probability of voter I’s not having his way is
2/7 = 0.29. Similarly, voter II is on the losing side in configurations (no, yes, no)
and (yes, no, yes) and voter III in configurations (no, no, yes) and (yes, yes, no).
Obviously, then, the probabilities of not siding with the majority are the same for all
voters.

With unanimity rule we assume that ‘no’ represents the status quo and wins,
unless all three individuals support ‘yes’. Now, voter I does not get his way in
three configurations: (yes, no, no), (yes, no, yes) and (yes, yes, no). Similarly, for
voters II and III there are three configurations where their opinion differs from the
collective decision under unanimity rule. Therefore, assuming again that all feasible
configurations occur with identical probability, the probability of each voter not
getting his way in the collective decision under unanimity rule is 3/7 = 0.43. This
‘frustration probability’ is thus higherwhen the unanimity rather than simplemajority
rule is being applied. With three voters the simple majority and unanimity rules are
the only decisive rules in the sense that smaller than majority rules would not always
result in consistent outcomes as both ‘no’ and ‘yes’ could receive enough support
to qualify as collective decisions. Yet, both cannot conceivably be implemented.
Assuming, however, that ‘no’ is the status quo position we can envision any number
d between 1 and the total size of electorate to be adopted as the decision rule. So, in
our three person example, numbers 1, 2 and 3 can each be taken as the decision rule. In
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Table 3.2 Probability of not having one’s way (Rae 1969)

Number of voters

3 4 5 6 7 8 9 10 11 12

k = 1 .43 .47 .48 .49 .50 .50 .50 .50 .50 .50

k = 2 .29 .34 .39 .43 .46 .47 .48 .49 .50 .50

k = 3 .43 .34 .32 .35 .39 .38 .45 .47 .48 .48

k = 4 .47 .39 .35 .34 .36 .39 .42 .44 .46

k = 5 .48 .43 .39 .36 .36 .38 .40 .42

k = 6 .49 .46 .36 .39 .38 .38 .39

k = 7 .50 .47 .45 .42 .40 .39

k = 8 .50 .48 .47 .44 .42

k = 9 .50 .49 .48 .46

k = 10 .50 .50 .49

k = 11 .50 .50

k = 12 .50

fact we have already considered d = 2 and d = 3 since the first is the simplemajority
and the latter the unanimity rule. The last column in Table3.1 indicates the outcomes
when a ‘yes’ vote from any voter results in ‘yes’ being the collective decision.
Comparing the rows of this column with the ballots of each individual reveals that
each voter is on the losing side in three of the seven feasible configurations. So, of all
three decision rules the simple majority is associated with the smallest probability
of not getting one’s way.

When more than three voters are introduced there may be several decision rules
that require more than a simplemajority but less than unanimity. Does the superiority
of the simple majority over other rules still prevail? Rae (1969) conjectures that it
does. Table3.2 is borrowed from Rae (1969) and Abrams (1980). In each column
the minimum entries are written in bold characters. A glance at the table shows that
the simple majority rule is an all cases associated with the smallest probability of not
getting one’s way. In some cases the minimum value is associated with more than
one rule. This is the case when the number of voters is even and the simple majority
threshold is accordingly somewhat ambiguous.

Rae’s conjecture – which has been proven true first by Taylor (1969) and subse-
quently in more general terms by Curtis (1972) – constitutes a strong argument for
any individual to support the adoption of the simple majority rule. Of course, for an
individual who is profoundly suspicious of the decisions that are likely to be made
by the collectivity and who thus stresses the external costs in the individual calculus,
the unanimity rule is the best guarantee that his views are always represented in the
collective decisions.

Apart from the individual calculus aiming at maximizing the individual welfare
there is another approach to justify the simple majority rule, viz. to assess it with
respect to the theoretical properties of the rule. It turns out that most of these are
intuitively quite plausible and, thus, provide a case for the simple majority principle.
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3.3 Necessary and Sufficient Conditions

The intuitive notion of the majority rule starts from the idea that of two options
available the one supported by more individuals than the other should be selected as
the winner. In case both alternatives receive an equal support, there is a tie between
the two. In more precise terms, consider the set {x, y} of alternatives and a set N of n
individuals each endowed with a ballot Di , (i = 1, . . . , n) (May 1952). Each ballot
has exactly one of three values: Di = −1, 0, 1 with the first value indicating a vote
for y, the second abstaining and the third a vote for x .

The collective decision D can have each of these values as well. A group decision
function is then

D = f (D1, D2, . . . , Dn) (3.1)

Let us denote by N (1) the number of 1’s in the decision function (i.e. the number
of individuals strictly preferring x to y). Similarly, let N (0) and N (−1) be the number
of 0’s and−1’s, respectively, in the decision function. May’s definition of the simple
majority rule can now be stated:

Definition 1 Simple majority rule is a decision function f that has the values D =
1, 0 or −1 according to whether N (1) − N (−1) > 0,= 0 or < 0.

May’s characterization involves the following properties:

1. Decisiveness: the domain of f consists of the Cartesian product D1 × D2 × · · · ×
Dn . In other words, the function yields a value for any combination of individual
preferences over x and y.

2. Anonymity: any permutation of the individuals leaves the value of f unchanged.
That is, only the number of 1’s, 0’s and−1’s, not how they are attached to specific
individuals, determines the value of f .

3. Neutrality: f (−D1,−D2, . . . ,−Dn) = − f (D1, D2, . . . , Dn). In words, if ev-
eryone changes his mind so that those strictly preferring x to y now strictly prefer
y to x and vice versa and, moreover, those who are indifferent between x and y,
remain indifferent, then the outcome should change from 1 to −1, from −1 to 1
or remain unchanged if it was a tie.

4. Positive responsiveness: only one voter’s change of mind is required to break
a tie. More formally, if D = f (D1, D2, . . . , Dn) = 0 or 1 and if a new profile
is formed so that all individuals except i keep their opinions unchanged and i
changes his opinion from −1 to 0, from −1 to 1 or from 0 to 1, then x is chosen
under the new profile, i.e. D′ = f (D′

1, D
′
2, . . . , D

′
n) = 1, where D′ denotes the

new profile.

May’s characterization theorem states that a group decision function is the simple
majority decision if and only if it satisfies decisiveness, anonymity, neutrality and
positive responsiveness. Arguably these properties are quite natural and plausible.
The first property pertains to the general applicability of the function in guaran-
teeing that under all opinion distributions a collective decision can be found. The
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second and third properties, in turn, exclude discriminating decision functions. The
fourth property, finally, states that additional support, ceteris paribus, never harms a
candidate and that ties can be broken by the change of mind of a single individual.

The theorem gives quite a strong theoretical reason for adopting the simple ma-
jority rule. However, the above analysis pertains only to rather simple settings, viz.
those dealingwith two alternatives. Difficulties arisewhenmore than two alternatives
are being considered. In fact, the fourth property can be given at least two different
interpretations both of which feature in important theoretical results. We shall return
to these later on.

Since many choice situations involve far more than two alternatives, the above
results are not immediately applicable. What is needed is a method to narrow down
the candidate field to two. In policy choice settings two different methods are widely
used, viz. the amendment and successive methods. Their primary forums are in leg-
islative bodies. Both are based on agenda that determines the order of pairwise votes.
In the case of amendment method, each vote takes place between two policy (legisla-
tive) alternatives. In the successive procedure (to be distinguished from the successive
elimination or amendment procedure) each vote compares a specific alternative with
all those remaining in the contest. If the former is supported by a majority, it be-
comes the winner and no further votes are taken. Otherwise, it is eliminated and the
next alternative is picked up from the set of remaining alternatives to be confronted
with the other non-eliminated alternatives. The procedure continues until one of the
alternatives gets the support of more than half of the electorate.

In both amendment and successive systems, the role of agenda becomes very
important. Consider the classic Condorcet paradox profile of Table3.3. Assuming
that each voter votes according to the preferences reported in the table and with the
following agenda: (i) A versus B, and (ii) the winner of (i) versus C, C becomes the
winner since it defeats the winner of (i), viz. A, in the second ballot. Had the agenda
been (i’) A versus C, and (ii’) the winner of (i’) versus B, alternative B would have
become the winner. Also A can made the winner by constructing the agenda where B
and C are first confronted with each other and the winner faces A in the final ballot.

With sophisticated voting determined by backwards induction (a.k.a. Zermelo’s
algorithm Schwalbe and Walker 2001) the first-mentioned agenda leads to B, the
second one to A and the third to C. To illustrate the first outcome, depending on
the outcome of (i), C confronts either A or B in (ii). If the former, the result of the
second ballot is C. If the latter, the result of (ii) is B. So, the final outcomes that
the voters are considering – if sophisticated in the McKelvey and Niemi sense – at
the outset are C, if they vote for A, and B, if they vote for B (McKelvey and Niemi
1978). Since in terms of their preferences indicated in Table3.3 a majority prefers B
to C, the sophisticated voting leads to B. A similar argument applies to the two other
agendas.
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Table 3.3 A Condorcet paradox profile

1 voter 1 voter 1 voter

A B C

B C A

C A B

3.4 Topics for Further Reflection

1. Can you think of settings where having one’s way is not the primary reason for
advocating a decision rule?

2. Basically all rules for collective decision making envisage that a simple majority
or a larger than simple (qualified) majority of individuals have to support a motion
in order to get it passed. All dichotomous decision rules can be expressed in terms
of a number q ∈ (0, 1]. i.e. at least q × n individuals have to support a motion to
get it accepted. Can you give a reason for the requirement that q × n > n/2, i.e.
that q > 1/2?

3. Log-rolling or vote trading takes place when an individual or group supports
another in one issue in order the secure the latter group’s support on another
issue. Can you explain how this activity might benefit small groups? What do
we have to assume about the setting to guarantee that vote trading works to the
benefit of all those involved in it?

4. Consider the following profile (Table3.4).
Which alternative is the Condorcet winner?

5. Suppose that the agenda is the following: (i) A versus B, and (ii) the winner of
(i) versus C. Which alternative wins under sincere voting in Table3.4?

6. Which is the result under sophisticated voting in Table3.4?

3.5 Suggestions for Reading

Dichotomous choice situations have often been discussed in the context of weighted
majority voting where each participant is endowed with a fixed weight and the ma-
jority rule refers to procedure that results in whichever of the two alternatives is

Table 3.4 A profile with a Condorcet winner

1 voter 1 voter 1 voter

A B C

C C A

B A B
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supported by a group of participants with a weight sum larger than the total weight
sum divided by two. Usually the pertinent question is the distribution of voting power
among the participants. A very useful text in this is (Felsenthal andMachover 1998).
A sizable collection of contributions to this research field is compiled in (Holler and
Nurmi 2013). An epistemic argument supporting the majority rule in dichotomous
settings is Condorcet’s Jury Theorem which states that a group of individuals – with
the same probability p of being correct with p > 1/2 – resorting to majority rule is
correct with a higher probability than its individual members and, furthermore, the
probability of the majority being correct approaches unity as the size of the group
increases. The theorem has spanned an extensive literature, e.g. (Nitzan and Paroush
1982; Ladha 1995). We shall return to this subject later in this book.

Axiomatic characterizations have been given to several other procedures than the
binary majority rule. To wit, Fishburn established the axioms for the approval voting
and Young for the Borda count (Fishburn 1978; Merlin 2003; Young 1974). An
excellent text on agenda-based procedures and solution concepts is (Miller 1995).

Answers to Selected Problems

In Table3.4 the Condorcet winner is C since it would defeat both A and B is pairwise
majority comparison. By the same token, C would win in sincere voting under the
agenda envisaged. Also sophisticated voting would result in C since C wins every
pairwise comparison.
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Chapter 4
More Than Two Alternatives

Abstract We introduce and discuss the most common voting procedures. Our start-
ing point is the observation that voting rules can make a significant difference in the
voting outcomes. First we deal with the ambiguity of the notion of majority outcome
in cases involving more than two alternatives or candidates. The concepts of Con-
dorcet winner and core are introduced. We then define the voting procedures and
present some descriptive devices for the analysis of voting situations.

4.1 Introduction

In the preceding we have focused on situations involving only two alternatives for
the simple reason that it is in these situations that the simple majority decision
has an unambiguous meaning. With the advent of a third alternative, the majority
decision becomes ambiguous. Consider the following example (Table4.1). All three
alternatives canbe consideredwinners under three different procedures each resorting
to some majority-related principle. Firstly, A is the plurality winner, i.e. it is ranked
first by more voters than any other alternative. Secondly, B is the plurality runoff
winner since no alternative gets the support of at least half the electorate in a one-
person-one-vote- election. Hence a runoff between A and B – the two largest vote-
getters – is required. In this contest, B wins with 5 votes to 4. Thirdly, C is the
Condorcet winner, i.e. it defeats its two competitors with a majority of votes in
pairwise comparisons (C beats A with 5 votes to 4 and B with 6 votes to 3).

So, the discrepancy between three majority-related principles is maximal in this
setting. Let us see what the arguments against the selection of each alternative might
look like. Firstly, one could object the choice of A by pointing out that it is considered
the worst alternative by a majority of voters. Secondly, against the choice of B one
could argue that a majority of voters prefers another alternative, C, to it. Thirdly,
those opposing the choice of C could point out that C is the favorite alternative of
the smallest number of voters. So, each choice can be objected to with at least a
modicum of plausibility. It is worth observing that all three rules collapse into the
same outcome in all profiles where one alternative is ranked first by more than half of
the electorate since obviously then the plurality and plurality runoffmethods coincide
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Table 4.1 Ambiguous majority principle

4 voters 3 voters 2 voters

A B C

C C B

B A A

as no second round contest is required. At the same time, the candidate ranked first by
most voters becomes the (strong) Condorcet winner. Hence, no discrepancy between
rules emerges.

Despite the discrepancy exhibited by Table4.1 and similar settings, the Condorcet
winner is often considered a particularly plausible criterion of winning. Hence, the
methods that result in a Condorcet winner when one exists – the so-called Condorcet
extensions – are often deemed superior to the other main class of procedures, the
positionalmethods (Felsenthal andMachover 1992;McLean 1991; Risse 2001). And
indeed, the Condorcet winner criterion is clearly majoritarian in spirit.

Additional advantages have been discovered byCampbell andKelly (2015).Using
their terminology, let us call themethod that always chooses theCondorcetwinner the
Condorcet rule. An important result of Campbell and Kelly states that the Condorcet
rule is the only anonymous, neutral and strategy-proof rule in Condorcet domains
(Campbell and Kelly 2003, 2015; Merrill 2011). A rule is strategy-proof if and
only if there is no situation where it is manipulable by an individual voter. A rule is
manipulable by voter i in the preference profile P = (P1, . . . , Pn)when by changing
his/her preference ranking from Pi to P∗i , ceteris paribus, the ensuing outcome is
preferable by i to the original outcome.Thus, strategy-proof rules are notmanipulable
by any individual under any profile. Note, however, that the result is restricted to
Condorcet domains, i.e. domains where a Condorcet winner exists.1 Indeed, by a
result of Gärdenfors (1976), all Condorcet extensions that are anonymous and neutral
aremanipulable. The result of Campbell andKelly rests on a restriction of the domain
of social choice functions to the Condorcet domains.

Despite its prima facie plausibility it is not difficult to see that Condorcet exten-
sions may lead to severe problems. To wit, as Table4.1 shows the Condorcet winner
may be considered best by a smaller group of voters than any other alternative. In
fact, one may envision settings where the Condorcet winner is not ranked first by
any voter. Table4.2 is an example of this kind of profile. Here C is the Condorcet
winner, but is ranked first by no voter. Thus, if the Condorcet winner is elected, not
a single voter – much less a majority – gets his/her favorite alternative elected.

Another argument for choosing a Condorcet winner is presented by Dasgupta and
Maskin (2008). Theirmain result amounts to the statement that themajority rule is the
most robust voting rule. This requires some elaboration. Firstly, the majority rule is

1There are a couple of minor restrictions. Firstly, it does not hold when the number of alternatives
is 2 and the number of voters is even. Secondly, it is not known if the result holds when the number
of voters is a multiple of 4 and the number of alternatives is 3.
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Table 4.2 No voter ranks the Condorcet winner first

4 voters 3 voters 2 voters

A B D

C C C

D A B

B D A

defined by Dasgupta andMaskin as the rule that elects a Condorcet winner whenever
one exists. When it doesn’t, the rule ends up with an empty choice set.2 Secondly,
when saying that the rule is most robust these authors mean that it works well in
a larger class of environments than any other rule. The environments are basically
types of preference profiles under scrutiny. Thirdly, a voting rule works well – by
their definition – if it has the following properties: Pareto, anonymity, independence
of irrelevant alternatives (IIA) and generic decisiveness.3 What Dasgupta andMaskin
show is that if any rule F works well in a domain in this specific sense (i.e. has the
above properties for all profiles in that domain), then the majority rule also works
well (i.e has these properties) in that domain. Moreover, there are domains where
the majority rules works well, but F does not.

Of the conditions featuring in Arrow’s impossibility theorem, the authors have,
thus, chosen to retain the most controversial one, viz. IIA (Arrow 1963). Yet it is
puzzling that, if the voters are assumed to have ordinal (strict) preferences, the order
properties of those preferences are not utilized fully but in pairwise manner only as
is done in rules that satisfy IIA. The result states that the majority rule which returns
the Condorcet winner when one exists works well in domains where a Condorcet
winner exists. Formulated in another way it says that the Condorcet winner is never
Pareto dominated by other alternatives and can be determined on the basis of pair-
wise comparisons without reference to what happens in comparisons between other
alternatives, i.e. independently of irrelevant alternatives. That the Condorcet winner
is not Pareto dominated by any other alternative is obvious since if an alternative
Pareto dominates another alternative, it by the same token would defeat the latter
with n votes to 0 in a pairwise comparison. Hence the Pareto dominated alternative
cannot be a Condorcet winner.

2The definition of the Condorcet winner differs from the usual one in accepting alternatives that
beat or tie with all the others as Condorcet winners. This allows for the possibility that there is more
than one Condorcet winner in a profile. The concept of Condorcet winner in the sense of Dasgupta
and Maskin is thus the set of majority undominated alternatives. This set is generally known as the
core of the majority voting game.
3Pareto means that whenever an alternative x is strictly preferred to alternative y by all individuals,
then y is not elected. IIA requires that the collective preference between any x and y depends on
the individual preferences between these two alternative only. In other words, if in two profiles
with the same number of voters, each voter has an identical preference for x with respect to y, then
the collective preference between these two alternatives is the same in the two profiles. Generic
decisiveness means that the rule results in an outcome under all preference profiles.
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4.2 Voting Procedures Under Study

The number of voting procedures used in various contexts is large. Our focus here
is on the most widely used ones. Some of them have already been discussed in the
preceding, but we shall collect all definitions here once more for easy reference.4

• Amendment procedure (or successive elimination). This is a relatively common
parliamentary voting procedure. It proceeds through k − 1 pairwise comparisons
of candidates, if the number of candidates is k. The starting point is an agenda
determined exogenously e.g. by the speaker or chairperson. Starting from the two
first candidates in the agenda, pairwise comparisons are conducted so that the
losing candidate is eliminated, whereas the winner proceeds to be confronted with
the next candidate. The winner of the k − 1th pairwise comparison is declared the
overall winner.

• Plurality voting. This is perhaps the most common of all procedures. It is known as
one person-one vote or first past the post system. Each voter has one vote at his/her
disposal. Once the votes have been cast, the winner is the candidate or alternative
that has received more votes than any other. With more than two alternatives, it
is quite possible that the winner is a candidate who has less than 50% of the vote
total.

• Plurality runoff. This is a variation of the plurality voting. It is based on the intuitive
idea that in order to be considered the winner, a candidate needs to have the votes
of more than 50% of the voters. Each voter has again one vote. Once the votes have
been given, one determines whether any candidate has been given more than 50%
of the votes. If such a candidate exists, it is declared the winner. Otherwise, another
ballot is taken between those two alternatives that received more votes than others
in the first ballot. Again each voter has one vote. Now, barring ties, one of these
two gets more votes than the other and becomes thus the winner. The procedure
can also be implemented by using the rankings of candidates provided by the
voters as input. Then the first round consists of determining if some candidate
is ranked first by more than half of the electorate. If such a candidate is found,
he/she is the winner. Otherwise, the second counting round compares the relative
rankings of those two alternatives that are ranked first by more voters than any
other alternative.The one of those two which is ranked higher than the other by
more voters is the winner.

• Alternative vote or Hare’s system. Starting from the preference profile one first
determines whether there is a candidate that has been ranked first bymore than half
of the electorate. If there is, then this candidate is elected.Otherwise, one eliminates
from consideration the candidate that has been ranked first by the smallest number
of voters and modifies the original profile as if this candidate had not been in the
ballot at all. A new determination is then made to ascertain if any candidate has
now been ranked first by more than 50% of the voters in the modified profile.

4For a more extensive discussion, see e.g. Felsenthal and Nurmi (2018, 15–23) and Nurmi (1987).
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If some candidate is, then this candidate is elected. Otherwise the procedure is
repeated until a winner is found.

• Anti-plurality voting. In this system all voters assign one vote for every alternative
ranked higher than the least preferred one. The votes are summed up and thewinner
is the candidate with the largest sum of votes.

• The Borda count. This is based on rankings over candidates. If the number of
candidates is k, a candidate ranked first by a voter gets k − 1 points from that
voter, a second ranked candidate gets k − 2 points etc, the last-ranked one gets
0 points. Summing up the points gives the Borda score of the candidate. The
candidate with the largest score is the winner in the Borda count.

• Nanson’s rule. This is a sequential elimination procedure based on theBorda scores
of candidates as follows. On the first round, the Borda scores of all candidates are
determined whereupon those with the average or smaller Borda score are elimi-
nated. In the resulting reduced profile the Borda scores of remaining candidates
are re-computed and again those with at most the average Borda score are elimi-
nated. The procedure is repeated until such time when only one candidate is not
eliminated. This is the winner by Nanson’s rule.

• Copeland’s method. Given a preference profile, one determines for each candidate
the number of candidates it defeats by amajority of votes in pairwise comparisons.
This number is the Copeland score of the candidate. The scores range from 0 to
k − 1, if there are k candidates. The score k − 1 indicates that the candidate in
question defeats all the other and is, thus, the Condorcet winner. In any event,
Copeland’s method elects the candidate with the largest Copeland score.

• Black’s procedure. Given a preference profile, one first determines if there is a
Condorcet winner. If there is, then it is the winner of Black’s procedure. Otherwise,
the winner is the candidate with the largest Borda score (i.e the Borda winner).

• Coombs’ procedure.Given apreferenceprofile, onedetermines if there is candidate
ranked first by more than half of the electorate. If such a candidate exists, it is the
winner under Coombs’ procedure. Otherwise, one eliminates the candidate who
is ranked last by a larger number of voters than any other candidate. One then
examines the resulting reduced profile to find out if some candidate is now ranked
first by more than half of the electorate. If such a candidate is found, it is the
Coombs winner. Otherwise one continues eliminating candidates until a winner is
found.

• Kemeny’s median. Given a preference profile, one looks for the ranking over the
candidates that is closest to the profile in the sense of requiring the smallest number
of binary preference switches of candidates in individual rankings to become
universally adopted. Alternatively, given a preference profile and a fixed ranking,
one computes the support of this ranking by adding up the number of voters whose
preferences over all pairs of candidates coincide with those in the ranking under
consideration. The ranking with the largest support is the Kemeny ranking. Its
top-ranked candidate is the Kemeny winner.

• Maxmin procedure. Let the set of alternatives be A. Given a preference profile one
conducts for each alternative x all pairwise comparisons and determines for each
pair (x, y) the support s(x, y) of x . Letmin(x) = miny∈As(x, y) be the minimum
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support for x is all pairwise comparisons. The maxmin winner M is the alternative
with the largest minimum support, i.e. M = {z ∈ A|min(z) ≥ min(y), for all y ∈
A}.

• Dodgson’s rule. One determines for each candidate the minimum number of pref-
erence switches between two adjacent candidates in the voters’ rankings for this
candidate to become the Condorcet winner. The candidate associated with the
smallest minimum number is then the winner. Obviously, Dodgson’s rule nec-
essarily elects the Condorcet winner when one exists as it requires no pairwise
preference switches at all to become the Condorcet winner.

The above procedures are but a sample of those discussed in the literature.
Nonetheless they display the wide variety among the opinion aggregation meth-
ods applicable in ranking environments. Together with the few methods applicable
in non-ranking settings discussed in this book they provide a rich menu for choice.
The ranking procedures fall quite naturally into three classes: binary, positional and
hybrid systems. The first class consists of systems that determine the winner on
the basis of pairwise comparison of candidates. Positional procedures, in turn, use
information about the positions of candidates in individual rankings, while hybrid
systems use both types of information or repeat the computations in reduced alter-
native (or voter) sets. In the above list maxmin and Copeland’s methods are clear
examples of binary systems, but a closer inspection reveals that also Kemeny’s me-
dian and Black’s procedure are based on pairwise comparisons. So is in principle
also the Borda count, although it is commonly deemed a positional system. Plurality
and anti-plurality procedures are purely positional as are Nanson’s and Coombs’
systems. Black’s procedure is a standard example of a hybrid system.

4.3 Some Descriptive Devices

The analysis and evaluation of voting procedures requires descriptive instruments.
Our starting point is the preference profile, i.e. a collection of complete and transitive
preference relations by voters. The most useful device to use in analyzing profiles is
the outrankingmatrix. If the number of candidates is k, this represents the preferences
in a k × k matrix. Each row and column represents a candidate and the entry x in the
row representing candidate i and in the column representing candidate j indicates that
according to the profile x voters prefer candidate i to candidate j . The diagonal entries
are marked with “–”. Table4.3 gives the outranking matrix of Table4.2. In the three
columns on the right separated by vertical line we list the minimum and maximum
entries of each row and well as the row sum. In other words, the three columns
indicate the minimum and maximum support given to the candidate represented by
the row in all pairwise contests with the others as well as the sum total of its support
in all pairwise comparisons. The last entry in each row is always identical with the
Borda score of the candidate represented by the row.
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Table 4.3 Outranking matrix of Table4.2

A B C D min max sum

A – 4 4 7 4 7 15

B 5 – 3 3 3 5 11

C 5 6 – 7 5 7 18

D 2 6 2 – 2 6 10

Several things can be discovered when looking the outranking matrices. Firstly,
if there is a Condorcet winner, all entries, including the minimum one, on the row
corresponding to this candidate have values larger than n/2, with n denoting the
number of voters. Since n = 9 in the present example, the minimum entry of the
eventual Condorcet winner should be at least 5. C satisfies this criterion and is thus
the Condorcet winner in Table4.2. Secondly, the eventual Condorcet loser can also be
spotted by looking the outranking matrix. For a Condorcet loser, the entries must all
be less than n/2. None of the candidates here does so poorly in pairwise comparisons
and, hence, we can conclude that there is no Condorcet loser in this example. In other
words, all candidates beat at least one of their contestants in pairwise comparisons.
Thirdly, the row sums indicate the Borda scores of candidates. Thus, we see that C
is the Borda winner and the overall Borda ranking is C � A � B � D. Fourthly, the
maxmin winner is the candidate with the largest minimum entry in its row. Here it is
Cwhich is also the Condorcet winner. The coincidence of the Condorcet andmaxmin
winners is not accidental, but follows from the fact that at most one candidate can
defeat all others by strictly more than n/2 votes. All other candidates then have at
least one entry (viz. that corresponding to the Condorcet winner) in their row with
a value strictly less than n/2. Hence, no other candidate than the Condorcet winner
can become the maxmin winner in profiles where a Condorcet winner is present.

In some circumstances another descriptive device is useful, viz. the tournament
matrix. This is also a k × k matrix. Its entries are either 0 or 1, the latter indicating
that the candidate represented by the row defeats the candidate represented by the
column. When this is not the case, the entry has the value 0. The criterion of defeat
is usually that of relative majority, i.e. X defeats Y just in case more voters prefer X
to Y than Y to X . The tournament matrix corresponding to Table4.2 is presented in
Table4.4.

Table 4.4 Tournament matrix of Table4.2

A B C D

A – 0 0 1

B 1 – 0 0

C 1 1 – 1

D 0 1 0 –
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The tournament matrix enables us to discover the eventual Condorcet winners
and losers immediately. The row corresponding to the former has the sum of entries
equal to k − 1, while the latter has the row sum equal to zero. The Copeland winner
is the candidate with the largest row sum.

All preference profiles can be transformed into outranking matrices. Similarly,
all outranking matrices can be transformed into tournament ones once the criterion
of winning (or defeat) is given. Both transformations lose some information: the
first transformation loses the information about the ordinal properties of preference
rankings, the second transformation loses the information on margins of victory or
defeat of candidates.

4.4 Topics for Further Reflection

1. Construct a preference profile of three voters over four alternatives where there
is a Condorcet winner which is ranked first by no voter.

2. Consider the following profile (Fishburn 1973, 147):

1 voter 1 voter 1 voter 1 voter 1 voter
D E C D E
E A D E B
A C E B A
B B A C D
C D B A C

Form the corresponding outranking matrix, i.e. a 5 × 5 matrix where the entry
on the i’th row and j’th column represents the number of voters preferring i’th
alternative to the j’th one.

3. Determine the Condorcet winner, i.e. look for the row in the outranking matrix
where all non-diagonal entries are greater than the number of voters (5) divided
by two.

4. Determine the Borda winner, i.e. look for the row with the largest sum of non-
diagonal entries.

5. Which one looks more plausible as the winner? Please explain.

4.5 Suggestions for Reading

The Condorcet extension systems – i.e. those that always elect the Condorcet winner
when one exists – enjoy a widespread support among the social choice community.
See e.g. Felsenthal andMachover (1992),McLean (1991).A strong case for theBorda
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count, on the other hand, has been built by Saari (1995) and (2003). A comprehensive
overview of positional methods is Pattanaik (2003).

Answers to Selected Problems

1. An example is the following profile:

Voter 1 Voter 2 Voter 3
A C B
D D D
B A C
C B A

Here D is the Condorcet winner, but not ranked first by any voter.
2. the outranking matrix is:

A B C D E
A – 3 3 2 0
B 2 – 3 2 0
C 2 2 – 2 1
D 3 3 3 – 3
E 5 5 4 2 –

3. The Condorcet winner is D since all elements in its row are larger than 2.5.
4. The row sums are 8, 7, 7, 12 and 16, respectively for A, B, C, D and E. Hence,

E is the Borda winner.
5. Arguably E is more plausible choice than D since E is ranked first by as many

voters as D, first or second by strictly more voters than D. In fact, all voters rank
E first, second or third, while D is ranked last or next-to-last by one voter each.
Positionally E is thus a better choice than D.
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Chapter 5
Strategic Aspects

Abstract This chapter deals with the concept of manipulation, understood as pref-
erence misrepresentation, in the light of the main theoretical results focusing on
their practical significance (This chapter is largely based on Nurmi (Transactions on
computational collective intelligence XXIII. Springer, Berlin, pp. 149–161, 2016)).
Manipulability is a pervasive property among choice rules. However, its practical
importance hinges on several things. The information requirements of successful
misrepresentation can be very demanding and suitable situations may not be com-
mon. We also review some indices measuring the degree of manipulability of choice
functions. Moreover, the results on complexity of manipulation as well as on safe
manipulability are briefly touched upon.

5.1 Introduction

The voting rules are mappings from individual preferences to outcomes (candidates,
policy options, rankings). The rules specify which choices will ensue once the indi-
viduals report specific preferences. In real world these preferences are not necessar-
ily those that the individuals have regarding the alternatives. It may be beneficial for
some individuals to report preferences that are not precisely identical to their true
preferences. Thus, for example, in one-person-one-vote elections individuals who
deem their true favorites having no chance of winning will quite understandably
vote for one of the realistic candidates rather than their true favorite. The same holds
for other voting systems as well, as will be seen below. Yet, sometimes this devia-
tion does not improve the outcome from what sincere voting would have resulted in.
Indeed, it may even make the outcome worse from the individual’s point of view. In
any event, the possibility of the individuals deviating from their true preferences in
voting makes it difficult to consider voting rules as mappings from true preferences
to voting outcomes. Rather the rules should be seen as ways of mapping reported
preferences to voting outcomes.
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5.2 The Concept of Manipulation

Ever since the publication of Farquharson’s (1969) seminal work in late 1960s the
concept of manipulation has played an important role in the social choice and voting
theory. Stemming from the Latin word ‘manipulus’ (handful, bundle or, as a military
term, maneuverable formation) it refers to ‘handling or using, esp with some skill,
in a process or action: to manipulate a pair of scissors’ (Collins English Dictionary).
It also denotes ‘falsification for one’s own advantage’. It is in the latter meaning that
‘manipulation’ is being used in the social choice theory. In short, in refers to activity
whereby an individual or group gives an incorrect report on its preferences in order
to change the voting outcome to his/her or its advantage. It is quite common to speak
about manipulation just in those cases where the intended result is achieved, i.e.
when the falsification succeeds in bringing about an improvement in the outcome
reached. Let us now make this concept a bit more precise.

Let X be the set of alternatives, N the set of voters,R the set of n-person preference
profiles over X and F : R × A′ → 2X , for any A′ ⊆ X , a social choice function. I.e.
F associates with any subset of X and preference profile over it, a subset of X called
the winners or the social choice set. A pair consisting of a set of alternatives and a
preference profile over this set is called a situation.

Definition 1 F is manipulable (by individuals) if and only if (hereafter iff) there is a
situation and an individual so that the latter can bring about a preferable outcome for
himself/herself by preference misrepresentation than by truthful revelation of his/her
preference ranking, ceteris paribus.

More formally, F is manipulable iff there is a situation (X, R), where R =
(R1, . . . , Rn), so that there is a pair x, y ∈ X with x Pi y and F(X, R1, . . . , Rn) = y
and F(X, R1, . . . , Ri−1, R′

i , Ri+1, . . . , Rn) = x .
In other words, F is manipulable iff there is at least one such situation where

the n-tuple of sincere voting strategies does not lead to a Nash equilibrium (in pure
strategies).1

Definition 2 F is non-trivial (non-degenerate) iff for each alternative x, there is a
preference profile so that x is chosen.

Table5.1 illustrates manipulation in the the widely used plurality runoff system.
Here X = {A, B,C} and |N | = 17. With sincere voting the runoff contestants are A
andC,whereuponCwins. Should now the 2 right-most voters switch their preference
between A and B, the runoff would take place between A and B, whereupon A, their
favorite, would win.2

1A Nash equilibrium in pure strategies is an n-tuple of strategies (one for each individual) such that
no individual is better off deviating from his/her strategy in this n-tuple, provided that the others
stick to their strategy choices. So, in Nash equilibrium unilateral deviations do not bring benefit
to the deviator. The same idea extends to mixed strategies, i.e. probability distributions over pure
strategies. In this work we focus on pure strategies only.
2With sincere voting the outcome is the worst for the 2 voters, with strategic voting their most
preferred alternative wins.
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Table 5.1 Manipulation in plurality runoff system

6 voters 5 voters 4 voters 2 voters

A C B A

B A C B

C B A C

Table 5.2 Manipulation in the amendment procedure

2 voters 3 voters 2 voters 2 voters

A B C C

B C A B

C A B A

Table5.2 gives another example of manipulation, this time in the case of the
amendment procedure used e.g. in U.S. Congress and well as in Finland and Sweden
in parliamentary decision making. Here X = {A, B,C} and |N | = 9.3 Since the pro-
cedure is based on an agenda, we use the following agenda to illustrate manipulation:
(1) A versus B, (2) the winner versus C.With sincere voting Bwins. Suppose that the
2 right-most voters vote as if their preference were: C � A � B. Then the winner
is C, their first ranked alternative.

In the definition above as well as in the examples just discussed, manipulation
takes the form of misrepresentation of preferences, i.e. reporting in the ballots cast a
preference order that does not correspond the preferences one holdswith regard to the
alternatives or candidates at hand.Manipulation in this sense does not, however, cover
the entire spectrum of strategic behaviour in voting contexts. In particular, it does not
cover manipulation through agenda control. Our primary aim is, however, to assess
the significance of the results achieved in the field of preference misrepresentation.

5.3 Is the Condorcet Winner Criterion Plausible?

In the debate concerning the relative plausibility of Condorcet winner versus Borda
winner, an often stated claim is that the Borda winner is crucially dependent on the
alternative set under consideration.More importantly, a removal of an alternativemay
dramatically change theBorda ranking between the remaining alternatives. Similarly,
adding an alternative may essentially change the Borda ranking among the rest of the

3It should be mentioned that in the profiles constructed in this work, the number of voters having
each preference ranking can be multiplied by any integer without changing the outcomes as long
as the same integer is used as the multiplier in all preference rankings. This follows from the
homogeneity of nearly all procedures discussed here. The only exception is Dodgson’s rule, but its
non-homogeneity is not relevant in the examples discussed in this book.
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Table 5.3 Subset choices by Borda count

2 voters 2 voters 2 voters 1 voter

D A B D

C D A C

B C D B

A B C A

Table 5.4 Instability of plurality procedure

Voters

3 6 3 5 2 5 2 4

A A B B C C D D

C D C D B D B C

D B D C D B C B

B C A A A A A A

alternatives. These findings were made by Fishburn in two articles (Fishburn 1974,
1981). Consider the 7-voter, 4-alternative profile of Table5.3. The alternatives might
be the candidates in the athlete of the year contest where prominent sport journalists
vote on four main candidates by indicating their ranking over these athletes.

Borda count results in the ranking D � A � B � C . However, before the results
are made known, some evidence turns out suggesting that D is guilty of using il-
legal performance-enhancing drugs. D is, therefore, found ineligible in the contest
at hand. Since nothing else has changed in the circumstances, it is decided that the
submitted rankings be used in determining the Borda ranking over the remaining
three candidates. Upon computing the new scores it is found that the new ranking
is C � B � A, i.e. a complete reversal of collective preference over A, B and C.
Fishburn’s result states that if alternative x is the Borda winner in set X , there are
such profiles that x wins in only one proper subset of X . Clearly then widening or
narrowing the alternative set opens avenues for outcome control. Could one then find
some other positional procedure that provides more stable outcomes under variations
of the alternative set? Saari’s (2001, p. 70) answer is a resounding: no. Table5.4 of
Saari shows the extreme instability of the plurality procedure.

In Table5.4 the collective ranking in terms of the plurality votes is: A � B � C �
D. Strike now the last alternative D out and recompute the plurality scores for the
remaining three alternatives to get C � B � A, which reverses the previous ranking
among A, B and C. Finally, let us now eliminate the lowest-ranked alternative A
and recompute the plurality scores to get B � C , which again reverses the previous
ranking over B and C.

These examples come nowhere near in describing the profound instability possi-
bilities underlying the positional procedures. These are captured in Saari’s (2001, p.
72) theorem.
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Theorem 1 Saari. Consider a setting with at least three candidates. Then proceed
as follows:

• rank the candidates in any desired way and choose procedure to be used in this
set of candidates,

• eliminate one candidate, place the remaining ones into any ranking (independently
of the preceding ranking) and choose again a positional procedure to be applied
to this set of candidates,

• continue in this way until just two candidates are left and rank these two using the
majority rule.

There exists a profile which produces exactly the outcomes described above when
the voters vote in each subset using the designated positional procedure.

These profiles are thus completely chaotic: the result in the superset of alternatives
in no way enables one to predict the collective choices in the subsets. There is no
systematic connection between winning in subsets and in the outcome rankings in
the supersets – or subsets, for that matter.

In defense of the Condorcet extensions one could, however, maintain that remov-
ing non-winning alternatives from consideration because of ineligibility does not
change Condorcet winners. If an alternative wins all the others in binary contests by
a majority of votes in a set of alternatives, surely it will also win all the remaining
ones if an ineligible alternative is removed. So, Condorcet extensions would seem
to be immune to removing alternatives from the alternative set, while this is clearly
not always the case with positional procedures. There are, however, modifications
in the choice setting that change the Condorcet winner in a implausible way – while
not changing the Borda winner. Consider the profile of Table5.5.

Ignoring the thick vertical line for a moment, we have a 23-voter profile over three
alternatives. There is a Condorcet winner, viz. B which is also the Borda winner.
Observe that the 12-voter sub-profile on the right-hand side of the thick vertical line
constitutes a Condorcet-paradox profile: A defeats C, C defeats B and B defeats A,
all with an 8 to 4 margin. Focusing on this sub-profile only, there is no reason – based
on the ranking information only – to put one alternative ahead of another since each
alternative is ranked first, second and third equally many (4) times. A perfect tie,
then, prevails in this sub-profile. Focus now on the left side sub-profile of 11 voters.
There A is a strong Condorcet winner, but B is the Borda winner. Now, if the 12-voter
sub-profile is a perfect tie, its addition to some profile should, intuitively, make no

Table 5.5 Condorcet instability

Voters

7 4 4 4 4

A B A C B

B C C B A

C A B A C
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difference to the outcome in the latter: if there was a winner, it should not change
by the addition of a perfectly tied sub-profile. And, indeed, this is the case if the
Borda count is applied; B wins both in the 11- and 23-voter profiles. For Condorcet
extensions, in contrast, the addition of the tied sub-profile changes the Condorcet
winner from A to B.

So, both Condorcet extensions and the Borda count are subject to instabilities as
the result of various modifications in the choice settings. What makes the former
methods more questionable, however, is the existence of several results showing the
incompatibility of theCondorcet extensionswith some other social choice desiderata.
Of particular interest in the democratic deficit discussion are results showing that all
Condorcet extensions are vulnerable to the no-show paradox (Moulin 1988). A no-
show paradox occurs when a group of voters with identical opinions is better off (in
terms of their own preferences) by not voting at all than by voting according to their
preferences (Fishburn and Brams 1983).

In determining whether the paradox can occur one has to compare two profiles:
(i) one where everyone submits a ranking and the result is determined on the basis
of this, and (ii) one which is otherwise the same as in (i), but a group of identically
minded voters abstains. If the outcome in (ii) is ranked higher in the preference of
the abstainers than the outcome of (i), then an instance of the no-show paradox has
occurred. The no-show paradox comes in two versions: the ‘plain’ one, just defined,
and the strong version. The latter occurs when the outcome in (ii) consists of the
alternative ranked first by the abstainers. In other words, the result of abstaining is
not only required to be preferable to the one in (i), but the best one for the abstainers.

Table5.6 presents an instance of the strong version under a specific Condorcet
extension, Black’s method. As was pointed out earlier, the method is a combination
of two principles: (i) if a Condorcet winner exists, it is elected, otherwise (ii) the
Borda winner is chosen.

In Table5.6 alternative D is the Condorcet winner and is, therefore, the winner of
Black’s method. Now, consider the same profile modified so that the right-most voter
abstains. This is now the profile (ii) in the above definition. In this (ii) profile there is
no Condorcet winner. Accordingly, the Borda winner E is elected by Black’s method.
A glance at Table5.6 reveals that E is the first ranked alternative of the abstaining
voter. We therefore have an instance of the strong no-show paradox.

Table 5.6 Black’s method and the no-show paradox

1 voter 1 voter 1 voter 1 voter 1 voter

D E C D E

E A D E B

A C E B A

B B A C D

C D B A C
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Table 5.7 No voter ranks the Condorcet winner first

4 voters 3 voters 2 voters

A B D

C C C

D A B

B D A

Obviously the strong no-show paradox is more dramatic failure of responsiveness
of a voting system than the ‘plain’ version of the paradox. It is therefore worth asking
what kind of procedures are vulnerable to this stronger version. Pérez gives an answer
to this question (Pérez 2001): nearly all Condorcet extensions are vulnerable to the
strong no-show paradox. The only commonly known exception is the maxmin rule
(Kramer 1977).

From the vantage point of minimizing democratic deficit, the positional proce-
dures would seem preferable to Condorcet extensions. At least situations resembling
that depicted in Table5.7 can be avoided by plurality-related systems. This is, admit-
tedly, not a conclusive argument in favour of positional systems, but in the restricted
domain of minimizing democratic deficit it should have some bearing. By adopt-
ing Condorcet extensions one runs the risk of encountering no-show paradoxes and
these undermine the very rationality of ‘going to the people’, i.e. turning to the elec-
torate for advice. The Borda count, on the other hand, can be directly related to the
minimization of democratic deficit (Nitzan 1981).

Consider a profile of individual preferences over a set of alternatives. Take nowany
alternative, say x , and a voter, say i , into consideration and determine the number
of pairwise preference switches that are needed to make x the first ranked by i .
Obviously this is the same as counting the number of alternatives ranked higher
than x by i . Considering all voters gives us the sum measure of how far from the
observed profile is from one where everybody ranks x the first. Comparing these
sum measures of all alternatives suggests a reasonable way of electing the winner,
viz. the alternative which has the smallest sum. It has been shown by Nitzan that is
precisely the Borda winner. This gives us a pretty strong case for using Borda count
as a method: it minimizes the democratic deficit when the latter is measured as the
distance froma consensuswhere all individuals have the same alternative ranked first.
Admittedly, this argument against Condorcet extensions rests to some extent on the
definition of the democratic deficit as the difference between collective outcomes
and the individual preference rankings. Should one adopt a different approach to
describing voter opinions, the conclusion might also be different.
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5.4 Principal Results

The best-known result in manipulation literature is undoubtedly the theorem proven
by Gibbard (1973) and Satterthwaite (1975). In contradistinction to the social choice
function defined above, the theorem deals with another formal counterpart of voting
rule, viz. the resolute social choice function, sometimes also known as the social
decision function. This concept refers to mechanisms that in every situation end up
with one and only one alternative specified as the winner.

Theorem 2 (Gibbard-Satterthwaite 1973–75). Every universal and non-trivial res-
olute social choice function is either manipulable or dictatorial.

One strategy of proof is the following (Feldman and Serrano 2006):

1. It is shown that any universal, non-trivial and non-manipulable SCF must satisfy
the Pareto condition if the number of voters is two.

2. One goes through all 36 different preference profiles of two voters and three al-
ternatives and determines the winners that are possible under the Pareto principle.
It turns out that the possible outcomes make either the rule manipulable at some
profile or one of the voters is a dictator (the outcome is always his first ranked
alternative).

3. The argument is extended to larger electorates and larger alternative sets.

The theorem is prima facie very damaging to the view that voting procedures
always reveal ‘the will of the people’. After all, what it says is that no reasonable
voting rule can be expected to accomplish this under all circumstances. But does it
apply to all reasonable voting rules? It does not. In fact, it applies directly to very
few since very few systems are resolute. By far the most procedures may end up in a
tie between two or more alternatives. These are then broken in various ways to select
the winner. Nonetheless the rules themselves are typically not resolute.

It is, however, relatively straight-forward to show by way of examples that all
systems used in practice are – while not resolute – still manipulable through prefer-
ence misrepresentation. Two examples were shown in the first section of this chapter
(Nurmi 1984). What should be observed, though, is that in both examples above, a
coordination of several like-minded voters is required for successful manipulation.
By glossing over the possibility of ties in outcomes, the Gibbard-Satterthwaite theo-
rem also overlooks the distinction one could make between procedures manipulable
by individuals and those manipulable by coalitions. Similarly, it overlooks the dis-
tinction between outcomes that result from manipulation in cases where there are
ties in manipulated and non-manipulated outcomes. These distinctions are taken into
account in Taylor’s (2005) comprehensive analysis. The overall conclusion remains
that a vast majority of voting systems is manipulable in some sense. So, the Gibbard-
Satterthwaite theorem seems to extend far wider than the concept of resolute social
choice function would envisage.

Yet, some of the dramatic effect of the Gibbard-Satterthwaite theorem is lost once
one realizes that it applies directlymechanisms that are not used. In the context of this
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observation Gärdenfors’ (1976) theorem seems a significant step forward in applied
social choice theory.

Theorem 3 (Gardenfors 1976). If a social choice function is anonymous and neutral
and satisfies the Condorcet winning criterion, then it is manipulable.

As pointed out in the preceding, the Condorcet winning criterion is satisfied
by all voting systems that always result in the Condorcet winner when one exists
in the observed profile. A noteworthy aspect of this theorem is its wide range of
applicability: it covers all social choice functions, not just resolute ones. Specifically,
it covers basically all voting procedures that single out a set ofwinners once the ballots
have been cast.

Strategy of proof of this theorem - as envisaged by Gärdenfors - is the following:

• One begins with a specific 3-voter, 3-alternative profile, where the one specific
alternative is ranked first by two voters. One postulates that this specific alternative
is chosen in this profile.

• Another specific 3-voter, 3-alternative profile is then focused upon and all logically
possible choices from this profile are analyzed.

• For each choice from the latter profile, one shows that if this were the actual choice,
then the social choice function applied would be manipulable by some voter at
some other profile. Since the Condorcet winner is chosen in the first profile, the
conclusion is that all Condorcet extensions are manipulable.

It is well-known that not all voting systems are Condorcet extensions. Of those
that are not, the theorem, of course, says nothing, but again a more detailed analysis
reveals that manipulability is a pervasive property among these as well. Gärdenfors
points out, however, two choice functions that are not manipulable:

• If every voter’s preference ranking is linear or strict (no ties), then a social choice
function that chooses the Condorcet winner when one exists and all alternatives
otherwise, is non-manipulable.

• Under the same assumption concerning voter preferences a social choice func-
tion that chooses the Condorcet winner when one exists and the set of Pareto
undominated outcomes otherwise, is also non-manipulable.

Pareto domination is defined as follows.An alternative x Pareto dominates another
alternative y iff x is ranked at least as high as y by all voters, and strictly higher by at
least one voter. The set of Pareto undominated alternatives consists of those that are
not Pareto dominated by any others. Typically this is a very large set and, hence, the
improvement in terms of discriminating power of the latter function is not typically
much greater than that of the former.

The outlook for finding a system that would encourage sincere preference rev-
elation from voters is, thus, not promising in the light of these results. On a more
positive side the following theorem is worth mentioning.

Theorem 4 (Campbell and Kelly 2015). Let n be the number of voters and m the
number of alternatives. (i) For n = 4 or n = 4k + 2 with k ≥ 0 and m ≥ 3, if F is
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anonymous, neutral and strategy-proof social choice function on Condorcet domain,
then F is the Condorcet rule (i.e. selects the Condorcet winner). (ii) For n = 4k
with k ≥ 1 and m ≥ 4, if F is anonymous, neutral and strategy-proof social choice
function on Condorcet domain, then F is the Condorcet rule.

Condorcet domain is the class of profiles where there is a Condorcet winner.
Campbell andKelly’s theorem thus essentially states that all Condorcet extensions are
immune to manipulation as long as we allow only those profiles where a Condorcet
winner exists (Campbell and Kelly 2015). As will be seen shortly, the restriction
envisaged is important.

5.5 The Practical Significance of the Results

The example of Table5.1 shows that manipulable systems can present some of the
voters with a dilemma: (1) to vote according to their true preferences, thereby con-
tributing to their favourite’s possible victory on the first round and at the same time
risking its loss on the second round by not voting for a weaker contestant in the first
round. Or (2) to use their vote to contribute to the success – on the first round – of
a candidate that is a weaker competitor to their own favourite on the second round
– assuming there is going to be one. This is a quandary that faces those voters who
can reasonably expect their favourite to make it to the second round, but to still fall
short of the 50% required for overall victory on the first round. Similar incentives
are faced by small-party supporters in two-party systems: should one reveal one’s
true preferences in voting or should one support ‘the lesser of two devils’? These
dilemmas are well known.

Table5.1 is instructive in a another sense as well. To wit, the two voters whose
strategic behaviour has been in the focus of our interest are in fact making a choice
between their best and worst alternative: with sincere voting, their worst alternative
wins, while by misrepresenting their preferences, ceteris paribus, their best alterna-
tive gets elected. It would seem that the supporters of Awould have strong incentives
to vote for B rather than A on the first round. However, not all supporters of A are ad-
vised to do so, since should this happen, the outcome would be the victory of B in the
first round since it would get more than 50% of the votes. Not a disastrous outcome
but not optimal either. To get the desired result the supporters of A need coordination
in order to avoid overshooting – and ending up with B – and undershooting – and
ending up with the worst possible outcome C.

One of the factors restricting the practical significance of the general manipula-
bility results is the fact that, although the system may be manipulable, the difference
between the manipulated and sincere voting result is small and certainly not of the
order of magnitude of Table5.1 example. Moreover, the ceteris paribus clause em-
bedded into the manipulability results is to be taken seriously. The reason is simple:
if the other parties get a hint that some party aims at strategic misrepresentation of
its preferences, they may resort to misrepresentation counter-measures themselves.
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Table 5.8 Manipulation of Copeland’s rule

1 voter 1 voter 1 voter 1 voter 1 voter 1 voter

A B E A B E

C C D ⇒ D C D

B A C B A C

D E A E E A

E D B C D B

Thus, for example in Table5.1, if the supporters ofB suspect that the twoA supporters
intend to vote for B in the first round to get it defeated by A on the second one, they
might strategically vote for C in the first round so that C would become the overall
winner. This is better than A for the supporters of B. Thus, the counter-measures
may well frustrate the efforts of the manipulators. In other words, manipulability
of a system in a situation does not mean that strategic misrepresentation would be
plausible or likely. Indeed, preference misrepresentation may conceivably lead to
better, worse or equal outcome with respect to the sincere voting outcome. More
recent research has, accordingly, focused on these aspects as will be discussed later
on.

Of the results discussed in the preceding section, the theorem of Campbell and
Kelly is certainly the most positive one. On closer inspection it is, however, of very
restricted applicability (Mayer 2015; Napel 2015). Consider the example devised
by Alexander Mayer on the Copeland rule applied to the following pair of profiles
(Table5.8).

On the left, C is the Condorcet winner and is thus elected by Copeland’s rule
(and by Condorcet’s rule). The right-side is a result of first person’s manipulation.
There A, his first ranked alternative, wins with Copeland. Thus the manipulation is
beneficial to the voter. Note, however, that the right profile is not in the Condorcet
domain. So, by excluding profiles without Condorcet winner, the theorem in fact
disregards the most obvious ways of manipulating Condorcet extensions. This, of
course, doesn’t undermine the validity of the result itself.

5.6 Difficulty of Manipulation

Anyone who has worked on providing examples of various criterion violations in
social choice theory knows that coming up with such examples can, in cases they are
theoretically possible, be exceedingly difficult for somecriteria andprocedures,while
for others it can be relatively straight-forward. The same applies to demonstrating the
manipulability of voting rules: for some rules it is easy to find profiles where voters
can benefit from preference misrepresentation, while for other rules such profiles are
more difficult to find. This intuitive observation suggests that perhaps it would make
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sense to consider the manipulability of voting rules as a matter degree rather than a
dichotomy. Various ways of measuring the degree have, indeed, been devised.

• Kelly’s index: K = d0
(m!)n , where d0 is the number of profiles that are manipulable

by at least one voter (Kelly 1993).
• Kelly index as modified by Aleskerov and Kurbanov: let λk = number of profiles
that precisely k voters canmanipulate (Aleskerov and Kurbanov 1999). Then Jk =

λk
(m!)n is the share of profiles manipulable by k voters. The Aleskerov-Kurbanov

index is the vector J = (J1, . . . , Jn).4

• three indices of freedom of manipulation I+, I 0, and I− (Aleskerov et al. 2011,
2012).

In any profile of m alternatives, each voter has m! − 1 possibilities for preference
misrepresentation. Let k+

i j be the number of cases where misrepresentation improves
the outcome to the voter i in profile j . Similarly, k0i j = the number of cases where
misrepresentation makes no change in the outcome for voter i in profile j and k−

i j =
the number of cases where preference misrepresentation makes the outcome worse
for i in profile j (Aleskerov and Kurbanov 1999).

• I+ =
∑(m!)n

j=1

∑n
i=1 k

+
i j

(m!)n×n×(m!−1)

• I 0 =
∑(m!)n

j=1

∑n
i=1 k

0
i j

(m!)n×n×(m!−1)

• I− =
∑(m!)n

j=1

∑n
i=1 k

−
i j

(m!)n×n×(m!−1)

Suppose that with sincere voting the outcome occupies kth position in individual
i’s ranking. After i’s misrepresentation the outcome occupies the position s in his
ranking. Let θ = k − s. θ thus shows how much – in terms of ranks – difference i’s
misrepresentation has made for him/her in this single case. Summing up these θ ’s
over cases and dividing the sum by k+

i j (the number of successful misrepresentations
by i in profile j) one obtains Zi j . This is then used to define efficiency index

I2 =
∑(m!)n

j=1

∑n
i=1 Zi j

(m!)n × n

Let Zmax
i j = max(θ1, . . . , θk+

i j
). Then

I3 =
∑(m!)n

j=1

∑n
i=1 Z

max
i j

(m!)n × n

On the basis of the results of Aleskerov and Kurbanov regarding 3-alternative
settings the following conclusions can be made (Aleskerov and Kurbanov 1999):

• the likelihood of a manipulable profile depends on the assumptions regarding
extended preferences (over subset of alternatives)

4 K = ∑
j J j .
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• for small number of voters and alternatives, threshold rule and Borda count seem
most manipulable5

• for medium range, plurality gets highest values of the index
• Black’s procedure has the smallest values over most of the range of voters
• some index values (esp. for Black) depend on the parity of the number of voters

To a large extent the same conclusions extend to 4- or 5-alternative settings
(Aleskerov et al. 2012).

The main problem related to practical use of the above measures of the degree of
manipulability is the fact that typically not all preference profiles are equally likely.
This restricts the applicability of these measures as direct guidelines for selecting
voting rules. This problem pertains also to the other main approach to measuring
difficulty: the computational complexity of manipulation. This approach builds on
and expands the results of algorithmic complexity theory, a well-established field
within computer science (Hemaspaandra and Ogihara 2002). The basic classification
of computational tasks is the following:

• computationally tractable problems: those that can be computed by polynomial
time algorithms of order O(nk), where k is a fixed constant and n the size of input
(e.g. number of alternatives or voters). This class of problems is denoted by P.

• problems in NP (non-linear polynomial time): no polynomial time algorithm is
known, but given a solution proposal, its correctness can be verified in polynomial
time.

• NP-complete problems: if any of these are shown to be computable in polynomial
time algorithm, all others can be similarly computed. Then P = N P .

It is generally believed – although this hasn’t been proven – that P 	= N P .
Computational complexity relates to voting rules in several ways. Firstly, the

computation of the election results once the ballots have been cast may, depending
on the rule being applied, require varying amounts of computing resources (time,
memory-space). This problem was first addressed by Bartholdi et al. in the context
of Dodgson’s rule (Bartholdi et al. 1989b). More specifically, the problem addressed
was: given the set C of candidates, the set V of preference rankings over C and a
positive integer K , is the Dodgson score of candidate c in C less than or equal to
K ? It was proven that the Dodgson score is N P-complete. The proof proceeds by
reducing the score problem to another problem known to be N P-complete, viz. exact
cover by 3-sets.

A related problem, viz. Dodgson ranking problem is the following: given sets C
and V as above with two distinguished members c and c′ in C , one asks: did c defeat
c′ in the election? The result is that Dodgdon ranking is N P-hard, i.e. easy for a good
guesser, but in general not solvable in polynomial time. In contradistinction to the

5In 3-alternative contexts the threshold rule ranks alternative x ahead of y if and only if the number
of individuals giving y the lowest grade is strictly larger than the number of individuals assigning
x the lowest grade. In case x and y are given the lowest grade by the same number of individuals,
their collective ranking is determined by the number of individuals assigning x and y the middle
grade.
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Dodgson score problem this one is not N P-complete, i.e. does not imply anything
with respect to the canonical quandary: is P 	= N P? In addition to these now classic
problems, Bartholdi et al. prove similar results for the Kemeny rule, i.e. Kemeny
score is N P-complete, Kemeny ranking and Kemeny winner N P-hard.

Complexity theory has also applications in the study of preference misrepresenta-
tion. In this context the problem takes the following form: given a profile � of votes
cast by everyone else but the manipulator, and a preferred alternative x , is there a
vote that the manipulator can cast so that x wins? This problem is typically in N P as
the yes or no answer can be checked (normally) in polynomial time. Sometimes (e.g.
plurality voting) even the solution can be computed in polynomial time (in which
case even the problem is in P) (Conitzer and Walsh 2016). Bartholdi et al. prove the
following important theorem (Bartholdi et al. 1989a).

Theorem 5 (Bartholdi et al. 1989a): the manipulation problem can be solved in
polynomial time for all rules that satisfy the following:

1. the rule can be run in polynomial time
2. the rule is scoring rule
3. the following type of monotonicity holds, i.e. for all profiles � and �′ and for

all a ∈ X and for all i ∈ N : {b : a �i b} ⊆ {b : a �′
i b} implies that S(�, a) ≤

S(�′, a).

It should be emphasized that the type of monotonicity featuring in the theorem is
not equivalent to the standard concept of monotonicity. This can be seen e.g. in the
following example (Table5.9) where it turns out that while the Borda count satisfies
the latter, it does not satisfy the former.

In the 3-person profile in the left, the subset of alternatives regarded inferior
to D by all voters is {A, B}, and in the right-hand profile {B}. So, the Bartholdi
monotonicity would require that the score of D be larger on the left than on the right
profile. This is not the case if the Borda count is applied: the score of D is 8 on the
left and 9 on the right.

From the practical point of view the complexity results should be understood in
their proper role: they are based on worst-case settings. In other words, if a result
implies that manipulating a given system is computationally intractable, this does
not mean that this should always or even in a majority of situations be so. It only says

Table 5.9 Two concepts of monotonicity

1 voter 1 voter 1 voter 1 voter 1 voter 1 voter

C E E C D D

E D D A E E

D C A E C A

B B B D B B

A A C B A C
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that there are situations in which manipulating successfully confronts the voter with
an computationally intractable problem. These kinds of situations may be extremely
rare in practice.

5.7 Safe and Unsafe Manipulation

Preference misrepresentation does not always succeed. The most obvious expla-
nation for a failure is that the ceteris paribus condition that is used in defining
manipulability does not hold in the situation at hand. Other participants may resort
to counter-measures so that the preference misrepresentation backfires. Obviously
the possibility of such failures plays a significant role in the calculus of any voter
pondering upon the choice of the voting strategy. Consider the following example
devised by Slinko andWhite (2014) where uncoordinatedmanipulationmay backfire
(Table5.10).

With sincere voting B wins in Borda count. If either of the two left-most voters
votes A � C � B and ties are broken alphabetically, A wins. However, if they both
manipulate, C (their worst) wins. The necessity (and precariousness) of coordination
is even more evident in Table5.11, also devised by Slinko and White.

The Borda count yields B as the sincere voting outcome. If 4 − 8 of the first 17
voters vote A � C � B, ceteris paribus, A wins. If 10 − 17 of the same voters vote
as indicated, the winner is C .

These considerationsmotivate the introduction of the concept of safemanipulation
(Slinko and White 2014).

Definition 3 A strategic vote L is safe, iff for any subset of like-minded (identical
preferences) voters the outcome resulting from their choosing L (rather than their
true preference) is better (in terms of their true preferences) than sincere voting.

Table 5.10 Manipulation of Borda count may backfire

1 voter 1 voter 1 voter 1 voter

A A B C

B B C B

C C A A

Table 5.11 Precariousness of manipulation

17 15 18 16 14 14

A A B B C C

B C A C A B

C B C A B A
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In other words, manipulation is safe whenever no harm is done to the voter by
resorting to it. One could say that the manipulation is the dominant strategy for the
voter. In line with the standard definition one again assumes that outside the group
of would-be manipulators the behaviour remains fixed, i.e. no counter-measures are
resorted to.

Theorem 6 Slinko and White. Let a nondictatorial and resolute social choice func-
tion F be applied to a choice set of at least three alternatives. Then there exists a
profile and an individual so that the individual can safely manipulate F in the profile.

This theorem quashes the hopes of finding a reasonable sub-class of voting rules
that would be immune to the Gibbard-Sattertwaite result when the additional condi-
tion that manipulation be safe is imposed. Thus, manipulability – even safe manip-
ulability – seems to be a pervasive feature of voting rules.

Lest too drastic conclusions be drawn, it is worth emphasizing that the Slinko-
White theorem is an existence result. It states that for each nondictatorial and resolute
rule a situation can be foundwhere it is safelymanipulable barring counter-measures.
No estimate of the probability of such situations is given in the theorem.

Finally, an important assumption underlying the above manipulability results
should bemade explicit: the results assume that the voters have complete information
about the preference profile. Together with the assumption of no counter-measures
by other voters the complete information requirement glosses over many consid-
erations that the real world manipulability would seem to depend upon. Which is
another way of saying that the theoretical results are precisely what they should be,
viz. theoretical.

5.8 Topics for Further Reflection

1. Compare plurality voting with Condorcet extensions in terms of difficulty of
manipulation

2. Construct a profile showing that the plurality voting is manipulable in three-party
contests

3. Show by way of an example how the Borda count can be manipulated by adding
new alternatives to a profile

4. Consider the organization you are interested in. What types of manipulation – if
any – you think might be important in its decision making? Are there safeguards
to prevent or discourage preference misrepresentation?
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5.9 Suggestions for Reading

The classic text on manipulability is Farquharson (1969). A more recent and com-
prehensive text is Taylor (2005). AlsoMoulin’s work is well worth studying (Moulin
1983). Nitzan’s excellent textbook provides a concise and lucid discussion on pref-
erence misrepresentation (Nitzan 2010).

Answers to Selected Problems

1. A successful preference misrepresentation in plurality voting typically requires
information about the first ranked candidates only, while Condorcet extensions
can be successfullymanipulated if enough information is available on the pairwise
comparisons. Hence, typically more detailed information about the preference
profile is required for manipulating Condorcet extensions.

2. The following example illustrates:

3 voters 2 voters 2 voters
A B C
B A B
C C A

With sincere voting, A wins by plurality of votes. Since A is the worst candidate
for the two right-most voters, it makes sense, ceteris paribus, for them to vote for
B (and not C) thereby bringing about the victory of B which for them is better
than the victory of A.

3. Consider first the profile on the left-hand side of the arrow:

3 voters 2 voters 3 voters 2 voters
A B A B
B A → B C

C A

Under the Borda count A wins with 3 points against 2. Introducing an alternative
like C on the right-hand panel makes B the Borda winner.
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Chapter 6
Sequential Voting by Veto

Abstract Sometimes the members of the committee or small group are more in-
terested in avoiding particular outcomes than in reaching their own favourite ones.
In such circumstances the sequential voting by veto provides an a priori plausible
decision making method. We outline the method and discuss its main properties.

6.1 Introduction

Most procedures discussed in this treatise pertain to settings where all voters sub-
mit their preference rankings over alternatives and the outcome is determined by
aggregating these rankings according to a specific rule. In small groups where the
participants can exchange views on alternatives prior to the preference aggregation,
it is conceivable that the alternative set is formed or modified in the course of the
discussion preceding the voting. This is quite common in contemporary parliaments,
committees and other public sector formal decision making bodies, but it is pre-
sumably even more common in boardroom decision making and gatherings of less
formal nature such as groups of friends discussing various pastime activities. In this
chapter we deal with a method that seems rather promising in these kinds of settings,
viz. the sequential voting by veto (SVV, for brevity) introduced by Mueller (1978).

6.2 The Procedure

The background and motivation of this method is in determining the distribution of
a given divisible payoff among members of a group in a situation where there is
a status quo alternative that gives all members a zero payoff. Each member is first
asked to make a proposal regarding the payoff distribution. Proposals are then listed
and displayed to the group members. The members are then arranged in a random
sequence indicating the order in which they will give their votes. The voting takes
place by vetoing, not supporting, alternatives. When his/her turn comes, each voter
is to veto one and only one alternative. The last un-vetoed alternative is the winner.
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Fig. 6.1 Two-person veto
game tree
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There are variousways of organizing the proposal submission andballoting stages.
Perhaps the most plausible is one where both the proposals and the sequence of
balloting aremade known to the individuals before the balloting begins. An important
ingredient of the procedure is that the order in which the ballots are submitted is
random and, thus, not dictated by any member of the group (e.g. the chairperson).

To see how the system works, consider the simplest case of a two-member group.
Let S0, P1 and P2 denote the status quo, member 1’s and member 2’s proposal,
respectively. It makes sense to assume that both member 1 and member 2 prefer their
own proposal to S0. Moreover, it is plausible to assume that the members prefer their
own proposal to that of the other member. Let now the voting order be that member
1 votes first. Obviously, he/she eliminates either S0 or P2 depending on which one
is worse for him/her. Member 2, then, has the choice either between S0 and P1 or
between P1 and P2. Obviously, for P2 to have any chance at all of being the final
outcome, member 2 has to make it more attractive than S0 for member 1 or else it
will be eliminated on the first ballot. Thus, in order to make it possible that their
proposals be adopted in the process, the participants have to consider the preferences
of each other vis-à-vis S0 when making proposals: the proposals should be Pareto-
improvements over the status quo. This by itself does not guarantee the success of a
member’s proposal, but is a necessary condition for it as will be seen shortly.

The setting for the two-person SVV is depicted in Fig. 6.1. The numbers next
to the nodes refer to the players. The symbols next to the edges refer to moves
that the players can make at each stage of the game. The time flows from top to
bottom, i.e. player 1 moves first. The lower-most symbols refer to the outcomes.
Thus, for example, following the left-most sequence, player 1 makes the first move
by eliminating S0 whereupon player 2 chooses to eliminate P1 so that the end result
is P2.

In order to make predictions about which outcomes are likely to ensue from the
calculations of minimally rational players, we can apply the procedure known as
backwards induction (also sometimes known as Zermelo’s algorithm) (Hamburger
1979; McKelvey and Niemi 1978).1 We start from the final nodes, i.e. the outcomes
and look for the immediately preceding decisions. Thus we notice that the choice
between the two left-most outcomes, P1 and P2 is actually determined by player 2

1For a discussion on Zermelo’s game-theoretic work, see Schwalbe and Walker (2001).
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who, on the left-most decision node, can choose to eliminate either P2 or P1. Since
the former is his proposal, it is plausible to assume that he eliminates P1. So, when
pondering upon his/her choice at the first decision node player 1 can safely assume
that should he/she eliminate S0, the outcome would be P2. By similar reasoning
player 1 can assume that by eliminating P2 at the outset, the outcome will be P1 or
S0 depending on whether player 2 deems P1 preferable to S0 or vice versa.

Suppose now that the proposals P1 and P2 are not Pareto-improvements over
S0, but the ranking over proposals are as in Table6.1. Then, if both players have
complete information about each other’s preferences, player 1 knows that if he/she
eliminates S0, the end result is P2, while if he/she eliminates P2 the outcome is S0.
Since the latter outcome is preferred to the former by player 1, we can expect that
he/she chooses accordingly, i.e. eliminates P2.

Suppose now that both proposals are Pareto-improvements over S0 so that the pref-
erences are as in Table6.2. Then, by eliminating P2 at the outset, player 1 can expect
to obtain his/her first-ranked alternative – assuming that player 2 acts according to
his/her preferences.

We see that in both cases player 1 has an advantage: by eliminating the other
player’s proposal he/she can force the latter to choose between the status quo and
player 1’s proposal. As long as the latter is somewhat better for player 2 than S0, it is
likely that P1 emerges as the outcome. Now, at the time of submitting proposals the
players are not supposed to know which one of them is player 1, i.e. the first mover.
Hence, both have an incentive to ‘sweeten’ their proposal so that it offers something
more than S0 to the other player as well. Hence, the mechanism is geared towards
securing Pareto-optimal outcomes.

It is evident that, given strict preferences over the alternatives (proposals), the
SVV yields a unique outcome (Mueller 1978). It can also be shown that the resulting
outcome is never Pareto-dominated by another alternative. From the view-point of
group decisionmaking it is particularly noteworthy that the SVVoutcome is never the
lowest-ranked alternative of any participant (Felsenthal and Machover 1992). This
feature makes it a plausible decision method in recommendation systems involving
group decision making.

Table 6.1 Preference
rankings over proposals: I

Player 1 Player 2

P1 P2
S0 S0
P2 P1

Table 6.2 Preference
rankings over proposals: II

Player 1 Player 2

P1 P2
P2 P1
S0 S0
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Now, the two player, three option case is hardly sufficient to cover all eventualities
where SVV could be used. The more general setting involving the set N of n individ-
uals and the set A ofm + s alternatives from which s elements have to be chosen can
be described using the notation and conceptual apparatus of Felsenthal andMachover
(Felsenthal andMachover 1992). The only restrictions on the cardinalities of the sets
are that s > 0 andm ≥ n ≥ 2. This setting thus allows for situations where the play-
ers may make several proposals and where bundles of proposals are to be chosen.
Once the order in which the players submit their eliminations has been established,
the process begins with player 1 eliminating one alternative, say x1. Then player 2
eliminates one alternative, say x2, from A \ {x1}, etc. until player n eliminates one
alternative, say xn , from A \ {x1, x2, . . . xn−1}. The sequence x1, . . . , xn is called
the veto sequence. The alternatives in A left once the elements of the veto sequence
have been removed are the selected alternatives. But how to predict the outcomes
once the player preferences and the voting order has been established? Generaliz-
ing the approaches of Mueller and Moulin (Mueller 1978; Moulin 1983), Felsenthal
and Machover introduce the concept of canonical sequence for a voting situation
(X, P1, . . . , Pn) as a sequence y1, . . . , yn , where yi is the least preferred proposal in
the ranking Pi under the assumption that all players j = i + 1, i + 2, . . . , n have
already done their eliminations. In other words, in forming the canonical sequence
one begins with yn which is the least preferred proposal according to Pn . From yn
we then work our way towards the beginning of the sequence (see Felsenthal and
Machover (1992) for a rigorous description of the process). The canonical sequence
represents plausible or rational behavior on the part of the players. Combined with
the assumption that all player preferences are strict (no ties or incomparable pairs
among pairs of proposals) the canonical sequence guarantees a unique solution or
prediction for SVV processes involving alternative sets of cardinality larger than that
of the player set.

As stated above SVV looks quite plausible system for small committees especially
under circumstances where divisive outcomes – those strongly opposed by sizable
minorities of players - are to be avoided. Not surprisingly, SVV is non-majoritarian.
Thus, it can leave the Condorcet winner unchosen and even result in the choice of
the Condorcet loser.

The latter possibility is exemplified in the profile of Table6.3. Suppose that the
order of voting is voter 1, voter 2, voter 3. Then the canonical sequence is: (C, A, B)
leaving D, the Condorcet loser, the only un-vetoed alternative. The same outcome
ensues under sincere vetoing, whereby voter 1 first eliminates C , then voter 2 elim-
inates A and finally voter 3 vetoes B.

In a way, SVV represents an extreme version of minority protection since a single
individual may exclude a for him/her undesirable outcome. Table6.4 illustrates the
violation of the no-veto condition by SVV. The condition requires that if in a profile
all voters except one rank the same alternative first, then this alternative is chosen.
In Table6.4 A is such an alternative and, yet, under whatever voting order, A will be
eliminated.
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Table 6.3 SVV may choose the Condorcet loser

Voter 1 Voter 2 Voter 3

A B C

B C A

D D D

C A B

Table 6.4 No-veto violation
of SVV

4 voters 1 voter

A B

B C

C D

D E

E F

F A

6.3 Topics for Further Reflection

1. Consider the elimination game tree of Fig. 6.1. Assume that the preferences of
players are as in Table6.5. What is the likely outcome of the SVV game here?

2. Construct a profile involving four players and six alternatives. (i) Construct a
canonical sequence and determine the SVV winner. (ii) Determine the SVV
choice set if two alternatives are to be selected.

3. Construct a profile with a Condorcet winner and a sequence of votes such that
the Condorcet winner is not selected by SVV.

6.4 Suggestions for Reading

The main sources to be consulted are those that have been referred to above, viz.
Mueller (1978), Moulin (1983) as well as Felsenthal and Machover (1992). Mueller
(2003) provides a brief analysis of SVV in comparison with a couple of other similar

Table 6.5 Preference
rankings over proposals: III

Player 1 Player 2

P1 P2
P2 S0
S0 P1
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methods. Yuval’s (2002) pioneering study reports on strategies resorted to by indi-
viduals in experimental settings.

Answers to Selected Problems

1. P2
2. Consider the following profile:

Voter 1 Voter 2 Voter 3 Voter 4
A B C D
B C D E
C D E F
D E F A
E F A B
F A B C

(i) With the vetoing order 4, 3, 2, 1, 4, the winner is D. (ii) With the same order
the two winners are D and E.

3. See Table6.4. Let the right-most voter veto first.
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Chapter 7
Criterion Based Choice of Rules

Abstract There are quite a few voting procedures applied for what appears to be a
common purpose, viz. to tease out the will of the voters. Despite hundreds of years
of study there is no consensus in the scholarly community as to which is the best
procedure. The criteria emphasized by different scholars differ to some extent and it
turns out that none of the systems satisfies all reasonable desiderata. All procedures
are based on some intuitive notion regarding what constitutes the collectively best
outcome. In this chapter we discuss the choice of the collective decision procedure
on the basis of evaluations in terms of various criteria of performance.

7.1 Introduction

Some years ago a group of voting theorists and electoral experts got together for a
symposium in Normandy, France.1 The proceedings of the symposium were later
edited by Felsenthal and Machover (2012). At the end of the symposium an im-
promptu discussion was held among the participants about the best voting system to
be used in a hypothetical situation involving the election of the director of a munici-
pality. In other words, the system should be applicable for electing a single winner. In
the discussion various procedures were proposed and the session was concluded with
a vote. The alternatives – altogether 18 in number –were the voting systems proposed
in the discussion and the ballot aggregation method was the approval voting.2 The
results are reproduced in Tables7.1 and 7.2.

1This chapter is largely based on Nurmi (2015).
2The impromptu nature of the proceedings is reflected by the somewhat light-hearted brainstorming
debate preceding the vote as well as by the fact that the voters were not asked to reveal anything else
but their approved systems. Several weeks after the meeting the participants were asked to disclose
their reasons for voting the way they did, but at this time many didn’t recall the systems they had
approved of, much less the reasons for doing so. Thus, we do not know how much the election
outcome depends on the aggregation systems adopted. See Laslier (2012).
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Table 7.1 The number of approved procedures (Laslier 2012)

No. of
approvals

0 1 2 3 4 5 6 7 8 9 10 >10 Total

No. of
ballots

0 2 7 3 5 2 1 1 0 0 1 0 22

Table 7.2 The procedures and the distribution of approvals (Laslier 2012)

Voting rule Approvals Approving %

Approval 15 68.18

Alternative 10 45.45

Copeland 9 40.91

Kemeny 8 36.36

Runoff 6 27.27

Coombs 6 27.27

Simpson 5 22.73

m. judgment 5 22.73

Borda 4 18.18

Black 3 13.64

Range 2 9.09

Nanson 2 9.09

Leximin 1 4.54

Top cycle 1 4.54

Uncovered 1 4.54

Fishburn 0 0

Untrapped 0 0

Plurality 0 0

The former table shows a fairly wide variation in the number of approved systems.
Yet, a vast majority of voters approved 2 − 4 systems. The procedures are listed
in Table7.2 which also indicates the number of approvals given to each one of
them as well as the percentage of voters approving of each system. The reader
unfamiliar with the procedures is referred to Laslier’s (2012) article which also
provides a comprehensive analysis of the voting data. Many of the procedures were
also discussed in Chap.4 above.

A couple of observations about Table7.2 are in order. Firstly, no procedure was
approved of by all participants. Secondly, some proposed systems received no ap-
proval votes at all. Thirdly (and related to the preceding point), the most common
voting system – the plurality or one-person-one-vote procedure – was voted for by
no participant. Fourthly, the winner – the approval voting – was approved of by more
than two thirds of the voters.

http://dx.doi.org/10.1007/978-3-030-30955-8_4
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The first point provides the main motivation for this chapter. It shows that the
expert community is not unanimous about the best voting procedure. Glancing at the
statements that several voters give to support their ballots one immediately notices
that the participants seem to emphasize somewhat different criteria when choosing
their favorite systems. It is plausible to think that the very existence of many voting
procedures can similarly be explained by the emphasis placed on different criteria of
performance of procedures. The next section provides a theoretical reconstruction of
some of the best-known systems in terms of this reasoning. Thereafter, we present
the main contribution of this chapter, viz. a method for choosing a voting procedure
on the basis of the participants’ priorities regarding the performance criteria.

7.2 The Emergence of Some Voting Procedures

Perhaps the most common of all voting procedures is the plurality rule: each voter
has one vote at his/her disposal and the candidate or policy alternative receiving
more votes than any of its contestants wins. The rationale of this rule is obvious: no
other candidate gets as many votes as the winning one. However, it may happen that
the plurality winning candidate gets less than 50% of the votes. Hence it may not
always get the support of the majority. To rectify this eventuality the plurality runoff
system has been devised. It works precisely as the plurality procedure, but in case
the plurality winner receives at most 50% of the votes, a runoff is arranged between
the two largest vote-getters. Whichever gets more votes than the other on this second
round of voting is the winner. Thus, the winner can always claim to be supported by
more than half of the electorate. More importantly, the runoff system guarantees that
an eventual Condorcet loser is not elected. This simply follows from the fact that the
plurality winner has to defeat by a majority of votes at least one other alternative,
viz. its competitor on the second round of voting. If there is a winner already on the
first round, i.e. there is a candidate ranked first in the opinion of a majority of voters,
then of course the winner would defeat all the others in pairwise contests.

Another way of avoiding Condorcet losers being elected was discovered nearly
a quarter of a millennium ago by Jean-Charles de Borda and is today known as the
Borda count.3 Thus, we have two solutions to the problem of avoiding the election
of a Condorcet loser: the plurality runoff and the Borda count. Yet, the former is
accompanied with a new problem, plaguing neither the latter nor, perhaps more im-
portantly, the plurality procedure, viz. nonmonotonicity. In nonmonotonic systems,
additional support, ceteris paribus, may turn a winning candidate into a non-winning
one. Table7.3 illustrates this problem.

3The method was invented already in the 15th century by Nicholas of Cusa, but arguably the latter
did not emphasize the particular problem related to the plurality voting, viz. that it may result in
the election of a candidate that would lose the pairwise contests against any other candidate. See
McLean and Urken (1995) and Hägele and Pukelsheim (2008).
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Table 7.3 Nonmononicity of
the plurality runoff

6 voters 5 voters 4 voters 2 voters

A C B B

B A C A

C B A C

Supposing that the voters vote according to their preferences listed in Table7.3
there will not be a first-round winner, but a runoff that takes place between A and
B. In this runoff the winner is A since it is preferred to B by those 5 voters whose
favorite didn’t make it to the runoff. Suppose now that the two voters on the right
with ranking BAC would change their opinion with regard to A and B (marked
in bold letters in the table) so that the winner A would be preferred to B by these
two voters. I.e. A’s support would increase, everything else remaining as before. In
this new profile – which differs from the Table7.3 so that the winner (A) gets more
support than originally – a runoff is still needed, but this time one between A and
C . This runoff is won by C . This shows that additional support may, indeed, turn
winners into non-winners under the plurality runoff system. Hence the procedure is
nonmonotonic.

Similarly as plurality runoff can be seen as an attempt to improve upon the plurality
system, Nanson’s method can be seen – and was in fact seen by its inventor E. J.
Nanson – as a way to rectify an apparent flaw in another system, viz. the Borda
count (see McLean and Urken 1995). For more than two centuries it has been known
that the Borda count does not always end up with the Condorcet winner. Nanson set
out to devise a system that would be as similar to the Borda count as possible, but
still guarantee the choice of an eventual Condorcet winner. The system is based on
the observation concerning the relationship between Condorcet and Borda winners.
While it is known that the former winners are not necessarily ones with the highest
Borda scores, it is still the case that they never have very low Borda scores. More
specifically, an eventual Condorcet winner always has a higher than average Borda
score. Nanson’s method is based on this observation: it proceeds in rounds whereby
the alternatives with an average or lower Borda score are eliminated and new scores
are computed for the remaining alternatives until the winner is found. The criterion
used in elimination guarantees that an eventual Condorcet winner is not eliminated.

So, the system invented by Nanson was, indeed, capable of solving a specific
shortcoming of the Borda count. However, as was the case with plurality and plu-
rality runoff systems, the solution procedure (here Nanson’s method) has a flaw that
the “flawed” system (here the Borda count) is not associated with. This is nonmono-
tonicity: while the Borda count is monotonic, Nanson’s method isn’t (Fishburn 1977,
p. 478).4 This illustrates the nature of many social choice results: they demonstrate

4Strictly speaking Fishburn investigates a method he calls the Nanson function which differs from
Nanson’s method in eliminating only the alternative(s) with the lowest Borda score in each counting
round. Fishburn’s Nanson function was invented about a hundred years ago by Baldwin (1926).
So, strictly speaking Fishburn’s example demonstrates that Baldwin’s rule is nonmonotonic. It can,
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incompatibilities between properties of choice functions. In short, procedures with
all desirable properties do not exist. Trade-offs have to be made between desiderata.

This well-known state of affairs suggests a new angle to the problem of choosing
a procedure of choice. Instead of fixing specific flaws in the systems that are being
used – and thereby conceivably coming up with systems with flaws that the already
used ones do not have – one could start from the criteria that one regards of primary
importance. Different people may put different value on various criteria. This was
clearly exemplified in the introduction of this section. Hence, it would make sense to
take into account and make use of the information regarding differences in valuation
by different voters when choosing a system to be resorted to in collective decisions.
In the next section we outline several ways of going about this.

7.3 From Criterion Preferences to Voting Systems

Themost straight-forwardway toproceed is to consider the problemas anypreference
aggregation problem, i.e. to use criterion preferences as inputs and, using some
social choice rule, aggregate them into a collective preference ranking. Consider the
following set of criteria (Table7.4).5

Let us briefly remind ourselves about the content of these criteria. The Condorcet
winner criterion is satisfied by those systems that always elect the Condorcet winner
when one exists in the profile. The Condorcet loser criterion, in turn, calls for the
exclusion of an eventual Condorcet loser from the choice set. The strong Condorcet
winner is an alternative that is ranked first by a majority of voters. The corresponding
criterion dictates the choice of the strong Condorcet winner whenever such an alter-
native is present in a profile. Monotonicity is satisfied by systems where additional
support never hurts the winning alternative. Pareto criterion excludes the election of
Pareto dominated alternatives. Consistency pertains to results in two or more sub-
electorates. In consistent systems, if all sub-electorates elect the same alternative,
this should also be elected when the ballots are counted en masse, i.e. without sub-
divisions. Chernoff property states that if x is elected in the set of alternatives, it
should be elected in all subsets it is an element of as well. Independence of irrelevant
alternatives is satisfied whenever in any two profiles where x and y are ranked in an
identical manner with respect to each other, they are also ranked in the same way in
the resulting outcomes. Invulnerability to the no-show paradox means that the voting
procedure never penalizes the voters for voting according to their preferences, i.e. the
voters are never better off by abstaining than voting according to their preferences,
ceteris paribus.

however, be shown that also the method that Nanson devised is nonmonotonic. See Nurmi (1999,
p. 59) and Nurmi (2018).
5For further explanation of the criteria, see e.g. Nurmi (2002).
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Table 7.4 A set of choice
criteria

a The Condorcet winner criterion

b The Condorcet loser criterion

c The strong Condorcet criterion

d Monotonicity

e Pareto

f Consistency

g Chernoff property

h Independence of irrelevant alternatives

i Invulnerability to the no-show paradox

Table7.4 exhibits but a relatively small subset of criteria discussed in the litera-
ture, but arguably some of the most important criteria are included in the list. More
extensive sets are introduced and analyzed e.g. in Felsenthal (2012) and Richelson
(1979).

Towork out a collective preference ranking over these 9 criteria, some aggregation
rule has to be used. To do this, one would have to assume what one is aiming at, viz. a
suitable choice rule. When due attention is given to their metric representations (see
Nitzan 1981; Meskanen and Nurmi 2006), two rules, however stand out: Kemeny’s
rule and the Borda count. The former chooses the collective ranking that is closest to
the reported individual rankings in terms of binary reversals (inversionmetric), while
the latter counts for each alternative (choice rule) the number of binary preference
reversals that are needed tomake this alternative unanimously first ranked. Thus, both
rules resort to the same metric, but different benchmark state. In the present context
Kemeny’s rule would perhaps seem more appropriate since the choice procedure is
to be chosen using the following performance table (Table7.5).

The table indicates whether a procedure represented by the row satisfies (denoted
by 1) or does not satisfy (denoted by 0) the criterion represented by the column
(a, . . . , i). Again, the procedures are just a sample of those discussed in the literature.

Suppose now that the collective ranking obtained by applyingKemeny’s rule to the
profile of reported rankings over criteria has criterion l ranked first. One then looks for
all procedures that have aunity in the column l. If several procedures satisfy l, one then
picks the criterion ranked second in the collective (Kemeny) ranking. Let this criterion
be m. One then looks for procedures that satisfy both l and m. Again there may be
several procedures, but continuing in this (lexicographic)manner one eventually ends
up in a situation where all remaining procedures satisfy all top-most criteria in the
collective preference ranking down to a point after which none of them satisfies the
next one in the collective ranking. Those remaining procedures then constitute the
choice set of procedures. To take an example, suppose that theKemeny ranking is d �
e � b � f . . .. Then the outcome is a three-way tie {Copeland, Kemeny, Black}
since all these satisfy monotonicity (d), Pareto (e) and Condorcet loser (b) criteria,
but none of them is consistent (f).
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Table 7.5 A comparison of voting procedures

Criterion

Voting system a b c d e f g h i

Amendment 1 1 1 1 0 0 0 0 0

Copeland 1 1 1 1 1 0 0 0 0

Dodgson 1 0 1 0 1 0 0 0 0

Maxmin 1 0 1 1 1 0 0 0 0

Kemeny 1 1 1 1 1 0 0 0 0

Plurality 0 0 1 1 1 1 0 0 1

Borda 0 1 0 1 1 1 0 0 1

Approval 0 0 0 1 0 1 1 0 1

Black 1 1 1 1 1 0 0 0 0

Pl. runoff 0 1 1 0 1 0 0 0 0

Nanson 1 1 1 0 1 0 0 0 0

Hare 0 1 1 0 1 0 0 0 0

Coombs 0 1 1 0 1 0 0 0 0

Obvious objections can be presented against this system, perhaps the most impor-
tant being its reliance on lexicographic ordering of criteria. A poor performance on
the first ranked criteria cannot be “bought” by good performance on criteria ranked
lower in the collective ordering. This can be illustrated by a setting where the collec-
tive ranking puts consistency on the first place. It then follows that just three systems
are left after the first criterion is considered. If the collective ranking puts the Con-
dorcet loser criterion in the second place, the Borda count emerges as the chosen
system. In other words, the other criteria have no role whatsoever in determining the
chosen system.

In view of these considerations another set of procedures is suggested. The input
is either the set of individual preference rankings over criteria or the distribution of
utility values in a fixed interval, say [0, 10], that each voter assigns to each criterion.
We illustrate one version of the procedure by using Borda points given by each voter
to each criterion. Suppose that there are three individuals and their preference ranking
over the 9 criteria are as follows:

individual 1 abcdefghi
individual 2 dcbafeihg
individual 3 ihgfedcba

Criterion a, thus, gets 8 Borda points from 1, 5 points from 2 and 0 points from
3. It would then make sense to argue that procedures satisfying a, get 13 points from
these three individuals, while the other procedures get no points. Similarly b gets 7
points from 1, 6 from 2 and 1 from 3. And so on. Those procedures that do not satisfy
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Table 7.6 The assignment of points to procedures in the basis of criterion preferences

Voting procedure Criteria

A B C D E F G H I Sum

Amendment 13 14 15 16 0 0 0 0 0 58

Copeland 13 14 15 16 11 0 0 0 0 69

Dodgson 13 0 15 0 11 0 0 0 0 39

Maxmin 13 0 15 16 11 0 0 0 0 55

Kemeny 13 14 15 16 11 12 0 0 0 81

Plurality 0 0 15 16 11 12 0 0 10 64

Borda 0 14 0 16 11 12 0 0 10 63

Approval 0 0 0 16 0 12 8 0 10 46

Black 13 14 15 16 11 0 0 0 0 69

Pl. runoff 0 14 15 0 11 0 0 0 0 40

Nanson 13 14 15 0 11 0 0 0 0 53

Hare 0 14 15 0 11 0 0 0 0 40

Coombs 0 14 15 0 11 0 0 0 0 40

the criterion considered do not get any points from voters on that criterion. In effect,
then, for each column of the table the entries are obtained by multiplying the points
given by voters to the criterion represented by the column by the corresponding entry
of Table7.5. The results are seen in Table7.6.

On the basis of criterion preferences and using the Borda count in the point
assignment, the winning procedure is Kemeny’s rule followed by a tie between
Copeland’s and Black’s procedures.

Given the plethora of voting systems currently in use in various contexts it is
arguable that the designers have different desiderata in mind when devising those
systems. Focusing on a single desideratum only is bound to cause problems because
typically a good performance on one criterion is accompanied with bad performance
on some others. Hence we suggest that the opinions regarding the desiderata ought
to be made explicit in the choice of the system to be used. We have outlined above a
couple of ways of using voter opinions regarding criterion preferences in a systematic
way in the choice of a voting procedure.

7.4 Topics for Further Reflection

1. Show by way of an example that the Condorcet winner may not be first-ranked
by any voter in a profile.

2. Show by way of an example that a strong Condorcet winner may not be the Borda
winner.
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3. Discuss circumstances in which consistency is largely irrelevant for the plausi-
bility of the outcomes.

4. Pick your favorite from the systems of Table7.5. Explain its main advantages and
disadvantages.

7.5 Suggestions for Reading

Good introductions to voting procedures and their properties are Riker (1982) and
Straffin (1980). Somewhat more concise and advanced texts are Nurmi (1987) and
Felsenthal (2012). A profound analysis of voting systems from a geometrical per-
spective is given by Saari (1995, 2001).

Answers to Selected Problems

1. Consider the following profile:

Voter 1 Voter 2 Voter 3
A B C
D D D
B C A
C A B

Here D is the Condorcet winner, but is not ranked first by any voter.
2. Consider the following profile:

5 voters 4 voters
A B
B C
C A

Here A is the strong Condorcet winner, yet B is the Borda winner.
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Chapter 8
Two Procedures Based on Ratings

Abstract While most social choice results pertain to ranking environments where
the individuals submit their preference relations (and these only) to the balloting
procedure, there are procedures that require a slightly different kind of input from
the voters.We discuss two such systems: the majority judgment and the range voting.
These are relatively recent entrants in the social choice field. As all procedures they
have their advantages and disadvantages, but deserve attention is some decision
situations.

8.1 Introduction

The standard assumptions of voting theory include complete and transitive preference
relations or rankings. In Hillinger’s (2005) view this assumption is at least partly to
blame for the paradoxes of voting as well:

. . . a new ‘paradox of voting’: It is theorists’ fixation on a context dependent and ordinal
preference scale; the most primitive scale imaginable and the mother of all paradoxes.

In any event, one could argue that there are settings in which people are capable
of submitting not only rankings but ratings of alternatives in a meaningful way.
Accordingly some methods have been devised to aggregate ratings of alternatives
into social ratings, rankings and/or choices. In this section we discuss briefly two
such methods.

8.2 Majority Judgment

Rating that is familiar to most people is the grading of essays, exams, presentations
etc. in institutions of learning. The assessors, judges or instructors are asked to
evaluate the participants or their works using predetermined scales, such as numbers
from 0 to 5 or letters from A to F or similar ratings that are supposed to reflect
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the superiority of items with respect to each other. Since we are very familiar with
these kinds of performance assessments in schools, it has been suggested that this
familiarity should be expected to extend to political contexts as well. If we can assign
grades to student papers reflecting their academic quality, what objections are there
to our using the same principles in assessing the qualities of candidates or policy
alternatives?

Probably none at all, apart from the general idea that academic merit is a more
‘objective’ notion than political merit. Yet, one can envision that also academic
assessments are based on some more or less well-defined notion of an ideal – be
it of an essay, oral presentation or written exam paper. Similarly our assignment of
political merit to alternativesmay also be based on some subjective notion of political
quality, such as agreement with our own political values. No doubt assessments of
political merit of any given candidate are bound to vary a great deal more among the
assessors than the assessments of their academic merits. This doesn’t mean that the
grades or other ratings could not be used in political elections. Indeed, the method of
majority judgment (MJ, for short) introduced and elaborated by Balinski and Laraki
is based on aggregating ratings, numerical or non-numerical (Balinski and Laraki
2007, 2010).

To illustrate, consider the profile of Table8.1. It is consistent with the profile of
Table8.3 in the sense that the preference rankings of the 9 voters are the same in both
tables. Thus in Table8.1 we have assumed that the 4 voters ranking A first give it the
grade ‘excellent’, C the grade ‘good’ and B ‘reject’. The 3 voters with B � C � A
ranking give the grades “very good’, ‘good’ and ‘reject’, respectively. Finally, the
2 voters with C � B � A ranking assign these alternatives the grades ‘very good’,
‘satisfactory’ and ‘reject’, respectively. Now, the MJ method focuses on the median
of the grades assigned to alternatives. To determine the median, let the number of
voters be n (9 in our example). Denote the grades from the lowest to the highest
by g1, . . . , gh and the number of voters assigning an alternative the grade g j by n j .
Then the median grade gmed is defined by the following two properties:

med∑

j=1

n j > n/2

n∑

j=med

n j > n/2

TheMJ choice set consists of those alternatives associatedwith the highestmedian
grade. In Table8.1 the MJ winner is C as its median grade is the highest. Thus, the
Borda and Condorcet winner C of Table8.3 is chosen. There is, however, also an
assignment of grades such that C is not chosen. This is shown in Table8.2. So,
despite the fact the distribution of voter rankings remains the same, there is some
variation in MJ outcomes due to the more detailed information on voter opinions
utilized in determining the outcomes. It is to be noted, however, that MJ makes a
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Table 8.1 Majority judgment example

Alt. Reject Satisfactory Good Very good Excellent Median

A 5 0 0 0 4 Reject

B 4 2 0 3 0 Satisfactory

C 0 0 7 2 0 Good

Table 8.2 MJ does not elect the Condorcet and Borda winner

Alt. Reject Satisfactory Good Very good Excellent Median

A 5 0 0 0 4 Reject

B 4 0 0 2 3 Very good

C 0 7 0 0 2 Satisfactory

Table 8.3 Ambiguous majority principle

4 voters 3 voters 2 voters

A B C

C C B

B A A

very limited use of the detailed information in focusing on the median grade only.
Thus, the median grade of A in Table8.2 is unaffected if all those voters giving it the
grade ‘excellent’ were to assign it the grade ‘reject’. By definition all modifications
in the distribution of opinions that leave the median grades of alternatives unaffected
result in the same MJ choices.

The fact that several grade assignments can correspond to a given ranking profile
– such as in Tables8.1 and 8.2 – would seem to suggest that the grading methods call
for different performance evaluation criteria than the ranking ones. Be that as it may,
the grading methods can be – and have been – evaluated in terms of ranking criteria
(see Felsenthal and Machover 2008; Felsenthal and Nurmi 2016). For example, as
we have just seen in Table8.2, MJ does not always result in a Condorcet or Borda
winner.

8.3 Range Voting

Range voting (RV) is in some respects similar to MJ: each voter gives a grade or
value out of a set of grades or values to each alternative. In contradistinction to MJ,
the winner in RV is determined on the basis of the grade averages of alternatives: the
alternative with the highest average wins. This means that RV is applicable only in
those settingswhere the grades are numerical,whileMJ is applicable also in situations
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Table 8.4 Range voting fails on Condorcet criteria

4 voters 3 voters 2 voters

A (100) B (30) C(20)

C (20) C (20) B(10)

B(10) A (10) A(0)

where the grades have only ordinal significance. In contradistinction to most other
voting systems, the advocates of RV have established a web site – RangeVoting.org
– with frequent updates on issues related to RV and its competitors.

RV enables (or requires) the voters not only to express their preferences in terms
of an ordinal ranking, but also to indicate for any pair of alternatives how much
they prefer one to the other. The grades can, thus, be viewed as values or utilities of
alternatives from the voters’ point of view. Hence, RV is sometimes called utilitarian
voting. Summing up the grades given by voters to an alternative in a way reflects its
collective utility or value. It has been shown thatRVsatisfies a number of social choice
desiderata (e.g. monotonicity and consistency), but fails on Condorcet winner and
loser criteria. To see this, consider the profile of Table8.3 and assign the alternatives
grades from the interval 0–100 (the larger the more preferred) as in Table8.4.

There is a Condorcet winner,C , in this profile, but the Condorcet loser A emerges
as the RV winner under the grade assignment of Table8.4.

In contrast to all ranking based procedures, RV seems to satisfy independence
of irrelevant alternatives (IIA) condition that is one of those desiderata that Arrow’s
impossibility theorem shows to be mutually incompatible (Arrow 1963). In ranking
context this requirement states that if for any pair of n-person profiles, R and R′,
over a fixed set of alternatives A, the profiles agree on the relative ranking of any two
alternatives x, y ∈ A, then so must the relative ranking of x and y also be identical in
the collective ranking that ensues from applying the procedure to R and R′. Strictly
speaking, IIA is not applicable to RV since the latter is a rating, not ranking based
system. However, it is obvious that the collective RV rankings of x and y depend
only on the individual ratings assigned to them in R and R′, not on whatever grades
are assigned to other alternatives.

8.4 Topics for Further Reflection

1. Construct an example where MJ ends up with a Condorcet winner.
2. Construct an example where RV elects the Condorcet loser.
3. Let us define Nash’s method as follows: each voter assigns each alternative a

utility value from the [0.5, 1.0] interval. The Nash score of each alternative is the
product of the utility values assigned to this alternative by all voters. The winner
is the alternative with the highest score (Riker 1982). Construct an example where
Nash’s method does not result in a Condorcet winner.
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8.5 Suggestions for Reading

The best available exposition of MJ is (Balinski and Laraki 2010). RV, introduced
by Warren D. Smith, is explained, illustrated and compared with other voting rules
on the web site maintained by RangeVoting.Org.

Answers to Selected Problems

1. Consider the following setting with three voters, three candidates and grades from
a (worst) to d (best):

Voter 1 Voter 2 Voter 3 Median
A b c b b
B c c c c
C a b d b

Here B has the highest median and is thus the MJ winner. At the same time it is
the Condorcet winner.

2. Consider the above MJ example and let a = 0, b = 1, c = 2, d = 10. Then C,
the Condorcet loser, is the RV winner.

3. Consider again the above MJ example and let all voters assign the same values to
grades so that a = 0.5, b = 0.55, c = 0.6, d = 1.0. Now C, the Condorcet loser,
is elected.
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Chapter 9
Qualified Majorities and Expert Choice

Abstract What if the decision makers have different degrees of expertise and the
aim is to maximize the probability of a correct decision? (The first three sub-sections
are largely based on Nurmi, Voting procedures under uncertainty. Springer, Berlin-
Heidelberg, pp 49–59, 2002) This possibility has been considered for a long time.
We shall describe the main results in this field of inquiry where the degrees of
competence play a crucial role. We begin with a classic result that is based on the
assumption that the individual decision competences are equal and representable
by the probability that the decision made by the individual is correct. The issue of
where the competence probability comes from is left open.We also discuss epistemic
paradoxes, i.e. peculiarities encountered when aggregating premises of an argument
separately from the conclusions.

9.1 Condorcet’s Jury Theorem

While the modern social choice theory deals mostly with elections and other opinion
aggregation contexts, the earlier results of the theory focus on somewhat different
settings, viz. jury decision making. Marquis de Condorcet dealt with the problem of
amalgamating the opinions of several jurors into a just or correct collective decision
or verdict (McLean and Urken 1995). More specifically, Condorcet was looking for
an answer to the following question: assuming that each individual has a given prob-
ability of being right, what is the probability that themajority of a group consisting of
such individuals is right? Although related to the modern social choice theory, this
question invokes considerations that are absent in the modern theorizing, viz. the
notion that there is a correct decision and that collective decision making procedures
are to varying degrees capable of resulting in those correct decisions.

Condorcet’s starting point is, thus, that every individual has a fixed probability of
being right on the issue to be decided. Whether this probability is determined on the
basis of success rates in similar previous decision settings or on the basis of formal
or practical training or some other factors is left open. The simplest situation would
seem to be one in which each individual has an identical probability p of being right.
The probability could be interpreted as the relative frequency of right “yes” or “no”
answers to a long sequence of questions for which the correctness of the answers can
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be determined. Let us focus on a question that calls for either “yes” or “no” answer
and assume that the number of individuals who have given the right answer is x . To
simplify the setting even further, let us assume that the persons vote independently
of each other. In other words, the voters make their decisions without consulting
each other or knowing each other’s decision. Under these assumptions we can apply
the binomial probability formula to express the probability that among n individuals
exactly x have given the right answer:

f (x) = px (1 − p)n−x .

Let P denote the probability that the group using the simple majority rule gives
the right answer. In other words, P is the probability that more than 50% of the group
members will vote “yes” (“no”, respectively) when “yes” (“no”) is the right answer.
For any given size of majority x , this probability equals the number of different ways
of picking exactly x individuals times the probability of exactly x individuals being
right. Thus, the probability is the sum of these products over the sizes of majority.
In symbols,

P =
n∑

x=n′

(
n

x

)
px (1 − p)n−x . (9.1)

Here n′ = (n + 1)/2.With the exception of those values of p which are very close
to 1 or 0, the distribution of P can be approximated by the normal distribution with
mean np and variance np(1 − p). Thus, we obtain

P = 1 − G

(
n/2 − np√
np(1 − p)

)
= G

(
p − 0.5√

p(1 − p)/n

)
.

Here G(y) is the area under the density curve of normal distribution from −∞ to
y. Condorcet’s jury theorem can now be stated (Miller 1986).

Theorem 1 (Condorcet) The probability P of the majority being right depends on
the individuals’ probability p of being right as follows:

1. If 0.5 < p < 1 and n > 2, then P > p, P increases with n and when n ap-
proaches infinity, P converges to 1.

2. If 0 < p < 0.5 and n > 2, then P < p, P decreases with the increase of n and
P approaches 0 when n approaches infinity.

3. If p = 0.5, then P = 0.5, for all values of n.

Table9.1 gives an idea of how fast P approaches 1 when n increases for various
values of p.

The first two parts of Condorcet’s jury theorem contain two statements: one per-
taining to probability of the majority being right vis-à-vis the individual probability
of being right, and the other indicating the limiting probability value of the majority
being right. The former is called non-asymptotic and the latter the asymptotic part
of the theorem. The non-asymptotic part can be proven by showing that
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Table 9.1 Probability of being right. Source Miller (1986)

Value of n Value of p

.5050 .5500 .7500 .9000 .9750

3 .5075 .5748 .8438 .9720 .9982

5 .5094 .5931 .8965 .9914 .9998

7 .5109 .6083 .9294 .9973 .9999

9 .5123 .6214 .9510 .9991 .9999

15 .5154 .6514 .9873 .9999 .9999

25 .5199 .6924 .9981 .9999 .9999

75 .5345 .8079 .9999 .9999 .9999

250 .5628 .9440 .9999 .9999 .9999

1000 .6241 .9993 .9999 .9999 .9999

p <

n∑

i=n′

(
n

i

)
pi (1 − p)n−i

for groups of any size n. Here n′ = (n + 1)/2 and by assumption n is odd. Similarly,
the asymptotic part, which states that the right hand side of the preceding inequality
approaches unity as the group size approaches infinity, follows from the observation
that the limiting value of the sum is, indeed, unity (Ben-Yashar and Paroush 2000).

Themessage of the theorem is clear: the majority is more reliable than the average
citizen if the latter is more often right than wrong and if the probability of being
right is the same for all citizens. Indeed, the majority becomes omniscient when
the number of individuals increases. The assumption that the probability of each
citizen’s being right is larger than 1/2 is essential: should the probability be strictly
less than 1/2, then P approaches 0, i.e. it becomes certain that the majority is wrong.
The applicability of Condorcet’s jury theorem is, however, seriously limited by the
assumption that each individual has the same competence, i.e. the same probability
of being right.

Various generalizations of the above theorem have been discussed in the modern
literature. Of particular interest is one proven by Owen et al. (1989). Suppose that
each individual i is characterized by probability pi of being right. Let p̄ = ∑

i pi/n,
i.e. p̄ is the average competence of the individuals or the average probability of
their being right. If now 1/2 < p̄ < 1 and n > 2, then P > p̄ and P approaches
1 as n approaches infinity. In this theorem the individuals do not necessarily have
identical competences. Furthermore, they are not all required to be more often right
than wrong. What is assumed instead is that the arithmetic mean of the individual
competences is larger than 1/2.

The non-asymptotic part of Condorcet’s theorem, thus, holds in the generalized
setting in the sense that the competence of the majority always exceeds that of the
average competence. In another sense, when it is asserted that the majority be more
competent than each of the individuals, the theorem does not always hold. Consider,
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for example, a group consisting of three individuals with p1 = 0.6, p2 = 0.7, and
p3 = 0.9. Here we get:

P = 0.6 × 0.7 × 0.1 + 0.6 × 0.3 × 0.9

+ 0.4 × 0.7 × 0.9 + 0.6 × 0.7 × 0.9 = 0.834. (9.2)

Thus, the majority is more competent than the average competence (0.73), but less
competent than one of the individuals. On the other hand, in a three-person setting
where p1 = 0.6, p2 = 0.7 and p3 = 0.7, themajority competence exceeds that of the
most competent individual since P = 0.742. In other words, the majority can be, but
is not always, more competent than every individual when the average competence
exceeds 1/2.

This result significantly qualifies Dahl’s contention (Dahl 1970, 34):

... whenever you believe that 1 is significantly more competent than 2 or 3 to make a decision
that will seriously affect you, you will want the decision to be made by 1. You will not want
it to be made by 2 or 3, nor by any majority of 1, 2, and 3.

Suppose that person 1’s competence is 0.8, person 2’s 0.7 and person 3’s 0.7 (Ben-
Yashar and Paroush 2000, 192). Person 1 is, thus, significantly more competent than
2 and 3. Yet, P = 0.826 which exceeds person 1’s competence. Hence, pace Dahl,
one might well prefer the decision to be made by a majority of the three persons
rather than by the most competent person 1.

The generalized Condorcet theorem demonstrates that one should not perhaps
be overly concerned about the use of referenda in matters which in other times and
places may have been decided by experts, e.g. joiningmilitary or economic alliances.
Adding a sufficient number of minimally competent decision makers improves the
quality of decision making in the sense that the competence of the majority exceeds
the average individual level of competence. One should observe, though, that if the
added decision makers are just barely competent, they may lower the prevailing
average competence. Anyway, the nonasymptotic part of Condorcet’s jury theorem
is not always valid in the sense that the majority would be more competent than
any individual. In fact, there is a result which states under which conditions the
asymptotic part is not valid (see Nitzan and Paroush 1982 as well as Shapley and
Grofman 1984).

Theorem 2 Let there be an odd number n of voters who vote independently of each
other. Assume that pi > 0.5 for all voters and that the voters are labeled in non-
increasing order of competence, i.e. pi ≥ p j if i < j . The non asymptotic part of
Condorcet’s jury theorem does not hold, if

p1

1 − p1
>

n∏

i=2

pi

1 − pi
.
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The expression pi/(1 − pi ) indicates the odds regarding voter i’s competence.
By assumption it is larger than unity for all voters with values increasing with the
competence of the voter. The result thus states that if the most competent voter has
higher odds than the product of the odds of the other voters, then voter 1 is more
competent than the collective choice made using the majority rule.

9.2 Relaxing the Independence Assumption

One of the assumptions underlying Condorcet’s jury theorem is that the voters act
independently of each other. Intuitively this is somewhat implausible. More often
than not in politics people take their cues from other people’s actions and plans. It is,
however, difficult to find an alternative modeling assumption that would at the same
time be more plausible in taking into account the intuitively frequent interdependen-
cies of people’s behaviors and be general enough to cover a wide variety of voting
situations. Nevertheless, it is important to get even a rough idea of the importance
of the independence assumption. Some results achieved in system reliability theory
are pertinent here.

This theory aims at estimating the probabilities for proper functioning of systems
under the assumption that certain portion of their components break down or oth-
erwise fail. The majority systems model is constructed assuming that the system is
composed of several components so that it works if and only if the majority of its
components works. Given that each component has a fixed probability of working
properly, we can analyze the reliability of majority systems under various assump-
tions concerning the interdependence of components (Boland 1989; Boland et al.
1989). The components can be viewed as voters or jurors and the proper working of
a component as the event that the juror is right.

Let us assume that there is an odd number 2m + 1 of components. We label
them Y, X1, ..., X2m . For our purposes it is convenient to interpret Y as a prominent
individual or opinion leader whose lead is followed by several other individuals
Xi . Each component is interpreted as a dichotomous variable so that e.g. Xi = 1
means that the component Xi works properly, Xi = 0, in turn, means that it fails.
We assume that p(Y = 1) = p(Xi = 1) = p, for all i = 1, . . . , 2m. In other words,
every component has the same probability p of working properly or every juror has
the same probability of being right. Let q = 1 − p. The conditional probability of
each Xi working properly, given that Y does, is:

p(Xi = 1|Y = 1) = p + rq

and working properly, given that Y fails, is:

p(Xi = 1|Y = 0) = p − r p,

where i = 1, . . . , 2m.
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The conditional probabilities are, thus, assumed to be identical for each Xi . The
parameter r measures the interdependence or correlation between Xi , on the one
hand, and Y , on the other. Obviously, with r = 1, the probability that Xi gets the
value 1 when Y gets the value 1, is 1. On the other hand, when r = 0, the conditional
probabilities of Xi equal their absolute probabilities, i.e. they are independent of Y .
The parameter r thus allows us to describe positive association between Xi and Y . It
is noteworthy, however, that this model cannot accommodate negative dependence.
Thus, we can deal with voters who imitate each other, but not with voters who wish
to “cancel” each other’s votes.

One of Boland’s results states that the probability of the majority of components
working properly decreaseswith the increase of correlation. In otherwords, the larger
r , the larger the probability of the majority system failure. Applying this result to
voting contexts we can argue that the probability that the majority is right decreases
when the dependence of voters on one “leader” (variable Y ) increases. However, as
long as the correlation between the voters and the leader is less than 1, the probability
that the majority is right exceeds that of a single voter. Hence, in Boland’s model the
interdependence between voters does not affect the essence of Condorcet’s theorem.

More general approach to modelling interdependence is developed by Berg who
replaces the binomial distribution with Pólya-Eggenberger or beta-binomial distri-
bution (Berg 1993). This distribution is a generalization of the binomial one. In the
model a parameter h is introduced so that h/(h + 1) is the correlation between any
two voters. Thus, h can be interpreted as a dependence parameter.

Table9.2 of Berg reports the variation of the majority competence for small val-
ues of h (Berg 1993). We see that, at small absolute values of the interdependence
parameter, the majority competence increases if the interdependence is negative,
whereas it decreases if the dependence is positive. Berg shows that this is the case
whenever p > 1/2 (Berg 1993, 92–93). Thus, we may conclude that positive inter-
dependence between voters decreases the majority competence from its value under
independence assumption.

Despite this observation the main content of Condorcet’s jury theorem remains
intact also under beta-binomial distributions. Thus, with p > 1/2 and for fixed value
of h, the probability that the majority decision is right increases with the increase of

Table 9.2 The majority competence (mc) for individual competence value p = 0.6 for varying
group sizes and dependence values (Berg 1993)

n

5 h = −0.08 h = 0 h = 0.08

mc = 0.7221 mc = 0.6826 mc = 0.6587

9 h = −0.04 h = 0 h = 0.04

mc = 0.7784 mc = 0.7334 mc = 0.7084

41 h = −0.01 h = 0 h = 0.01

mc = 0.955 mc = 0.905 mc = 0.867
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the number of voters. Moreover, whenever 1/2 < p < 1 the majority competence
always exceeds that of individual p.

The preceding discussion on the variations of Condorcet’s jury theorem reveals
that even in contexts where one can meaningfully speak about correct and incorrect
decisions the group choice using majority rule is not necessarily inferior to expert
choice, unless the expert is perfect and the group consists of individuals who are
not even minimally competent. The main conclusion, however, is that Condorcet’s
jury theorem is relatively robust under modifications regarding the independence of
voters. What is perhaps of more interest is that positive association between voters
does not increase the majority competence, but rather diminishes it from the level
that is achieved by independent voters.

9.3 Optimal Jury Decision Making

Although the setting analyzed in the preceding sections pertains to making correct
decisions and seems thus somewhat distant from political decision making where
subjective values play a major role, it is well worth studying since, if it turns out that
significant results with regard to optimal decision making principles can be found
in these settings, we might then try to introduce additional political realism into the
model and possibly end up with feasible solutions to the design of political insti-
tutions. One of the potentially significant results deals with principles of designing
optimal jury decision procedures under the assumption that jurors have different
degrees of expertise in matters to be decided.

In Theorem 2 we have already touched upon a corollary of the most important
result in this genre. This corollary states the conditions under which the most com-
petent individual is more competent than the majority of voters. In other words, the
result tells us in an abstract manner when it is advisable - from a consequentialist
point of view - to bestow the decision making authority upon a single individual
rather than the group, provided that the latter makes decisions using the majority
rule. The theorem follows from a deeper result which pertains to maximizing the
probability of making correct decisions by a group of voters. The result is due to
Nitzan and Paroush (1982). Before spelling it out, let us consider an example.

Suppose we have a group of five individuals with individual competences: 0.9,
0.8, 0.8, 0.6, 0.6. The average competence then is 0.74. The majority competence,
in turn, is 0.897, which clearly exceeds the average, but falls slightly short of the
most competent individual. What happens when we increase the weight of the most
competent individual? Inweighted voting each voter is assigned aweight that reflects
his relative influence on the voting outcomes. Typically weights are normalized so
that each voter i gets the weight wi which behaves like a probability, i.e.

∑
i wi = 1

and 0 ≤ wi ≤ 1. In order for a motion to pass, it has to be supported by voters whose
weights sum to a number that exceeds a given quota of weights, e.g. 50% of total
weights. If the quota is set at 50%, as often is the case, then we are dealing with
weighted majority rule.
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To continue our example, let the first individual with competence value of 0.9
be assigned the weight of 0.4, while the other voters have equal weights of 0.15
each. Suppose that the required quota is 50% of the total weight. We notice that
now any pair that the most competent individual forms with some other individual
exceeds the quota. On the other hand, not all groups consisting of three individuals
exceed the weight quota. Computing the competence of the weightedmajority voting
results in value 0.919 which exceeds that of the most competent individual. So, it
seems that increasing the weight of the most competent individual increases the
group’s competence if the group makes its decisions using the weighted majority
rule. This is intuitively plausible. But is there a general method for assigning weights
to individuals that results in the best achievable group competence? There is and that
is provided by Nitzan and Paroush (1982) theorem (see also Grofman et al. 1983 as
well as Shapley and Grofman 1984).

Theorem 3 Given a group of minimally competent individuals (i.e. pi > 0.5, for all
i ), the decision procedure that maximizes the probability that the group decision is
right is weighted majority rule where each individual i is assigned a weight

wi = log

(
pi

1 − pi

)
.

In other words, weighted majority voting with weights assigned to individuals
in proportion of the logarithm of their competence odds, is the answer to the above
question. Since the odds are larger than unity for all voters by assumption, this means
that the logarithms in question are real numbers larger than zero.

In our example, the odds of the voters are: 0.9/0.1 = 9, 0.8/0.2 = 4, 0.8/0.2 = 4,
0.6/0.4 = 1.5 and 0.6/0.4 = 1.5. Since the Briggs’ logarithms of these numbers are:
0.954, 0.602, 0.602, 0.176 and 0.176, the optimal weights are 0.380 to individual
1, 0.240 to individuals 2 and 3 and 0.07 to individuals 4 and 5.1 Computing the
group competence under the assumption that weighted majority rule is being used in
decision making, we get the group competence value 0.984, well above any of the
values discussed above and quite close to unity.

So, there is an apparently plausible method of making decisions in a way that not
only improves upon the competence of the average group member, but even that of
the most competent member. Now, the natural question to ask is how does one go
about applying this apparently useful result. The main restriction to its applicability
in business and politics is, of course, the fact that very few relevant issues pertain to
competence in the sense of knowing true answers to questions. Rather the bulk of
business and political decision making deals with values, goals and other desiderata.
But even in those hypothetical situations where the competence in the sense of
probability of being right is a reasonably meaningful notion, one faces a severe

1Nitzan and Paroush (1982) express the theorem in natural logarithms, i.e. logarithms to base
e = limn→∞(1 + (1/n))n = 2.718 . . ., while Shapley and Grofman (1984) use Briggs’ logarithms
or logarithms to base 10. These are equivalent in the present setting, since ln x/ ln y = lg x/ lg y
for all real numbers x and y.
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application problem, to wit, how to find out the competence values of individuals. A
remarkable result of Feld is one plausible way of proceeding (Grofman et al. 1983,
p. 275).

Theorem 4 The optimal individual weights can be approximated by assigning each
individual i the weight ri − 0.5 where ri is the proportion of times that i has been in
agreement with the majority decision in the past.

This theorem enables us to sidestep the issue of determining what is the right
decision in any given situation. Instead we can determine the optimal weights by
counting the relative number of times the individual has been in agreement with the
majority. This theorem should, however, not be read as a solution to the philosophical
problem of induction.What it states is that, assuming that the future decision settings
do not essentially differ from those of the past, the agreement with themajority works
well as a determinant of the optimal weight.

The above theorem can be utilized in designing institutions which provide incen-
tives for consensus. To wit, by assigning each decision maker a weight in accordance
with the theorem, i.e. ri − 0.5, one gives larger weights to persons with larger con-
formity to majority decisions. If the individuals want to maximize their weight, then
the way to proceed is to stick with the majority. Not a recipe for innovation, a critique
could say.

9.4 Epistemic Paradoxes and Their Relevance

In the same way as the social choice theory deals with aggregation of individual
preferences, we can study the rules used in aggregating judgments. This is the case,
for example, in jury decision making or any situation involving arguments developed
to justify conclusions. Similarly in expert groups one often aggregates judgments,
not opinions of the experts. The judgments may concern various states of affairs,
e.g. whether a given occurrence has taken place, whether a certain assessment is
reliable, whether a given applicant has sufficient skills for a given task, etc. So, it is
not the values of the experts that count, but their judgments regarding facts. Further-
more, many expert views involve not only the statement regarding the facts, but also
an argument relating those facts to each other so that – together with some logical
statements – they form a sequence where some sentences are premises leading to
other statements, viz. the conclusions. For example, in an economic policy advisory
group, an expert might suggest that since the inflation rate, unemployment, foreign
trade balance and immigration have reached a given level, certain economic policies
ought to be resorted to by the government. The suggestion thus lists specific facts
and reaches its policy recommendation or conclusion resting on the premises and
some general principles reflecting the views of the expert about the causal relation-
ships prevailing in the economy. So, when a group of experts is drafting a policy
recommendation, it basically aggregates the judgments of its members regarding the
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Table 9.3 Doctrinal paradox

Judge Prop. p Prop. q Prop. r

Judge 1 True True True

Judge 2 True False False

Judge 3 False True False

Majority True True False

facts and general principles that rule in the economy. This differs from aggregating
opinions, simpliciter.

The classic example in this literature is the doctrinal paradox introduced by
Kornhauser (1992) (an early precursor is Vacca 1921).2 This paradox involves a jury
of three jurors and a case where the issue is whether the defendant has breached
a contract with another party. The legal doctrine has it that a breach of contract
has occurred if and only if there is an act A such that the defendant is contractually
obliged not to do A and, yet, the defendant did A. Otherwise, no breach has occurred.

For the jury decision three propositions are relevant:

1. p: the defendant was contractually obliged not to do A
2. q: defendant did A
3. r : the defendant breached the contract

All judges are adhering to the prevailing legal doctrine, i.e. r is true if and only if
both p and q are true. Even though they agree on the doctrine, they may disagree on
the truth value of the three propositions. Suppose that their truth value assignments
are those presented in Table9.3. Thus, for example, judge 2 sees that the defendant
was, indeed, contractually obliged to refrain from doing A, but he/she did not do
A. Since judge 2 acts in accordance with the legal doctrine, his/her view is that the
defendant was not in breach of the contract. Similarly the other two jurors can be
seen to adhere to the prevailing legal doctrine. When looking at the judgments of
the majority of jurors it, however, turns out that this doctrine is no more valid: the
majority deems propositions p and q true, but – in contrast to what the doctrine
dictates – judges r to be false.

It is easy to see the similarity of the doctrinal paradox with the Condorcet one:
a principle characterizing each individual does not extend to the majority of those
individuals. In the case of the doctrinal paradox the principle is the adherence to the
legal doctrine, while in Condorcet’s paradox it is the completeness and transitivity
of preferences.

What is called legal doctrine above is basically a specification of admissible ways
of combining propositions, i.e. a rule guiding allowable inferences. One might say
that the doctrine here is a kind of constraint that any legitimate reasoning has to
satisfy. Thus, we can generalize the Table9.3 setting to any situation where certain
types of logical constraints are imposed on individual judgments and, yet, these

2See Kornhauser and Sager (1986) and List (2012).
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constraints are not satisfied by the reasoning of the majority. In this more general
setting where issue-wise majority voting leads to an inconsistent outcome is known
as discursive dilemma (Pettit 2001; List and Pettit 2002).

The dilemma basically undermines the possibilities to make consistent arguments
by aggregating proposition-wise judgments using majority. This leaves open two
possibilities for handling judgment aggregation in group choice: (i) to impose re-
strictions to distributions of inputs, i.e. the individual judgments, or (ii) accept either
the premise-based or conclusion-based majority as the decisive one. The former pos-
sibility could involve ruling out inputs that lead to inconsistent majority arguments,
while the latter would essentially rule out paradoxes by assuming that the majority
decision on premises or conclusions is paradox-free. Although the latter might seem
impossible to accept, it is in fact common practice in preference aggregation settings
where the successive elimination method is resorted (e.g. in the U.S. Congress). This
method conducts k − 1 pairwise majority votes if the alternative set consists of k ele-
ments. In each vote, the losing alternative is eliminated and the winner is confronted
with the next one until all alternatives have been present in at least one pairwise
comparison. The winner of the final pair is the overall winner. This method is based
on the incorrect assumption that the group preference relation formed through pair-
wise majority votes is transitive, e.g. if z wins the winner of the x, y pair, it also
wins the loser of the pair. As Condorcet’s paradox shows, this is not guaranteed by
the majority rule. Indeed, it may well be that x defeats y and z defeats x , and yet y
defeats z. The successive elimination solves the Condorcet paradox by fiat. Hence,
it is in general impossible to find out on the basis of pairwise voting records whether
the successive elimination system results in a robust (i.e. Condorcet) winner or one
whose victory is merely due to the order of voting since the underlying majority
preference relation is cyclic.

The relevance of the doctrinal paradoxes or discursive dilemmas is in settings
where one is not simply aggregating opinions regarding the desirability of policies
or candidates, but the voters are expected to be able andwilling to formulate or accept
arguments in support of certain conclusions. It is, of course, possible and, indeed,
likely that the voters think in terms of arguments also in those settings where they
are not expected to present them. This possibility widens essentially the domain of
relevanceof these paradoxes.We simplydonot knowwhat kindof arguments underlie
conclusion-based aggregations. An analogous observation can bemade regarding the
likelihood of the Condorcet paradox or related anomalies in preference aggregation.
What, on the other hand, restricts the relevance of judgment aggregations paradoxes
is the intuitive observation that the arguments underlying the choice of a policy
alternative or candidate have a wide variety of factual statements built into them.
E. g. in political competitions one voter may regard economic self-interest as the
primary consideration, another might have social justice considerations in mind,
while a third voter could deem religious variables the most important ones. It is in
fact not common to encounter settings where all voters would base their conclusions
on the same propositions and their truth-value combinations. The same holds for
expert bodies composed of representatives from different areas of knowledge, say,
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finance, customer relations, technical expertise,marketing. It is quite natural to expect
that these experts build their arguments on different kinds of propositions.

9.5 Topics for Further Reflection

1. Bovens and Rabinowicz (2006) discuss the following example: an item of tech-
nical equipment is to be purchased for a specific purpose. Consider three propo-
sitions:

• p: the item meets the safety standards
• q: the item is economically feasible
• r : the item should be purchased

Three persons are in charge of the purchasing decision. Each thinks that the item
should be purchased if and only if both p and q are true. Construct a table similar
to Table9.3 that does not exhibit the doctrinal paradox.

2. Consider a country that has cumulated a huge amount of foreign debt. It turns
to a coalition of international actors for an economic aid package in the form
of additional loans. The coalition consists of three equal-sized groups: A, B
and C . Within each group there is a unanimity that the country ought to be
given the requested aid if and only of if propositions p and q are true. Here p:
the government of the country is able to execute economic policies that enable
it to pay back – with interest – the borrowed funds within a 30-year period,
q: the government’s policies are acceptable enough to the population for the
government to stay in power for an adequate period of time to launch the policies.
Construct a table similar to Table9.3 so that the doctrinal paradox occurs. Then
construct another table where is doesn’t occur.

9.6 Suggestions for Reading

Very useful accounts of the epistemic paradoxes are Bovens and Rabinowicz (2006),
Dietrich and List (2013) and List (2011). The earlier contribution by Kornhauser and
Sager (1986) set the stage for later developments in this rapidly expanding field.

Answers to Selected Problems

1. Suppose that two individuals think that both p and q are true and therefore the
equivalence is true as well. Since these two person constitute a majority, their
opinion coincides with the collective opinion. Hence, no paradox ensues.
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2. A situation where the doctrinal paradox appears (A believes that p is true, but q
is not, B believes that both p and q are true and C believes that p is false, but q
is true):

Country Prop. p Prop. q Prop. r
A True False False
B True True True
C False True False
Majority True True False

3. A situation where the doctrinal paradox does not appear (country B changes its
mind regarding the truth value of q with respect to the preceding table:

Country Prop. p Prop. q Prop. r
A True False False
B True False False
C False True False
Majority True False False
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Chapter 10
Representativeness

Abstract A referendum paradox occurs when a collective decision by a majority
in a representative body contradicts the majority opinion in the electorate at large.
We discuss this paradox as an introduction to the problems of constructing optimally
representative committees. Two important studies are reviewed and the notion of a
Condorcet committee introduced.We also dealwith power distribution in committees
vis-à-vis the electorate at large.

10.1 The Referendum Paradox

Since direct democracy is for several reasons impossible in contemporary political
systems, some principle of representation has to be resorted in those systems that call
themselves democratic. Rightly or wrongly, most current systems of governance of
political entities declare themselves democratic. Yet, a wide variety of principles are
being used in composing the representative bodies making decisions on behalf and in
the name of the populations at large. In business environments, the highest decision
making bodies are typically not envisaged to be democratic in the same sense as
in political contexts, but quite often we encounter the representation problem when
various working groups or task forces are being set up. The population or electorate
in those contexts typically consists of boards or councils or plenary assemblies. In
what follows we draw upon some results from political science to shed light to the
process of rational composition of representative bodies.We startwith the description
of a puzzling – but at the same time quite understandable – phenomenon sometimes
called the referendum paradox.

There are 10 single-member districts, each with 100 voters. The districts are not
necessarily geographical entities, but may constitute partitioning of the electorate
on other – age, occupation, ethnicity, income, stock share – grounds. In any case, it
is here assumed that each district, however defined, sends one representative to the
task force, parliament or working group to be elected. The representative body is
then expected to vote on a dichotomous issue, i.e. one that results either in a ‘yes’ or
‘no’ stand depending on which position has more votes in the body. An illustrative
distribution of voters over positions and districts is exhibited in Table10.1.
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Table 10.1 Referendum paradox

Opinion District 1 … District 9 District 10 Total

Yes 45 … 45 100 505

No 55 … 55 0 495

The paradox consists of the fact that direct and representative majority voting
lead to opposite outcomes with a clear margin. To wit, if we assume that each rep-
resentative votes according to what s/he believes (correctly) to be the opinion of the
majority of voters in his district, the outcome in the representative body is 9 to 1 in
favour of ‘no’, but if the voters vote directly on the issue, the winner is ‘yes’ with a
505 to 495 margin. The observers of the U.S. presidential elections are, of course,
familiar with this paradox in a slightly different disguise.

The referendum paradox is just another way of saying that moving from direct to
indirect (representative) decision making comes with a price. Even if the represen-
tatives aim at faithfully representing their electors by reflecting the majority opinion
of the latter, the outcome in the representative body may contradict the view of the
majority of the electorate. This possibility is unavoidable as long as the simple ma-
jority principle is being utilized. It becomes, however, less likely in homogeneous
electorates. There is another reason for not being overly worried about the referen-
dum paradox, viz. it deals with a single issue, while one could perhaps expect that in
the long run, i.e. with a long sequence of issues, the majorities in the representative
body and in the electorate at large are more likely to coincide on the average. This
is, course, a conjecture.

Another conjecture suggests that when choosing representatives the voters are
not primarily interested in having their own views reflected in the final outcomes,
since most of the time they simply do not have them. One could argue that in modern
democracies very few if any voters have an opinion on every issue on the legislative
agenda of the parliament. The same presumably holds for many other representative
bodies. Hence, the voter’s main interest is in the qualities – personal or professional
– of the candidates competing for representative positions.

10.2 Optimal Committees

A pioneering paper on optimal committees from the social choice perspective is the
article of Chamberlin and Courant (1983). It starts from assuming that each individ-
ual has a preference ranking over the candidates competing for available committee
(working group, council, board) membership. The optimality of the ensuing com-
mittee is defined in terms of these preferences. The second crucial assumption is
that for each possible committee and each voter, the latter is represented in the for-
mer by one committee member, viz. that member which has the highest position in
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the voter’s ranking. Thus, for example, if the committee consists of three members
and voter i ranks them in third, fifth and tenth position, then i is represented by
the member whom s/he ranks third. This highest ranked member will be called i’s
representative in the committee. Now, the desirability of any given committee to any
voter, is defined in a natural way: the higher the representative is positioned in the
voter’s ranking, the better s/he is represented. Or, stated in another way, the degree of
misrepresentation of the voter is the smaller, the higher his/her representative in this
committee is ranked. An obvious way of measuring the degree of misrepresentation
of a committee for a voter is count the number of candidates that are ranked higher
than the voter’s representative in the committee. E.g. if the voter’s representative is
ranked first by him/her, the degree of misrepresentation of this committee is 0 for
this voter, if his/her representative is ranked third, the degree of misrepresentation
is 2 and so on. The determination of the best or optimal committee in this sense
is basically straight-forward: one generates all possible committees and sums up
the voters’ degrees of misrepresentation for each committee. The committee with
the smallest sum is the optimal one. This way of computing optimal committees is
linearly related to the Borda scores of each committee member.

The procedure outlined above differs from extant methods of proportional repre-
sentation, but captures important features that underlie the concept of proportionality.
At the same time it is subject to the criticism that in the optimal committee the mem-
bers may represent voters in very different ways since the average Borda score sum
of the members allows for a wide variation in the scores of individual members.
Stated in a another way, the optimal committees in the Chamberlin-Courant proce-
dure typically consists of members with widely varying constituencies or support
sizes. The constituency N j (c) of a candidate j in a committee c is defined as the
number of voters who rank j higher than any other candidate in c. That is,

N j (c) = |{i ∈ N |ri j ≤ ris,∀s ∈ c}|

Here N is the set of voters and ri j denotes the rank assigned to member j by
voter i .

To see how the Chamberlin-Courant procedure works, consider the following
example involving nine voters, five candidates and the committee of three members.
The voter preferences over the candidates are presented in Table10.2. There are 10
possible ways of selecting a 3-member committee out of the five candidates. One
of them is ABC. Its associated degree of misrepresentation is computed as follows:
there are three voters each of whom assigns A the degree of misrepresentation of 4
and two voters assigning A the degree 3, while four voters assign A a zero degree
of misrepresentation. Similarly, B is assigned 1 degree by four voters and 2 degrees
by two voters. C, in turn, is associated with the degree 2 by seven voters. Hence the
degree of misrepresentation associated with the committee ABC is 40. The degrees
of the other nine committees can be computed in the same manner. It turns out that
the committee BCD has the smallest degree of misrepresentation, viz. 39.

The example shows that the constituencies of the committee members in the
optimal committee are far from being equal-sized: seven voters are associated with
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Table 10.2 The Chamberlin-Courant procedure illustrated

4 voters 3 voters 2 voters

A B C

B D D

C C B

D E A

E A E

B, two with C and none with D. On the other hand, the candidate ranked first by more
voters than any other candidate, viz. A, is not present in the optimal committee. It
is difficult to say which is more counterintuitive: either an optimal committee where
the candidate ranked first by more voters than any other candidate is not present or an
optimal committee that includes a member with an empty constituency. Both these
counterintuitive features are results of the fact that in defining the optimal committee
Chamberlin and Courant resort to the Borda count, while in defining the assignment
of voters to various committeemembers, another positional criterion is being applied.

Viewed from the representation point of view the Chamberlin-Courant method
has a flaw that is related to what was just said, viz. it does not guarantee that each
representative stands for equally many voters. To rectify this, Monroe devised a
technique that guarantees that each representative represents the same number of
voters Monroe (1995).

The fundamental idea is to divide the electorate of size n into segments of equal
size, that is, each segment consists of n/k voters where k is the size of the committee.
Here each segment represents the same number of voters. The way to achieve a fully
proportional representation in Monroe’s sense is to start from the voters’ preference
profile over all candidates and to construct every possible k-member committeewhere
each voter is assigned to the member that minimizes his/her misrepresentation under
the constraint that the number of voters assigned to each member is the same, viz.
n/k. For a given committee this is done by first assigning every voter to the candidate
that best represents him/her. Suppose that voter i assigns candidate j the rank ri j .
Monroe suggests the misrepresentation measure of Chamberlin and Courant, viz.
µi j = ri j − 1. In other words, the misrepresentation related to a candidate is simply
his/her rank minus unity. Thus, for any given committee one first assigns each voter
to the committee member for whom his/her misrepresentation is smallest (ties are
broken randomly). Since this does not in general lead to a uniform distribution
of voters over committee members, one proceeds by transferring voters from one
candidate to another to achieve a situationwhere eachmember represents n/k voters.
The criterion for transfer is the following: of any two voters, say i and l, the one that
suffers less from the transfer is re-assigned. This means that those voters who are
indifferent or nearly indifferent between the candidates they are assigned to before
and after re-assignment are transferred first.
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Once the transfers required to make each constituency of equal size have been
performed, the degree of misrepresentation associated with the committee is com-
puted as the sum of the individual misrepresentations of the voters. The committee
with the smallest value of misrepresentation is the fully proportional committee.
This description of the construction process is basically one that was presented in
Monroe’s article. For large candidate sets it is very tedious. Fortunately, Potthoff and
Brams (1998) have devised an integer programming algorithm for computing fully
proportional committees (Brams 2008).

Let there bem candidates. Define the value of the variable x j to be 1 if candidate j
is a winner (i.e. belongs to the fully proportional committee) and x j = 0, otherwise.
The sum over all candidates of x j ’s thus indicates the number of candidates in the
committee. Now define xi j = 1, if candidate i is assigned to voter j , and xi j = 0,
otherwise. For a fixed value of the variable i the sum over j indicates the number
of voters associated with candidate i . The objective function to be minimized is the
sum of misrepresentation values:

z =
∑

i

∑

j

µi j

The constraints under which the minimization is to be done are

∑

i

xi = k

∑

i

xi j = 1, for each j = 1, . . . , n

−Lxi +
∑

j

xi j ≥ 0, for each i = 1, . . . ,m

−U xi +
∑

j xi j ≤ 0, for each i = 1, . . . ,m

xi is an integer less than or equal to 1, for each i

xi j is an integer less than or equal to 1, for each i and j

HereL is the lower boundof the number of voters assigned to each candidate,while
U is the upper bound of this number. Since the constituencies in fully proportional
committees are of equal size, L is equal to the largest integer smaller than n/k, while
U is the smallest integer larger than n/k. Should n/k be an integer the constraints
involving L and U can be replaced by a single constraint:

−n

k
xi +

∑

j

xi j = 0, for each i

Monroe’s idea of full proportionality and its precise formulation and solution
through integer programming as suggested by Brams and Potthoff allow for various
kinds of extensions. To wit, the measure of misrepresentation, µi j , can be defined in
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ways that differ from the one described above. Moreover, the voters can be assigned
to several candidates instead of just one. Some of these variations can be easily
accommodated by the integer programming approach.

10.3 Topics for Further Reflection

1. Is the referendum paradox possible in the presidential election system of the
United States? If it is, can you suggest a way of avoiding it? If it isn’t, explain
why.

2. The Chamberlin-Courant procedure for determining optimal committees uses
all rank positions to determine the degree of misrepresentation associated with
a candidate. Suppose a different count were used; to wit, suppose all first ranks
were associated with 0 degree of misrepresentation while all lower positions
had the same misrepresentation value, viz. 1. Compute the optimal 3-member
committee in the Table10.2 profile using this alternative count.

3. A strong Condorcet committee is a committee that would defeat all other com-
mittees in pairwise majority voting contests, i.e. in each comparison this com-
mittee would be supported by more voters than its opponent. Suppose that the
voter preferences over committees are induced by the respective misrepresenta-
tion values: the smaller the value the more preferable the committee. Focusing
on three-member committees in Table10.2, is the optimal BCD committee a
Condorcet one?

10.4 Suggestions for Reading

The determination of the nearly optimal and/or nearly fully proportional committees
has been shown to be computationally tractable by Skowron et al. (2015). Similar
computational results pertaining to Condorcet committees – i.e. committees that are
undefeated by any others in pairwise comparisons with a majority of individual votes
– are presented by Darmann (2013). Methods based on dichotomous preferences and
approval voting are discussed by Brams et al. (2006) and Kilgour (2010).

Answers to Selected Problems

1. It is possible and has, in fact, occurred a few times, most recently in the 2016
electionwhereDonald J. Trumpwon, but his competitor HillaryClinton received
more popular votes.
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2. The degree of misrepresentation for committee ABC is 5 + 6 + 7 = 18. Any
two-member committee that includes D or E can be improved by replacing this
member by A, B or C thereby decreasing the degree of misrepresentation by
4, 6 or 7. Similarly, any one-member committee that includes D or E can be
improved by replacing these by A, B or C. ABC cannot be improved upon by
replacing any member with either D or E. Thus it is the optimal one under the
modified count.

3. Yes, it is. For example, when compared with the committee ABC, each of the
first four voters assigns ABC the misrepresentation value 1 + 2 = 3, each of the
next three voters assign ABC the misrepresentation value 4 + 2 = 6 and each
of the last two voters assigns ABC the misrepresentation value 3 + 2 = 5. The
corresponding values for BCD are 1 + 2 + 3 = 6, 2 + 1 = 3 and 2 + 1 = 3. So,
while four voters deem ABC preferable to BCD, five others have the opposite
preference.Hence, BCDbeatsABCby amajority. By studying all 10 committees
of three, it turns out that BCD defeats all others and is thus the strong Condorcet
committee.
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Chapter 11
Deliberation and Voting

Abstract The theory of voting often takes the agenda as exogenously given. The
deliberative view of democratic decision making focuses on phases of decision
process preceding the actual voting, occasionally even replacing the latter with de-
liberative processes. We discuss the plausibility of presuming that the best argument
wins. We also take up issues pertaining to procedures that have to be resorted to
when a consensus is not reached. We envisage a most useful role for the deliberative
practices in agenda formation.

11.1 Voting With or Without Deliberation

In the preceding we have focused on the phase of decision making that immediately
precedes the very act of choosing an alternative or candidate, viz. voting. There are,
however, important stages in the decision process that precede the voting. Of partic-
ular importance is the stage where the voting alternatives are determined. After all,
voting can determine only which alternative or candidate is best – in the sense intend-
ed by the voting procedure – of those that are being voted upon. The standard voting
theory often glosses over the alternative formulation stage and restricts attention to
the mapping from voter opinions regarding the given alternatives or candidates to the
alternatives or candidates that are deemed best. And yet, theway decision alternatives
are processed prior to voting can make an essential difference in the outcomes. In
particular, by discussing the alternatives the voters may spot outcomes that benefit no
one when compared with the status quo. Such collectively inferior outcomes some-
times exist and, more importantly, can actually ensue from some voting procedures
unless special precautions are made. The possibility of such Pareto violation of the
amendment (a.k.a. successive elimination) procedure illustrates this (see Table11.1).

Suppose that the agenda of pairwise comparisons is: (i) B versusD, (ii) the winner
of (i) versus A, and (iii) the winner of (ii) versus C. Suppose furthermore that each
voter votes according to his preference in each pairwise comparison and that the
winner is always the alternative receiving more votes than its contestant. Then B
defeats D in ballot (i), A defeats B in (ii) and finally C beats A in (iii). Upon looking
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Table 11.1 Pairwise majority comparisons may lead to Pareto suboptimal outcomes

Voter 1 Voter 2 Voter 3

A D B

B C D

D A C

C B A

at Table11.1 we see that the C is Pareto dominated by D. Hence, Pareto criterion is
violated. In other words, if D is the status quo alternative, all voters are worse off as
a result of voting.

11.2 The Role of Deliberation

The advocates of deliberative democracy stress the value of deliberation in improving
the quality of collective decisions. This follows from free exchange of information,
both factual and normative. The flow of factual information may improve the de-
cisions by helping the participants to identify alternatives that are based on false
assumptions, e.g. highways cannot be built through privately owned land without
the permission of the land-owner or buying the land, physical punishments cannot
legally be applied to school-children in order to root out bullying, military personnel
may not be eligible for certain types of public offices, etc. In decision making in-
volving technological projects, people cognizant of technology may be able to rule
out certain alternatives as infeasible given our present-day knowledge. Ideally, the
exchange of factual and normative information may result in a consensus. Should
this happen, then no voting is needed at all.

More common are, however, situations where the deliberation does not lead to a
consensus, but only modifies the original alternative set. Even so, the elimination of
unrealistic alternatives and possible introduction of new realistic ones, are bound to
improve the decision process. Still, the voting stage is required to yield the actual
collective decision. The deliberation phase may alter the outcomes in other ways
as well. To wit, after exchanging views of the alternatives at hand, the voters are
probably more informed about each others’ opinions (preferences) than at the outset.
Given a known voting procedure, this may change their voting strategy. In particular,
the voters may resort to sophisticated instead of sincere strategies. These necessarily
exclude the possibility of Pareto dominated outcomes.

Amore subtle argument for deliberative process is provided byList et al. (2013). If
themain source of trouble in collective decisionmaking comes from the cyclicmajor-
ity preference relation, as is often argued, then some experimental evidence suggests
that deliberation is prone to modify the preferences of the individuals towards single-
peakedness thereby increasing the probability of Condorcet winners. If this finding is
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robust, then deliberation can reduce the apparent arbitrariness of voting outcomes. E-
specially, for those advocating Condorcet extension rules this experimental evidence
is undoubtedly appealing.

11.3 Deliberation and Agenda Effects

The theory of collective decision making typically starts from a given set of alter-
natives. This glosses over a crucial determinant of the decision outcomes, viz. the
process whereby the alternatives are formulated. Yet, the outcomes can be nothing
else but subsets or ranking of the alternative set. If we widen our perspective to in-
clude also the alternative formulation stage, a host of negative findings are in front
of us. In the following we mention just a few most important ones.

In a path-breaking article based on a pseudo-experiment Plott and Levine (1978)
came to the following conclusion:

Experimental results indicate that within a range of circumstances the agenda can indeed be
used to influence the outcome of a committee decision.

The observation is based on packaging different options into bundles andmanipu-
lating voting order (agenda). Plott and Levine’s target community was a private club
of amateur pilots pondering upon the purchase of a new fleet of aircraft consisting
of planes of various types. Given the preferences of the club members over various
aircraft options, it turned out that basically any desired mix of airplanes could have
been made the winner with a suitable packaging of options and the order of voting.
A more general statement was later made by Saari (2001, p. 13):

For a price, I will come to your organization to design your election procedure. You tell me
who you want to win. After talking with the members of your organization to ascertain their
preferences, I will construct a ‘democratic voting procedure’ which will ensure the victory
of your candidate.

These observations suggest that the voting outcomes are even more agenda-
dependent than the pioneering theorems of McKelvey (1979) imply. According to
these, in the absence of a Condorcet winner or a majority undominated alternative,
the pairwise majority comparisons do not in general guarantee even a rough simi-
larity between voting outcomes and voter preferences. Instead, under sincere voting,
the agenda builder can completely determine the voting outcome and yet the winner
at each stage is determined by a majority of voters.

In the spirit of Levine, Plott and Saari, Marengo and Settepanella (2012) pro-
vide insights to packaging of issues into bundles and to the ensuing changes in
social outcomes. In their model choices are made up of bundles of elements called
features, i.e. F = { f1, . . . , fn}. Each feature may take on one value out of a finite
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set of alternatives. If all features may take m + 1 values, there are (m + 1)n so-
cial outcomes, i.e. n− tuples of feature values. An object scheme is a bundling of
features into subsets (not necessarily distinct). As an example Marengo and Set-
tepanella discuss a group of people considering how to spend an evening together.
The features could be: where to go, when to go, how to go. The values, in turn,
are: {restaurant, cinema}, {7PM, 8PM}, {car, walk}. A possible outcomewould,
then, be (cinema, 7PM, car). If the agenda setter can bundle features any way he
likes, the outcome can be far away from the individuals’ desires. More specifically,
Marengo and Settepanella show that it is always possible to manipulate the object
scheme in such a way that the median voter theorem does not apply and the so-
cial choice may converge to social outcomes very distant from the median voter’s
preferred one.

The results referred to in this section stress the importance of the formation of the
alternatives to be voted upon. It is in this stage that deliberation can play an important
role or – to put it in a differentway –where the lack of deliberationmay undermine the
experienced legitimacy of the voting outcomes, no matter how plausible the voting
mechanism used in ballot aggregation.

11.4 Topics for Further Reflection

1. Construct a three-voter, three-alternative profilewhere the amendment procedure
can result in each alternative as the winner depending on the agenda of pairwise
comparisons.

2. Suppose that the successive procedure is used, i.e. each alternative is voted up
or down by a majority vote at each stage of the procedure and winner of the final
vote is the overall winner. Suppose moreover that every voter votes for the subset
containing his/her first ranked alternative at every stage. Construct a profile and
an agenda showing that the Condorcet winner is not elected.

3. What can be said about the election of Condorcet winners and losers under the
amendment and successive procedures?

11.5 Suggestions for Reading

Miller’s (1995) monograph covers much of what is known about agenda-based pro-
cedures. The art and science of packaging of issues is dealt with by Riker’s (1982,
1986) books.
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Answers to Selected Problems

1. Consider the Condorcet paradox profile:

Voter 1 Voter 2 Voters 3
A B C
B C A
C A B

If one wants A to win, the agenda should be built so that in the first stage B
and C are compared with each other and the winner takes on A in the second
voting. If B is to be made the winner, the first vote should be between A and C ,
whereupon the winner faces B in the second vote. If C should win, then the first
vote should compare A and B with the winner confronting C .

2. Consider the following profile:

4 voters 3 voters 2 voters
A B C
C C A
B A B

Here C is the Condorcet winner. Suppose that the agenda puts C first to a up or
down vote. Since it is the first ranked one by only two voters, it will be voted
down. If A is the next in the agenda, it will be elected. If B is the next, then A
is elected as well. In any event, the Condorcet winner will not be elected.

3. The Condorcet loser cannot be elected under the amendment procedure since in
order to win it is required that the candidate defeats at least one other candidate,
viz. the one it is confronted with in the final comparison. Since the Condorcet
loser defeats no other alternative, it cannot win under the amendment procedure.
The successive procedure cannot choose the Condorcet loser, either. If a Con-
dorcet loser is subjected to an up or down vote, it will be defeated since it cannot
be the first ranked candidate by a majority of voters in any subset of candidates
(if it were, it would defeat the other remaining alternatives and hence would not
be the Condorcet loser).
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Chapter 12
The Business Context

Abstract There is a distinction between using rules in the business context and in the
political context. Furthermore, in the political context, another distinction is between
using rules to select people and using rules to follow procedures. Usually an analyst
chooses a Voting Procedure (VP), based on his/her knowledge with regard to the
technical issues to do with the application. We argue that instead, DMs themselves
should make the choices and that a DM’s preferences should be considered in the
context of the decision problem.

12.1 Introduction

Although one might think that rules have been designed for political elections rather
than for business decisions, it canbeobserved that they are usedquite often in business
organizations in a group decision context. Voting procedures are very well-suited to
tackling a specific range of business decision problems. For instance, decisions made
by the Board of Directors in many organizations are reached by using VPs.

On the other hand, although rules can be applied in both contexts, choosing a rule
for the business context needs to consider matters that are very different from those
of elections for a political context.

Moreover, it is well known that there are differences of another kind when rules
are used, namely, when the choice concerns choosing a person, on the one hand or a
policy, on the other hand. Both kinds of choices may be found in the business context.
However, choosing a policy happens more often. Furthermore, this kind of decision
may be associated with choosing procedures or other similar decisions, such as an
alternative course of action to be implemented in the business of the organization. For
instance, choosing suppliers is a decision problem that occurs frequently. Another
example is to choose projects from a list with several proposals.

Choosing people in business organizations is normally related to recruiting staff
and to assigning people to new tasks with new functions, which is rather different
from choosing the representatives of political parties or the candidates of other groups
of people standing for elected positions.
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In the Business context, the issue of choosing a rule may take place in two sit-
uations: using a rule for either a specific decision problem or for every decision by
a group of DMs. The latter usually happens at the highest level of the organization;
for instance, at Board meetings of any business organization, for which norms of the
organization (e.g.: explicit in bylaws) have to state which voting procedure should
be applied. The specific decision problem is to do with each ordinary decision being
made in conjunction with due regard to the several processes of the organization. For
this situation, each kind of problem has its specific characteristics and may require
different criteria to evaluate rules.

12.2 The Decision Process in the Business Context

Simon (1960) presents the three basic stages of a decision process. Several subsequent
studies have added other stages. Most of these contributions come from information
and decision systems (Bidgoli 1989; Sprague and Watson 1989; Davis and Olson
1985; Polmerol and Barba-Romero 2000).

The two additional stages come after the first three, making a total of five stages.
According to Simon (1960), the initial stages are: Intelligence, Design and Choice.
Stages 4 and 5 are Revising and Implementing the decision process.

In the intelligence stage, an organization and its environment are monitored in
order to identify decision situations. This is not usual for most procedures of opera-
tional research and decision methods, although it is related to identifying a decision
situation using the Value Focusing Thinking (VFT) approach as proposed by Keeney
(1992). The vision for strategic management also incorporates this kind of approach,
during which an organization and its environment are continuously monitored in
order to obtain a diagnosis and to act proactively with a view to anticipating decision
situations (de Almeida et al. 2015).

In most operational research techniques, it is assumed that a decision problem
already exists, and the process starts with the second stage of Design by defining this
problem (Ackoff and Sasieni 1968). In this stage the decision model is built, during
which several ingredients of the decisionmodel are dealt with, such as creating the set
of alternatives,which are also evaluated in this stage. TheMCDM/Amethod is chosen
during this stage. In order to have the problem clearly defined, Problem Structuring
Methods (PSM) may be applied (Eden 1988; Rosenhead and Mingers 2004; Eden
and Ackermann 2004). Building the model includes establishing or estimating all
the parameters of the mathematical model. With regard to the preference modeling
to be done in this stage, the DM has a particular role in providing information.

The Choice stage is applied in order to evaluate the alternatives and produce a final
recommendation. However, before presenting this recommendation to the DM, the
fourth stage of Revising is conducted, in order to check for possible inconsistencies
and to validate the model. This stage may incorporate a learning process being
undertaken within the organization (Davis and Olson 1985). The recommendation
is applied in the Implementation stage. There are several practical concerns to be



12.2 The Decision Process in the Business Context 103

considered in these two last stages (de Almeida et al. 2015), the most important of
which are discussed below.

Throughout these stages, different actors play some kind of role in the process.
There are a few possible issues to be considered regarding these actors and their
role. Amongst them, we have already considered the decision maker (DM), who
can be influenced by other actors, such as stakeholders. Stakeholders are affected by
the implementation of an action chosen by the DM and for that reason they try to
exert some influence on the DMs. An Analyst has the role of supporting the DM in
all stages of the process, and does so by methodologically structuring the problem
and building the model (Roy 1996; Belton and Stewart 2002; Figueira et al. 2005;
Polmerol and Barba-Romero 2000).

12.3 Types of Aggregation of DMs’ Preferences

The aggregation of DMs’ preferences consists of reducing the set of each individual
DM’s preferences to a collective preference system for thewhole group ofDMs.With
a group of DMs, the preference aggregation process is closely related to a few factors,
such as the way in which the DMs interact, including their power relation system,
the time they have available to spend on this process, whether they are available to
interact simultaneously and the role of other actors in this process.

Regarding the power relation system amongst the DMs, one of them may be a
supra-DM, who usually has a hierarchical position in the organization’s structure
that is higher than that of the other DMs. The supra-DM is in charge of making the
decision on main issues, such as the decision process itself, global evaluations and
evaluating the other DMs’ choices. The supra-DM is called a ‘benevolent dictator’ by
Keeney (1976), and acts in accordance with one of the two types of Group Decision
process. The other type is called the ‘participatory group problem’, in which the
group acts jointly in the process and each DM has the same power and hierarchical
position. Regarding other actors, instead of an analyst, in some situations a role
is played by a facilitator or a mediator. With a facilitator, the interaction between
DMs may be a more detailed process, assuming that the DMs are available for this.
These issues play a conclusive role in the kind of group decision (GD) process, when
classifying the types of GD aggregation.

Regarding the way in which the preferences are combined in order to obtaining a
collective preference, whether or not a supra-DM is present, the decision process can
be implemented in two ways as shown in Fig. 12.1 (Nurmi 1981; Kim and Ahn 1999;
Leyva-López and Fernández-González 2003; Dias and Clímaco 2005; de Almeida
et al. 2015):

• Procedure 1—Aggregate DMs’ initial preferences Pi.
• Procedure 2—Aggregate DMs’ individual choices Ri.
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DMkDM2DM1

Group aggregation of 
DMs' initial preferences 

Pi, produces DMs’ 
collective preference P 

P is applied to choose R 

P  to choose R 

Use P1 and 
produce the 
ranking of 
alternatives 
(R1) of DM1 

GD procedure for aggregating 
DMs' individual choices (Ri) 

R = collective ranking of alternatives 

DM1 DM2 DMk... 
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produce the 
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alternatives 
(R2) of DM2

Use Pk and 
produce the 
ranking of 
alternatives 
(Rk) of DMk 

... 

Procedure 1 Procedure 2

Fig. 12.1 Group decision aggregation processes

A distinction needs to be made between preferences and choices. Let us assume
that each DMi (i = 1, 2, …, k), has an initial preference system (Pi) over the con-
sequences (or outcomes) and could apply an MCDM/A method in order to obtain a
separate ranking Ri of the alternatives (individual choices of DMi), such as illustrated
for procedure 2 in Fig. 12.1.

According to Nurmi (1981), with regard to preferences, given that there are indi-
vidual preferences, aggregate these into collective preferences and then make the
choice from this collective preference relation. As to choices, aggregate the individ-
ual preferences directly into collective choices (without the intermediary collective
preference relation).

Therefore, in procedure 1 there is an integration of Pi, in order to produce a
collective preference P, whereas in procedure 2, the process is completely separate
for each DM.

In procedure 1, the group of DMs provides Pi in an integrated process, such that
the aggregation of those preferences is intrinsically considered from the start. Then,
a collective preference P is produced. To finalize, P is applied in order to make
the final choices for the set of alternatives. These choices may be presented either
with ordinal ranking only, or may include a cardinal score for each alternative. This
depends on themethod, which is jointly applied to all DMs. In this case, it is assumed
that all DMs have the same criteria, although after applying these, they may have
different evaluations for the intra-criterion and inter-criteria information. Usually the
evaluation of intra-criteria is the same, and the differences in Pi concern the weights
of the criteria.



12.3 Types of Aggregation of DMs’ Preferences 105

For procedure 2, each DMi provides Ri (ranking of alternatives for DMi), which
are the individual DMs’ choices. The GD process consists of producing the final
ranking of alternatives R. Ri may be obtained by completely different methods for
each DMi, and even if a different set of criteria is used, i.e. each DM may have a
specific set of objectives. The only information that matters to the group decision
aggregation is Ri. So, a voting procedure may be applied over Ri.

The latter is the focus of this text, since a VP is a natural method to be applied
in order to combine Ri into R. Another step needs to be followed in this process:
choosing the most suitable VP.

Typically, choosing a VP is a decision the analyst him/herself likes to make. In
general, this choice is based on technical issues rather than the DMs’ preference
regarding how to tackle solving the final problem. Characteristics and properties of
the VPs are considered. In other words, this part of the process appears simply as
one of the technical issues to be considered during the process, since this step is not
directly related to the final decision faced by DMs.

We argue that the DMs’ preference regarding the final objective in this process
should be taken into account. Therefore, they should beprovidedwithmethodological
and technical support (de Almeida and Nurmi 2014, 2015).

12.4 Business Decision Process and Rule Choice

Often in business context, in the decision process DMs make their own ranking
of alternatives, before a group aggregation procedure can be considered. Thus, the
Business Decision Process can be divided into two specific decision processes:

• DPVP (decision process for choosing a voting procedure);
• DPBO (decision process for the business organization).

The DPVP is a first modeling step in the whole decision process, in which an
MCDMmethod is applied. The DPBO is the subsequent step in the decision process.
It focuses on the main concern of the business organization, in which the chosen VP
is applied. Regarding the kind of support for these two processes, it should be noted
that the DPVP is implemented using an MCDM model and the DPBO is conducted
by means of a VP.

The DPVP is the main focus of this text and should use the framework that is
presented in a later chapter. On the other hand, the main focus of the DPVP is the
DPBO. For this reason a discussion on who should make the decision in the DPVP
is worthwhile.

Usually an analyst chooses a VP and it is usually assumed that the DMs have
agreed with the analyst´s choice of VP. We argue that this decision should be made
not by the analyst but by the DMs themselves.

In such a case the DPVP is not strictly applied and the choice of a VP is made by
taking some convenience for themodeling process into account. Although the analyst
may consider many technical concerns regarding Social Choice Theory, typically, a
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structured process is not applied in order to make this choice. In other words, the
choice of VP is dealt with as an additional technical issue in the whole decision
process.

We argue it is important the DMs should act in the DPVP, since applying dif-
ferent VPs to the same set of alternatives ranked by individual DMs might lead to
different results. An important issue is that the analyst’s preferences (or technical
predisposition) should prevail over the DMs’ preference in the DPVP.

12.5 The Sequence in the Decision Process

Although the DMs supply their preference for the DPVP, such a process includes
receiving the support of an analyst or facilitator, whose role is to support all DMs in
the group decision process.

In the DPVP, the analyst supplies the DMs with the necessary information about
the VPs. This includes listing the main VPs available and explaining their main
characteristics, which would include their main properties and behavior regarding
paradoxes.

There are two possible sequences for the decision process:

• DMs choose the VP before they rank the alternatives (of the DPBO);
• DMs choose the VP after ranking the alternatives (of the DPBO).

If the DMs have no knowledge about how other DMs have ranked the alternatives
regarding the DPBO, then, the latter sequence would be fine. On the other hand, the
former sequence could make some kind of manipulation possible i.e. the DMs might
be tempted to adopt strategic choices for the ranking of alternatives in the DPBO. In
the latter sequence, the DPBO is divided into two parts. The alternatives are ranked
before the DPVP, as a preliminary part of the DPBO, which is finalized afterwards.
However, in the first sequence, the DPBO is concluded at once, only after the DPVP
has been conducted.

A bias in choosing a VP may happen if the VP is evaluated only after the data
are known (the ranking of the alternatives). A DM may feel attracted to favor a VP
that is not the one that is best suited to the DPBO, since this VP might suggest the
alternative that the DM would like to choose. The analyst needs to be aware of these
possibilities and be ready to deal with them, since this tendency may be present.

12.6 Topics for Further Reflection

As already mentioned an MCDM method is applied in the DPVP. Now, one could
raise another relevant question:
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How should the DMs interact in order to choose the VP in the DPVP? Or,

What is the DPVP group decision process like?

Also, one could imagine that another model should be built to aggregate the DMs’
individual preferences with regard to the criteria for evaluating the VPs; alternatively
a more complex negotiation process could be conducted with the DMs. This issue is
discussed in the chapter related to the framework for the DPVP.
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Chapter 13
Overview of MCDM/A Methods

Abstract Most decision problems have multiple objectives. The basic ingredients
of these problems need to be identified in order to build decision models. There
are many MCDM/A (Multi-Criteria Decision Making/Aiding) methods and multi-
objective approaches. This chapter places an emphasis on the MCDM/A methods,
which are more closely related to rules for making choices. We mainly consider
the pros and cons of compensatory and non-compensatory rationality for classifying
MCDM/A methods.

13.1 Introduction

MCDM/A is an acronym that stands for a number of methods related to the decision
process in multicriteria problems, and was formed by amalgamating the acronyms
MCDM (Multi-Criteria Decision-Making) and MCDA (Multi-Criteria Decision-
Aiding).

In a classical optimization problem, a maximization (or minimization) procedure
is applied to a unique objective function, representing gains (or losses). A multicri-
teria problem consists of a situation, in which there is more than one objective (each
objective being represented by one criterion) and in many situations, these objectives
conflict with each other.

MCDM/Amethods copewith problems forwhich there ismore than one objective.
Thesemethods enable DMs to deal with these objectives simultaneously. The criteria
(or attributes) are related to outcomes thatmay be obtained by choosing an alternative
in the decision process. The criteria represent the objectives in the decision-making
process.

This vision of dealing with several objectives at once was first put forward many
centuries ago. For instance, an evaluation between two sets of criteria for choosing
a course of action, was made around 300 B.C., by Socrates, as recorded by Plato
in the Protagoras dialogue. The idea is about how to measure two types of criteria
(pleasure and pain), as follows (de Almeida et al. 2015):
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…What measure is there of the relations of pleasure to pain other than excess and defect,
which means that they become greater and smaller, and more and fewer, and different in
degree? “I should reply: And do they differ in anything but in pleasure and pain? There
can be no other measure of them. And do you, like a skilful weigher, put into the balance
the pleasures and the pains, and their nearness and distance, and weigh them, and then say
which outweighs the other. If you weigh pleasures against pleasures, you of course take
the more and greater; or if you weigh pains against pains, you take the fewer and the less;
or if pleasures against pains, then you choose that course of action in which the painful is
exceeded by the pleasant, whether the distant by the near or the near by the distant; and you
avoid that course of action in which the pleasant is exceeded by the painful. Would you not
admit, my friends, that this is true? I am confident that they (i.e. the sophists) cannot deny
this.

This idea also appears in a text of 1722, by Benjamin Franklin, that deals with
analyzing a specific kind of problem, with only one alternative (there are two options:
implement it or don’t do so), which was expressed in a letter proposing a decision
procedure (Hammond et al. 1998; Figueira et al. 2005; de Almeida et al. 2015), as
follows:

In the affair of so much importance to you, wherein you ask my advice, …. […], my way
is to divide half a sheet of paper by a line into two columns; writing over the one Pro, and
over the other Con. […] When I have thus got them all together in one view, I endeavor to
estimate their respective weights; and where I find two, one on each side, that seem equal,
I strike them both out. If I find a reason pro equal to some two reasons con, I strike out
the three. If I judge some two reasons con, equal to three reasons pro, I strike out the five;
and thus proceeding I find at length where the balance lies; and if, after a day or two of
further consideration, nothing new that is of importance occurs on either side, I come to a
determination accordingly.

Perspectives and historical views for the MCDM/A may be found in several texts
(Koksalan et al. 2011; Edwards et al. 2007).

The procedure most frequently applied for aggregating criteria is the additive
model, also called the ‘weighted sum’model, which is introduced below, inwhich the
global value (v(xi )) is considered for a consequence vector xi = (xi1, xi2, . . . , xin),
for the alternative i, which is the same as the global value v(ai ) for alternative ai,
which has the consequence vector xi.

v(xi ) =
n∑

j=1

k j v j (xi j ) (13.1)

where:

xij is the consequence or outcome of alternative i for criterion j.
vj(xij) is the value of consequence for criterion j, for alternative i.
kj is the scale constant (weights) for attribute or criterion j (k j > 0), which is

usually normalized as follows:
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n∑

j=1

k j = 1. (13.2)

13.2 Basic Ingredients in a Multicriteria Problem

As to the modeling approach for building an MCDM/A model, some basic ingredi-
ents are subsequently highlighted that should be applied in the decision process for
choosing a voting procedure (DPVP). One of them is the set of alternatives, which
consists of theVPs to be evaluated for that particular decision process for the business
organization (DPBO). In a business context, decision problems usually have a set of
alternatives that is offered to the DM, which consists of a discrete set of elements
ai,. This set is represented by A = {a1, a2, a3, . . . , am}.

The set of alternatives is associated to the concept of problematic. This is related
to the kind of analysis that is to be made of the set of alternatives and therefore, to the
format of the recommendation to the DM. A few types of problematic are considered
in the literature (Roy 1996; Belton and Stewart 2002), the most relevant two for this
text being the problematic of choice and that of ranking. For the latter, the final result
consists of ranking all the elements ai in the set of alternatives.

In the choice problematic, the solution is a subset of chosen alternatives. It would
be preferable to have only one alternative in this subset, which corresponds to opti-
mization; a particular situation in this problematic. Nevertheless, it may happen that
the procedure applied is not able to achieve optimization. Thus, in this subset, there
is more than one alternative, which should be considered non-comparable with each
other. Nevertheless, in the end, only one alternative is to be implemented.

Apart from the set of alternatives, another basic ingredient is the consequence x
in the decision problem, which leads to a set of consequences X. This set X connects
to concepts related to the family of criteria and matrix of consequences.

The set of consequences consists of the possible outcomes that the DMcan obtain,
after choosing an alternative. Consequences are directly linked with the objectives
in the decision problem. A consequence is the result obtained by the DM after
implementing a chosen alternative.

In a MCDM/A problem, there is a set of possible consequences for each of the
multiple objectives. Therefore, a vector of consequences x = (x1, x2, . . . xn) is
considered, where xj is the consequence for the criterion j.

Therefore, the alternatives in set A are evaluated by the consequences they can
provide to the DM. In fact, the choice is made from among the consequences. These
consequences are evaluated by the DM in order to make explicit what the DM’s pref-
erence structure is over the consequence space. A decisionmodel will recommend an
alternative based on this preferential information over the set of consequences. Thus,
for each alternative I, a possible consequence xij can be obtained for the criterion j.

This leads to compiling the matrix of consequences as illustrated in Table 13.1, in
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Table 13.1 Consequence matrix

A Criterion 1 Criterion 2 Criterion 3 … Criterion j … Criterion n

A1 x11 x12 x13 … … x1n

A2 x21 x22 x23 … … x2n

… … … … … … … …

ai … xij … …

… … … … … … … …

am xm1 xm2 xm3 … … … xmn

which there is a specific outcomexij, for each combination of criterion and alternative.
As shown in Table 13.1, since the value of each consequence vi(xi) for a given

alternative ai can be obtained, then, the value of alternatives vi(ai) can be found.
A dominance relation D between two alternatives ak and bl is defined as follows:

ak dominates al (akDal), if v j (ak) ≥ v j (al), for all j = 1, 2, 3, . . . , n, and for at
least one of the criteria j, the inequality is strict (>).

If the dominance relation applies between two alternatives, there is no need to use
an MCDM/A method for aggregating all criteria j in order to compare them. Rarely
can a solution be found only by applying the dominance relation to all alternatives
in the set and therefore, generally speaking, an MCDM/A method is required.

In general, preference binary relations are applied in order to represent the DM’s
preferences in a preference modeling process. The following basic preference rela-
tions can be considered for the subsequent explanations:

• Indifference (I)—zIy means that the DM is indifferent between the two conse-
quences z and y.

• Strict Preference (P)—zPy means that the DM clearly prefers z to y.
• Weak Preference (Q)—zQy means that z is at least as preferable as y to the DM.
In other words, the DM can find that zPy or zIy.

• Incomparability (J)—zJy means that the DM is not able to compare the two ele-
ments.

13.3 Classifying MCDM/A Methods

MCDM/A methods may be classified in several ways, one of which is to do so
according to the nature of the set of alternatives. Since the set of alternatives that is
taken into account in the kind of problem analyzed here is a discrete set, only discrete
methods are considered. This means that making use of multiobjective mathematical
programing approaches is excluded.
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One of the classifications for methods most found in the literature (Roy 1996;
Vincke 1992; Belton and Stewart 2002; Pardalos et al. 1995; de Almeida et al. 2015)
includes two kinds of methods, when only discrete methods are considered:

• Unique criterion of synthesis methods;
• Outranking methods.

These kinds of methods could be classified in another way, in accordance with
their rationality, namely, as being either compensatory or non-compensatory (de
Almeida et al. 2015). However, it is worth noting that ‘unique criterion of synthesis
methods’ are compensatory, while ‘outranking methods’ are non-compensatory.

In the unique criterion of synthesis methods, the criteria are aggregated by an
analytical model in such a way that a global score for a consequence or alternative
is produced. These methods synthesize all the criteria in a unique criterion (global
evaluation). They can deal with either deterministic consequences or probabilistic
consequences. The former is the scope ofMulti-Attribute Value Theory (MAVT) and
the latter, Multi-Attribute Utility Theory (MAUT) (Keeney and Raiffa 1976).

The additivemodel for aggregating criteria, shown in (13.1), is themost commonly
applied model for this kind of method within the scope of MAVT or MAUT (Keeney
1992). It is the aggregating model for many additive methods (Keeney and Raiffa
1976;Vincke 1992;Belton and Stewart 2002), especially inMAVT, examples include
SMARTS, FITradeoff,MACBETH,AHP, TOPSIS, etc. Even swaps (Hammond et al.
1998).

These methods can be applied if the DM’s preference is compatible with the
preference structure (P, I), and they can produce a complete pre-order.

Outrankingmethods usually do not produce a unique criterion of synthesis. There-
fore, these methods can produce recommendations with no scores for alternatives.
These methods consider the incomparability relation and are compatible with the
DM’s preference structure (P,Q, I, J). In this case they can produce a partial pre-order.
The main methods in this group (Vincke 1992; Belton and Stewart 2002; Polmerol
and Barba-Romero 2000) are the ELECTRE (Roy 1996) and PROMETHEE (Brans
and Vincke 1985) methods.

As already mentioned, these two kinds of methods differ according to the DM’s
rationality with regard to the compensation of criteria. These concepts may be rather
important in choosing a MCDM/A method as shown in de Almeida et al. (2015).
However, how best to analyze this is seldom discussed in the literature (de Almeida
et al. 2015). Bouyssou (1986) and others (Munda 2008; Roy 1996; Vincke 1992)
have commented on the concepts related to compensation and non-compensation.

The compensation concept between two criteria clearly includes the notion of
a tradeoff between these two criteria (Bouyssou 1986). On the other hand, as to
non-compensation, there is no tradeoff between the criteria. Additionally to outrank-
ing methods, a lexicographical procedure is non-compensatory and illustrates this
absence of non-compensation between criteria.

A preference relation P, for comparing consequences x, y, z and w, is non-
compensatory if the preference between them only depends on the subset of criteria
in favor of x and y (Fishburn 1976). If the DM has a non-compensatory rationality, it
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does not matter what the level of the performance of x or y in each criterion is. The
only information necessary is to know if one is higher or lower than the other, which
is directly associated with the strict preference relation P, as follows.

Let P(x, y) = {
j :x j Pj y j

}
. That is, P(x, y) is the collection of criteria for which

x j Pj y j . Then, for a non-compensatory rationality (Fishburn 1976):

{
P(x, y) = P(z,w)

P(y, x) = P(w, z)

}
⇒ [x Py ⇔ zPw] (13.3)

That is, in the decision matrix, the only information needed is whether v j (x j ) >

vi (y j ) or otherwise. This would mean that the x j Py j . or otherwise, respectively.
On the other hand, it is essential, for a compensatory relation P, to know the level

of performance (vi (x j )) of xj for criterion j. This is related to the process by which
the DM on using a compensatory rationality evaluates how a disadvantage in one
criterion may be compensated for by an advantage in another criterion.

The additive model in (13.1) illustrates this notion very well. In order to maintain
the same global score in (13.1), if the performance in one of the criteria decreases,
the performance in one of the other criteria should be increased. It is valuable to note
at this moment what the meaning of the scale constants (kj) of criteria is. It is not
about the degree of importance of the criteria, as one could intuitively think. The
scale constants (kj) indicate in (13.1) by how much the performance of a criterion
should increase in order to make the compensation needed to keep the same global
score.

Therefore, it is easy to cope with situations in which compensatory rationality
applies, when analyzing consequences with multiple criteria. However, for non-
compensatory rationality this may be not easy at the beginning, although several real
situations may illustrate the use of a non-compensatory rationality. Many of them
are found in sports and some of them may be found in voting systems. Examples of
these are given below.

Let us visualize a volley-ball game, in which a non-compensatory rationality is
applied. That is, the number of sets a teamhaswon indicates the final result. If the total
number points were used to determine who has won, that would be a compensatory
rationality, similar to the additive model (de Almeida et al. 2015).

In the volley-ball game a non-compensatory rationality is applied. The criteria are
represented by the sets, each of which has the same weight. For instance, Table 13.2
shows the results of a volley game between teams A and B (de Almeida et al. 2015).
Team A is considered the winner, since it wins three sets and team B wins only two
sets. The number of points each team gets in each set is irrelevant. Whoever wins
the set gets the whole value of the set. However, in the example, team A wins a total
of only 93 points, while team B wins 104 points. If a compensatory rationality were
applied, Team B would be the winner, since its total of points is greater than the total
points of team A.

Munda (2008) calls attention to an evaluation of students on a course, considering
grades in a scale from 0 to 10. This kind of evaluation usually is a compensatory
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Table 13.2 A volley-ball
game—compensatory or
non-compensatory evaluation

Team A B Set won by

Set 1 25 23 A

Set 2 25 20 A

Set 3 11 25 B

Set 4 17 25 B

Set 5 15 11 A

Total points 93 104

procedure. For instance, a student could compensate a grade 4 received for mathe-
matics, with a grade 10 in language, and thus pass the final evaluation. However, an
evaluation system could use a non-compensatory rationality, if the system did not
wish to allow this kind of compensation amongst different subjects. For instance,
each student could be required to have a minimal performance in each subject.

Voting systems may be the source of interesting examples in this regard. A presi-
dential election in the United States of America (USA) is a case in point (de Almeida
2015). In 2016, the USA presidential election gave an interesting result which illus-
trates this subject. In that system, the candidate has to get ‘electoral votes’, which
are based on winning individual states. Each state has a certain number of ‘electoral
votes’ that are assigned to the candidate who was chosen by the majority of voters in
that state. No matter the number of voters in a given state or the winner’s margin of
victory in that state, whether this is by one vote or by hundreds of thousands of votes,
the winning candidate receives all that state’s ‘electoral college votes’. In 2016, in
order to win, a candidate needed 270 ‘electoral votes’. Candidate Trump got 306 of
these votes, while Clinton got only 232. On the other hand, Trump obtained 46.09%
of the voters in his favor, while Clinton had 48.18% which means that Clinton ‘won’
the popular vote by approximately 2.9million votes. Trumpwon the election because
this decision system uses a non-compensatory rationality. Otherwise, Clinton would
have won the election, since she won the popular vote. This is similar to the example
above about the volley-ball game, illustrated in Table 13.2.

In the US Presidential voting system, each state (representing a criterion) has
a symbolic weight, which is represented by the ‘electoral votes’. These ‘electoral
votes’ are related to the number of senators and congress representatives each state
has, which is also associated to the population of the state, with some exceptions.
Thus, in order to get all the ‘electoral votes’ (weight) of one state (criterion), a
candidate needs to win the majority of the votes cast by the electors registered in
that state. For instance, the state of California has 55 ‘electoral votes’. With 60.4%
of the votes, Clinton won all these 55 ‘electoral votes’. And the state of Florida has
29 ‘electoral votes’; all of them won by Trump with a small difference of votes in
that state (49.1% of the votes cast were for Trump, against the 47.8% for Clinton).

Comparing this electoral system to a multicriteria problem, the states are equiva-
lent to criteria and the outcome for each criterion is the number of votes obtained in
that state. A group of states plays the same role as a subset of criteria in an outranking
method (Vincke 1992), as a coalition in favor of one of the alternatives (candidates).
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In order to win a candidate has to get the best coalition of criteria (states), with the
greatest summation of criteria weights (‘electoral votes’).

It is worth remarking that the presidential election in the USA consists of e elec-
tions, in which e = number of states. These e elections are combined with a non-
compensatory rationality.

There now follows a brief overview of a few discreteMCDM/Amethods. First, we
describe some of the methods related to the additive aggregation of criteria, which
are classified as unique criterion of synthesis methods. Then, we introduce some
outranking methods, which are related to non-compensatory rationality.

13.4 Methods of the Type: Unique Criterion of Synthesis

The additive model is the procedure, within the group of compensatory methods,
that is most often applied in order to aggregate criteria. It may be considered in two
different contexts (Belton and Stewart 2002; Keeney and Raiffa 1976; de Almeida
et al. 2015): Multi-Attribute Value Theory (MAVT), Multi-Attribute Utility Theory
(MAUT). This aggregating model is also called the ‘weighted sum’ model and is
shown in Eq. (13.1).

In MAVT, the consequences are deterministic; that is, certainty is assumed. So,
the performances of the consequences are assumed to be known. In MAUT the con-
sequences are assumed to be uncertain. Thus, one may either know the probabilities
for performances of the consequences in each criterion or these probabilities may
be unknown. The former characterize a decision under risk and the latter, decision
under uncertainty. In this text an emphasis is given to the MAVT context, since it
seems to be more related to analyzing the decision process for choosing rules.

A few properties are assumed for the additive model. A complete pre-order or a
complete order is assumed in the DM’s preference structure. That is, the DM should
be able to compare and order all consequences. The property of transitivity is also
assumed for thismodel. These two properties are assumed for aggregating procedures
in this kind of MCDM/A method, the unique criterion of synthesis method. On the
other hand, an outranking method, the other kind of MCDM/A method, should not
be applied.

A relevant property of the additive model is the mutual preference independence
condition amongst the criteria (Keeney and Raiffa 1976), which may not be followed
in other aggregating procedures of the unique criterion of synthesis kind of methods.
The preference independence between two criteria Y and Z occurs if and only if

(
y′, z′)P

(
y′′, z′) ⇔ (

y′, z
)
P

(
y′′, z

)
, for all z, y′and y′′.

That is, the preference for the whole space of Y (the marginal value function for
different levels of y, e.g., y′ and y′′), given a level of z (let us say z = z′), does not
depend on z level. This means that (Vincke 1992) for four consequences (a, b, c and
d) with these two criteria, Y and Z are preferentially independent if the following
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condition holds:

I f

⎧
⎪⎪⎨

⎪⎪⎩

vy(a) = vy(b)
vy(c) = vy(d)

vz(a) = vz(c),
vz(b) = vz(d)

⎫
⎪⎪⎬

⎪⎪⎭
then aPb ⇒ cPd (13.4)

When building a decision model, these properties should be assessed in order
to validate the use of such a model. On the other hand, it has been observed that
the property of preference independence is not violated in many practical situations.
Moreover, Keeney (1992) points out that dependence between criteria in the DM’s
preference may happen when a criterion is missing from the family of criteria.

Therefore, it is important to check the properties of this model. However, this is
not the main issue when building additive decision models. The main concern for
this model is related to the DM’s preference modeling in order to specify the scale
constants, ki. There are two main issues here: the meaning of these scale constants
and how to obtain them in a consistent way.

The meaning of the scale constants (or weights) is related to substitution rates
between the criteria (Keeney and Raiffa 1976; Vincke 1992; Belton and Stewart
2002). This issue is well explored by by Keeney and Raiffa (1976) and Keeney
(1992). A common mistake is to associate the meaning of a criterion weight with its
degree of importance. Actually the name ‘weight’ may induce this misconception.
Maybe the name of scale constants would be more appropriate (de Almeida et al.
2015). Keeney and Raiffa (1976) call attention to the possibility of a criterion having
a scale constant larger than another and being of less importance. Also, changing
the normalization procedure for consequences with a linear value function v(x) and
using different scales, such as a ratio or an interval scale, implies that new values for
the scale constant of criteria should be computed. Although this is necessary for the
additive model, it is not needed for other methods

Furthermore, behavioral studies have shown the possibility of there being many
inconsistences in the elicitation process with the DM in order to obtain the scale
constant (Weber and Borcherding 1993). For this reason, although there are many
MCDM/A methods based on the additive model in the literature, most of them
differ from each other only in the elicitation procedures for obtaining the scale con-
stants. These methods include: SMARTS (Simple Multi-Attribute Rating Technique
with Swing) proposed by Edwards and Barron (1994); AHP (Analytic Hierarchy
Process) (Saaty 1980); MACBETH Macbeth (Measuring Attractiveness by a Cat-
egorical Based Evaluation Technique) (Bana and Costa et al. 2005). Each of these
methods is based on one of the basic elicitation procedures (for the scale constants).
Amongst these procedures are the swing and the tradeoff procedureswhich are briefly
described below and more fully in de Almeida et al. (2015).

Keeney and Raiffa (1976) presented the tradeoff procedure in detail and Weber
and Borcherding (1993) considered this procedure as the one with the strongest
theoretical foundation.
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This is an algebraic procedure (Weber and Borcherding 1993), since the kj are
calculated from a simple system of equations, including Eq. (13.2). The other equa-
tions are based on a set of the DM’s n−1 judgments over the consequence space.
Since the scale constants kj are not elicited directly from the DM, this procedure is
also classified as an indirect procedure. Thus, the scale constants kj are calculated
using information given by the DM regarding the consequence space.

This information is obtained by asking the DM structured questions (Keeney
and Raiffa 1976) which he/she answers, thereby identifying consequences which are
preferentially indifferent to each other; i.e. trade-offs are identified. This indifference
implies the need for an equation, since the value of these two consequences are
equivalent.

Another elicitation procedure is called ‘swing’, which is used by many methods,
such as the SMARTS method (Edwards and Barron 1994). Since the scale constants
are based on direct information that the DM is asked for, this procedure is classified
as being a direct one (Weber and Borcherding 1993). However, it should be noted
that this direct information takes into account the range of the consequences, thus
avoiding the usual mistake of samplingwhich is to regard the scale constants as being
ratios that represent the degree of importance of criteria.

There is also a sequence of structured questions in this procedure (Edwards and
Barron 1994). The first question considers that all criteria have the worst conse-
quence, and the DM is asked to choose only one criterion and to improve its out-
come from the worst to the best outcome; that is, to ‘swing’ from the worst to the
best outcome. The chosen criterion should be that with the greatest value of kj. Then,
other similar choices are made in order to identify the ranking of kj. In the next step
of the procedure, the criterion with the largest kj, is arbitrarily assigned a value of
100. This value acts as a reference for percentages, so that when points are assigned
to the other criteria, they express percentages of kj ranked first. In this case the value
of kj considers the range of each criterion. At the end, in order to produce the final
scale constants, these percentages are normalized.

Possible inconsistencies of these elicitation procedures have been evaluated by
behavioral studies. For instance, Borcherding et al. (1991) have reported that incon-
sistencies arise in 50 and 67% of cases, for swing and tradeoff procedures, respec-
tively.

In the tradeoff procedure, the adjustment the DM has to make, in order to obtain
twoconsequences that are preferentially indifferent, is considered to be a critical judg-
ment in the tradeoff procedure and may easily lead to inconsistences. The FITradeoff
(Flexible and Interactive Tradeoff) method is based on this procedure (de Almeida
et al. 2016) and avoids these adjustments for indifferences by the DM, which ensures
this procedure leads to more consistent results and yet it is based on the strongest the-
oretical foundation. In FITradeoff, the DM does not have to identify consequences
with preferential indifferences. Instead, the DM compares consequences and has
just to identify which one of them is preferable. This leads to inequalities that are
applied as constraints in Linear Programing Problemswhich are structured to identify
Potential Optimal Alternatives (POA). At each question answered, the FITradeoff
calculates the current POA, with this partial information. By using these inequalities,
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the algebraic characteristic of the procedure is maintained. Amongst the many flexi-
bilities of the model, the DMmay skip some questions and yet, the method is able to
carry on the process in order to identify the best alternative, according to the DM’s
preference. This method has a Decision Support System (DSS), available for free at
www.fitradeoff.org. In order to increase the confidence of the results, the FITrade-
off DSS has been improved with behavioral studies using Decision Neuroscience
experiments (Roselli et al. 2019).

The use of methods with partial information (Weber, 1987) in the elicitation pro-
cess, such as FITradeoff, may contribute to minimizing inconsistences (de Almeida
et al. 2016). Other advantages of a processwith partial information are that this avoids
time-consuming and controversial processes (Kirkwood and Sarin 1985; Kirkwood
and Corner 1993) and deals with the possibility of the DM being unable to respond
specifically and precisely to tradeoff questions (Kirkwood and Sarin 1985).

13.5 Outranking Methods

These methods use a non-compensatory rationality and are completely different
from the methods described in the previous section. For instance, in this method, a
preference relation of incomparability is allowed in the DM’s preference structure.

In outranking methods, the first two properties mentioned for the additive model
are not assumed. Therefore, if the DM is not able to compare all consequences
and order them, these methods may nevertheless be applied. Also, the transitivity
property may not be followed. Consequently, these methods may be able to produce
only partial pre-orders.

An important difference between outranking methods and those of the unique
criterion of synthesis concerns the meaning given to the criteria weights. For the
former, criteria weights mean the degree of importance of the criteria, which can be
perceived when analyzing the mathematical structure of those methods and because
of how the weights are used.

Amongst the methods in this group we briefly describe two of the most applied:

• ELECTRE (Elimination Et Choix Traduisant la Réalité)—(Roy 1996; Vincke
1992); and

• PROMETEE (Preference Ranking Organization Method for Enrichment Evalua-
tion)—(Brans and Vincke 1985).

Pairwise comparison amongst the alternatives is a common feature of these meth-
ods. These pairwise comparisons are not made by the DM but rather the outranking
relations between all pairs of alternatives in the set of alternatives are explored.

The notion that the meaning of weights is about the degree of importance of
criteria is usually contextualized with a voting process and the weights are compared
with votes (Roy 1996; Vincke 1992). The notion of coalition is an interesting feature
in these methods. Let us look at this notion of coalition of criteria in order to compare
two alternatives a and b. Consider two subsets of criteria G and H so as to compare

http://www.fitradeoff.org
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them. Let us assume that the subset of criteria in G has weights that sum up to a
greater value (and so are more important; or combine more votes) than the weights
of criteria in the subset in H. If the following conditions hold (Vincke 1992): a is
better than b in subset G, b is better than a in subset H, and a and b are indifferent
for any other criteria, then: a is globally better than b. This means that the criteria in
favor of a have a summation of weights that is greater than the weights for criteria
in favor of b. In other words, a has a better coalition of criteria than b.

Two main steps characterize these methods (Roy 1996; Vincke 1992): Building
the outranking relation and Exploiting this outranking relation.

The outranking relation is built by making the pairwise comparison for all the set
of alternatives. Let us represent the outranking relation by S, and consider applying
it to a pair of alternatives a and b. Then, aSb means that a outranks b. This indicates
that a is at least as good as b.

These outranking relations are exploited by applying a procedure in order to find
recommendations according the problematic in question.

In the ELECTRE methods, the outranking relation aSb, between two alternatives
a and b, is based on concordance and discordance concepts, about which the DM
gives preference information in the form of thresholds.

The family of ELECTRE methods includes several methods, which differs from
the problematic and the kind of criteria (Roy 1996; Vincke 1992; Belton and Stewart
2002; Figueira et al. 2005). Two of these methods are of interest here, since they are
related to the choice problematic: ELECTRE I (considering true criteria) and ELEC-
TRE IS (considering pseudo-criteria). However, if the context requires a different
problematic to be applied in order to analyze the VPs, then another method may be
applied, such as the ELECTRE III for the ranking problematic.

In the ELECTRE methods, the outranking relation between two objects a and b
(aSb) is established considering concordance and discordance concepts. The former
concept indicates howmuch the coalition of criteria supports an outranking relation S
between two alternatives. If the outranking relation is supported by the former, then,
the discordance is applied in order to evaluate other issues and it may disagree with
this outranking relation. Therefore, the following indices are applied in order to eval-
uate the outranking relation aSb: the concordance index C(a, b) and the discordance
index D(a, b).

The concordance index C(a, b) is given based on the summation of the weights
of criteria in favor of a, as follows:

C(a, b) =
∑

j :v j (a)≥v j (b)

wj

with
∑

j

w j = 1, for normalization of weights. (13.5)

where: wj is the weight for criterion j; and vj(a) and vj(b) are the values, respectively
of alternatives a and b, for criterion j.
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Different discordance indices (D(a, b)) are proposed by (Roy 1996; Vincke 1992;
Belton and Stewart 2002). Let us consider the following:

D(a, b) = max

(
v j (b) − v j (a)

max[gv j (c) − v j (d)]
)

, ∀j|v j (b) > v j (a); ∀ j, c, d. (13.6)

The DM has to specify threshold levels for both indices; let us say, c′ for concor-
dance and d′ for discordance. These threshold levels let the outranking relation S be
built. Therefore aSb can be established as follows:

aSb if and only if

{
C(a, b) ≥ c′

D(a, b) ≤ d ′ (13.7)

It may happen that for a pair of alternatives, there is a simultaneous outranking,
such that aSb and bSa. This represents a circuit in a graphical representation of these
relations and for ELECTRE I, these alternatives are considered indifferent.

Once the outranking relations are built for all pairs of alternatives, by applying
(13.7) with the parameters informed by the DM, then, the step of exploiting the
outranking relation can be applied. In this step, a subset of alternatives, called the
kernel is obtained in the ELECTRE I method. The kernel consists of the subset of
alternatives that are not outranked by any other in the kernel. The kernel is the solution
for the choice problematic. If the kernel has only one alternative, this problematic
has the same result as an optimization. If the kernel has more than one alternative,
this means that those alternatives in the kernel are incomparable.

The PROMETHEE family of methods is based on a valued outranking relation
(Brans and Vincke 1985; Vincke 1992; Belton and Stewart 2002). In these methods,
the information regarding concordance and discordance are not applied. Therefore,
the DMhas to provide weights of criteria and information on the indifference or pref-
erence thresholds regarding the evaluation of intra-criteria, if any of these thresholds
are taken into account.

An outranking degree of a over b, which is denoted by π(a, b), is obtained for
each pair of alternatives a and b, in order to move forward to the step for building
the outranking relation. π(a, b) is obtained as follows:

π(a, b) =
n∑

j=1

wj Fj (a, b) (13.8)

The weights wj are normalized, just as in the ELECTRE method. Fj (a, b) is a
function that informs the relation between the performance of outcomes for alterna-
tives in criterion j. In the usual case, Fj (a, b) = 1, if v j (a) > v j (b), which would
contribute to a outranking b; otherwise, Fj (a, b) = 0. In the usual case, indifference
or preference thresholds are not applied for criterion j. Therefore, the outranking
degree, π(a, b), for Fj (a, b) = 1 is the summation of the weights of those criteria,
in the usual case, in which v j (a) > v j (b).
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Regarding other options for the function Fj (a, b), themethod has six different pat-
terns, including the one explained above. In the other forms for Fj (a, b), indifference
or preference thresholds, or both, are considered. In these cases, 0 < Fj (a, b) > 1,
depending on the difference [g j (a)−g j (b)]. If this difference is in the range of these
thresholds, then, a partial value of the weights is added to the outranking degree
π(a, b).

The information to be given by the DM regarding the evaluation of intra-criteria is
the choice of the form for Fj (a, b), and if applicable, the specification of indifference
and preference parameters of thresholds, for each criterion j.

A matrixπ(a, b) is produced as result of this first step. In the next step, each alter-
native a is evaluated by exploiting the outranking relation, based on the outranking
degree π(a, b). The evaluation of these alternatives is based on the outgoing flow
φ+(a) and on the incoming flow φ−(a), as follows:

φ+(a) = 1

n − 1

∑

b∈A

π(a, b) (13.9)

φ−(a) = 1

n − 1

∑

b∈A

π(b, a) (13.10)

Since n is the number of criteria, the division by (n−1) in (13.9) and (13.10)
implies there is a normalized scale between 0 and 1, for both flows.

The outgoing flow sums up the outranking degree of a over b. for all b, thereby
indicating the advantage of the alternative a over all other alternatives (b) in the set
of alternatives. The incoming flow sums up the outranking degree of b over a, for all
b and thus represents the disadvantage of the alternative a compared with all other
alternatives.

The combination of these two indices in (13.9) and (13.10), is applied in the
PROMETHEE I method in order to compare all pairs of alternatives and to obtain
preference relations (P), indifference (I) and incomparability (J) between them, and
thus to produce twopre-orders. Then, a partial pre-order of all alternatives is obtained.
(Brans and Vincke 1985; Belton and Stewart 2002).

The PROMETHEE II method uses another index for evaluating the alternatives,
namely, the net flow φ(a) as follows:

φ(a) = φ+(a) − φ−(a) (13.11)

The liquid follow is given in a scale of−1 to 1 and the PROMETHEE II produces
a complete pre-order of the set of alternatives.
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13.6 Choosing an MCDM/A Method

Choosing a proper MCDM/A method for a particular decision problem is not a topic
often found in the literature. On the other hand, this might be changing. The growing
interest in using and developing hybrid methods as well as making adaptations in
classicalmethods, has beennoteworthy. Thismaybe related to concernswith building
methods that have more realistic assumptions, which would be more appropriate for
the problem to be tackled. Some studies are concerned with choosing a method (Roy
and Słowinski 2013; de Almeida et al. 2015).

There are a few issues to be considered when choosing an MCDM/A method.
These include: the DM’s preference structure; characteristics of the decision problem
itself; contextual features related to the decision problem. The latter may include
organizational aspects, and the time available for making the decision. Analysts
should avoid using their own preference for choosing a method. This could raise
important ethical considerations as discussed in de Almeida et al. (2015).

A framework for building an MCDM/A model, presented in de Almeida et al.
(2015), includes how to choose a method. Detailed considerations are given in this
regard, which is one of the twelve steps in the process of building a decision model.
The main information to be considered is the DM’s preference structure.

One of the items to be evaluated is how the DM’s preferences fit in with regard
to compensatory and non-compensatory rationality. Simon (1955) was one of the
first to draw attention to this issue, and before the development of most MCDM/A
methods. Bouyssou (1986) presents a discussion on the notion of compensation
and non-compensation. Vincke (1992) remarks that choosing an MCDM/A method
is equivalent to choosing the type of compensation between criteria. For instance,
choosing an additive method is the same as choosing the tradeoff between perfor-
mances on criteria. Roy and Słowinski (2013) have put forward the question “Is the
compensation of bad performances on some criteria by good ones on other criteria
acceptable?”. This reveals their concern with this issue.

13.7 Challenges in MCDM/A Methods

Challenges in multicriteria decision methods have been pointed out that (de Almeida
et al. 2018) considering the question in the previous section, which is related to the
process of building decision models, since it includes choosing the most appropriate
method. Although some frameworks may be found for building multicriteria models
(Polmerol and Barba-Romero 2000; Belton and Stewart, 2002; de Almeida et al.
2015) this topic remains a challenging one.

The techniques that allow the use of partial information (or imprecise/incomplete
information) for modeling DM preferences has been proved to be an enrichment for
MCDM/A methods. First, surrogate weights has been applied (Edwards and Barron
1994) and still remains as a competitive approach (Morais et al. 2015; Danielson
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and Ekenberg 2017). There are methods using decision rules, simulation, or linear
programing in order to reduce the space of criteria weights, while analyzing the set
of alternatives (Weber 1987; de Almeida et al. 2016).

Multi-Criteria Group Decision Making (MCGDM) is another challenge related
to the use of these methods. Since, for an individual DM the preferences modeling
process is complex task in order to aggregate multiple objectives, adding to this the
aggregation of multiple DMs is even more challenging.

All these mentioned questions are relevant issues to be improved in order to help
organizations to find consistent decision models.
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Chapter 14
An MCDM/A Framework for Choosing
Rules

Abstract Our focus is on the decision process.AFramework for theDPVP (decision
process for choosing a voting procedure) is necessary in order to guide how best to
aid DMs. It is assumed that DMs may evaluate the impact of VP (Voting Procedure)
properties on their own business decision process. It is assumed that the DMs have
agreed on some voting procedure. Choosing the most appropriate MCDM/A (Multi-
Criteria Decision Making/Aiding) method is essential to ensure the quality of the
decision process.When choosing anMCDM/Amethod, theDM’s preferences should
be taken into consideration. A check needs to be made on whether the DM uses
compensatory or non-compensatory rationality.

14.1 Introduction

The decision context of a business organization is discussed and a framework is built
to deal with the decision process of choosing a VP. This framework is included in an
MCDM/A model that can aid this choice.

This framework considers preliminary ideas (de Almeida and Nurmi 2015; de
Almeida and Nurmi 2014) for aiding the choice of a voting procedure (VP), by using
an MCDM/A model and considering a business organization. As to implementing
the framework, it is assumed that an analyst will give some methodological and
technical support to the DM.

The framework guides how best to structure the elements to be considered in the
process, which include: the MCDM/A method to be used, the criteria to be applied
and what the outcomes of these voting procedures for these criteria are likely to
be. These elements are not prior specified in a general way, but rather, they will be
consolidated according to the business context under analysis.

In the DPVP, it is assumed that there is either: only one DM (a benevolent dictator
or a supra-DM) or a group of DMs acting in agreement. In the latter, one of the DMs
may be appointed to act on behalf of the others. Otherwise, a more complex group
decision process would be conducted and the way in which the DMs interact in order
to choose the VP in the DPVP may be an important issue. This situation is discussed
in the last section of this chapter.
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14.2 The Framework for the DPVP

As explained in a previous chapter, the DPVP takes place in a phase at the beginning
of the whole decision process and is when an MCDM/A method is used to choose
a VP. This decision model is built for the particular characteristics of the business
context and decision under analysis.

The decision model is built based on a framework presented in this chapter, which
is founded on a more general procedure for building MCDM/A decision models
(de Almeida et al. 2015), which has three phases: a preliminary phase, preference
modeling phase, and a finalization phase.

In the first phase, which has five steps, the basic elements of the decision model
e.g. the objectives, the criteria and the set of alternatives are established. The first
step is used to identify the DM and other actors in the decision process and whether
or not the situation is a group decision problem.

The phase for preference modeling has three steps and includes choosing the
MCDM/A method. In the last phase, the alternatives are evaluated, a sensitivity
analysis is made and a recommendation is put forward.

The framework for the DPVP is shown in Fig. 14.1. All the steps of the DPVP
must be focused on the DPBO (Decision Process for the Business Organization), as
it is this which determines the whole decision process.

In the first step, VPs, including those that are technically appropriate for the
business decision process, are pre-selected and placed in a set. Most recognized VPs
could be included in this step, while those excluded are mainly those that may be
incompatible in some way with the decision process. For instance, a VP may require
data to be input which it is not feasible to provide for the business decision process.

The second step consists of establishing the criteria, which are associated with
the DM’s objectives in choosing a VP, including the paradoxes and desirable prop-
erties of VPs. Then the consequence matrix and decision matrix are built, since the
alternatives (VPs) and criteria are given. The following step consists of choosing the
MCDM/A method to be applied for analyzing these VPs according to the criteria
given.WhatMCDM/Amethod to choose is an important issue to be considered (Roy
and Słowinski 2013; de Almeida et al. 2015). The finalization is obtained with the
steps for parameterizing and applying the MCDM/A model.

The dashed frame in themiddle of Fig. 14.1 showswhomakes the decision in each
step. Usually the DM gives preference information to be included within the model.
The analyst has also to make technical choices; for instance when pre-selecting VPs.
There are some steps in which instead of decisions, only technical actions are taken
in the modeling process; for instance for building the consequence matrix.

The interactions between the analyst and the DM (or a group of DMs) are shown
in Fig. 14.1. The dashed frame on the right side of Fig. 14.1 shows how the analyst
supports the decision process. In most of the steps, the analyst conducts a structuring
or modeling activity. Some of these activities involve interaction with the DM, e.g.
establishing criteria or building the decision matrix.
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Fig. 14.1 Framework for DPVP—choosing the voting procedure

For the step of pre-selecting voting procedures, many of the considerations given
in Part I and II of this book are applied. The main issue to emphasize at this moment
is the importance not only of having regard to these but especially also of taking into
account the business context of the decision to be made.

The following sections give a few details about other steps of the framework.
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14.3 Criteria for Selecting a Voting Procedure

In the DPVP, there are two kinds of criteria to be considered, which are related to
two main objectives directly associated with the context of the business decision
problem:

• Maximizing the full use of VP’s properties that are desirable and appropriate to
the DPBO;

• Maximizing the matching between the nature of input required by the VP and its
impact on the DPBO.

The latter objective is directly related to the DM’s interaction with the DPBO
and the way in which the DM supplies information to be processed in the VP. This
objective produces a criterion called the ‘Input criterion’.

The first objective concerns the characteristics of VPs, associated with their prop-
erties and paradoxes, that may have a relevant impact and the way they affect the
DPBO. The property or the paradox of each VP may be considered a criterion and
the consequence matrix indicates how this criterion affects each VP. This objective
produces a criterion called the ‘property criterion’.

14.3.1 Criteria Related to the Properties of VPs

The results obtained from Social Choice Theory have shown compatibility issues
for choice desiderata. So, a set of intuitively plausible principles of choice has been
considered. The incompatibility captured by Arrow’s Impossibility Theorem (Arrow
1963) is one of the main issues to be considered in this matter of choosing a VP and
becomes an important restriction on establishing preference profiles.

A few studies regarding the analysis of properties and paradoxes of most VPs
are reported in the literature (Nurmi 1983, 1987, 2002; Felsenthal and Nurmi 2018).
These VPs’ features are relevant for choosing one of them for a specific decision
problem. For this objective, the selection of a set of relevant properties of the pre-
selected VPs may be a set of criteria to be considered. A set of these criteria is shown
in Table 7.5. The set consists of the Condorcet winner criterion; the Condorcet loser
criterion; the strongCondorcet criterion;monotonicity; Pareto; consistency;Chernoff
property; independence of irrelevant alternatives; and invulnerability to the no-show
paradox. A wider set of this kind of criteria is introduced and discussed in Sect. 7.3.

There are several criteria for comparing VPs, one of which is particularly impor-
tant for the business context, since it can be associated with rationality, which is
Pareto optimality. It is the collective rationality criterion. It states that an alternative
y is not chosen, if each DM strictly prefers alternative x to alternative y. If a VP fails
on Pareto optimality, this means that it is collectively irrational.

The Condorcet winner has usually been indicated for social choice rules as a
reasonable desideratum. It dictates that an alternative that defeats all the others in
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pairwise majority comparisons should be chosen. On the other hand, commonly,
a VP that satisfies the Condorcet winner criterion, does not satisfy the positional
dominance criterion (Fishburn 1982), which is another acceptable criterion. It states
that alternative x positionally dominates alternative y, if for each possible rank r, the
number of DMs assigning x to rank r or higher is larger than the number of DMs
assigning y to rank r or higher. The positional dominance criterion indicates that an
alternative may not be chosen if it is positionally dominated by another alternative.

Many paradoxes of VPs have consequences that need to be evaluated with regard
to their impact on the DPBO. However, when we try to avoid a paradoxical pos-
sibility, this leads to another kind of paradox. Therefore, some trade-offs can be
made when dealing with paradoxes. On the other hand, given that the DM’s pref-
erence in the decision process may lead to a different kind of rationality, in which
non-compensatory rationality (de Almeida et al. 2015) takes place, in this kind of
situation, other inter-criteria relations are considered, instead of tradeoff.

14.3.2 Criteria Related to Data Input of VP

These kinds of criteria seek to maximize the matching between the nature of input
required by the VP and its impact on the DPBO. The input consists of the kind of
information the DMs give about the alternatives in order to introduce a chosen VP.
An input required by a VP could be, for instance, the ranking of all alternatives by
each DM; or the pairwise comparison of all alternatives by each DM; or rating of
all alternatives, in such a way that the DM could give a score (for instance, on a
five-level scale of 1–5) for all alternatives.

Another classification of input could consider the amount of information. For
instance, aVP could require full information; partial information; or themost relevant
information (e.g., Approval Voting procedure).

An impact on the DPBO could be, for instance, the effort that the DMs require
to make in order to produce the information required. Other aspects may affect
the DPBO, such as the ease with which a particular kind of information can be
provided. Therefore, the ease of making the input that a particular VP requires may
be considered a criterion in this group.

The reliability of information may be also associated with the input required from
DMs. For instance, it is well known that choosing alternatives from among a large
number of alternatives is affected by the bounded rationality of humans (Simon 1955,
1960, 1982), particularly when the number of alternatives is greater than 7. In this
case, it might be useful to consider the style of input: pairwise comparison or ranking,
for instance. Another possibility is a grade based on the number of alternatives,
for which an exponential function with a negative value could be applied. Also,
problems of reliability may arise due to there being a large number (i.e. well over 7)
of alternatives in the ranking. For pairwise comparisons, the number of options can
be used as a parameter with a function of similar value.
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In many circumstances in a business organization, there is a decision process
for each DM, which requires another MCDM/A model to be applied to compare all
alternatives. In general, this decisionmodel ismuchmore complex than theMCDM/A
model for the DPVP. In this case, this kind of criterion may not be relevant in the
DPVP, since the MCDM/Amodel for the DPBOwill compare alternatives. The only
issue is the compatibility of this information with that required by the pre-selected
VPs. On the other hand, this criterion may be rather relevant with a high weight,
for problems related to a group of DMs dealing with leisure choices (Naamani-Dery
et al. 2014), in which case, the options are evaluated directly.

Of course, the analyst’s convenience and personal objectives should not have any
kind of influence on this decision process i.e. they should not be included in the set of
criteria for comparing the VPs. In other words, only the DM’s objectives connected
to the business problem should be considered for the set of criteria.

For instance, an analyst may wish to reduce the computational complexity of the
VP.However, this criterion should not be accounted for, since the analyst’s preference
should not be included in the model. On the other hand, if this kind of criterion has
some influence on the DPBO, it could be considered. After all, the purpose of the
DPVP is to improve the outcomes of the DPBO.

14.3.3 Weights for Criteria

The way in which the weights of criteria are established depends on the kind of
MCMD/A method applied. In different methods, these weights have different mean-
ings. For instance, in compensatory methods such as those with additive aggregation
for criteria they mean scale constants and will change with the normalization proce-
dure or the scale applied to the input data. For non-compensatory methods such as
outranking methods, they mean degree of importance.

Therefore, the elicitation procedure for weights or preference modeling will be
conducted in different ways according to the MCDM/A method applied. Also, using
partial or incomplete information precise weights may not be needed (de Almeida
et al. 2016). In that case, a concept of the space of weights may be applied thereby
bringing more robustness to the process. Also, surrogate weights may be applied,
when considering partial information (Edwards and Barron 1994).

14.4 The Consequence Matrix

Building the consequence matrix is straightforward and will produce information in
the format of Table 14.1.

For the objective related to the nature of the input required by the VP, there are
many possibilities for the format of data, and natural attribute (Keeney 1992) should
be the first choice.
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For the first objective, related to a VP’s properties, there are two forms of doing
this, namely:

• Discrete binary outcome.
• Continuous outcome.

The discrete binary outcome consists of the indication whether some property is
violated by aVP. Table 14.1, which is based on Tables 7.4 and 7.5, is the consequence
matrix of a type of discrete binary outcome. In that table, ‘1’ indicates that the VP
satisfies the property and ‘0’ that it does not. This outcome in the consequence matrix
is one of increasing preference; i.e. a score of 1 is preferred to a score of 0.

This kind of information imposes a great limitation on themodeling process, since
the information provided is not so rich. That is, the consequence matrix informs only
whether the property is satisfied or not. The continuous outcome supplies richer
information.

The continuous outcome consists of providing information on how often the prop-
erty is violated in thatVP. If a criterion is not satisfied,we can consider how frequently
a VP violates that criterion. This could be represented by the frequency of occurrence
in a scale of 0–1. In this case, an indication of ‘1’ in Table 14.1, would have a score of
‘0’ in Table 14.2, and an indication of ‘0’ in Table 14.1 would have a score between
0 and 1 in Table 14.2. This outcome in the consequence matrix is one of decreasing
preference; i.e. a score of 0 is preferred to a score of 1. A score of 1 indicates that that
property is always violated, while ‘0’ indicates that it is always satisfied. Table 14.2
shows the consequence matrix for the continuous outcome.

In the continuous outcome more information is given, since it can represent that
a drawback to a VP may not happen for some contexts of input data in a decision
problem. In order to illustrate this situation, let us consider the property of the inde-
pendence of irrelevant alternatives. Let us consider three different VPs: VP1, VP2
and VP3 and let us make a few simplifications for the sake of clarifying how this kind
of outcomemay be evaluated. Assuming that for VP1, the independence of irrelevant
alternatives does not hold at all, then the outcome for x18 = 1, which means that for
VP1 this property is always violated. For VP2, let us assume that the independence
of irrelevant alternatives does hold in 50% of the cases, then x28 = 0.5. Finally, let us
assume that for VP3, the independence of irrelevant alternatives does hold for more
than 90% of the cases, which is assumed to be a limit in this scale and represents
a minimum frequency of occurrence, then x38 = 0. The marginal value function
assigns the impact of these outcomes to the DPBO.

This kind of information is richer than that in Table 14.1 and can significantly
improve the evaluation process and make it much more reliable. Information related
to xij in Table 14.2 can be found in literature, although this is not available for all
VP, considering all properties. Also this information depends on the number of DMs
(voters) and the number of alternatives in the DPBO. Simulation studies on this
matter might be required in order to complete information on those not found in the
literature.

For illustrating this kind of information of xij in Tables 14.2 and 14.3 provides an
example based on studies found in the literature, for the Condorcet winner criterion,
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considering 5 DMs (voters) and 7 alternatives (Nurmi 1988, 1992, 1995). Note that
theApproval Voting procedure has not be considered in this particular example, since
this information is not available in those references.

It might be the case that some information on xij may be neither available in the
literature or there is not a possibility for making the simulations studies in order to
found out the values for xij. In that case, there is a possibility of using Prior probabil-
ities π(xij), which is obtained in the framework of Bayesian approach and consists
of subjective probabilities, such as it is usually applied in Bayesian Decision The-
ory (Raiffa 1968; Berger 1985). Actually, π(xij) is prior probability density function
over the possible ‘state of nature’ Xij (see Berger 1985). These Prior probabilities
π(xij), also known as degree of belief, are usually obtained from experts in the subject
analyzed; that is the ‘state of nature’ in consideration.

In some situations, this prior probability might be considered more relevant than
conducting simulations studies in order to obtain xij. In that case, the consequence is
probabilistic and MAUT (Multi-Attribute Utility Theory) could be more appropri-
ate than MCDM/A deterministic methods. This is more detailed in the subsequent
section. However, it is also possible using an outranking method, when integrated
with utility functions, in order to consider the probabilistic information, as it has
been shown in de Almeida (2005) and Brito et al. (2010).

For illustrating the use of Prior probabilities π(xij), Table 14.4, adds this to
Table 14.3, Condorcet winner criterion in Approval Voting procedure and also for
all VPs regarding to the Independence of IA criterion. In this illustration, it can
observed that the process can be conducted considering a mixing of different kind
of information, such as the estimated value for xij, for some criteria and π(xij) for
others.

There is an alternative for dealing with this possibility of not having either directly
information about Xij, or prior probability π(xij). This is the use of a simpler infor-
mation from experts, which would be based on a score in a discrete scale of at least
three levels (0, 1 or 2). Also, a score of five-level scale (0, 1, 2, 3, 4) could be applied,
likewise the Likert scale (Likert 1932a, b). This score indicates the influence of that
criterion on the VP. For the three-level scale, for instance, score ‘0’ indicates that the
VP satisfies the property and ‘2’ that it either rarely satisfies the property or does not
satisfies, and score ‘1’ indicates that the VP may satisfy the property with a medium
frequency comparatively to the score ‘2’.

For now, only technical information is provided in this step. The next step asso-
ciates this information of consequence matrix, such as those of Tables 14.1, 14.2,
14.3 and 14.4, with its impact on the business process, in accordance with the DM’s
preference.

14.5 The Decision Matrix

The decision matrix provides preferential information over the outcomes in the con-
sequence matrix. This preferential information is given by the DM, according to
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Table 14.5 Decision matrix

A Criterion 1 Criterion 2 Criterion 3 … Criterion j … Criterion n

a1 v(x11) v(x12) v(x13) … … v(x1n)

a2 v(x21) v(x22) v(x23) … … v(x2n)

… … … … … … … …

ai … v(xij) … …

… … … … … … … …

am v(xm1) v(xm2) v(xm3) … … … v(xmn)

the framework shown in Fig. 14.1. The role of the analyst in this step is to aid the
DM in the preference modeling process. At this point, the DM’s preferences that are
considered are those regarding the evaluation of the intra-criteria, and this leads to
producing themarginal value v(xj) of the outcomes xj related to criterion j. Table 14.5
shows how this kind of information is considered in an MCDM/A method.

Regarding the DM’s preference, it may happen that a property is not satisfied and
that this does not matter very much for a particular context decision. Additionally, it
may happen that the value for the frequency of occurrence of violation is not a linear
function. That is, the value of a frequency of 0.25 might not represent 50% of the
value of a frequency of 0.50; i.e. either v(0.25) > 0.5 v(0.5) or v(0.25) < 0.5 v(0.5).

This depends on how the DM evaluates its impact in the business context. In the
case illustrated above, the marginal value function would be non-linear. Actually,
in most cases, it is expected that a linear function will be found (de Almeida et al.
2015).

For the discrete binary outcome, the following value function may be applied:

v j (xi j ) = xi (14.1)

For the continuous outcome, which has an outcome of decreasing preference,
such as that shown in Table 14.2 (and Table 14.3), the following value function may
be applied, if it is linear:

v j (xi j ) = 1− xi (14.2)

Regarding a non-linearmarginal value function, the literature offersmanypossible
analytical forms (Keeney and Raiffa 1976; Belton and Stewart 2002).

Let us give an illustrative explanation of the continuous outcome, based on the
example of the preceding section, for three different VPs: VP1, VP2 and VP3. Apply-
ing Eq. (14.2) for the value function of xi gives the outcome values for each VP for
this particular criterion, as follows: v(VP1) = 0, v(VP2) = 0.5, and v(VP3) = 1.

Therefore, using this value function, the DM assigns evaluations to these conse-
quences xi, in accordance with their impact on the DPBO. Of course, the impact on
the DPBO could require a non-linear scale for the marginal value of xi. For instance,
considering a scale of 0 to 1, this would keep the values of extreme outcomes. So,
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v(VP1) = 0 and v(VP3) = 1. As to VP2, the value could be 0.5 different, either
v(VP2) > 0.5 or v(VP2) < 0.5. If we assume that the harm caused to the DPBO by
this drawback has an increasing rate with the outcome score, then v(VP1) could be
higher than 0.5; for instance, v(VP2) = 0.7. The question pointed out here is how
often a drawback appears and to what extent this frequency affects each particular
DPBO.

For the objective related to the nature of the input required by the VP, a non-linear
value functionmay apply inmany cases. Let us consider the reliability of information
given by theDM. In this case, a non-linear value functionmay apply for the reliability
criterion; e.g. a negative exponential function on the number of alternatives could
represent this situation.

In order to build the decision consequence in Table 14.2, a discrete 5-level scale,
such as the Likert (1932a, b) scale, could be used for subjective evaluations related
to the marginal value function.

In the case of using prior probabilities π(xij), instead of a value function, a utility
function is considered and the expected utility is associated with π(xij). Therefore,
Eq. (14.3) is applied.

uπ

(
xi j

) =
1∫

0

π
(
xi j

)
u
(
xi j

)
(14.3)

For a linear utility function over xij, the Eq. (14.2) can be applied in (14.3),
becoming eq (14.4), as follows:

uπ

(
xi j

) =
1∫

0

π
(
xi j

)(
1− xi j

)
(14.4)

For an exponential utility function with parameter a (Keeney and Raiffa 1976; de
Almeida 2005) over xij, the Eq. (14.4) becomes (14.5), as follows:

uπ

(
xi j

) =
1∫

0

π
(
xi j

)
e−axi j (14.5)

The value of expected utilities u(xij) computed for a particular criteria j on a
specific VP i, should be introduced in the Matrix of Table 14.4, for the case in which
prior probabilities π(xij) are applied, replacing its equivalent value function v(xij)
for the case of deterministic consequence.

For the case of the discrete scores applied instead of prior probabilities xij, the
Eq. (14.6) should be applied

v j
(
xi j

) = (y − xi )/y (14.6)
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where y is the highest level in the scale. For the three-level scale, y = 2 and for the
five-level scale, y= 4. The application of this three-level scale in Chap. 17 illustrates
its use, with the Eq. (14.6).

14.6 Choice of MCDM/A Method for Comparing VP

After building the decisionmatrix, anMCDM/Amethod is applied in order to choose
the most appropriate VP for the business decision in question. As shown in the
framework of Fig. 14.1, a prior step still had to be followed. This step consists of
choosing an MCDM/A method, which is one of the most important steps when
building any MCDM/A model (Roy and Słowinski 2013; de Almeida et al. 2015).

The DM’s preference is the main contribution to be considered when choosing the
MCDM/A method. In this step the analyst should first evaluate the DM’s rationality
as to compensation amongst criteria, before the method itself is chosen (de Almeida
et al. 2015). Then, an inter-criteria evaluation could be developed in order to proceed
to the final preference modeling process, and establishing the criteria weights.

As described in the previous Chapter, there are two types of MCDM/A method
for discrete action space, such as is the case of the DPVP. The main factor to be
analyzed when choosing the MCDM/A method for the DPVP is the compensatory
or non-compensatory rationality (de Almeida et al. 2015; Bouyssou 1986; Munda
2008). The question to put forward is: which fits the DM’s preference structure for
this particular decision problem and context? It should be evaluated if the DM is
willing to make compensation amongst the VP’s properties, for instance.

However, it should be noted that for a ‘discrete binary outcome’, it does not mat-
ter if the DM’s rationality is compensatory or non-compensatory, from the point of
view of choosing the method. Applying either method, the unique criterion of syn-
thesis or outranking, would be analytically similar, at least for comparing a method
with the additive model with outranking methods. For instance, considering the
PROMETHEE method, for the discrete binary outcome, the result is similar to that
from using additive models.

This can be easily verified by analyzing Eq. (13.1), which represents the additive
model. For all criteria j to which vj(xj) = 1, the scale constants kj of those criteria
are summed up to the global value of the VP. Similarly the same happens for the
PROMETHEE method, for the weights wj of those criteria, which are going to be
combined in (13.8). In this case, following the non-compensatory approach would
be easier with regard to eliciting the weights of criteria.

On the other hand, if the consequence matrix is built with a ‘continuous outcome’,
it makes a difference to the results if the DM’s rationality is compensatory or non-
compensatory. In this case, some reflections on the analysis of the most appropriate
rationality to the DMs may be provided.

It does not seem to be natural to a DM to make compensation between the proper-
ties of twoVPs. It seemsmore natural that aDM,when comparing twoVPs, would be
willing to check only which of them has a greater frequency in violating a particular
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property. It might not be relevant in most cases to consider precisely how frequently
violations happened.

That is, it seems reasonable that a DM would compare two VPs for this kind of
criterion by considering only which of them has a better performance rather than
taking into account the extent of the difference between the two performances. In
that case, the assumption of non-compensatory rationality seems to be reasonable
and an outranking method could be applied in the DPVP. In this case an ordinal
scale would be fine for the decision matrix in Table 14.4 and a linear marginal value
function, such as in (14.1) could be applied. Then, the analyst could consider using
either the ELECTRE or the PROMETHEE method.

Although the assumption above could be considered reasonable, this should be
applied unconditionally. Actually, apart from the preceding considerations, the DM’s
preference must always be evaluated. It might happen that a DM requires compen-
sation when comparing the properties of two VPs. That is, for comparisons between
two VPs, a DM may be willing to take into account the magnitude of frequency
in which a property is violated in each VP. In this case, a cardinal scale should be
considered for Table 14.2.

If a compensatory rationality is found to be more appropriate, before choosing
a method with the additive model, the properties of this model should be evaluated
in order to confirm if it is actually adequate. For instance, the mutual preferential
independence condition amongst the criteria should be checked. A simple evaluation
could be to check the condition in (13.4) with the DM. Although the independence
condition may be found in the most partial application, when a preferential depen-
dence occurs between criteria, this model can produce undesirable results. There are
some situations in which a preferential dependence may occur in the DM’s prefer-
ence structure. This usually happens when quality and quantity are the criteria to be
considered (de Almeida 2013). For instance, in evaluating an Academic Institution,
if the quantity and the quality of the degrees awarded are criteria in the evaluation,
then, the additive model could make a compensation in such a way that an Institution
of poor quality could compensate this and increase its global score in the model
(13.1), because it has awarded a higher number of degrees.

Also, the preference structure (P, I) should be compatible with the DM’s ability
to express preferences. It might happen that the DM is not able to compare all
consequences, in which case a preference structure (P,Q, I, J) should be considered.

A first thought in such a situation is to turn to outranking methods, since they
first appeared with the possibility of approaching incomparability. However, this
would not be a reason for using these methods. Actually, their ability to approach
incomparability is an operational advantage in the process of preference modeling.
If a compensatory rationality is required, these methods should be considered in the
last case as an approximation.

When difficulties are found with regard to using a preference structure (P, I) in
the preference modeling process, the additive model can still be considered, if a
method with partial information is applied. For instance, the FITradeoff (Flexible
and Interactive Tradeoff) method (de Almeida et al. 2016) could be applied in this
case. Although this method uses the additive model in the MAVT scope, it is able
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to model preferences with partial information and has the flexibility of allowing the
DM to refuse both to make some comparisons and to answer some typical questions
of the elicitation process and yet, even so, a solution may be found. In general, these
kinds of questions and other much more difficult ones are essential elements in the
classical methods available.

14.7 Parameterization of the MCDM/A Model

Once the MCDM/A method is chosen, the parameterization of the model consists of
specifying its parameters with the information collected in the preference modeling
with the DM. There are a few methods described in Chap. 13, which also discusses
the concerns with this process of making preference modeling in order to obtain
parameters.

The main information required here are the scale constants or the weights of the
criteria. Other parameters may be required depending on the method applied. In this
case, the meaning of these parameters is the main concern, since they may have
different meanings in unrelated methods. The main concern here is with the use of
the concept of weights of criteria as indicating the degree of importance in additive
models, since this is systematically applied in many situations.

For compensatorymethods, such as those based on additivemodels, the elicitation
of the scale constants are not applied in an appropriate way, since these parameters do
not mean straightaway the degrees of importance of a criterion, as already explained.
This is the main issue with regard to these methods.

On the other hand, for the non-compensatory methods, the weights do straight-
forwardly represent the relative degree of the importance of the criteria. So, when
given by the DM, this kind of evaluation may be easier than was the case in the
previous additive model. Let us consider two criteria in Table 7.4. For instance, the
monotonicity could have a minor impact over the DPBO, compared with the Con-
dorcet winner criterion. In this case, the monotonicity would receive a low weight
from the DM, who could consider that the ‘Condorcet winner’ criterion is twice as
important as the monotonicity, with a weight of 0.3. Therefore, the monotonicity
criterion would have a weight of 0.15.

As to intra-criteria evaluation, different considerations are also applied. First, for
compensatorymethods a cardinal scale has to be considered for eliciting themarginal
value function.On the other hand, for the non-compensatorymethods an ordinal scale
may be considered, which can be clearly seen on analyzing Eqs. (13.5) or (13.8),
respectively, ELECTRE and PROMETHEE methods. Some exceptions may apply
in some of these methods, such as for ELECTRE. The discordance indices may con-
sider an interval scale so as to compute differences between the performance of two
alternatives, if the analyst uses this kind of formulation. Regarding the PROMETHEE
method, the ordinal scale is applied particularly for Fj(a, b) when in Eq. (13.8). On
the other hand, the preference flow consists of a cardinal scale (summation of the cri-
teria weights) for scores of the alternatives. Even, if the usual criterion is not applied
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to the function Fj(a, b), and indifference or preference thresholds are applied in these
methods, the scale is still an ordinal scale, given the meaning of thresholds itself,
contextualized for small amounts, with a high degree of approximation. Actually, the
thresholds are applied as a benefit for the disadvantage of having less information
than necessary as ordinal scales are used for (13.8).

14.8 Applying the Model and Selecting the VP

This step consists of applying the algorithm of the chosen method in order to select
the most appropriate VP for the DPBO under analysis. Actually, for some methods
the previous step of parameterization includes the process of obtaining the solution
that will be recommended, as is the case in interactive methods (e.g., FITradeoff).

This step seems to be relatively simple. However, there is still a concern related
to who is going to be the DM of the DPVP.

If there is a supra-DM in the process, this DM assumes the role of making the
decision in the DPVP and the process is simpler. That is, the DPVP has an individual
decision-making process. Generally, the supra-DM has a hierarchical position in the
structure of the business organization that is above that of the other DMs. The concept
of the supra-DM is similar to that of the ‘benevolent dictator problem’ (Keeney 1976).

On the other hand, if the group of DMs for the DPBO is going to play the role of
making the decision in the DPVP, then this could bring some modeling difficulties
that require additional discussion. In this case, the DPVP is a group decision-making
process, in which the DMs act together such as in the DPBO. However, this can be
also simplified by a discussion with the group of DMs by using problem structure
methods (PSM), with the support of a facilitator (Eden 1988; Eden and Ackermann
2004).

In the case of a group decision process for the DPVP which deals with a more
formal analytical approach, one may wonder if this could turn out to be an infinite
regress, since a method should be selected in order to solve that second order group
decision. Thus, another decision model would be necessary, and so forth. That is
why a facilitator is needed in this process, as already mentioned, so that a supposed
circle of numerous regresses could be broken.
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Chapter 15
Choosing a Voting Procedure
for Assessing the Readiness
of Technology for Generating Energy

Abstract This Chapter presents an illustration of the framework for choosing a
voting procedure applied to the context of assessing the Readiness of Technology
for Generating Energy. The illustration is based on Morais et al. (Math Probl Eng
(Online), 1–11, 2015) and is used in order to prioritize technologies that are critical
for power generation in the Energy Sector. This problem was tackled in response
to a request from CGEE (Centro de Gestão e Estudos Estratégicos, in English, the
Center forManagement and Strategic Studies) which is a Center that offers support to
decision-making processes related to topics in science, technology and innovation. It
does so by undertaking research and conducting strategic assessment studies based on
a wide-ranging collaboration with experts and institutions of the Brazilian System of
Science, Technology and Innovation with a view to promoting collaboration between
the education and business sectors.

15.1 Assessing the Readiness to Generate Energy

Technology Readiness or critical technology can be understood as an in-country
domain of technology which will generate economic development and, as a result,
the technology will no longer need to be supplied from outside that country (Melo
et al. 2003). In this context, technology means forming a rationale for acquiring
know-how and this is designed in response to new demands and social requirements,
thus changing a whole set of values and attitudes and ends up being aggregated to
the culture of an organization or country (Veraszto et al. 2008). Therefore, critical
technology is a top prioritywhen planning changewithin an organization or a country.

Some technologies can be selected as a priority or as being critical for an orga-
nization or a country, when related to a specific area of interest. In order to evaluate
the strategic condition of technology, Technology Readiness Assessment (TRA) is
applied. TRA uses methods and processes to evaluate the technology itself and by
specific metrics verifies the status of its development, i.e., measures the maturity of
the technology assessed (Schot and Rip 1997).
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When developing a new technology, an effective TRA should also incorporate
some metrics that provide a consistent assessment of the “degree of risk” (Mankins
2009). An effective TRA includes the following main features:

• Performance Objectives. These include aspects of engineering and operational
performance measures, with a view to ensuring that the performance objectives of
the new technologies and/or the capabilities of the system are clearly understood.

• Technology Readiness Level—TRL. This concept was introduced by NASA
(National Aeronautics and Space Administration), in the mid-1970s. It is a metric
that evaluates the maturity level of a specific new technology more effectively.
It consists of a 9-level scale: TRL1 is the lowest level of maturity and TRL9 is
the highest. The TRL scale is simple and easy to operate and has been applied in
many fields such as aeronautics, astronautics and energy resources (Wei-gang et al.
2013). However, this tool also contains some weaknesses, especially because it
depends on qualitative assessment, which is derived from the professional knowl-
edge of experts, whose assessment is prone to high subjectivity and low objectivity.

• Degree of Difficulty of Research and Development. During the formal TRA, it
is important to develop a clear understanding of the barriers to be faced and the
difficulties related to whether the new technologies can be successfully developed.

The TRA for energy consists of two phases: diagnosis and implementation (as
shown in Fig. 15.1). First of all, a search for new technologies that could be developed
is made in the diagnostic phase. Thereafter, using TRL metrics, the maturity level
of that technology is analyzed. When a specific technology is chosen, then a new

Fig. 15.1 Flowchart of the TRA and position of the multicriteria decision evaluation (Morais et al.
2015)
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search on a subset of critical technologies is conducted and only after the results of
this have been analyzed should the implementation phase begin.

Note that, based on these steps of the TRA, a multicriteria decision model can
be applied in both phases, either in the diagnostic phase, when evaluating new tech-
nologies, or in the implementation phase, when evaluating the subset of critical
technologies. Nevertheless, this study focuses on the first and most strategic part of
the TRA of generating energy in order to aid how best to evaluate new technologies.

It is worth noting that some authors have conducted studies to contribute to TRA in
order to improve the process for evaluating critical technologies: Chen et al. (2012),
Wei-gang et al. (2013), Hoffmann et al. (2013), Li and Zhu (2011), Demirkiran
(2012), Goetghebeur et al. (2012), Thokala and Duenas (2012). It is important to
bear in mind that this kind of evaluation is complex and normally involves many
actors in the process. However, none of these studies deal with aggregating the
individual preferences of a group of decision-makers (DMs).

In this perspective, in order to take the DMs’ multiple perspectives and objectives
into account, this study aims to develop a group multicriteria decision model for
the purpose of analyzing the strategic problem of evaluating technologies for the
Brazilian energy matrix. It is worth mentioning that investments in this area are
huge and an appropriate multicriteria model is necessary in order to ensure adequate
efficiency in making a decision on which technology should be fostered. Also, an
adequate voting process to aggregate the individual DMs’ results is needed.

For this kind of strategic problem, the DMs should establish their objectives in
order to analyze the alternatives (technologies). In this case, a multicriteria anal-
ysis can be a useful way to compare the technologies when using different crite-
ria, which are important enough to disallow any kind of compensation. Therefore,
this kind of decision problem has a non-compensatory rationality. However, for a
non-compensatory rationality, DMs need to be able to give weights for criteria that
represent their relative importance, and this task can be very hard for them.

Therefore, there are some cases in which the DM is neither able to provide such
information nor feels comfortable about doing so but he/she may be able to rank the
criteria by their importance. Having obtained such a ranking from theDMs, the use of
surrogate weights can be considered. Therefore, it is proposed that surrogate weights
could be used with the PROMETHEE method (Morais et al. 2015). The authors
proposed a model for assessing the readiness of technology to generate energy a
PROMETHEE-ROC method. De Almeida-Filho et al. (2018) argue that, according
to their analysis, the surrogate weights approach that most faithfully represents a
DM’s value system is the ROC procedure.

In this Chapter, the real application conducted by Morais et al. (2015) regarding
the strategic problem of TRAwas adapted to incorporate the perspectives of different
DMs and also, in order to illustrate the application of the Framework for choosing a
Voting Procedure.

Figure 15.2 shows the group decision model to evaluate critical technology for
generating energy and thereby to analyze which technology for power generation
should be recommended. This model was developed in order to support DMs in
choosing, with greater efficiency, the technology to be implemented in the sector.
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Fig. 15.2 Overview of the group decision model incorporating the framework for choosing a VP

The individual analyses take into account all the members’ preferences and their
perceptions about relative importance among criteria, i.e., only ordinal information.
The individual evaluation explores the matrix of alternatives per criteria per DM and
the individual ranks are obtained by applying the PROMETHEE-ROC method. To
find the collective decision, the Framework for choosing a VPwas taken into account
Based on the chosen VP, the group decision-making process obtains the collective
result by aggregating the results from the individual analysis.
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The following sections present the application of the group decision model. First,
the DMs’ perspectives, their objectives and criteria are given, and the set of crit-
ical technologies to be considered as alternatives are established. On applying the
PROMETHEE-ROCwith eachDM, the individual results are then found. Thereafter,
the framework for choosing the VP that is appropriate for this problem is applied.
Finally the global result is presented.

15.2 Structuring the Problem

The first step of the model consists of bringing together all members involved in the
decision-making process. We call these members DMs. Thus, there is a group of
DMs comprising k members, which is the set of DM ={DM1, DM2, …, DMk}.

It is important to have a facilitator who will conduct the discussion process, but
this person can be a member of the group, when it is not possible to have an external
person. This member is called the Supra-decision-maker, i.e., the member of the
group who has the most experience of and knowledge about the problem and, in
conflict cases, he/she may have greater weight in the final decision and/or also estab-
lishes the DMs’ priority as to calculating the final ranking. The problem of assessing
the readiness of technology for generating power energy in Brazil considered there
were three DMs in the process, namely, DM1, DM2 and DM3:

• DM1 is the representative concerned about environmental issues, e.g., the impacts
on soil fertility, air, water, temperature and sound;

• DM2 is the representative concerned about social issues, e.g., local development,
the quality of jobs generated and the know-how competence that needs to be
developed;

• DM3 is the representative concerned about government issues, e.g., the develop-
ment of national industry and the strategic impact on the energy matrix of the
country.

15.2.1 Establishing Objectives and Criteria Based
on Decision-Makers’ Perspectives

The set of the objectives and criteria identified for the process of evaluating critical
technologies is presented in Table 15.1 per DM. This table also shows the criteria
codes, whether the interest is in minimizing or maximizing the criterion, and the unit
or measurement scale for each criterion.

Table 15.2 presents the reference parameters for analyzing the critical technologies
that are the units or measurement scales of the criteria. The details of these scales
are shown below.
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Table 15.2 Reference
parameters for analyzing the
critical technologies

Impact level Value

Min Max

a. Impact scale (IS) (Morais et al. 2015)

No impact 5 1

Very low impact 4 2

Moderate impact 3 3

High impact 2 4

Very high impact 1 5

b. Time scale (TS) (Morais et al. 2015)

Period of time Value

Short term (up to 5 years) 1

Medium term (up to 15 years) 2

Long term (up to 30 years) 3

c. Curtailing condition scale (CS) (Morais et al. 2015)

Curtailing condition Value

The Energy Technology is not an important
part of the development of another process

1

The Energy Technology is an important part
of the development of another process

2

15.2.2 Establishing the Set of Critical Technologies

The process for selecting the set of alternatives was agreed to by all three DMs.
They agreed to evaluate fourteen critical technologies, which are distributed in five
technological areas. Table 15.3 shows the technological area and subarea, and the
code of the critical technology.

15.3 Individual Results

Each DM has a decision matrix since each of them compares the alternatives from
different perspectives. In order to evaluate the individual results, eachDMconsidered
in this study needed to establish the ranking of the criteria and computing their
weights, based onROC (Rank order centroid)weights (Vansnick 1986;Barron 1992).
Table 15.4 shows the order and weights for the criteria per DM.

The next step is to build the consequence matrix, which evaluates the alternatives
by criterion, using the scale shown in Table 15.2. The step of evaluating the critical
technologies by criterion is supported by a decision support system and is illustrated
in Figs. 15.3, 15.4 and 15.5.
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Table 15.3 Set of alternatives

Technological area Technological subarea Critical technology Code

Chemical Physicochemical Lithium-ion batteries BIL

Organic chemistry Recycling Rec

Bioenergy Bio

Optics Photo-automation Photosensors FotS

Photo-generation Photo-voltaic panel FotG

Telecommunications Control and automation Automation system Aut

Communication Telecommunication systems
using transmission power
cables

Com

Loading batteries by
communication signals

Batt

Mechanics Wind Wind power Wind

Hydro Hydro power Hydr

Small hydro power central unit SHC

Solar Solar Energy Solar

Electric Battery Advanced battery technologies Acum

System Equipment and arrangements EqAr

Source Morais et al. (2015)

All DMs considered the Usual preference function for all criteria, which indicates
that any difference between alternative performances represents a strict preference.
The use of ROC weights minimizes the effort that a DM needs to make in the pro-
cess for indicating the degree of importance of the criteria. Based on the consequence
matrix and the value of the criteria, the performance of the alternatives can be evalu-
ated by implementing a multicriteria method. Table 15.5 shows the individual results
per DM regarding their preferences. The result is shown as the order of preference
of the alternatives by DMs (1 being the most preferable and 14 the least preferable).

The critical technologies are evaluated based on PROMETHEE-ROC. The math-
ematical structure of the multicriteria method offers the first recommendation per
DM and obtains the ranking of the alternatives.

In accordance with the results, the DMs do not agree with each other about which
critical technology must be prioritized. Besides, note that there is a great divergence
between DM 2 and DM3, since the first alternative of DM3 is the 11th alternative
for DM2. Thus, the next step is to evaluate which Voting Procedure should be used
in order to aggregate these individual results.
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Table 15.4 Criteria order and weights by DMs

Decision-maker Criteria code Order of the criteria ROC-weights

DM1 Fert 3 0.1567

Temp 5 0.0400

Soun 4 0.0900

Air 2 0.2567

Wat 1 0.4567

DM2 Emp 4 0.0900

Dev 5 0.0400

QualEmp 2 0.2567

Syn 1 0.4567

Khow 3 0.1567

PMar 6 0.0606

DDMar 5 0.0828

DGMar 8 0.0262

NaM 3 0.1477

GloM 7 0.0421

DM3 Cap 4 0.1106

Inp 9 0.0123

Curt 2 0.2032

Mtx 1 0.3143

Fig. 15.3 Establishing the consequence matrix and the weights of criteria by DM1
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Fig. 15.4 Establishing the consequence matrix and the weights of criteria by DM2

Fig. 15.5 Establishing the consequence matrix and the weights of criteria by DM3
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Table 15.5 Ranking of the alternatives by DMs

Alternatives DM1 DM2 DM3

BIL 9 2 14

Rec 1 12 9

Bio 3 7 7

FotS 8 1 6

FotG 11 3 11

Aut 4 11 1

Com 7 13 8

Batt 13 4 13

Wind 10 6 2

Hydr 5 5 3

SHC 12 10 12

Solar 14 9 4

Acum 2 8 5

EqAr 6 14 10

15.4 Applying the Framework for Choosing a VP

In this session, the focus is on choosing which Voting Procedures (VPs) can be
used to evaluate the specific problem of evaluating the Readiness of Technology for
Generating Energy. The process is based on the Framework presented on Chap. 14 of
this book. The main aspect of this kind of problem may be the type of input required
by a VP. Based on the characteristics of this problem, the input was the VP rankings
of alternatives, while the VPs that were considered adequate were: Amendment,
Copeland, Dogson, Minmax, Borda, Nanson and Hare.

The Criteria used to evaluate the VPs is in accordance with the context of the
problem of Readiness of Technology for Generating Energy, and with the character-
istics of the VP and how they affect the problem. Criteria are generated which are
associated with the properties and other characteristics, such as paradoxes that may
be relevant for consideration when analysing a VP.

In order to facilitate the process, the same multicriteria process (PROMETHEE-
ROC) was applied to evaluate the VP. The DMs involved in this process agreed with
the order of the criteria to evaluate the VP. Table 15.6 shows the order and weights
of these criteria.

For the process of choosing aVP, theUsual preference functionwas applied for all
criteria, since it is a binary evaluation of the VPs. Besides, based on the consequence
matrix (binary evaluation as shown in Table 14.1—Chap. 14), the value function as
considered inEq. (14.1) (Chap. 14), and theweights of the criteria, theVP appropriate
for this problem can be found. Figure 15.6 presents this result.
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Fig. 15.6 Result of the VP chosen for the problem of evaluating the Readiness of Technology for
Generating Energy

As can be observed, the Copeland method was identified as the most appropriate
VP for the problem to aggregate the individual results from the DMs involved in the
problem of evaluating the Readiness of Technology for Generating Energy.

15.5 Global Results

Since the Copeland method was considered the most appropriate voting procedure
to conduct the aggregation of individual results for this problem. Table 15.7 shows
the result of the aggregation of the alternatives using Copeland method.

In accordance with the results, the critical technology which must be priori-
tized in the first instance is Hydr, followed by Aut and Acum. The last position
is taken by SHC and Batt. The reference to the name of the alternatives is shown
in Table 15.3. This result reflects the aggregation of DMs’ rankings after using the
Copeland method.
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15.6 Topics for Further Reflection

The problem presented used ROC weights to represent the importance of criteria
in the decision problem, either during the individual phase or for the framework for
choosing the VP. This model could be applied to other problems, since the DMs have
a non-compensatory rationality and could not give complete information about the
criteria, but they are able to give partial information about them.

If the DMs have a compensatory rationality, it is important to rank the criteria
based on swing weights and also to use an additive multicriteria method.

In this Chapter, all DMs agreed with the order of criteria for choosing the VP.
However, if this were not the case, a Supradecision-maker who is able to do this task
should be appointed.

15.7 Suggestions for Reading

Morais, D.C.; deAlmeida, A.T.; Alencar, L.H.; Clemente, T.R.N.; Cavalcanti, C.Z.B.
PROMETHEE-ROC Model for Assessing the Readiness of Technology for Gener-
ating Energy. Mathematical Problems in Engineering (Online), v. 2015, p. 1–11,
2015.
de Almeida-Filho, A.T.; Clemente, T.R.N.; Morais, D.C.; de Almeida, A.T.
Preference modeling experiments with surrogate weighting procedures for the
PROMETHEE method. European Journal of Operational Research, v. 264,
p. 453–461, 2018.
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Chapter 16
Choosing a Voting Procedure for a Water
Resources Management Problem

Abstract The management of water resources involves multiple decision-makers,
each with their own perspectives on the way the decision problem should be tackled.
This Chapter presents an illustration of the framework for choosing a VP for a
water resources management problem. The application is based on the Morais and
de Almeida (Omega (Oxford) 40:42–52, 2012) group decision model to support the
choice of an alternative to stem and reverse the degradation of the hydrographic basin
of the Jaboatão River, Pernambuco-Brazil.

16.1 A Water Resources Management Problem

Many decisions on water resources management in Brazil are made by hydrographic
basin committees, which were instituted by the Brazilian National Policy on Water
Resources (Ministry of the Environment-MMA 2006). The responsibility of hydro-
graphic basin committees is to make the decision process decentralized and par-
ticipatory by involving civil society, public sector authorities and users of water
resources.

However, it is not a simple task to plan activities in these committees, since
their members must make decisions on complex problems that consider multiple
conflicting criteria (i.e. economic, technical, social and environmental dimensions).
Various models were developed to support water resources management decision
making using multicriteria analysis (Raju et al. 2000; Hajkowicz and Collins 2007;
Morais and de Almeida 2007; Morais et al. 2010; Silva et al. 2010; Morais and de
Almeida 2010; Mutikanga et al. 2011; Roozbahani et al. 2012; Trojan and Morais
2012a, b;Markovic 2012; Coelho et al. 2012; Fontana andMorais 2013, DeAlmeida-
Filho et al. 2017; Gonçalo and Morais 2018).

Another important issue in this kind of problem is that committee members are
usually able to spend only a limited amount of their time on water resources man-
agement activities, since they are typically also engaged on other priority activities
(Silva et al. 2010). Therefore, it is very difficult to schedule meetings to make deci-
sions because the actors involved have other commitments. These meetings should
be held once per month but, given that members have other priority commitments,

© Springer Nature Switzerland AG 2019
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there are months when the meeting of the hydrographic basin committee to discuss
water resources management problems cannot be held.

When the meetings do occur, the members of this committee use the plurality
method to reach a collective preference. Each member indicates a single alternative
or abstains, so, the alternative with the highest number of votes is the final decision.
Therefore, this decision may not correspond to the interests of the majority, i.e.,
sometimes, the alternative chosen is the worst option for many members involved in
the decision process.

Given the complexity of this decision-making, it is important to have a group
decision support method to guarantee transparency, swiftness and, especially, a struc-
tured analysis of the problem, which incorporates the points of view of all committee
members.

In that perspective, it is presented a groupdecision-makingmodel for analyzing the
alternatives to stem and reverse the degradation of the Jaboatão River in the context
of hydrographic basin committee. The hydrographic basin of the Jaboatão River
(in the state of Pernambuco, Brazil) extends over parts of the townships of Cabo
de Santo Agostinho, Jaboatão dos Guararapes, Moreno, São Lourenço da Mata,
Vitória de Santo Antão and parts of the city of Recife and has a drainage area of
426.70 km2. This basin forms part of the Eastern region of the Brazilian Northeast
Atlantic, which is the region in Brazil with the second highest population density
(about 80 inhabitants/km2) and it is this which emphasizes the importance of the
hydrographic basin in the region. Besides, the interior of the region experiences
periods of drought and/or low rainfall. Therefore, the supply of water becomes very
critical due to the intermittent nature of the flow of water in the watercourses.

The main problem of this region is environmental, social and economic degrada-
tion resulting from the uncontrolled use of soil andwater throughout the hydrographic
basin. Table 16.1 shows the sources of degradation of the hydrographic basin of the
Jaboatão River, defines their degradation status and the areas in which degradation
is at a critical level.

Figure 16.1 illustrates the decision model which considers the effective participa-
tion of all members involved of the hydrographic basin committee, thereby obtaining
individual rankings of alternatives with the aid of a multicriteria method. Thereafter,
the framework for choosing a voting procedure (VP) is applied in order to identify
the most appropriate VP to aggregate the individual rankings. The final group deci-
sion result is the selection of an alternative, which represents the preference of the
committee, and which takes into consideration the points of view and interests of the
different sectors/entities involved.

Thismodel can increase the transparency of the decision process, thus reducing the
possibilities of conflicts involving the use of the hydrographic basin. The sections
that follow present the application of the model that seeks to support the group
representing the hydrographic basin of Jaboatão River. The aim is to stem and reverse
the degradation of the river.
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Table 16.1 Characterization of the hydrographic basin

Source of degradation Degradation status Critic areas

Public actions High levels of thermotolerant
coliforms and phosphorous in the
Jaboatão River and its tributaries
are evidence of domestic sewage
entering the hydrographic basin

Urban areas of Jaboatão dos
Guararapes

The following solid residues are
found in the hydrographic basin:
pieces of fishing line and netting,
rope for tying up boats, plastic
bags, drink containers, foam
packaging for food and drinks,
containers of lubricating oil

Urban areas, fishing colonies, and
areas where the springs are used
for recreational purposes

Agro-industrial Irrigation using the main liquid
residues from sugar-cane

Irrigated areas

Industrial Untreated industrial emissions Township of Jaboatão dos
Guararapes

Agricultural About 30 principal activities are
involved in farming practices in
the region served by the river

Township of Vitória de Santo
Antão

Source Morais and de Almeida (2012)

16.2 Structuring the Problem

In order to support the choice of an alternative to mitigate the degradation of
the hydrographic basin of the Jaboatão River, Pernambuco-Brazil, first of all, the
decision-makers (DMs), the alternatives for this problem and the set of criteria to
evaluate the alternatives must be identified. This application is based on Morais and
de Almeida (2012).

16.2.1 Identifying the Decision-Makers

According to the National Policy for Water Resources, the DMs are the participants
that represent public sector bodies, civil society and users of water resources (indus-
tries, agro-industries, water treatment and supply companies). For this problem, only
one member from each sector/entity was considered, in order to avoid making the
group too large. Table 16.2 shows what the composition of the group was.
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PROBLEM:
Selection of an alternative to stem and reverse the degradation of 

the hydrographic basin of the Jaboatão River

Potential alternatives

Ranking of
DM1

Identify the Decision-makers

Ranking of
DM2

Ranking of
DMn

FFramework for Choosing a VP

Final Group Decision

Select Criteria 

Apply a ranking Multicriteria method 

…

Fig. 16.1 Flowchart of the application in a water resources context (adapted from Morais and de
Almeida 2012)

Table 16.2 Decision makers Representation Sector/Entity Quantity

Water resources users DM1 Industries 01

DM2 Agro-industries 01

DM3 Water treatment
and supply company

01

Public sector DM4 Union, State or
City

01

Civil society DM5 Universities or
social organizations

01

Source Morais and de Almeida (2012)
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16.2.2 Establishing the Set of Potential Alternatives

Based on the information about the status and main sources of degradation of the
hydrographic basin presented in Table 16.1, a technical and specific study was con-
ducted in order to formulate a set of alternatives to stem and reverse the degradation
identified for the Jaboatão River basin. Some alternatives were also included based
on a search for similar alternatives that have already been used in other basins to
tackle degradation problems caused by sources of degradation of the same kind.

In order to establish the alternatives to mitigate the main degradation problem,
the committee had an open discussion, focused on information about the sources
of degradation and their status, to avoid considering alternatives based on specific
and particular interests. For each alternative proposed, the DMs gave a technical
explanation of how the action will contribute to mitigating the degradation problem
detected. If someone disagrees with the arguments, he/she must explain why this is
so and must emphasize their negative aspects against the positive ones. This exercise
is often very beneficial for the group learning process.

Table 16.3 presents and describes the alternatives that were identified as being able
tomitigate the degradation of the JaboatãoRiver. All DMs agreed that the alternatives
identified were possible actions for reducing the degradation in the Jaboatão River
Basin.

Table 16.3 Set of alternatives to mitigate degradation in the Jaboatão River Basin

Code Description

A1 Secondary sewage treatment in Jaboatão dos Guararapes, which requires industrial
waste to be pre-treated according to the standards laid down

A2 Educational campaigns in the townships within the hydrographic basin (with the
exception of Recife)

A3 A campaign with industry to minimize the quantity of water used in production
processes by offering monetary incentives for those industries that show positive results

A4 Maintenance of industrial facilities to prevent the water used for refrigeration from
being contaminated by waste from industrial processes

A5 To institute policies for controlling the development of new businesses and/or
expansion of current ones to avoid worsening industrial pollution

A6 Development of a plan of sustainable agriculture specific to the rural producers of
Vitória de Santo Antão which focuses on soil and water conservation for the
hydrographic basin of the Rio Jaboatão

A7 Recovery of native vegetation along the banks of the Jaboatão river

A8 Improving the collection of waste material all along the river, such as providing for the
periodic removal of trash

A9 Recovery of the natural aquatic ecosystem

A10 Treatment of the Erosion Points in order to contribute to reducing the silting-up of the
rivers and of the rainfall drainage network

A11 Restoring the biodiversity of the fauna in the basin

A12 Development of sustainable tourist activities along the Jaboatão river

Source Morais and de Almeida (2012)
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16.2.3 Selecting Criteria for Evaluation

In order to evaluate the alternatives, five criteria were considered with regard to the
economic, financial, social and environmental dimensions. These criteria consider
the issues addressed by the members of the group during committees’ meetings, and
include the status of the degradation, its scope (point to the source or covers diffuse
sources) and the urgency of implementing actions. Table 16.4 shows the code, name,
description and the scale of each criterion.

Table 16.4 Criteria and their respective descriptions

Code Criteria Description Scale

C1 Investment value This is the monetary value
for implementing action

Brazilian currency (Reais)
and should be based on
estimates of the State
company responsible for
water supply and
sanitation. A smaller value
is preferable to a higher
value

C2 Maintenance costs This is the monetary value
to maintain the action in
annual operation

Brazilian currency (Reais)
and should be based on
estimates of the State
company responsible for
water supply and
sanitation. A smaller value
is preferable to a higher
value

C3 Dependence on
third-parties

This is the action
dependency, which does
not consider the
involvement and
participation of others
(society). The involvement
of society diminishes the
effectiveness of actions

Ordinal scale (very low,
low, regular, high, very
high). A lower value is
preferable to a smaller
value

C4 Industrial impacts Corresponds to the
negative impacts that the
action will cause on
industrial activities from
the operational, economic
or legal points of view

Ordinal scale (very low,
low, regular, high, very
high). A lower value is
preferable to a smaller
value

C5 Agricultural impacts Corresponds to the
negative impacts that the
action will cause on
agricultural activities

Ordinal scale (very low,
low, regular, high, very
high). A lower value is
preferable to a smaller
value
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16.3 Individual Results

The group model aims to support DMs in ranking the alternatives while taking any
aspects of the criteria into account. A multicriteria method was applied with each
DM separately to obtain the individual rankings. It was considered that the DM’s
preference is directly influenced by the preference of the sector/entity that he or she
represents.

The use of a multicriteria method for ranking is helpful due to the difficulty that
DMs have in ranking the alternatives while thinking about the economic, environ-
mental and social dimensions without a decision support method and to avoid the
problem of manipulating the preference order (a common problem when a voting
procedure is used). The choice of the multicriteria method depends on the context
and characteristics of the problem analyzed and the DMs’ rationality.

For this application, the PROMETHEE II method (Brans and Vincke 1985; Brans
et al. 1986), which is appropriate for the ranking problematic, was used to prioritize
the individual alternatives. Each DM evaluated the relative importance of the criteria
and then attributed corresponding weights to each criterion and the preference func-
tions for each criterion. It is easy to understand the concepts of this method and its
inherent parameters, which makes preference modeling simpler and more efficient.

These weights which are defined by the DMs are non-negative numbers, inde-
pendent of the measurement units of the criteria, whereby the higher value, the more
important the criterion. The data should be normalized by dividing each weight by
the total of all the weights attributed by a given DM. The sum of the normalized
weights is equal to 1.

Since the PROMETHEEmethod suggests six types of preference functions (Brans
et al. 1986), each DM can choose a different preference function per criterion. How-
ever, in this application, after discussions, the DMs decided that the preference func-
tions for each criterion were to be chosen globally, that is, the same preference
function and the parameters p and q would be the same to represent all DMs.

As criteria C1 andC2 are themeasurable ones, theDMs’ preference function is the
V-shape criterion (or Linear Preference), where the preference for one alternative in
relation to other increases linearly with the difference in performance between them,
based on a preference threshold (p).

As the other criteria, C3, C4, and C5, are the subjective ones, they are evaluated
on a verbal scale. The DMs’ preference function is the Usual criterion, which seems
to be the most appropriate one when subjective performances are evaluated. This
preference function considers that if the performance of one alternative is slightly
higher than the performance of another, then the former is entirely preferable.

Table 16.5 shows the normalized criteria weights attributed by each DM and the
preference functions chosen per criterion with its respective parameters.

Before applying the multicriteria method, it is important to note that each DM can
individually evaluate the alternatives by criteria, in the case of the subjective criteria.
In this application, the evaluation was performed in an open discussion among DMs.
The idea is to analyze each DM’s assessment in order to increase understanding of
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the criteria, alternatives and scales in order to generate more realistic estimates of
performance. So, the consequence matrix was the same for all DMs.

From the information collected (criteria weights per DM, judgments of the alter-
natives, preference functions and their respective parameters), the PROMETHEE II
method was applied to obtain the ranking of the alternatives per DM. Table 16.6
presents these individual rankings.

Table 16.5 Criteria and their respective descriptions

Decision
makers

Criteria

C1 C2 C3 C4 C5

DM1 0.46 0.36 0.06 0.06 0.06

DM2 0.30 0.30 0.10 0.27 0.03

DM3 0.38 0.28 0.14 0.10 0.10

DM4 0.19 0.22 0.29 0.22 0.08

DM5 0.20 0.10 0.10 0.20 0.40

Preference
Functions

V-shape
criterion

V-shape
criterion

Usual
criterion

Usual
criterion

Usual
criterion

Parameter p 100,000 50,000 – – –

Source Morais and de Almeida (2012)

Table 16.6 Individual rankings per decision-maker

Ranking DM1 DM2 DM3 DM4 DM5

1 A5 A2 A5 A9 A9

2 A2 A5 A4 A6 A4

3 A10 A6 A3 A4 A3

4 A4 A4 A2 A2 A6

5 A6 A9 A10 A3 A12

6 A3 A10 A9 A11 A10

7 A9 A3 A6 A7 A8

8 A7 A7 A7 A8 A2

9 A11 A12 A11 A10 A5

10 A12 A8 A8 A5 A1

11 A8 A11 A12 A12 A7

12 A1 A1 A1 A1 A11
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16.4 Applying a Framework for Choosing a VP

In this stage of the model, the framework for choosing a voting procedure (VP) is
used, as presented in Chap. 14 of this book, in order to aggregate the individual
rankings and select an alternative to mitigate the degradation of the Jaboatão River
Basin.

First, it is important to analyze which VPs are appropriate for this problem, which
has rankings as input, but only one alternative is needed as an output. Based on
this perspective, either a VP that results in rankings or a VP that results in a single
alternative can be considered. Therefore, the VPs that were considered for evalu-
ation were: Amendment, Copeland, Dogson, Minmax, Kemeny, Plurarity, Borda,
Approval, Black, Pl. runoff, Nanson and Hare.

Voting proprieties, in terms of which the goodness of the procedures is assessed
(Nurmi 1983), were considered as criteria to evaluate the VP. In this application we
used the same set of proprieties that are presented in Table 7.4. Thus, the consequence
matrix of the VPs versus their proprieties is based on a discrete binary outcome (see
Table 14.1, Chap. 14). Value function considered is Eq. (14.1) in Chap. 14.

For this problem, there is a concern related to which DM will be given the pref-
erences in order to evaluate the VPs. For this case, all DMs agreed that DM 5 (the
representative from Universities and social organizations) should assume the role of
making the decision, thus acting as a Supra-Decision-Maker. They argued that DM5
understands the voting proprieties better than they did, and therefore he will be better
at evaluating their relative importance.

On the other hand, DM5 had difficulty in expressing his preference regarding
relative importance among the criteria. So, he required the support of the “Simos’
revised Procedure” by Figueira and Roy (2002). The aim of this procedure is to elicit
the weights of the different criteria and it does so by using two sets of cards, thus
facilitating the assessment of criteria. As it is a relatively simple technique, it can be
learned inductively (Figueira and Roy 2002).

Under this process, the DM is given two sets of cards: in one set, each card has
the name and description of a criterion, and the other set consists of blank cards. The
DM takes the set of named cards (in effect, the criteria) and orders them in ascending
degree of importance. If the DM has an equal preference for two cards, he/she should
put them together, in pairs

After the DM has ranked the named cards, the DM should think about the impor-
tance of a named card (criterion) relative to its immediate neighbors, and to express
the degree of difference in importance between them, he should place one or more
blank cards between the pairs of named cards.

Subsequently, an algorithm is set which will be used to calculate non-normalized
and normalized weights. The SRF 2.2 (Simon Roy Figueira) software, developed
by Lamsade (Paris-Dauphine University, Paris, France), is recommended to support
this process (Figueira and Roy 2002). Table 16.7 shows the result of the weights by
using SFR.
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Using these weights for the VP proprieties, the PROMETHEE method is applied
to evaluate the decision matrix [considering as value function Eq. (14.1), Chap. 14],
based on the discrete binary outcome (see Table 14.1, Chap. 14). Figure 16.2 shows
the result.

Table 16.7 Weight for VP proprieties given by DM5

Criteria Order (ascending) White cards Normalized weights Weights

h. Independence of
irrelevant alternatives

1 3.5 0.035

0

a. Condorcert winner 2 5.4 0.054

b. Condorcet loser 2 5.4 0.054

c. Strong Condorcet 2 5.4 0.054

0

e. Pareto 3 7.3 0.073

2

d. Monotonicity 4 13 0.130

0

f. Consistency 5 14.9 0.149

2

i. Invulnerability 6 20.6 0.206

1

g. Chernoff 7 24.5 0.245

Fig. 16.2 Result of the VP chosen for the problem of water resources management
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As can be observed, the Approval votingmethod was identified as the most appro-
priate VP for the problem to aggregate the individual results of the DMs involved in
the decision about choosing the alternative tomitigate the degradation of the Jaboatão
River Basin.

16.5 Global Result

Table 16.8 shows the results after applying the Approval Voting (AV), a voting
procedure in which DMs may vote for as many candidates as they wish. The AV rule
selects the candidate receiving the maximum number of votes or “approvals”.

As can be observed, DM1, DM3 and DM5 decided to approve the first three
alternatives in their ranking, while DM2 andDM4 approved the first two alternatives.
In accordance with the results, the winner alternative is A5 with three votes in its
favor. This alternative is related to instituting policies for controlling the development
of new businesses and/or the expansion of current ones to avoid worsening industrial
pollution.

Table 16.8 Result of approval voting

Alternatives DM1 DM2 DM3 DM4 DM5 Total

A1 0

A2 X X 2

A3 X X 2

A4 X X 2

A5 X X X 3

A6 X X 2

A7 0

A8 0

A9 X X 2

A10 X 1

A11 0

A12 0
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16.6 Topics for Further Reflection

The group decision model for water resources management was applied for the
specific problemof choosing an alternative tomitigate the degradation in the Jaboatão
River Basin. This application serves to illustrate the framework for choosing the
VP for a water resources problem. In this case, a Supra-decision-maker was used to
evaluate the voting proprieties. This Supra-DMwas amember of the group. The other
DMs considered that he understood the properties of these consequences better than
they did. The “playing cards” method, also known as the Simos’ revised Procedure
was used in order to obtain the weights of the proprieties of the VP (criteria).

The discrete binary outcome was used in the decision matrix for the VPs, and the
multicriteria method that was applied to evaluate the VPs was Promethee. The same
method was applied in order to aid the DMs to rank the alternatives.

In this problem, only five DMs took part in the process. However, a larger number
of members can do so.

This proposal considers that each DM interprets a given situation differently
and can generate different results (based on their individual way of thinking), even
although they evaluate the same alternatives.

The use of the framework for choosing the VP was helpful and makes the process
more transparent and acceptable. Note, however, that there are other methods for
making social choices other than voting procedures and there are different VPs that
can be used, which may generate different results.

16.7 Suggestions for Reading
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Chapter 17
Choosing a Voting Procedure to Identify
Technology for Generating Renewable
Electric Power

Abstract Among other worldwide concerns is that of choosing the technology for
generating electric power that should comprise the electricity matrix of a country. In
this kind of decision process, multiple actors are involved, and they need to consider
not just the financial dimension but also the technical, socio-economic and environ-
mental dimensions. This Chapter presents an illustration of the framework for choos-
ing a VP to aggregate information from the profile of the various Decision-Makers
involved in this process. This illustration is based on Kang et al. (2018) and Soares
et al. (working paper) which presented how a decision model using the FITradeoff
method was applied to aid a decision on identifying technology to generate electric
power for the Brazilian electricity matrix.

17.1 Generating Renewable Electric Power

When electric power is generated centrally and the demand for electricity rises, an
increase in generation occurs until capacity is reached. When capacity is exceeded,
new generation units are created, thereby increasing the costs of transporting and dis-
tributing energy. As an alternative to such traditional systems for generating energy,
Alanne and Saari (2006) argued that distributed energy generation systems offer an
alternative that is more efficient, reliable and environmentally friendly.

This new trend of distributed energy generation means that energy conversion
units are situated close to the consumers of energy, and large units are replaced with
smaller ones. Besides, distributing the generation of energy is well adapted to regions
that suffer from the supply of low-quality energy, such as rural regions, since this
form of generation is relatively easy to develop locally and is cost-effective compared
to other solutions for generating energy (Irena 2016).

In the context of distributed energy generation, it is important to periodically
evaluate the most suitable solution for a country due to changes that may have
occurred in different dimensions. In emerging countries, particularly those that are
dependent on oil, it is essential to diversify energy sources in order to guarantee the
supply of energy, to create jobs and to develop sustainable energy (Al Garni et al.
2016).
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The concept of sustainability, in general, means that scarce resources and eco-
nomic opportunities regarding society and the environment should be distributed
fairly (www.sustainablemeasures.com), and should take account not only of society’s
well-being today, but also in the future, as it is known that the resources consumed
will be different in the future (WCED 1987). Based on the need for sustainable
development, making use of renewable energy sources emerges as a good option.

According to De Melo et al. (2016), energy is said to be renewable when it
is generated by using natural resources. Such sources of energy are continually
replenishedbynature andderived from the sun,wind, hydropower, the photosynthetic
energy stored in biomass or from other natural movements in and mechanisms of the
environment (such as geothermal and tidal energy) (Ellabban et al. 2014). Renewable
energy technologies turn these natural energy sources into usable forms of energy,
namely electricity, heat, and fuels.

Therefore, renewable energy meets the dual goals of reducing greenhouse gas
emissions, thereby limiting future extreme weather and climate impacts, and ensur-
ing the reliable, timely, and cost-efficient delivery of energy (Ellabban et al. 2014).
Although these sources enhance the economy of a country (da Silva et al. 2016;
Pohekar and Ramachandran 2004), renewable energy technologies are more expen-
sive than conventional ones (Balezentis and Streimikiene 2017).

In Brazil, most electricity is generated by hydropower (deMelo et al. 2016; Aquila
et al. 2016). The main technologies that generate electric power and comprise the
electricity matrix of Brazil are shown in Table 17.1.

The predominance of hydroelectric sources for power generation in Brazil can
be explained by Brazil’s topography (Aquila et al. 2016). Nevertheless, since this
kind of generation is dependent on hydrological conditions (da Silva et al. 2016) and
has significant socio-environmental impacts, it is prudent to evaluate other sources
of power generation that would form ideal energy policies for Brazil, especially of
renewable energy sources (Strantzali and Arovossis 2016) to ensure that this kind of
generation makes up a high share of the total resources in Brazil’s electricity matrix
(da Silva et al. 2016).

Thus, making decisions in this context is of high complexity. Multiple factors
should be considered when deciding on how best to generate energy. This is not

Table 17.1 Brazilian
electricity matrix as at 2015

Source Percentage (%)

Hydropower 64

Natural Gas 13

Biomass 8

Petroleum 5

Coal 4

Wind 4

Nuclear 2

Adapted from Kang et al. (2018)

http://www.sustainablemeasures.com
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only related to energy production and consumption but is also associated with social,
economic and environmental aspects (Zografidou et al. 2016). From this perspective,
multiple actors are involved in this kind of decision process and they have the complex
task of considering all these aspects, and thus to ensure a balance of sources or to
make a tradeoff between them (Balezentis and Streimikiene 2017). Therefore, the
impact of this decision process affects not only a region or a country, but it is a
worldwide concern (Al Garni et al. 2016).

Nonetheless, another important characteristic of this type of problem is that the
set of alternative solutions depends on the values and desires of the actors involved in
the decision process. In the energy sector, there are a large number of actors, each of
whom brings different perspectives on and a different set of values regarding power
generation.

As can be observed, this kind of decision-making cannot be treated as an opti-
mization problem that can use a single dimension (commonly the economic one).
Thus, in order to analyze the problem as a complex system, the most appropriate
approach for considering all the conflicting dimensions appears to be one that uses
multicriteria decision-making/aiding (MCDM/A) methods (Zhang et al. 2015).

Given the need to diversify Brazil’s electricity matrix by investing in technolo-
gies that complement hydroelectric generation, and taking into account the multiple
aspects that need to be considered when making such decisions, Kang et al. (2018)
proposed a MCDM/A model to evaluate different electrical energy technologies,
both renewable and non-renewable ones, that comprise Brazil’s current electricity
matrix under (financial, technical, environmental and socio-economic) dimensions
of sustainability.

In this Chapter we use this model as an illustration of applying the framework for
choosing a VP. However, we focus only on renewable sources of energy, based on
the working paper of Soares et al. (w.p.).

TheMCDM/Amodel proposed by Kang et al. (2018) focused on situations where
there is not enough data regarding the parameters related to some criteria that are
important for the decision context or where the available information is incomplete.
This is a very relevant aspect in the area of renewable technologies for distributed
electric power generation. Taking this perspective, they proposed applying the Flex-
ible and Interactive Tradeoff (FITradeoff) method (de Almeida et al. 2016). This
method requires less cognitive effort from the decision-maker (DM) when eliciting
his/her preferences, since it is based on incomplete (or partial) information. The
FITradeoff DSS (Decision Support System) can be downloaded on request at http://
fitradeoff.org/.

The dynamic procedure to build this MCDM/A model followed the de Almeida
et al. (2015), framework, which consists of three main phases subdivided into twelve
steps, within a flexible sequence, where the DM can go back to previous steps when
necessary, thereby enhancing learning and generating insights during the process.

In the first phase of the model, the preliminary information is defined, such as
identifying the actors of the decision process (henceforth called DMs), their objec-
tives and the related set of criteria, and the viable alternatives. In the second phase,
which considers the characteristics of the problem and theDM’s preference structure,

http://fitradeoff.org/
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an MCDM/A method is chosen and applied (de Almeida et al. 2015), in this case,
the FITradeoff method. Finally, in the third phase, the alternatives are evaluated, and
a sensitivity analysis is conducted.

For this Chapter, a fourth and fifth phase were added. These phases deal with
applying the framework for choosing a Voting Procedure (VP) and the global result,
respectively. In order to choose the VP, it is important to evaluate the properties of
the desired VP and also which VP is appropriate for this decision context. Once the
VP is chosen, then it is applied using the ranking obtained from the DMs during
the first three phases. Figure 17.1 shows the flowchart of the model for selecting the
most appropriate form of renewable electric power generation in Brazil.

17.2 Structuring the Problem

In order to support the analysis of technology for renewable distributed electric power
generation, first of all, what must be done is to identify who the DMs are, what the
alternatives for this problem are andwhat the set of criteria to evaluate the alternatives
should be. This application is based on Kang et al. (2018) and Soares et al. (w.p.),
considering Brazil’s electricity matrix.

17.2.1 Identifying the Decision-Makers

Many actors or pressure groups can be involved in this problem of looking for
renewable technologies to generate electric power in Brazil. Each of them has their
own perspectives and different value structures. For instance, technical and financial
aspects may be emphasized by a utility company, which is interested in the per-
formance of a plant and a return on capital. On the other hand, the community is
interested in social and environmental impacts. Consequently, conflicts may exist
and what is preferred by one group may not be by another (Stein 2013).

In this chapter, it was considered that there were four decision-makers (DMs),
whom Kang et al. (2018) call different decision profiles. Table 17.2 shows the con-
cerns of these DMs and their codes.

17.2.1.1 Decision Profile A: Energy Production

This DM is primarily concerned with the operational performance of the renewable
electric power generation plant. The technical dimension is his/her focus. This pro-
file is especially interested in the efficiency of generation, the capacity factor and
controllability.
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Fig. 17.1 Flowchart of the proposed MCDM/A model (adapted from Kang et al. 2018)
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Table 17.2 Decision-makers
considered in this problem

Decision-maker Code Concerns

Profile A DM A Energy production

Profile B DM B Return on investment

Profile C DM C Environmental impact

Profile D DM D Job creation

17.2.1.2 Decision Profile B: Return on Investment

This DM is concernedwith the financial performance of the renewable electric power
generation plant. The electric power technologies are evaluated from a financially-
oriented perspective. The DMwould prioritize the cost of investment and the average
cost of operation and maintenance costs.

17.2.1.3 Decision Profile C: Environmental Impact

This DM is concerned with the environmental impacts and their interference in peo-
ple’s lives, and therefore seeks clean, renewable and non-polluting forms of energy.

17.2.1.4 Decision Profile D: Job Creation

This DM is concerned with the socioeconomic and political impact and creating
jobs by setting up a renewable electric power generation plant. The number of jobs
created is evaluated in the construction and installation phases, in the manufacturing
phase, and during the operation and maintenance of the system.

17.2.2 Establishing the Set of Potential Alternatives

The set of potential alternatives, i.e., the set of viable alternatives, consists of four
renewable electric power generation technologies that comprise Brazil’s electric-
ity matrix (Tolmasquim 2016). These alternatives are the technologies defined by
ANEELNormative Resolution No. 482/687 (ANEEL 2014, 2015). Table 17.3 shows
the alternatives considered and their respective codes.

Table 17.3 Set of
alternatives

Renewable electric power generation technology Code

Wind power WP

Solar photovoltaic SPV

Small hydroelectric power plant SHP

Biomass Biofuels
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According to (Ellabban et al. 2014), wind power results from using wind turbines
to convert the energy from wind into electricity, using windmills for mechanical
power, using wind pumps for pumping water or for drainage, or using sails to propel
ships. Generating electricity from the wind requires that the kinetic energy of moving
air be converted to mechanical and then to electric energy, thus challenging the
industry to design cost effective wind turbines and power plants to perform this
conversion. At the beginning of the 20th century, the first wind turbines for electricity
generation were developed, and this technology has gradually improved since the
early 1970s. Nowadays, wind energy has re-emerged as one of the most important
sustainable energy resources.

A solar photovoltaic (PV) system is a semiconductor device (PV cell) that converts
solar energy into direct-current electricity. PV cells are interconnected to form a
PV module, typically up to 50 to 200 W. The PV modules, combined with a set
of additional application-dependent system components (e.g., inverters, batteries,
electrical components, and mounting systems), form a PV system. PV systems are
highly modular, i.e., modules can be linked together to provide power ranging from
a few watts to tens of megawatts (Ellabban et al. 2014).

Hydropower is a power derived from harnessing the energy of moving water.
Flowing water creates energy that can be captured and converted into electricity by
using turbines. The most prevalent form of hydropower is associated with dams. On
the other hand, a small hydroelectric power plant (SHP) can be created by developing
hydroelectric power on a scale suitable for a local community and industry, or to
contribute to distributed generation in a regional electricity matrix.

Biomass energy is the term used for all organic material originating from plants,
trees and crops, and is essentially about collecting and storing solar energy as a result
of photosynthesis. Biomass energy (bioenergy) is the conversion of biomass into
useful forms of energy such as heat, electricity and liquid fuels (biofuels) (Ellabban
et al. 2014).

While these alternatives are different sources of renewable energy, it should be
noted that each source of renewable energy has its advantages, disadvantages and
these include there being some negative impacts on the environment, as shown in
Table 17.4.

17.2.3 Selecting Criteria for Evaluation

The selection of the criteria was based on four decision-makers’ profiles, hence-
forth called sustainability dimensions: financial, technical, environmental and socio-
economic. Table 17.5 shows the relationship between these profiles and the dimen-
sions considered.

Each dimension represents a group of criteria. Table 17.6 shows these criteria and
their respective parameters. Such parameters are fundamental for the model, since
they represent the consequence that can be obtained for each alternative, considering
a deterministic problem. As to the financial dimension, two natural aspects were
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Table 17.4 Advantages, disadvantages and negative impacts on the environment of the renewable
energy resources considered

Source Advantages Disadvantages Potential negative impacts
on the environment

WP – Is a free source of
energy

– Produces no water or
air pollution

– Wind farms are
relatively inexpensive
to build

– Land around wind
farms can have other
uses

– Requires constant and
significant amounts of
wind

– Wind farms require
significant amounts of
land

– Can have a significant
visual impact on
landscapes

– Need better ways to
store energy

– Noises in the area,
landscape change, soil
erosion, the blades of
the turbines kill birds

SPV – Potentially infinite
energy supply

– Causes no air or water
pollution

– May not be cost
effective

– Storage and backup are
necessary

– Reliability depends on
availability of sunlight

– Soil erosion, landscape
change, hazardous
waste

SHP – Abundant, clean, and
safe

– Easily stored in
reservoirs

– Relatively inexpensive
way to produce
electricity

– Offers recreational
benefits like boating,
fishing, etc.

– Can cause the flooding
of surrounding
communities and
landscapes

– Dams have major
ecological impacts on
local hydrology

– Can be used only where
there is a water supply

– Change in local
eco-systems, change in
weather conditions,
social and cultural
impacts

Biofuel – Abundant and
renewable

– Can be used to burn
waste products

– Burning biomass can
result in air pollution

– May not be cost
effective

– May not be natural
CO2, may release
global warming gases
like methane during the
production of biofuels,
landscape change,
deterioration of soil
productivity, hazardous
waste

Adapted from Ellabban et al. (2014)

considered: the investment cost and the operational and maintenance costs. For the
technical dimension, four criteria related to operational performance and efficiency
were considered: the efficiency of generation, the capacity factor, maintenance and
the controllability of input. The environmental dimension is concerned with evaluat-
ing the emission of CO2, land occupation, safety and social welfare. Finally, what is



17.2 Structuring the Problem 185

Table 17.5 Decision profile versus dimensions of sustainability

Decision-
makers

Concerns Dimension Relates to Objectives

Profile A Energy
production

Technical Technical
aspects of a
technology that
influences the
generation of
energy

Maximize
operational
performance and
efficiency of the
production
process

Profile B Return on
investment

Financial Costs related to
investing in
technology for
generating
electricity

Minimize costs

Profile C Environmental
impact

Environmental Impact that a
technology has
on the
environment

Minimize
negative impacts
on the
environment and
the well-being
of the
population

Profile D Job creation Socio-economic Socio-economic
impact caused
by
implementing a
technology

Maximize the
socio-economic
impact and the
financial return

evaluated for the socioeconomic dimension is the lifespan, secondary gains, jobs cre-
ated in the construction and installation phase, and jobs created in the manufacturing
phase and during operation and maintenance.

Regarding the financial dimension, it is very objective and in order to parameterize
its criteria, it is necessary to define the desired application, as to the location, and
to consider the energy potential and consequent choice of the energy generating
devices. In this case, for the investment cost criterion, the data were obtained from the
literature review (Skystream 2018; ENERGIA 2018; Solar 2018; BGS 2018; Branco
2018). Moreover, for O&M, the fixed costs related to operating and maintaining the
electrical power generation plant were considered (Tolmasquim 2016).

As to the technical dimension, two criteria are natural ones, namely Generation
Efficiency and Capacity Factor. These are measured in percentage terms (%), with
values for each technology being well established in the literature (Evans 2010;
Tidball 2010; EIA 2013). The other criterion is related to the maintenance of the
electricity generation system. It is important to notice that this criterion is funda-
mental for choosing a technology. However, as yet no data for distributed production
have been established. In order to evaluate the maintenance needed for distributed
renewable electricity generation technologies, Komor andMolnar (2015) presented a
simplified Likert scale that uses generalist parameters (high, low or medium). In this
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Table 17.6 Set of criteria

Code Criteria Definition Unit

C1 Investment
cost

Comprises the costs related to build and install a
power generation plant

US$/kW

C2 O&M Considers the costs related to operating and
maintaining the electric power generation plant

US$/MWh

C3 Generation
efficiency

Considers the conversion in electric energy capacity
by each generation technology, i.e., establishes the
relationship between electricity generated by the
plant and the energy provided by the source

%

C4 Capacity
factor

This refers to the time period in which the plant is
actively generating electricity. Natural conditions
that occur in places where the plants are located and
scheduled stops for repairs and maintenance have to
be considered

%

C5 Maintenance This considers the facility/simplicity of carrying out
maintenance on the generation devices

–

C6 Input
controllability

The possibility of controlling both the availability of
the source that generates power and storing this
power

C7 CO2
emissiont

CO2 is one of the gases that contribute to the
greenhouse effect and that can be emitted as a result
of the production process of generating electric
power

gCO2EQ/kWh

C8 Land
occupation

This is a measure of the area available for a
technology to work in

m2/MWh

C9 Safety This considers the degree of possibility of accidents
occurring that are inherent to each power generation
system

–

C10 Social welfare This considers the impact of technologies on
people’s lives and well-being

–

C11 Lifespan Length of time, in years, in which the plant can
generate electricity in a sustainable way

Years

C12 Secondary
gain

This considers what value-added by-products there
may be as a consequence of generating energy

Years

C13 Jobs in the
construction
and
installation
phase

This considers how many jobs will be generated
while devices and equipment of the power
generation plant are being manufactured

Jobs/year/MW

C14 Jobs in the
manufacturing
phase

This considers the jobs generated when building the
infrastructure and installing the devices and
equipment of the electric power generation plant

Jobs/year/MW

C15 Jobs during
operation and
maintenance

This considers the jobs generated when operating
and maintaining the devices and equipment of the
electric power generation plant

Jobs/year/MWh

Adapted from Soares et al. (w.p.)
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application, three basic aspects were used for this evaluation of maintenance: lubri-
cation needs, availability of spare parts and the need for specialized labor. Table 17.7
analyzes the maintenance criterion.

Considering these aspects and influences, a five-point Likert scale was used to
determine a qualitative evaluation of this criterion, as shown in Table 17.8.

The last criterion of the Technical dimension is Input Controllability, which con-
siders if it is possible to control the availability of the power source for generation,
and of the storage of power. Table 17.9 shows its binary evaluation.

As to the environmental dimension, two aspects were considered: the emission of
CO2, as a greenhouse gas (GHG), and the external costs generated when producing
electrical energy, such as land occupation, safety and social welfare.

Regarding the emission of CO2, according to (Weisser 2007), all energy systems
emit greenhouse gases (GHG) and therefore contribute to anthropogenic climate
change. In the case of renewable energy technologies, themajority ofGHGemissions
typically occur as a result of producing and constructing the technology and/or its
supporting infrastructure, although, for biomass systems, depending on the choice
of biomass fuel, most emissions can arise during the fuel-cycle. With regard to GHG
emissions from different energy technologies, Daniel Weisser (2007) conducted an
interesting study. This compared and analyzed the results of the GHG emission
life-cycle and reviewed and summarized this kind of emission for the renewable
energy technologies. Moreover, the National Renewable Energy Laboratory (NREL)
(Edenhofer 2011) conducted a similar review, by building a database to assess GHG
in the life cycle of electricity. The NREL data were used in this application, and are
within the range obtained in the studies of Weisser (2007).

Table 17.7 Maintenance
criterion and its aspects and
influences

Maintenance aspects Possibilities

Availability of spare parts – High availability
– Low availability

Lubrication needs – Needs lubrification
– No need for lubrification

Need for specialized labor – High complexity
– Low complexity

Table 17.8 Maintenance
criterion scale of evaluation

Description Level

Low availability, lubrication and high complexity 1

High availability, lubrication and low complexity 2

Low availability, no lubrication and high complexity 3

Low availability, no lubrication and low complexity 4

High availability, no lubrication and low complexity 5

Adapted from Soares et al. (2018, w.p)
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Table 17.9 Input
controllability scale of
evaluation

Description Level

Non-controllable technology 0

Controllable technology 1

For the external costs, the environmental impact of a power generation plant on
human populations and natural systems was considered. Such impacts should be
measured considering not only their operation, but also all stages of the technology’s
life cycle. However, few studies about this issue have been conducted and there is
very little information in Brazil. In fact, the only one available has no technical proof.
Therefore, because of the generality of external cost data—since they do not consider
the specificities for the Brazilian case, three representative criteria were proposed for
the concept of external costs (considering their negative nature): land occupation,
safety and social welfare.

– Land occupation: this considers the amount of area needed, directly and indirectly,
for a technology to work. Neither how the land is used nor for how long it is
used, nor if the technology damages the site are observed (Evans 2010). As to the
generation of renewable energy, wind and solar photovoltaic typically use little
space directly, althoughwhat is required is to disperse these technologies over large
areas (Fritsche 2017). Other simultaneous uses of the land are often allowed, such
as grazing and even arable farming, possible under or on wind and photovoltaic
farms. In this application, due to its distributed characteristics, space is saved by
considering only placing photovoltaic panels directly on the roof of buildings. As
to hydropower, the use of land is more limited, since flooded areas preclude other
uses of land (except recreation/fishing) and can create barriers to the migration
of aquatic life. Nevertheless, for the SHPs, this application considers the solution
to be to use shallow water as the source from which to derive the energy to drive
turbines which avoids generating a flooded area. As to biofuel, the land occupation
is close to zero, because this fuel is a by-product, since bioenergy can be obtained
simultaneously from the same land with other products, for example, milk and
beef, pork or poultry meat (Rafaj and Kypreos 2007). Other data on land use for
the generation of electrical energy from renewable sources can be found in Evans
(2010) and Fritsche (2017).

– Safety: this concerns the risk of accidents to the electric energy generation devices,
considering the types of elements that they consist of and the different features
of the technologies that generate energy. Three aspects of safety involving energy
control are considered: kinetic energy (moving parts in relative motion), inertia
energy (size andweight of components) and energy potential (height of the installa-
tion). For the safety criterion, a seven-point Likert scale of values was established,
as shown in Table 17.10.

– Social welfare: considers the impact of each generation technology on people’s
lives. For the social welfare criterion, a four-point Likert scale was drawn up
to conduct a qualitative evaluation. Table 17.11 shows the levels defined for the
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Table 17.10 Safety evaluation scale

Description Level

There are elements with low weight without relative movement and situated at a low
height

1

There are elements with high weight, without relative movement and situated at a low
height

2

There are elements with low weight, with relative movement and situated at a low
height

3

There are elements with high weight, with relative movement and situated at a low
height

4

There are elements with high weight, without relative movement and situated at a great
height

5

There are elements with low weight, with relative movement and situated at a great
height

6

There are elements with high weight, with relative movement and situated at a great
height

7

Adapted from Soares et al. (2018, w.p)

Table 17.11 Social welfare scale of evaluation

Description Level

No sound impact, no visual impact, no risk to animals, no direct risk to human beings 1

Low sound impact, no visual impact, no risk to animals, no direct risk to human beings 2

Low sound impact, low visual impact, no risk to animals, low risk to human beings 3

With sound impact, with visual impact, with risk to animals, with direct risk to human
beings

4

Adapted from Soares et al. (2018, w.p)

consequences for this criterion, based on the impact of sound, the visual impact,
the risk to animals and the risk to human beings.

Regarding the socioeconomic dimension, five criteria were considered to evaluate
its impact: lifespan, secondary gain and the capacity to generate jobs in the different
phases, including design, construction, operation and maintenance.

– Lifespan: This considers values available in the literature (Tolmasquim 2016) such
as the service life based on the operating life of the devices and equipment of the
energy generation plant.

– Secondary gain: considers the opportunity of obtaining a by-product with added
economic value because of the generation of electric energy. Table 17.12 presents
the evaluation scale for this criterion.

– Jobs: Those that are considered are the ones created when the devices are being
constructed and installed; when devices and equipment of the electrical energy
generation plant are being manufactured; and the ones generated during the oper-
ation and maintenance of these devices and equipment (Wei 2010). Due to the
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Table 17.12 Evaluation scale for secondary gains when energy is generated

Description Level

The technology does not generate any by-products 0

The technology generates a by-product 1

lack of data for the region of small scale electrical energy generation, data were
based on a Greenpeace study (Greenpeace 2013), which compares the different
electricity generation technologies associated with the capacity to generate jobs
in Brazil.

17.3 Individual Results

The application of the model was developed in a case study carried out in a rural
southeast region of Brazil in the State of São Paulo, chosen due to the availability of
the data on the generation technologies to be analyzed. It corresponds to the area of
the Mogiguaçu River Basin.

For each decision profile, the FITradeoff elicitation process was performed based
on data from the decisionmatrix (Table 17.13), which therefore simulated the specific
interests of different pressure groups regarding the problem.

Moreover, a different structure of preferences was assumed when ranking the
criteria weights and expressing preferences. Then, the FITradeoff elicitation process
was performed with each decision profile (here understood as a group of decision-
makers) based on data from the decisionmatrix (Table 17.13). These decision profiles
simulated specific interests of different pressure groups regarding renewable electric
power generation. This led to different results. Table 17.14 shows the final rankings
per decision profile, where wj corresponds to the weight of a criterion cj.

Table 17.15 presents the results found by FITradeoff for each decision profile. For
each solution, there is an associated space of weights in which each criterion weight
is limited by a minimum and a maximum value. This weight space was narrowed
as more information, in the form of preference statements, was obtained from the
DMs’ responses. Column “Number of Questions” in Table 17.15 shows how many
questions were answered, i.e., how many preference statements were given.

When analyzing the results for the four groups, SHP is considered the best option
for two groups (A and B), but it is considered the worst for group D. While the
Biofuel option is the best for group C and D, it is never considered as the worst
alternative.
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Table 17.14 Ranking of criteria per decision profile

Group of DMs Ranking of criteria

Profile A: Energy production w3 > w4 > w6 > w5 > w7 > w8 > w9 > w10 > w11 > w12 >
w13 > w14 > w15 > w1 > w2

Profile B: Return on investment w1 > w2 > w3 > w4 > w5 > w6 > w11 > w12 > w15 > w14 >
w13 > w8 > w9 > w10 > w7

Profile C: Environmental impact w7 > w10 > w8 > w9 > w12 > w11 > w15 > w13 > w14 > w3 >
w4 > w5 > w6 > w1 > w2

Profile D: Job creation w15 > w14 > w13 > w12 > w8 > w11 > w3 > w4 > w5 > w6 >
w1 > w2 > w7 > w9 > w10

Table 17.15 Results for the group decision profiles

Ranking Profile A:
Energy
production

Profile B:
Return on
investment

Profile C:
Environmental
impact

Profile D:
Job creation

1 SHP SHP Biofuel Biofuel

2 WP Biofuel SHP WP

3 Biofuel SPV WP SPV

4 SPV WP SPV SHP

Number of
questions
answered

21 14 23 45

17.4 Applying the Framework for Choosing a VP

Since the decision profiles found a different ranking of the alternatives, in this stage of
the model, the framework for choosing a voting procedure (VP) is used to aggregate
the results of the decision profiles in order to find a global result which will be the
best alternative for renewable power technology for a Brazilian region.

The characteristics of this problem reveals that there is a need for a voting proce-
dure that deals with rankings, since the problem evaluated has only four alternatives
and it is important to analyze how the decision profiles classified them. Thus, the
VPs considered for this evaluation were: Copeland, Borda, Black, Nanson and Hare.

Another important aspect to consider is the voting proprieties to evaluate the
VP. The proprieties analyzed in this application were: Condorcet winner; Strong
Condorcet; Monotonicity; Consistency and Invulnerability to the no-show paradox.
The proprieties of Condorcet loser and Pareto were not considered since all VPs
analyzed satisfy these conditions. Similarly, the Chernoff and Independence of irrel-
evant alternatives were not considered since none of the VPs analyzed satisfies these
conditions.

For this analysis, it will be present two ways of consequence matrix: binary out-
come and discrete score.
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17.4.1 Using the Consequence Matrix of Binary Outcome

The consequence matrix of the VPs and their proprieties based on a binary outcome
(Chap. 14), is as shown in Table 17.16. In this table, “1” indicates that the VP satisfies
the property and “0” that it does not. The value function is in Eq. 14.1 (Chap. 14).
Also, Table 17.16 gives the weights of the five voting proprieties considered, where
the DMs agreed about the weights considered.

Table 17.17 presents the results after applying the PROMETHEE II method to
evaluate the decision matrix, using the usual preference function.

As can be observed, the result for the PROMETHEE II method is equivalent to
that of the additive model, when using this binary outcome matrix (see Table 17.18).

Thus, the Borda voting procedure was identified as the most appropriate to aggre-
gate the decision profile to find an alternative renewable power generation technology
for a Brazilian region.

Table 17.16 Matrix of consequence of the VP considered

Voting
system

Criteria/weights

Condorcet
winner

Strong
condorcet

Monotonicity Consistency Invulnerability
to the
no-show
paradox

0.1 0.1 0.2 0.35 0.25

Copeland 1 1 1 0 0

Borda 0 0 1 1 1

Black 1 1 1 0 0

Nanson 1 1 0 0 0

Hare 0 1 0 0 0

Table 17.17 Results after applying the PROMETHEE II method

Rank VP Phi Phi+ Phi−
1 Borda 0.525 0.7 0.175

2 Copeland 0.025 0.175 0.15

2 Black 0.025 0.175 0.15

4 Nanson −0.225 0.075 0.3

5 Hare −0.35 0.025 0.375
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Table 17.18 Results after applying the additive method

Voting
system

Criteria/weights Result Rank

Condorcet
winner

Strong
con-
dorcet

Monotonicity Consistency Invulnerability
to the
no-show
paradox

0.1 0.1 0.2 0.35 0.25

Copeland 1 1 1 0 0 0.40 2

Borda 0 0 1 1 1 0.80 1

Black 1 1 1 0 0 0.40 2

Nanson 1 1 0 0 0 0.20 4

Hare 0 1 0 0 0 0.10 5

17.4.2 Using the Consequence Matrix of with Discrete Score

The consequence matrix of the VPs and their proprieties can also be evaluated by
using a discrete score of three levels (0, 1, 2), instead the binary outcome. This
score is elicited from an expert indicating the influence of that criterion on the VP.
Table 17.19 shows what the score represents for the VP considered.

Considering these scores, it is obtained the following consequence matrix
(Table 17.20), for the VP considered for this problem.

Table 17.19 Discrete score of the VP considered

Score Description

0 It indicates that the VP satisfies the property

1 It indicates that the VP may satisfy with a medium frequency the property

2 It indicates that the VP does not satisfy the property

Table 17.20 Matrix of consequence of the VP with discrete score

Voting
system

Criteria/weights

Condorcet
winner

Strong
condorcet

Monotonicity Consistency Invulnerability
to the
no-show
paradox

0.1 0.1 0.2 0.35 0.25

Copeland 0 0 0 1 1

Borda 1 1 0 0 0

Black 0 0 0 1 2

Nanson 0 0 1 1 2

Hare 1 0 1 2 1
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Table 17.21 Results after applying the additive method for discrete score

Voting
system

Criteria/weights Result Rank

Condorcet
winner

Strong
con-
dorcet

Monotonicity Consistency Invulnerability
to the
no-show
paradox

0.1 0.1 0.2 0.35 0.25

Copeland 1 1 1 0.5 0.5 0.70 2

Borda 0.5 0.5 1 1 1 0.90 1

Black 1 1 1 0.5 0 0.58 3

Nanson 1 1 0.5 0.5 0 0.48 4

Hare 0.5 1 0.5 0 0.5 0.38 5

At this point, the score has an outcome of decreasing preference, this leads to
producing the marginal value v(xj) of the outcomes xj related to criterion j. The
following value function (see Chap. 14; Eq. 14.6) may be applied:

vj(xij) = (y− xi)/y

Where y is the highest level in the scale (for this case of three-level scale, y= 2).
Using the additive model, Table 17.21 shows the result and respectable rank.
As can be observed, also the Borda voting procedure was identified as the most

appropriate to aggregate the decision process. So, for this case, the result using the
discrete score is the same as using the binary outcome. However, it is possible to
have a complete order. No ties were found between Copeland and Black VP.

17.5 Global Result

In order to find the global result, the Borda count is applied to the data presented in
Table 17.15. Thus, the Borda voting procedure was identified as the most appropriate
for aggregating the decision profile to find an alternative renewable power generation
technology for a Brazilian region (Table 17.22).

Based on the ranking obtained by the Borda count, the Biofuel was the first alter-
native, followed by Small Hydropower, Wind power and finally Solar Photovoltaic.

17.6 Topics for Further Reflection

The results obtained by using the decision model based on the FITradeoff method
applied to different decision profiles and then aggregated by a Voting procedure,
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Table 17.22 Results for the group decision profiles

Alternatives Points

Profile A: Profile B: Profile C: Profile D: Results

SHP 4 4 3 1 12

WP 3 1 2 3 9

Biofuel 2 3 4 4 13

SPV 1 2 1 2 6

shows the model has potential to assist a group of decision-makers to tackle complex
problems related to energy planning.

17.7 Suggestions for Reading

Kang, T. H. A.; Soares Junior, A. M. C.; de Almeida, A. T. Evaluating electric power
generation technologies: A Multicriteria analysis based on the FITradeoff method.
Energy, 165, 10–20, 2018.
Soares Junior,A.M.C.; deAlmeida,A. T.;Almdeida, J. The small distributed electric
power generation: A multicriteria model for the analysis of technologies. Working
paper, 2018.
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Chapter 18
Choosing a Voting Procedure for a Group
Decision Support System (GRUS)

Abstract Group Decision Support Systems (GDSS) are tools that are being
increasingly used in group decision-making processes. In this context, GRUS
(GRoUp Support System) is a web-based system to support group decision pro-
cesses which consider the individual preferences of different actors involved in the
same problem. The system supports a multicriteria approach for solving the problem.
One of the ways to aggregate individual preferences is by using a voting procedure.
This Chapter presents how the framework for choosing a Voting Procedure can be
implemented in this GRUS System in order to facilitate this process. Two different
situations for applying the framework are considered. In the first one, the users eval-
uate the problem and apply the framework for choosing a voting procedure. In the
second situation, the result of the framework applied with an expert is presented for
the users as a generic voting procedure to aggregate the individual rankings of the
decision-makers.

18.1 GRoUp Support System (GRUS)

In many organizations, where collective decisions should be made, it is common
to have conflict situations due to decision-makers (DMs) having different points
of view and interests from each other. Furthermore, many managers spend their
productive time (between 25 and 80%) in meetings at which decisions are made, but
approximately 50% of this time is wasted as a result of information being lost or
distorted (Dufner et al. 1995). Therefore, in order to reduce such losses and raise the
productivity of managers, several Group Decision Support Systems (GDSS) have
been proposed in the literature (Colson 2000; Damart et al. 2007; Adla et al. 2011;
Lolli et al. 2015).

GDSS are often built based on computer platforms with a formal framework that
uses a multi-criteria approach to help DMs express and evaluate their preferences
and the parameters that will be used. Thus, Zaraté et al. (2016) built a GDSS on
a web-based platform, called GRoUp Support System (GRUS), which is free and
available upon request at http://www.irit.fr/GRUS.
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GRUS presents services commonly available in GDSS, such as the defini-
tion/design of a static or dynamic group decision process, the management of collab-
orative tools (add, modify, delete), and the management of automatic reporting such
as PDF files (Zaraté et al. 2016). This system aids the conduct of meetings which
may be synchronous or asynchronous, and distributed or face-to-face. The users of
such a system are DMs and the facilitator. It is modularized to allow the facilitator
to build a structure that best fits the problem. The facilitator is also responsible for
managing the process of how the DMs interact with each other. The DMs should
describe their points of view and ideas, whether anonymously or not, in the step
called brainstorming as to the electronic interaction. They suggest the criteria and
alternatives related to the problem to be solved, and then give their assessment of
each alternative on each criterion, thereby generating a consequence matrix.

For the evaluations, the DMs indicate their preferred weights for the criteria, and
enter a suitability equation function, thereby defining their interpretation of each cri-
terion. In order to calculate the score of each alternative, two aggregation techniques
are implemented in the GRUS: The Simple Additive Weight (SAW) (Keeney and
Raiffa 1976) and the Choquet Integral (Ebadi et al. 2010).

The final decision must be managed by a facilitator who does so with a consensus
process that is conducted in a face-to-face group meeting. Sometimes this process
requires DMs to change their positions with regard to how to solve the problem until
a potential compromise is found. This is usually time-consuming especially when the
DMs have different objectives regarding the same problem. Therefore, the concern
that is raised here is how to deal with this process when the DMs have different
objectives.

De Almeida et al. (2015) noted that when DMs have divergent opinions regarding
the objectives, it is necessary toworkwith their individual rankings of the alternatives
and aggregate them in order to reach final choices that they can agree to. One way
to deal with this type of aggregation is to use a voting procedure (VP). In this case,
it is usually the facilitator who is responsible for choosing a VP compatible with the
DMs´ needs so as to reach a group decision.

NumerousVPs have been studied over the years that have been applied in different
situations. A comparative analysis of some of these VPs is given in Nurmi (1999),
who showed that each procedure is associatedwith advantages and disadvantages and
seeks to avoid different voting paradoxes. Nevertheless, the definition of the best VP
usually depends on the properties of each procedure, which have been discussed over
the years in the literature (Nurmi 2015) besides which many authors have compared
VPs by considering their properties (Nurmi 1983, 2004; Fishburn andGehrlein 1982;
Lepelley and Valognes 1999; Kim and Roush 1996; Kim et al. 2002).

Bearing this in mind, according to de Almeida and Nurmi (2015), in specific
situations, the facilitator is perhaps not the best person to conduct this task of choosing
a VP, since he/she will not deal with the consequences of the social choice. Thus, the
framework for choosing a VP that is applied here to aid this choice allows the DMs
to have their preferences considered in this analysis.

The main idea of this framework is to consider a decision matrix where the VPs
are the alternatives which are evaluated regarding some criteria (that are voting
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properties, which are characterized by the ability of a procedure to overcome voting
paradoxes, and are related to the context of the problem, by considering how easily
this matrix can be applied). A multicriteria approach is used to evaluate this decision
matrix, which considers the characteristics of the methods and the problem itself
(de Almeida et al. 2015).

In this Chapter, two situations for applying this framework for choosing a VP are
considered:

Situation 1: In order to aid the users choosing a VP. In this case, the framework
for choosing a VP is implemented in the GRUS and it is applied when the users are
willing to choose a VP so as to make an in-depth evaluation of the characteristics of
the problem and the advantages and disadvantages of the voting procedures for the
specific case.

Situation 2: In order to indicate generically a voting procedure for the GDSS. In
this case, the users are not willing to choose a specific VP, or do not have enough
information regarding voting properties. Thus, the framework for choosing a VP
is applied with an expert in voting rules who will make a holistic evaluation of
the properties, yet thinking about the information that the GRUS is providing as
individual rankings. The VP chosen by this expert will be implemented in the GDSS
as a suggestion for an aggregation procedure thatwill result in a final recommendation
being made.

Figure 18.1 shows the flowchart for applying the framework for choosing a VP
to be included in the GRUS.

18.2 Structuring the Problem

The problem will be structured predominantly in the same way for both situations.
In order to evaluate the voting procedures, the voting properties will be considered
as criteria, which are presented as follows (Palha et al. 2017; Nurmi 1999; Arrow
1963; Felsenthal and Nurmi 2018):

– Condorcet winner: evaluates if the procedure chooses a Condorcet winner when
there is one, i.e., the alternative which defeats all alternatives in pairwise compar-
isons.

– Condorcet loser: evaluates if the procedure does not choose a Condorcet loser
when there is one, i.e., the alternative which is defeated by all other alternatives
in pairwise comparisons.

– Strong Condorcet: evaluates if the procedure ends upwith a strong Condorcet win-
ner when there is one, i.e., the alternative which is ranked first by most individuals.

– Monotonicity: evaluates if the procedure displays monotonicity, i.e., “if an alter-
native y wins in a given profile P when a certain VP is being applied, it should
also win in the profile P’ obtained from P by placing y higher in some individuals’
preference rankings” (Nurmi 1999). This means that additional support cannot
transform a winning alternative into a non-winning alternative.
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GRUS 
Have the rankings of the individual DMs been obtained?  
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Use the VP generically 
proposed for the GRUS 

Apply the framework 
for choosing a VP 

Fig. 18.1 Flowchart of the GRUS incorporating the framework for choosing a VP

– Pareto: evaluates if the procedure has a collective rationality, i.e., whenever all
individuals strictly prefer x to y, then y is not chosen.

– Consistency: evaluates if the procedure satisfies the condition of the invariance
of the set chosen when different decision-making groups are gathered together to
make social choices. Suppose a group is divided into two groups and applies a
voting procedure, which results in the same alternative being chosen by both sub-
groups. Then the procedure is consistent if the same alternative is chosen when
the procedure is applied to the group as a whole.

– Chernoff: evaluates if the procedure presents the Chernoff property, i.e., if an
alternative is a winner in a set of alternatives, it must be the winner in every subset
of these alternatives.

– Independence of irrelevant alternatives: evaluates if the procedure satisfies this
property, i.e., a procedure satisfies the condition of the independence of irrelevant
alternatives, if, whenever two profiles have identical rankings over a pair of alter-
natives, the collective ranking over these two alternatives is the same in the two
profiles, regardless of the rankings over the other pairs.
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– Invulnerability of the no-show paradox: evaluates if the procedure satisfies this
property, i.e., if a DM may achieve a better result by not voting, thus prompting
him/her to manipulate the voting result by abstaining.

Many authors consider that the voting procedures can be evaluated regarding these
criteria (or characteristics) by a binary evaluation, so a procedure either satisfies or
does not satisfies the property (deAlmeida andNurmi 2015).Whenever the procedure
satisfies the property sought, it will be represented by 1 (one), and when it does not,
the representation is 0 (zero).

Note that consideration was not given to any criterion related to the context of the
problem since any of the voting procedures would then receive the same input and
would give the same output to the DMs. Moreover, the difficulties related to creating
the algorithm within the system and to executing it in the GRUS system were not
evaluated. Therefore, only the voting properties were considered as criteria.

The subset of voting procedures considered in this analysis were: Amendment,
Copeland, Dodgson, Maxmin, Kemeny, Plurality, Borda, Approval Voting, Black,
Plurality runoff, Nanson and Hare (Borda 1781; Brams and Fishburn 1978, Nanson
1883; Nurmi 1987, 1999; Saari andMerlin 2000; Felsenthal and Nurmi 2018). There
are other methods available but these were not considered here. These include those
that consider partial information (Cullinan et al. 2014; Ackerman et al. 2013) and
the quartiles method (Morais and de Almeida 2012; de Almeida-Filho et al. 2017).

The binary evaluation of the VP considered regarding the voting properties is
shown in Table 18.1. Note that the criterion of the independence of irrelevant alter-
natives has been excluded from the table since none of the voting procedures consid-
ered satisfies this property, so it does not make sense to consider this criterion in this
case. It is important to have a procedure that is independent of irrelevant alternatives,
but none of the voting procedures considered are, which leads to these criteria being
excluded from the analysis.

As to a non-compensatory rationality to evaluate this set of VPs, a non-
compensatory multicriteria method should be selected. In order to establish the rel-
ative importance of the weights of the criteria, this can be evaluated by considering
a five-level scale as presented in Table 18.2.

As can be observed, the verbal scale was converted to a numeric scale. It is worth
noting that this parametrization begins with 0.20. Since the value of 0 meant that the
criterion had no relevance at all for the user, it was not considered in the analysis.

The user should use this scale to evaluate each criterion and, after this step has
ended, the values should be normalized by considering the scaling process presented
in the Equation (Palha et al. 2017):

π ′
i = πi

∑
j π j

where: π′
i is the value of the scaled weight of criterion i.

πi is the value of the weight of criterion i on the five point scale.
�j πj is the sum of the weights of all criteria.
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Table 18.2 Notation scale for voting properties

Verbal scale Notation Numerical scale Description

Very unimportant VU 0.20 In this context, the criteria do not add any
important feature to the problem

Not important NI 0.40 In this context, the criteria do not add more
than two important features to the problem

So-so SS 0.60 In this context, the user is indifferent to the
features added by the criteria

Important I 0.80 In this context, the criteria add at least one
important feature to the problem

Very important VI 1.00 In this context, the criteria add more than
two important features to the problem

Adapted from Palha et al. (2017)

18.2.1 Situation 1

In this situation, the users of theGRUS arewilling to apply the framework to choose a
Voting Procedure, since they have knowledge about the criteria considered to evaluate
the VPs. Thus, in order to evaluate the preferences regarding the voting proprieties, it
is necessary to establish who will define the required parameters of the multicriteria
approach. For this task, three possibilities are considered:

– The facilitator will give his/her preferences, thereby allowing him/her to decide
which VP would be best suited for the problem to be solved.

– The Supra-Decision-Maker will give his/her preferences if the problem has one
and he/she would like to express his/her opinion instead of leaving the facilitator
to do so.

– The DMs give their preferences by achieving an agreement as to the voting prop-
erties.

Although there are three possibilities to consider who will give the preference
parameters regarding the voting properties, once the framework for choosing a VP
is established, it will run in the same way, independently.

Thus, this situation will be illustrated based on the application presented by Palha
et al. (2017), where one of the authors plays the role of the facilitator.

The facilitator considered using all the voting procedures available in the GRUS
system, which were: Amendment, Copeland, Dodgson, Maxmin, Kemeny, Plurality,
Borda, Approval Voting, Black, Plurality runoff, Nanson and Hare.

Therefore, her preferences were elicited by an interview regarding the voting
procedure to be analyzed in order to aggregate the rankings of the group members.
Thus, the facilitator expressed her preferences regarding the voting properties in
accordance with Table 18.2. Table 18.3 presents the facilitator’s preferences and the
respective scaled weights.
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Table 18.3 Preferences of the facilitator using the scale to evaluate the voting properties

Voting proprieties Verbal scale Numerical scale Scaled weights

Condorcet winner I 0.80 0.148

Condorcet loser I 0.80 0.148

Strong Condorcet VI 1.00 0.185

Monotonicity I 0.80 0.148

Pareto VI 1.00 0.185

Consistency NI 0.40 0.074

Chernoff VU 0.20 0.038

Invulnerability to the no-show paradox NI 0.40 0.074

Total 5.40 1.00

As can be observed in Table 18.3, the criteria considered VI (Very Important)
were Strong Condorcet and Pareto. The facilitator argued that the solution must be
in the set of non-dominated alternatives and also Pareto-optimal.

The criteria considered I (Important) were Condorcet winner, Condorcet loser
and Monotonicity. The facilitator stated that the procedure should be reliable, and it
is important to guarantee that the best alternative in a pairwise comparison will be
the Condorcet winner and the worst will not, if there these alternatives. Moreover,
additional support should not lead a winning alternative to become a non-winning
one.

The criteria of consistency and invulnerability were evaluated as NI (Not Impor-
tant), since the analysis will hardly ever be made considering subsets of DMs, and
the DMs will not be able to manipulate the analysis at this point.

Finally, the Chernoff criterion was considered VU (Very Unimportant) because it
is unlikely that the group will decide to visualize a subset of alternatives during the
analysis.

The scaled weights were calculated by normalization i.e., by dividing the nominal
weight by the sum of all criteria (total). For example, the Condorcet winner has a
nominal weight of π a = 0.80, being the sum of all criteria �j π j = 5.4, thus, π ′ a
= πa/�j π j = 0.8/5.4 = 0.148. The same calculations were used in all criteria and
the results are presented in Table 18.3.

With the consequence matrix (as presented in Table 14.1—Chap. 14) and the
weights, the analysis was conducted by applying ELECTRE III (Roy and Bouyssou
1993; Roy and Słowiński 2013). This multicriteria outranking method is based on
comparisons between alternatives. It aims to eliminate the least advantageous and to
indicate the most preferred action as determined by most of the criteria (Roy 1996).
Thismethod introduces concepts of preference pj and indifference qj to each criterion
gj. Consequently, the DM should establish a range of values in which one action is
strictly preferable to another, and a range in which one action is indifferent.

Then, the facilitator considered three concordance indices (Figueira et al. 2005):
s1 = 0.9, s2 = 0.85 and s3 = 0.8. The objective of applying different concordance
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indices was to verify if the kernel (Roy and Bouyssou 1993) would be altered if
the strength of the concordance coalition is increased. Since the values were only
binary, i.e., all the differences between evaluations are 0 or 1, discordance indices
were not considered. Thus, the result indicates three voting procedures in the kernel
(Copeland; Kemeny and Black). Figure 18.2 presents the result and the relationship
between all alternatives.

In order to compare this result with other outranking multicriteria methods, and
also to verify if changing themethodwouldmodify the result, PROMETHEE I (Brans
et al. 1986)was also applied.Thismethodprovides a partial rankingbasedonpairwise
comparisons. It considers six preference functions to evaluate criteria, and does so by
considering the deviation between the evaluations of two alternatives on a particular
criterion. For small deviations, the DM will allocate a small preference to the best
alternative and even possibly no preference, if the DM considers that this deviation is

Fig. 18.2 Result of ELECTRE III. Source Palha et al. (2017)
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Fig. 18.3 Result of PROMETHEE I. Source Palha et al. (2017)

negligible. The larger the deviation, the stronger the preference. For this case, where
only binary performance was considered, the usual preference function was used.
This function means that any difference between the performance of alternatives will
be strictly preferred. Figure 18.3 shows the result of applying PROMETHEE I.

As can be seen, the result found by applying PROMETHEE I was like that found
from ELECTRE III, and the voting procedures Copeland, Kemeny and Black were,
once again, found to have no differences. In fact, this outcome was expected since
the evaluation of these alternatives was the same in all criteria. The difference when
applying PROMETHEE I that can be highlighted is that Borda was not comparable
to these three procedures. Thus, its position changed from third to first. Besides,
Plurality remained in second position in both methods. However, while Maximin
and Nanson were placed third by ELECTRE III, using PROMETHEE I, they were
placed second but were not comparable with Plurality.

To sum up, on applying the two multicriteria methods, the voting procedures
Copeland, Kemeny and Black are presented as a tie, and PROMETHEE I also pre-
sented Borda’s rule as not being comparable with these voting procedures.

This performance links the problem to another concern which is: how should
the voting procedure be chosen when the result of the framework for choosing a
VP is a tie? This situation might occur because some criteria are missing. Thus,
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Table 18.4 The expert’s preferences on using the Scale to evaluate the voting properties

Voting proprieties Verbal scale Numerical scale Scaled weights

Condorcet winner I 0.80 0.133

Condorcet loser I 0.80 0.133

Strong Condorcet VI 1.00 0.167

Monotonicity SS 0.60 0.100

Pareto VI 1.00 0.167

Consistency VI 1.00 0.167

Invulnerability to the no-show paradox I 0.80 0.133

Total 6.00 1.00

by considering other criteria, the tie between these procedures could be broken.
Other voting properties could be considered e.g., the possibility of adapting the
procedures to a partial information environment. Or even using the three procedures
and discussing the results that these achieve.

It is worth noting that Copeland, Kemeny and Black are all distance-based proce-
dures, and although they have the same type of input information, they have different
algorithms that can provide DMs with a final ranking of alternatives.

18.2.2 Situation 2

In this situation, the users of the GRUS are not willing, or do not have enough infor-
mation, to decide which voting procedure best fits the problem. They would simply
like to know the final recommendation since they have already given their prefer-
ences regarding the alternatives and the criteria of the problem studied. Therefore,
they have the individual DMs’ rankings.

For this situation, the framework for choosing a Voting Procedure was applied
with an expert, who in this case was one of the authors of this book who played the
role of the expert, in order to make a generic recommendation for a voting procedure
for the GRUS.

The expert of voting rules made a holistic evaluation of the properties, while
taking into account the information that the GRUS provided as individual rankings.

Based on that perspective, the subset of voting procedures that the expert consid-
ered was: Copeland, Dodgson, Maxmin, Borda, Nanson and Hare.

Considering these voting procedures, it makes no sense to evaluate the voting
properties of Chernoff and of the Independence of irrelevant alternatives, since all
VPs considered fail in these criteria. The consequence matrix (VP x properties)
considered for discrete binary outcome is presented in Table 14.1 (Chap. 14). And
the decision matrix uses the value function in Eq. 14.1 (Chap. 14).

Table 18.4 shows the expert’s preferences on using the Scale for evaluating the
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Table 18.5 Result of applying the PROMETHEE II method

Rank VP Phi Phi+ Phi−
1 Borda 0.1398 0.4132 0.2734

2 Copeland 0.1398 0.1998 0.06

3 Nanson 0.0198 0.1398 0.12

4 Maximin −0.0198 0.1466 0.1664

5 Dodgson −0.1398 0.0866 0.2264

6 Hare −0.1398 0.0866 0.2264

voting properties, as proposed in Table 18.2.
After applying the PROMETHEE II method, which is similar to an additive

method in this case of using the binary performance of the alternatives, the result
achieved is shown in Table 18.5.

The Borda procedure, the VP chosen by this expert, could be implemented in the
GDSS as a suggestion for an aggregation procedure to give a final recommendation.

18.3 Topics for Further Reflection

This chapter presented how the framework for choosing a voting procedure could be
implemented in theGRUSGDSSwhen the group does not wish to reach a consensual
decision. In this case, the group can proceed to use the framework itself or the group
can use a generic voting procedure chosen by an expert using the framework.

It is important to note that applying the framework avoids it being manipulated
on behalf of one or more parties, even when it is applied considering the facilitator’s
preferences.

18.4 Suggestions for Reading

Palha, R. P.; Zarate, P.; de Almeida, A. T.; Nurmi, H. Choosing a voting procedure
for the GDSS GRUS. In: Schoop, M.; Kilgour, D. M. (Eds.): GDN 2017, LNBIP
293, pp. 163–174, 2017. https://doi.org/10.1007/978-3-319-63546-0_12.

Pascale Zaraté, Marc Kilgour, Keith Hippel. Private or Common Criteria in a
Multi-criteria Group Decision Support System: An Experiment. International Con-
ference on Collaboration Technologies (CRIWG2016), Sep 2016, Kanazawa, Japan,
14/09/2016-16/09/2016, Vol. 9848, Takaya Yuizono, Hiroaki Ogata, Ulrich Hoppe,
Julita Vassileva (Eds.), Springer, Lecture Notes in Computer Science (LNCS),
pp. 1–12, septembre/September 2016. URL: DOI: https://doi.org/10.1007/978-3-
319-44799-5_1.
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Roy, B., & Słowiński, R. (2013). Questions guiding the choice of a multicriteria decision aid-
ing method. EURO Journal of Decision Process, 1, 69–97. https://doi.org/10.1007/s40070-013-
0004-7.

Saari, D. G., & Merlin, V. R. (2000). A geometric examination of Kemeny’s rule. Social Choice
Welfare, 17, 403–438. https://doi.org/10.1007/s003550050171.

Zaraté, P., Kilgour, D. M., & Hipel, K. (2016). Private or common criteria in a multi-criteria group
decision support system: An experiment. In: T. Yuizono, H. Ogata, U. Hoppe, & J. Vassileva
(Eds.), CRIWG 2016, LNCS (vol. 9848, pp. 1–12). Cham: Springer. https://doi.org/10.1007/978-
3-319-44799-5_1.

https://doi.org/10.1007/BF00133974
https://doi.org/10.1023/A:1020492305910
https://doi.org/10.1016/j.omega.2011.03.005
https://doi.org/10.1017/S0007123400003215
https://doi.org/10.1007/978-94-009-3985-1
https://doi.org/10.1007/978-3-662-03782-9
https://doi.org/10.1007/s11238-004-3671-9
https://doi.org/10.1007/978-3-319-19515-5_19
https://doi.org/10.1007/978-3-319-63546-0_12
https://doi.org/10.1007/s40070-013-0004-7
https://doi.org/10.1007/s003550050171
https://doi.org/10.1007/978-3-319-44799-5_1


Chapter 19
When Does a Given Procedure Work
Best?

Abstract By way of summarizing our account on collective decision procedures,
we shall provide a brief exposition of those methods that have been discussed in
earlier chapters from the viewpoint of their applicability. The question we seek to
answer is: what are the circumstances under which each system works best? Since
each system has specific proprieties, it is important to understand them in order to
choose a Voting Procedure (VP) to evaluate a decision problem. The framework
for choosing a voting procedure can guide the Analysts and Decision-Makers with
regard to this issue and therefore it evaluates the impact of VP properties on their
own business decision process.

19.1 Introduction

Aswas pointed out in the preceding chapters, every system is based on some intuition
regarding the notion of the ‘collectively best’ candidate or alternative. This intuition
may, however, be incompatiblewithmanyothers and, hence, the overall attractiveness
of each procedure has to be based on a balance of desirable and undesirable properties
of procedures in the intended context of application. For example, systems that aim
at making each participant reasonably satisfied with collective outcomes are likely
to differ from those seeking to maximize the benefit for a majority of participants.
Our concluding discussion is partially based on system classification presented more
than thirty years ago (Nurmi 1983). It divides Voting Procedures (VP) into:

1. binary systems
2. positional systems
3. hybrid systems
4. systems based on non-ordinal input.

The first of these classes consists of those procedures which are typically defined
by means of pairwise comparisons and where the winner is determined as a result of
those comparisons. The systems in the second class single out winners or determine
collective preference ranking based on the positions that each candidate or alternative
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occupies in the individuals’ preference rankings. The third class consists of multi-
stage systems where the selection of the winner may be preceded by several rounds
of computation (typically eliminating alternatives on the way). All three of these
classes can be implemented based on preference profiles submitted by the voters.1

The systems in the fourth class require information other than individual preference
rankings to determine the collective outcomes. These include systems that enable
the individuals to signal their degree or intensity of preference for alternatives vis-
à-vis each other, or to classify them into acceptability classes. In what follows we
shall briefly comment on the properties of the systems described above from the view
point of business decision making. So, our perspective here is different from political
decision-making. Rather, we stress the properties of systems that are conducive to
team work, consensus building and making full use of information.

19.2 Binary Systems

Since these systems are based on pairwise contests, the best performance of any
alternative would seem to be that it defeats all its contestants. If the majority of
votes defines the winner in each comparison, this would amount to electing the
Condorcet winner whenever such an alternative exists.2 Perhaps the mostly widely
applied of these systems is the amendment (or successive elimination) system which
introduces an additional factor to the determinants of the voting outcome: the agenda
of pairwise comparisons. Also the other major parliamentary voting procedure, the
successive one, is based on an agenda. It is difficult to recommend these systems
for use in business contexts because of their obvious bias stemming from agenda
control. Both of these also suffer from not separating cases where the outcome is the
Condorcetwinner from thosewhere this just happens to beoneoutcome in a collective
majority cycle. In decision settings where it is important to avoid outcomes that are
deemed most undesirable by the individuals (e.g. in recommendation settings), the
sequential voting by veto has much to recommend it. If all individuals may eliminate
their worst-regarded alternative (of those available when their turn arrives), it is
clear that the procedure guarantees a modicum of satisfaction to all parties involved.
Since obviously individuals are treated differently depending on their position in the

1There are elimination systems that can be—and often are—implemented through several rounds
of voting, e.g. the Finnish and French presidential election. This makes it possible for the voters to
change or to work out their preferences gradually upon finding which alternatives are available at
each stage. Thereby strategic elements enter the analysis. Since we are primarily interested in the
properties of systems as methods of aggregating expressed preferences, we assume that the voters’s
preferences do not change over time in the balloting process.
2There are, however, binary systems, notably the Borda count, that can be (although typically aren’t)
implemented via pairwise comparisons which do not always result in an eventual Condorcet winner.
In these, the notion of pairwise winning is not the sole determinant of the winner. These systems
are not discussed in the present section.
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sequence of eliminations, it is important that in repetitive decision settings, the order
of voting is determined by a random device.

Eventual cycles in outcomes are clearly discernible when the Copeland, Dodg-
son, Kemeny, max-min, Schwartz or Young procedures are used. Their major flaw
is their vulnerability to various kinds of monotonicity failures (see Felsenthal and
Nurmi (2017) for a comprehensive discussion) in variable electorates. In terms of this
consideration, the max-min and Young procedures have a clear advantage over the
others. This edge comes, however, with a high price, viz. these two procedures may
lead to choosing a Condorcet loser. Nonetheless, the max-min procedure is particu-
larly attractive in business contexts since it does not have a clear majoritarian flavor,
i.e. it does not clearly divide the individuals into a majority of winners and a minor-
ity of losers. Instead, it results in alternatives that have a reasonably strong showing
against even their toughest competing alternative. Thus, the max-min method has
some consensual features that are important in organizations that are certain to make
a sequence of decisions over time.

19.3 Positional Procedures

Of positional systems, the Borda count seems superior to plurality and vote-for-k
procedures. It fully utilizes the available ordinal information about individual pref-
erences, avoids choosing eventual Condorcet losers, satisfies all conceivable mono-
tonicity criteria in fixed and variable electorates and always leads to Pareto-optimal
outcomes. Its instability under expansion or restriction of the set of alternatives has
been shown by Saari to be no more dramatic—in fact it is less so—than that of other
positional systems (Saari 2001). The Borda count is strategically manipulable, but
basically so too are all systems. If the individual misrepresentation of preferences is
deemed of particular concern, the sequential elimination procedure based on Borda
scores, the Nanson method, seems worth recommending, although it belongs to
hybrid systems.

19.4 Hybrid Systems

Hybrid systems consist of several stages of computation, in some cases even several
rounds and different kinds of balloting. Typically, these aspects are bound to com-
plicate efforts to benefit from strategic misrepresentation of preferences. This is not
say that these systems are strategy-proof. In fact, some—notably plurality runoff—
require a fairly limited amount of information about preference profiles to make mis-
representation effortsworthwhile. On thewhole, however, using these systemsmakes
it plausible to look at other than strategic properties when trying to determine the
most appropriate system. Those advocating the Condorcet winner selection no doubt
favor Nanson’s procedure which—as was pointed above—also has the advantage of
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requiring a good deal of information about preference profiles in order to make suc-
cessful strategic behavior feasible. In business contexts, Coombs’s system—which
is not a Condorcet extension—has the distinctive advantage of excluding alternatives
that are regarded as being the worst ones by large groups of individuals. This feature
would seem to make it appropriate in recommendation systems, especially if several
consecutive choices are to be made by the same group.

19.5 Systems with Non-ordinal Input

Range voting, approval voting and majority judgment are systems that rely on input
that differs from the standard (complete and transitive preference relation) assump-
tions. Using the assessment criteria applied in rank-aggregation contexts may, there-
fore, be questioned. For example, if we are given individual cardinal utility assign-
ment over alternatives, it may be argued that the Condorcet winner or loser concepts
lose their significance as we can now strive for a maximal utility sum instead of
pairwise utility comparison winners. This striving is, however, open to criticism
stemming from those views that stress the justice or fairness of collective outcomes
instead of maximizing the utility sum associated with outcomes. Both range voting
and majority judgment are based on a single indicator of individual value distri-
butions: the former focuses on the mean value and the latter on the median value
of the distribution. The choice between justice-driven and utility-maximizing meth-
ods is fundamental and cannot be resolved in abstracto. It is important to observe,
though, that both majority judgment and range voting are maximizing methods. If all
individuals have dichotomous preferences—acceptable vs. non-acceptable alterna-
tives—the approval voting would seem a natural choice method. More sophisticated
aggregation methods enter the picture when themore graded preferences are at stake.

19.6 Applying the Framework for Choosing a Voting
Procedure

As can be observed, there are different properties and characteristics that each voting
procedure has, some of which are acceptable or desirable in some decision problem
contexts and not in others. Given this situation, the framework was built to deal with
choosing a Voting Procedure (VP), by using a multicriteria decision-making/aiding
(MCDM/A) model, as explained in Chap. 13 when discussing MCDM/A methods
(Pardalos et al. 1995; Roy 1996; Vincke 1992; Polmerol and Barba-Romero 2000;
Belton and Stewart 2002; Figueira et al. 2005; Munda 2008; de Almeida et al. 2015).

It is relevant to mention that this framework considers the specificity of the appli-
cation (the organizational context), in which the decision process is conducted. Also,
the issue of choosing a method is considered (Polmerol and Barba-Romero 2000;
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Belton and Stewart 2002; Roy and Słowinski 2013; de Almeida 2013, de Almeida
et al. 2015).

There are some important issues that the framework (see Chap. 14) deals with so
as to guide the better structuring of the elements to be considered in the process:

1. The multicriteria method to be used
2. The criteria to be applied
3. What the outcomes of the VP for the criteria are likely to be.

The first issue is essential to ensure the quality of the decision process. An analyst
should aid this process to determine the MCDM/A method to be used based on the
preferences of the Decision-Maker (DM). The method is chosen whether the DM
uses compensatory or non-compensatory rationality, since this will also imply the
way in which the weights of criteria are established. Apropos, it is important to notice
here that the framework assumes that the DM can be either one person (a benevolent
dictator or a supra-DM) or a group of DMs acting in agreement.

Regarding the second issue, the framework considers that there are two kinds of
criteria to be considered. One set is related to the properties of VPs (and aims to
maximize the full use of a VP’s properties which are desirable and appropriate for
the organizational problem) and the second set is related to the data input to VP (the
aim of which is to maximize the match between the nature of input required by the
VP and its impact on the organizational problem).

The third but not least important issue concerns the information on the conse-
quence matrix related to a VP’s properties. There are two ways of doing this: Dis-
crete binary outcome, which indicates whether some property is violated by a VP;
or, Continuous outcome, which supplies richer information, and thus indicates how
often the property is violated in that VP, for which a 0 to 1 scale is used to show the
frequency of occurrence.

It is worth emphasizing that for a ‘discrete binary outcome’, the DM’s rationality
(compensatory or non-compensatory) does not matter with regard to choosing an
MCDM/A method, since the result would be analytically similar.

To sum up, applying the framework helps to decide whichVP best fits the problem
and the DMs’ preferences, thereby making it much more difficult for one or more
parties to manipulate it.

Future work remains to be done with regard to investigating the frequency of
violations of properties by VP in order to use ‘Continuous outcome’. There are
already some studies in the literature about this, but many more are expected. Note
that using ‘continuous outcome’ considering the DM’s rationality (compensatory
or non-compensatory) would have on impact on guiding which MCDM/A method
to use.
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