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Abstract. Face Photo-Sketch synthesis is designed to generate an image
contains rich personal information and details facial. It is widely used in
law enforcement and life areas. Although some existing methods have
achieved remarkable results, however, due to the gap between the syn-
thetic and real image distribution, the synthetic image does not achieve
the expected effect. To solve this problem, In this paper, we proposed con-
ditional generation adversarial networks (CGAN) based on arts drawing
steps constrain. We divide the process into two stages. In the first stage,
we take the original face photos which concat noise z as input, generating
stage 1 low resolution synthesize sketches. In the second stage take the
stage 1 results and original face photo as inputs, yielding stage 2 high
resolution synthesize sketches, which can express more natural textures
and details. To add realism, we train our network using an adversarial
loss. Experiments have shown that, Compared with previous methods,
our results generate visually comfortable face sketches. And express more
natural textures and details.
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1 Introduction

The face sketch has rich shadow texture and strong three-dimensional texture,
which can vividly express the characteristics and personality of the character,
so it is widely used in law implementation. For example, in the process of law
enforcement, in most cases, the real face of the suspect cannot be obtained.
At this time, the best alternative is usually based on sketches of eyewitness
recalls which can help the police quickly narrow down and lock the suspect
[5,11,13,18,25]. In terms of life crafts, passenger often keep a sketch by the
painter in a tourist attraction or scenic spot as a souvenir. In addition, it has
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a wide range of applications, such as digital entertainment [9,14]. At present,
face sketches are mostly drawn by painters or professional artists create them
through painting tools. They need long-term practice to have this skill, and this
kind of creative method is inefficient. So, the automatic generated face sketch
technique is becoming the research hot in these application area.

There are some algorithms such as Sketch2Photo [4] and Photos-ketcher [1],
require a large number of fine extraction features, and need complex processing
as cutting images to make the image more realistic. In recent years, the con-
volutional neural network in deep learning is very popular and provides a pow-
erful method for facial sketch synthesis [3,19,31]. Among them, the extended
GAN network [8] application to the face sketch synthesis method is especially
prominent. Image-to-Image Translation with Conditional Adversarial Networks
[8] uses CGAN to solve face sketch synthesis. This network can not only learn the
mapping relations between input image and output image, but also learn the loss
function for training mapping relations. Unpaired Image-to-Image Translation
Zhu et al. [35] proposed use Cycle-Consistent Adversarial Networks (CycleGAN)
to solve where paired training data does not exist problem. The article intro-
duces a cycle consistency loss to make F(G(X)) ≈ X (and vice versa). However,
the meaning is to convert source domain images back into target domain images,
and its distribution is still the same.

Although these methods have achieved remarkable results, due to the limi-
tations of their structural consistency, accurate depicting face photos/sketches
remains challenging. In addition, the synthesized image mostly yield blurred
effects, leading to the synthesized image is unrealistic. In order to solve this prob-
lem, we proposed conditional generation adversarial networks (CGAN) based on
arts drawing steps constrain.

2 Related Work

In generation adversarial network we must train two models at the same time.
The generator mainly learns the real image distribution to make the image gen-
erated by itself more realistic, to fool the discriminator. The discriminator needs
to make a true and false judgement on the received picture. The probability
that the prediction of the fixed image is true is close to 0.5 [6]. Since then, many
improvements and interesting applications have been proposed [7]. recently, the
great success achieved by conditional Generative Network(cGAN) [15]. In a series
of image-to-image translation tasks [10]. For example, CycleGAN [35] generate
high quality sketches using multi-scale discriminators [26]. Wang et al. [27] rec-
ommend to first generate a sketch using the vanilla cGAN [26] and refine it
using a postprocessing method called back projection. Jun Yu et al. [12] pro-
posed to improve the CA-GAN after GAN to generate a realistic synthesized
sketch. Di et al. combining a convolutional variational Autoencoder with cGAN
for attribute-aware facial sketch synthesis [3]. Stacked networks have also made
great progress in this area, such as image super-resolution reconstruction and
generate high resolution image with photo-realistic details [12]. They have all
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achieved very good results. Affected by these success stories, we are interested
in using CGAN to generate sketch photos, but found that the effect is not the
best, so it is proposed based on arts drawing steps constrain CGAN to improve
the effect. Our method divide into two stages and is different from the previous
one when choosing generation and discriminator. We are Using Encoder-Decoder
[2] as Generator, and for discriminator we use patchGAN [16].

Encoder-Decoder is a very common model framework for deep learning. Many
previous solutions [10,29,30,34] to problems in this area have used an encoder-
decoder network [17]. For example Unsupervised algorithm auto-encoding [2],
application of image caption, the neural network machine translation NMT
model all trained with encoder-decoder. Therefore, encoder-decoder not a model,
but a type of framework. The Encoder and Decoder sections can be anything,
as text, voice, image. Models can be CNN [32], RNN, LSTM, and more. So we
choose Encoder-Decoder. It is an end-to-end learning algorithm.

GANs network structure has been shown in some experiments to be unsuitable
for the field of images requiring high resolution and hight detail retention. Some
people have designed PatGAN [16] based on this situation.The difference between
PatchGAN is in the discriminator. The general GAN is a vector that only need to
output a true or false which represents the evaluation of the whole image, but the
PatvhGAN output is an N × N matrix, each element such as a(i,j), has only two
choices of True or False(label is a matrix of N ×N , each element is True or False),
and the result is often through the convolution layer to achieve. The discriminator
makes a true and false discriminant for each patch, and average the results of all
patches of a picture as the final discriminator output.

3 Methodology

3.1 Model

Figure 1 shows the model structure. We all know in order to express details and
textures, the painter’s painting is divided into many steps. In order to produce
high resolution sketches like a painter, we divided our process into two stages
based on arts drawing steps constrain. In the first stage, we take the original face
photos which concat noise z as input, generating stage 1 low resolution synthesize
sketches xg1. In the second stage take the stage 1 results xg1 and original face
photo as inputs, yielding stage 2 high resolution synthesize sketches xg2, which
can express more natural textures and details. G we choose encoder-decoder, D
we use PatchGAN.

Generator(G1,G2). The G1 network take photos and noise as input,
G1 structure as follows: Conv1(16)-Conv2(32)-Pooling2(32)-Conv3(64)-Poling
3(32)-Conv4(128)-Conv5(128)-Deconv6(128)-Deconv7(64)-conv8(32)-conv9(1).
Conv(K) denotes K-channel convolutional layers, pooling is max-pooling. Convo-
lution and polling layers are used to extract advanced feature. G2 network have
two modules. The input one is G1 generated synthetic sketches and another
input is photos. G2 structure same as G1.
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Fig. 1. Two-stage trainging networks. Stage 1 generates x1g. Stage 2 concat photos
and x1g put into G2 generates sketch image.

Discriminator(D1,D2) using patch-Decoder discriminator D1, there are 16
patches in every iterative training with G1. PatchGAN discriminator preserving
of high-frequency details. All the convolutional layers in D1 have a filter size of
3 × 3. D2 structure same as D1.

3.2 Data Set

We build a two stages face photo-sketch database. 188 faces provided by CUHK
students database [24]. For each face, there are two stages sketches by our pro-
fessional painter and a photo taken in a frontal pose, under normal lighting
condition. In CHUK student database, we choose 88 faces for training and 100
faces for test.

3.3 Objective Function

The GANs there are two networks generators and discriminators. The goal of G
is to generate a real images as much as possible to deceive the discriminant net-
work D. The goal of D is to separate the G generated image from the real image.
Conditional GAN is another variant where the generator is conditioned on addi-
tional variables such as category labels, partial data for image restoration, date
from different modalities. If the conditional variables is a category label, it can be
seen that CGAN is an improvement to turning a purely unsupervised GAN into a
supervised model. The objective of a conditional GAN can be defined as:

LcGAN (G,D) = Ex,y[logD(x, y)] + Ex,z[log(1 − D(x,G(x, z)))] (1)
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where z, is noise as input, x, is a corresponding face image, y, the output images,
are sampled from the true data distribution Pdata(x, y).

To add realism, we train our network using an adversarial loss, similar to
Generative Adversarial Networks(GANs) [6], such that the synthesized sketches
are indistinguishable from target photos. In order to measures the error between
the synthesized sketch image and target sketch, we complement the adversarial
loss with a regularization loss [8,21,23]. Stage 2 is built on stage 1 to generate
realistic target sketches. where xg = (x, z) is generated by stage 1. Stage 2 not
using noise, assuming that the noise has already been maintained in the stage 1
generated xg, Our final objective is define as follow:

G∗ = LA + λL1 (2)

where LA is the adversarial loss, L1 is the loss based on the L1-norm between the
synthesized image and the target. λ is weight. G is tries to minimized this loss to
updates its parameters, against D is that tries to maximized loss is defined as

LA = min
G

max
D

LcGAN (3)

The L1 loss is present synthesized sketch image and the target sketch loss. x
indicate target sketch, xg indicate synthesized sketch.

L1 =‖ x − xg ‖1 (4)

3.4 Optimization

To optimize our networks, follow [8,12] we alternate between one gradient
descent step on D, then one step on G. All networks are trained using Adam
solver. In our experiments, we use batch size 1 and momentum parameters
β = 0.9. Follow the GAN approach [14], we model include two-stage, every
stage has a generator and a discriminator. which are sequentially denoted by
G1, D1, G2, D2. As follows Algorithm 1.

4 Experimental Results

4.1 Data Set

We build a two stages face photo-sketch database. 188 faces provided by CUHK
students database [24]. For each face, there are two stages sketches by our pro-
fessional painter and a photo taken in a frontal pose, under normal lighting
condition. In CHUK student database, we choose 88 faces for training and 100
faces for test.

In Sect. 4.2, we use CUHK database train our model and do three exper-
iments. first, experimental setting and evaluation of the proposed method are
discussed in detail. Results are compared with previous state-of-the-art-methods.
Second, we compare with who also use two-stage generation model. Third, we
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do internal comparisons, using the same structural model for one-stage and two-
stage sketch generation comparisons. We then provide a quantitative comparison
with the method mentioned in the first part in Sect. 4.2. Finally, we show a few
examples of our model results in Fig. 5.

4.2 Qualitative Results

In the first set of experiments, we perform face photo-sketch synthesis on the
CUFS datasets and compared with existing advanced methods: MWF [33], MRF
[28] and cGAN [8]. And we attempt to recover the image directly from attributes
without going to the intermediate stage of sketch. The entire network in Fig. 2
is trained stage-by-stage using caffe.

In the second set of experiments. As show Fig. 3, we compare results with
CA-GAN and SCA-GAN [12], which also uses a two-stage generation model.

In the third set of experiments, And we attempt to recover the image directly
without going to the intermediate stage of sketch. As show in Fig. 4. And we show
some our model results in Fig. 5.
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4.3 Quantitative Results

In the CGNs, the discriminator and generator objective functions are usually
used to measure how they do each other. But this does not measure the quality
and diversity of the generated images. Usually, we use the IS (inception score)
and FID (Fr’echet Inception distance) indicator to evaluate different and GAN
model. In this work, we choose the Fr’echet Inception distance (FID) to evaluate

Fig. 2. Comparison of the sketch synthesis result using three different approach and
our model: (a) photos; (b) sketches by artist from CUFS; (c) MWF; (d) MRF; (e)
cGAN; (f) our model; (g) sketches by our artist

Fig. 3. (a) photos; (b) cGAN; (c) CA-GAN; (d) SCA-GAN; (e) our model; (f) sketches
by our artist
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the realism and variation of synthesized sketches [12,20]. FID values present
distances between synthetic and real data distributions. Therefore, lower FID is
better. We use all test samples to compute the FID. In FID we use inception
network to extract the characteristics of the middle layer [12,22].

We also use the Feature Similarity index Metric (FSIM) [22] between the syn-
thesized image and the corresponding ground truth image to objectively evaluate
the quality of the synthesized image [12]. These two indicators have been com-
pared in article [12], we compare the experimental data of our model based on
this article. FID the smaller the better. FSIM the bigger the better. The com-
parison results are shown in Table 1. And we comparison results with one-stage
synthesized sketch In Table 2, which show two-stage synthesized advantage.

Here we have to declare that our database is also a CUFS database, but we
use a two-stage sketch drawn by our artist, which is different from the CUFS
sketch used by other methods. So the quantitative analysis given here is also
relatively comparative. In a sense, it has reference value.

The results are presented in Table 1. The proposed two-stage method pro-
duces the relatively low FID. Implying that our method generated images are
more realistic than the ones generated by most previous methods. our method
produces the higher FISM. In Table 2, compared one-stage and two-stage, two-
stage achieves lower FID values and higher FSIM vales than one-stage.

Table 1. Quantitative results corresponding to different methods use CUHK dataset.

Criterion dataset MWF MRF cGAN CA-GAN SCA-GAN Our model

FID CUHK 87.0 68.2 43.2 39.7 36.2 34.4

FSIM CUHK 71.4 70.4 71.1 71.2 71.4 72.7

Table 2. Quantitative results corresponding to our methods one-stage and two-stage
use CUHK dataset. One-stage: Generate directly in one step, input the original image
output sketch. In order to highlight the advantage of the two-stage generation model.

Criterion dataset one-stage two-stage

FID CUHK 44.3 34.4

FSIM CUHK 69.8 72.7
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Fig. 4. (a) photos; (b) one-Stage results. Omitting a stage, directly using the results
of one stage test; (c) two-Stage results(output from our method); (d) sketches by our
artist
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Fig. 5. (a) photos; (b) stage 1 results; (c) stage 2 results(our model); (d) sketches by
our artist
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5 Conclusion

In this paper, we proposed based on arts drawing steps constrain conditional
generation adversarial networks (CGAN). In the first stage, we take the original
face photos which concat noise z as input, generating stage 1 low resolution syn-
thesize sketches. In the second stage take the stage 1 results and original face
photo as inputs, yielding stage 2 high resolution synthesize sketches, which can
express more natural textures and details. Proved by qualitative and quantitative
results, our approach dramatically improves the realism of the synthesized face
photos and sketches than most previous methods. Also show that two-stage gen-
eration is better than the one-stage generation. Future work includes extending
this framework to three-stage, four-stage etc.
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