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Abstract. Disease diagnosis is an important function in a medical training
system, an integrated system which is aimed at providing the necessary skills
and know-how to health practitioners. As one of the most vital features of a
medical training system, many researchers and industry alike have channelled
time and resources to engage several techniques and practices in a bid to find a
way to accurately predict diseases with minimal margin of error. This has
motivated several variations in feature selection, data representations and
techniques in machine learning. In this paper, we explore some of these vari-
ations with prime focus on how knowledge graphs have helped address issues
like insufficient data and interpretation to help empower the construction of a
disease diagnosis feature in a medical training systems.
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1 Introduction

Today, the pathway to build robust educational technologies is to integrate several vital
features tailored for its target group. Medical training systems just like any other
training system will provide a way for medical practitioners and medical researchers to
accomplish tasks ranging from predicting adverse drug reactions, viewing statistical
health data and insights, calculating patient similarity and diagnosing patients.
A medical training system will complement traditional medical training methodologies
to provide a holistic approach to medical training. There are several features that make
up a medical training system, however the disease diagnosis feature is the more rele-
vant for junior medical doctors. According to research by Singh, 5% of patients, that is
approximately 12 million patients are misdiagnosed a year in the united states of
America alone. This contributes significantly to the overall percentage of medical
mistakes resulting in death or serious complications for patients, making it the third
leading cause of death in the USA according to a recent publication by CNBC.
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The disease diagnosis component of a medical training system demands a very high
accuracy in its prediction task, an accuracy that cannot be guaranteed solely by the use
of EHR (Electronic Health Record). It is therefore important that at the construction
stage of such a feature the diagnosis of a medical practitioner is compared to that of a
disease prediction algorithm and their differences reconciled by medical experts.
However, building an accurate disease prediction algorithm does come with its own
challenges. Competent and accurate implementation of such a system needs a com-
parative study of various techniques available.

This paper will explore how machine learning algorithms combined with knowl-
edge graphs can improve the construction of a disease diagnosis feature in a medical
training system. The paper will discuss how Knowledge graphs have contributed to
resolving the challenges associated with EHR.

2 Methodology

The orientation of the paper follows the SLR guidelines for computer engineering. The
key phases of this methodology include planning, selection and searching of primary
studies which consists of formulating queries and keywords, performance of quality
assessment and a selection procedure. The studies were limited to recent publications in
the field of computer science and medicine which addresses the disease diagnosis task.
Recent publications between the years 2013 and 2019 were considered.

3 Overview of Disease Diagnosis

Clinical decision making has evolved to become more complex and requires the
evaluation of large volumes of data expressive of clinical information Liang et al. [1].
Artificial intelligence methods have emerged as possibly powerful tools to mine EHR
data to aid in disease diagnosis and management. Data mining techniques have been
adopted in variety of applications in the healthcare industry. For example, data mining
proved essential in diagnosing diseases with good outcomes according to Zriqat et al.
[2]. Due to the nature of the EHR, Hug et al. [3] suggests that comparable to spam
filtering, sentiment analysis and language identification, disease prediction is an
important medical text classification problem. Feature extraction from medical text has
been a prevailing issue for most researchers over the years and several techniques have
been deployed to address this issue, a study of eleven publications shows that most
researchers favoured the bag of words and N-gram methodologies as seen in Fig. 1.
However, BOW (Bag of Words) does not consider word order and grammar a worrying
sign in medical text classification. To address this, several authors chose N-gram,
although the approach takes into consideration word order, it does not solve the issue
entirely since it does not account for word inversion, a persistent problem in healthcare
data reports.

The general traditional approach process of diagnosing a patient can be seen as a
classification task since it may be possible to achieve an acceptable level of conviction
of a diagnosis with only a few features without having to process the whole feature set.
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This analogy has paved way for several implementations of classification algorithms
for disease prediction. Researchers over the years have preferred neural networks over
statistical approaches. These authors [4–6] used RNNs (Recurrent Neural Networks) in
an attempt to model the sequential relations amongst medical codes. RNNs and all
other deep learning algorithms however suffer from insufficient data and lack of
interpretation. In the next section, we will focus on knowledge graphs and how they
have helped in addressing these issues.

4 Knowledge Graph Methodology

Traditional machine learning algorithms take as input numeric or categorical qualities
of an object known as a feature vector [7]. Knowledge graphs model information in the
form of entities and relationships. Thus, a knowledge graph can contain an object
together with its relationships to other objects in the form of a graph made up of nodes
and labelled edges (which represents the relationships between the nodes). Knowledge
Graphs (KGs) therefore offer semantically organized information that is interpretable
by computers something that is needed in order to build more intelligent systems [7].

The speedy growth in volume and multiplicity of health care data from EHR and
other sources [8] further necessitates the use of KGs. Training deep learning models
typically involves large amounts of data that often cannot be met by a single health
system or provider organization. Using knowledge graphs, distributed medical data
sources can be aggregated into one meaningful data source. Several authors [8–14]
have used knowledge graphs to solve the data inefficiency and interpretation drawbacks
of neural networks. Choi et al. [8] applied knowledge graph in supplementing the EHR
with hierarchical information from medical ontologies to improve interpretation
whereas Ma et al. [9] used it to improve consistency by learning medical code rep-
resentations. Authors [10–12] used knowledge graph to aggregate domain related data
sources to solve the data insufficiency problem and achieved admirable results.
Deploying knowledge graphs in the healthcare services space has proven to be an
effective method to map relationships between the enormous variety and structure of
healthcare data. Graphs provide an uncanny ability to model concealed relationships
between information sources and capture linked information that other data models fail
to capture. This enables researchers to more easily embed the information they need
among a wide array of variables and data sources.

Fig. 1. Feature extraction techniques for medical text classification
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4.1 Knowledge Graph Representation

Machine learning on graphs is an important and pervasive task. The principal challenge
in this area is finding an efficient method for the representation and encoding of graph
structures in a way suitable for machine learning models [15]. Learning the repre-
sentations of graphs is a hot research topic which has driven the proposal of various
methods. Unlike traditional hand-engineered approaches, representation learning
approaches treat this problem as machine learning task itself, using a data-driven
approach to learn embeddings that encode graph structure [15]. Node embedding which
is an approach use by several authors, is a process where nodes are encoded into low-
dimensional vectors keeping intact their structure and relationships. DeepWalk,
Node2Vec, LSHM, LINE, Metapath2Vec and Struc2Vec are some approaches pro-
posed by authors.

All the listed methods focus on learning good representations for graph data, the
majority of these methods belong to the direct encoding class under node embedding.
Direct encoding however, fails to leverage node attributes which are sometimes highly
helpful with regard to the node’s position and role in the graph and are sometimes also
computationally inefficient. To address these issues, methods like Deep Neural Graph
Representations and SNDE (Structural Deep Network Embeddings) [16] have been
proposed where graphs are directly incorporated into the encoder algorithm.

4.2 Discussion on Knowledge Graph Methodology

The task of disease prediction is an interesting field yet challenging one which has
motivated several research and optimizations in pre-processing techniques, feature
extraction techniques, feature selection techniques, algorithm design techniques and
evaluation techniques. Knowledge graphs present us with the opportunity to incorpo-
rate large domain related datasets from arbitrary sources into one meaningful data
source as input for neural networks to improve accuracy as demonstrated by authors [8,
10]. EHR are considered rich in data and can be greatly utilized [17]. In a sector like
health where interpretation and accuracy is on a higher demand, knowledge graphs
offer a way for understandable readings into the task of diagnosing a disease since it
provides concise and meaningfully accurate relationships between features of a dataset.
The integration of knowledge graphs into E-health systems will go a long way to
drastically improve healthcare by offering an appreciable level of support to health
professionals. In Liu et al. [12], the extraction of prediction rules generated from
observing both classically professional paediatrics textbooks and clinical experiences
of paediatric doctors respectively to form a knowledge graph indicates that junior
doctors can benefit widely from existing knowledge graphs generated from more
experience doctors.

The support from models powered by knowledge graphs could help junior doctors
perform both differential diagnosis which requires an iterative step likened to the work
of a classifier more efficiently and also allow junior doctors perform pattern recognition
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diagnosis which requires the use experience to recognize a pattern of clinical charac-
teristics. Pattern recognition diagnosis can only be achieved if a practitioner has enough
experience. Representing the knowledge of experience doctors and clinical books as a
knowledge graph as demonstrated in Liu et al. [12] will result in a more efficient
disease prediction algorithm which can predict diseases with minimal error.

5 Conclusion

In this paper, we establish the fact that, in order to build an effective disease diagnosis,
feature for a medical training system, a hybrid approach must be utilised where results
from a disease prediction algorithm are compared to that obtained from querying an
electronic health record and reconciled by experts. The paper then systematically
review the various techniques and methodologies deployed by researchers in building
accurate disease prediction algorithms whose results can be used to validate query
results from an EHR in constructing an efficient disease diagnosis feature for a medical
training system. The paper has shown that researchers over the years deployed
knowledge graphs as a tool to remove ambiguity in medical concepts to help improve
feature extraction. Also, researchers have applied knowledge graph as a tool to
aggregate the various data sources of EHR and also provide sufficient input for deep
learning models to help improve their accuracy. An accurate disease diagnosis algo-
rithm will not only provide a means for validating diagnosis records in an EHR but can
also become central in the construction of a diagnosis feature in a medical training
system.
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