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Abstract. With the continuous expansion of computer applications,
scenarios such as machine translation, speech recognition, and message
retrieval depend on the techniques of the natural language processing. As
a technique for training word vectors, Word2vec is widely used because
it can train word embedding model based on corpus and represent the
sentences as vectors according to the training model. However, as an
unsupervised learning model, word embedding can only characterize the
internal relevance of natural language in non-specific scenarios. For a spe-
cific field like judicial, the method of expanding the vector space by cre-
ating a professional judicial corpus to enhance the accuracy of similarity
calculation is not obvious, and this method is unable to provide further
analysis for similarity in cases belonging to the same type. Therefore,
based on the original word embedding model, we extract factors such
as fines and prison term to help identify the differences, and attach the
label of the case to complete supervised ensemble learning. The result of
the ensemble model is better than any result of single model in terms of
distinguishing whether they are the same type. The experimental result
also reveal that the ensemble method can effectively tell the difference
between similar cases, and is less sensitive to the details of the training
data, the choice of training plan and the contingency of a single inaccu-
rate training run.
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1 Introduction

In the past decade, artificial intelligence (AI) has become a popular term that
covers all advanced smart technologies such as adversarial competition, computer
vision and natural language processing, bringing amazing advances to computer-
aided intelligence. As an extension of AI, Natural Language Processing (NLP)
has achieved unprecedented success in dealing with machine translation, speech
recognition, information retrieval and text similarity. Although NLP has evolved
into different aspects of a smart society, intelligent justice lacks specific and
accurate applications.
c© Springer Nature Switzerland AG 2019
W. Ni et al. (Eds.): WISA 2019, LNCS 11817, pp. 309–318, 2019.
https://doi.org/10.1007/978-3-030-30952-7_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30952-7_31&domain=pdf
https://doi.org/10.1007/978-3-030-30952-7_31


310 C. Xia et al.

In terms of intelligent justice, NLP can help the court save time by identifying
similar cases and recommending relevant text [1]. The word embedding method
overcomes the basic problem in the judicial text, namely natural semantics [13].
In addition, Word2vec-based technology can help with word embedding in a more
efficient manner. Unfortunately, word embedding lacks the ability to overcome
common pitfalls in natural language, such as polyphonic words. These common
deficiencies can lead to accidental deviations, and accidental deviations should
be eliminated in the field of judicial texts.

In contrast, ensemble methods for embedding words can help reduce acciden-
tal mistakes. Through experiments, we found that the set model performed well
in terms of abnormal similarity due to inaccurate expression. More importantly,
this model can be induced into a dimensionality reduction method. Projecting
a high-dimensional vector into a three-dimensional vector simplifies calculations
and shows excellent data fit.

2 Related Work

Looking back at the history of text similarity architectures, the classical text
similarity architecture is based on specific differences between similar sentences.
The definition of classical difference is the difference in the number and length of
different words represented by two sentences, or in short, the ratio of intersection
to union. Due to the rigid model and limited vocabulary, this classic building
was replaced by a high-dimensional model based on a large corpus. In view of
this model, the term frequency-inverse document frequency (TF-IDF) and bag
of words (BOW) appeared. Their main idea is that if you create a corpus full of
words, you can project each sentence into a high-dimensional vector. However,
creating a corpus can only convert sentences into vectors without considering
word order or synonyms. This problem actually has a fundamental impact on
the emergence of word embedding.

Word embedding is a concept that describes the relationship between adja-
cent words and tends to predict the meaning of word. For example, a regular sen-
tence can be converted into an inverted sentence, or even another sentence with
completely different words can be reconstructed, albeit with the same meaning.
Based on classical models or corpus models, it is hard to distinguish similari-
ties and even categorize them as opposite vectors by mistake. Nevertheless, the
word embedding can simulate real natural language scenes and produce mutually
replaceable words.

In addition, in 2013, Mikolov proposed a new technique to train word embed-
ding, which is called Word2vec [12]. Word2vec is a method of constructing a
word embedding model after text training, with the options for continuous bag-
of-words (CBOW) and skip-gram (SG) [10]. With the help of Word2vec, the
concept of word embedding can be extended into other applications besides the
NLP domain. Recent applications have trained word embedding of user actions
like clicks, requests and searches to provide personal recommendations. Domains
like E-commerce, E-business, and Market have utilized this approach to handle
search rankings [4].
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In terms of judicial text [5], in order to enhance the scalability of word
embedding, relative research has added a professional corpus to trained word
embedding. This method is to refine the word embedding model and improve
the accuracy of comparing similar sentences. Although the vector space seems
to work well in experiments due to the expansion of professional corpus, this
solution is very poor when dealing with totally different categories of cases. The
similarities in different cases may be high, not down to zero. More importantly,
if the two cases are of the same type, the exact difference cannot be accurately
stated.

3 Model Design

In order to avoid the shortcomings of word embedding, we need to convert unsu-
pervised learning into supervised learning [2]. Word2vec is an unsupervised learn-
ing without tags [9]. An obvious problem with Word2vec is that the training
model is only trying to cluster data features in the subconscious. Sometimes,
when coincident feature learning happens to fit the essential differences in the
category, the model can produce better results. More often than not, training
models simply over-fitting features and creating some unreasonable boundaries.
Therefore, we use supervised learning to address these shortcomings.

It is undeniable that we cannot supervise the word embedded model during
Word2vec training. Instead, we can consider the original model as part of the new
supervisory training model [14]. As a principle feature, fines and imprisonment
are also important factors in dealing with similarities.

In this paper, we present an ensemble method for offsetting defects displayed
in word embedding. The general idea is that we can use Word2vec to train
word embedding in judicial texts and then combine the similarities of Word2vec
calculations with other features [15]. By adjusting these features, we can adapt
to the characteristics of different types of cases.

As described in the image, the entire process is derived from the cail data set.
The first operation is to extract a single type of useful data from a composite
data set, such as text words from facts, penalties from money, and prison terms
from imprisonment. Once the data is ready, we can define different operations
for them. In particular, the operation of text words is exactly the same as in
the normal Word2vec model, and it is optional to train word embedding based
on professional corpora. However, the most significant difference is the vector
formed by the regular Word2vec model and other gaps, which are calculated by
comparing the corresponding penalty and prison terminology [3]. The accusa-
tions in the figure reveal the basic idea that we can transform an unsupervised
model into a supervised model. Ultimately, the entire data and tags can be
injected into the deep neural network (DNN) model (Figs. 1 and 2).

DNN is an effective machine learning method that facilitates data fitting
[6]. The ensemble DNN model we propose here is a DNN model that absorbs
the advantages of unsupervised learning and supervised learning. By modifying
the parameters that represent weights in specific situations, we can modify the
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Fig. 1. Model architecture

Fig. 2. Ensemble DNN model
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model to accommodate minor changes. On the one hand, unsupervised learning
can derive some features from a general point of view, which may be somewhat
inaccurate but correspond to natural language. On the other hand, supervised
learning can compensate for shortcomings by precise gradient descent and data
fitting. In short, the model designed here takes into account the particularity of
the similarity of judicial texts.

4 Evaluation and Results

When evaluating this model, we applied this model to two extreme cases and
general cases. By experimenting with these situations, we can make some con-
clusions based on the results.

4.1 Case 1: Texts of Different Types with High Similarity

For instance, theft cases are very similar to burglary cases except one is on the
premise of breaking into the room. However, we observed that most burglary
cases have a prison term of more than 10 years, so the gap between the same
burglary cases is relatively small. In this case, we can increase the weight of
imprisonment and the results are obvious. Even if the text is linguistically sim-
ilar, the gap between prison terms can seriously affect similarity, and the end
result will decline.

Fig. 3. Case 1 experiment (Color figure online)
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We use a simple chart to illustrate this situation. The blue curve has the
same trend as the orange curve. The consistency of the two curves means that
the ensemble DNN model can be adapted to the original word embedding model
and improved by means of other factors. More importantly, the green column
is generally lower than the red column, which represents the effectiveness of the
new model when dealing with confusing text (Table 1).

Table 1. Reduce the similarity of different types of text

Low High Average

origin 0.91 0.99 0.96

ensemble 0.79 0.94 0.85

For cases with very similar categories, the initial similarity is very high, from
the lowest value, the highest value and the average value. This is a highly error-
prone situation. Based on this problem, our ensemble model can reduce the
similarity in this case, and thus ensure the accuracy of the application in the
actual scene (Fig. 3).

4.2 Case 2: Texts with Relatively Low Similarity but Belonging to
the Same Type

In everyday life, it seems difficult to find sentences that are semantically different
but expressing the same meaning. However, in the judicial text, this incident has
taken place a lot. We can also take theft as an example. As a selected sample in
the case of theft, the similarity between them is generally less than 0.8, which is
a relatively low similarity. However, we found that all samples had less penalties
and shorter prison terms. Because of this feature, we use the ensemble DNN
model to train the data.

As is shown in the picture, the apparent result is that original similarities
have been raised to 0.99 (shown in red columns). As I said above, the second
situation is extremely special and thus the result can tell us the strength of this
model to some degree. Even though these samples are not highly similar, the
similarity grow rapidly combined with the weights of fines and prison terms.
Therefore, it is safe to regard this model as a method to offset the unsupervised
word embedding defects (Table 2).

As the figure shows, the obvious result is that the original similarity has
been increased to 0.99 (shown in red columns). As mentioned above, the second
case is very special, so the results can tell us the characteristics of this model
to some extent. Even though these samples are not very similar, the similarities
increase rapidly with the weight of fines and imprisonment. Therefore, it is safe
to consider this model as a way to offset unsupervised word embedding defects
(Fig. 4).
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Fig. 4. Case 2 experiment (Color figure online)

Even in the same type of cases, occasionally the similarity is too low. The
average similarity is only 0.78. In this case, we increased the similarity according
to the prison terms and the penalty, and the final similarity can be increased to
0.97, which is regarded as a significant increase of 0.19.

Table 2. Raise the similarity of the same type of text

Low High Average

origin 0.58 0.86 0.78

ensemble 0.94 0.99 0.97

4.3 General Case: High-Dimensional Space Mapping for
Three-Dimensional Space

In addition to two extremely special cases, the normal situation of the model is
the clustering problem in three-dimensional space. The general advantage of this
model is dimensionality reduction. Word2vec represents a word embedding model
in high-dimensional space, and the difference in high-dimensional space has been
converted to a number between 0 and 1. This process is the first dimension
reduction we know in the word embedding model (Fig. 5).

Besides, the overall DNN model combines this number with the gaps in other
factors. This process also reduces complexity. The three-dimensional vector con-
stitutes the input to the DNN model. By training this model, we can get the
corresponding output to cluster relative types [7].
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Fig. 5. General case experiment

Overall, for Case 1, we improved the accuracy of 0.29 because we increased
the weight of the non-text indicators. For case 2, we only improved the accuracy
of 0.12 due to its relatively high accuracy (Table 3).

Table 3. General increased accuracy

Case1 Case2

origin-acc 0.65 0.86

ensemble-acc 0.94 0.98

variation 0.29 0.12

5 Discussion and Future Work

The ensemble method we propose here for word embedding is actually a way to
reduce complexity and increase data fit. This model may be helpful in reducing
accidental natural language similarities and enhancing the determinacy of reli-
ability factors. The results also showed better applicability when dealing with
sudden similar inaccuracies.

In terms of shortcomings, this is merely an attempt based on an ensemble
approach that lacks sufficient reliability. The reconstructed vector is in three
dimensions, and this reduced complexity may result in over-fitting of the data.
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In addition, DNN models are sometimes less efficient, and several changes in
parameters can have unpredictable effects.

For future work, when deciding the similarity of judicial texts, more attention
should be paid to collecting useful factors [8]. We should consider choosing a more
compatible model [11]. The new model should measure the importance of the
different factors themselves during the training process. In addition, the stability
of the new model is included when dealing with subtle changed parameters.
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