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Preface

The telecommunication and the computer engineering fields offer new opportunities
with the ease of connectivity, the relative low cost of connecting devices, the com-
munication infrastructure, and also data analysis and approaches of processing data.
Therefore, many reports and scientific papers published in the last decade aim to define
the boundaries of the digital economy, and highlight its role in creating value for
individuals, organizations, and business. The emerging technologies have drawn a lot
of attention from the business community as there are numerous and increasing
innovative tools that guide managers and orient the firm’s strategic decisions.

The International Conference on Digital Economy (ICDEc) was founded in 2016 to
discuss innovative research and projects related to the supporting role of information
system technologies in the digital transformation process, business innovation, and
e-commerce.

The fourth edition took place at the International University of Beirut, Lebanon
during April, 15–18, 2019. The theme of ICDEc 2019 was “Digital Economy:
Emerging Technologies and Business Innovation.” ICDEc 2019 offered a number of
sessions discussing the digital transformation and empowerment, digital business
models, innovative research in data science and intelligent systems, e-commerce,
e-learning, e-finance, data protection, social media communication, and digital
marketing.

The papers submitted to the ICDEc 2019 competitive sessions were reviewed using
a double-blind peer-review process. Each paper received between two and six reviews;
the average was 3.38 reviews per paper. 31 papers were selected with the help of PhD
researches and distinguished professors in the fields of computer science and business
innovation. The Program Committee members were from about 30 universities around
the world. We express our appreciation for their contribution to the reviewing process.

All participants to ICDEc 2019 were invited to benefit of the insightful keynote
speeches on “The Fake News Mechanisms: When the Web Goes Wrong,” “Digital
Business Models,” and “General Data Protection Regulation,” given respectively by
Dr. Stefan B. Bazan, Dr. Nizar Abdelkafi, and Dr. Mona Al Achkar Jabbour, to whom
we express our gratitude. In addition, the participants enjoyed the cultural journey
inside Geita Grotto (Lebanon’s natural wonder), the social events (the welcoming
reception and the Gala Dinner), as well as the regular scientific sessions where authors
presented and debated their contributions.

We express our deepest gratitude to the country chairs, the Organization and
Finance Committees, as well as the Scientific and Program Committees for their
support in making this conference successful. Special thanks go to the sponsors and
scientific partners of the conference, mainly the International University of Beirut BIU
for hosting ICDEc 2019.

The intended audience of this book will mainly consist of researchers and practi-
tioners in the following domains: information system technologies, computer science,



data science, intelligent systems, digital business models, digital marketing, and
e-learning.

May 2019 Rim Jallouli
Mohamed Anis Bach Tobji

Deny Bélisle
Sehl Mellouli

Farid Abdallah
Ibrahim Osman
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Assessment the Company’s Readiness
for Digital Transformation: Clarifying

the Issue

Tatiana Lezina(&) , Olga Stoianova , Victoriia Ivanova ,
and Lyudmila Gadasina

Saint Petersburg State University, 7/9 Universitetskaya nab.,
Saint Petersburg 199034, Russian Federation

{t.lezina,o.stoyanova,v.ivanova,l.gadasina}@spbu.ru

Abstract. Surveys show that only every third company in Russia has chosen a
digital transformation strategy and has implemented it. What slows down the
development of these kinds of strategies in companies? The choice of the
strategy is partly defined by the level of readiness of the company’s management
system, business processes, architecture, etc. Existing tools of evaluating com-
panies’ readiness for digital transformation lack of universality, formalization
and often use highly professional terminology. The study is aimed at answering
the questions of whether the key terms concerned with digitalization are
understandable by Russian companies and whether it is possible to use existing
criteria systems to assess companies’ readiness for digital transformation. The
article presents the results of a survey of Russian companies’ representatives
conducted using a questionnaire developed on the basis of the proposed
approach for evaluating readiness. The approach involves the sequential
decomposition of the objects of estimation and the grouping of their charac-
teristics and sub-characteristics into the following domains: system manage-
ment, maturity of the company’s architecture, readiness of business processes,
maturity of data management, and personnel readiness.

Keywords: Digital transformation � The company’s readiness �
Domains of indicators � Readiness assessment

1 Introduction

IT development and, particularly, the trend of developing the digital economy in Russia
motivate companies for digital transformation (DT). However, a key problem for any
company is choosing an appropriate strategy. In 2018, only 35% of the surveyed 300
Russian companies from different industries chose a digital transformation strategy and
implemented it and 26% of those companies are going to develop a corresponding
digital strategy [1]. It begs the question, what hinders the development of digital
transformation strategies in companies?

The authors’ experience in consulting the companies of different size and different
industries demonstrates that an understanding of goals of digital transformation and its
content varies widely. A company’s management, responsible for the choice of a digital
transformation strategy, often does not have neither experience nor tools of such choice.

© Springer Nature Switzerland AG 2019
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Several studies and descriptions of successful cases of digital transformation does
not provide companies with a tool of choosing a strategy considering company’s
readiness for digital transformation. The proposed solutions lack of universality and the
formalization. Moreover, some of existing tools for evaluating companies’ digital
maturity/readiness use highly professional terminology understandable to IT profes-
sionals and are not familiar to company managers. A wrong interpretation of concepts
leads to incorrect readiness assessments and limits the variants of strategies.

To identify the level of understanding of basic terms concerned with digitalization
and digital transformation in Russian companies, the following research questions were
posed:

RQ1: Are the key terms concerned with digitalization understandable by Russian
companies?
RQ2: Is it possible to use existing criteria systems for assessing companies’ readiness
for digital transformation?

2 Related Work

The topic of digital business transformation is actively discussed both in academic and
business communities, but interpretations of “digital transformation” concept varies
widely [2–4]. For example, according to [2] digital transformation is “the process of re-
inventing a business to digitize operations and formulate expanded relationships in the
supply chain” and according to [4] “digital transformation—the use of technology to
radically improve the performance or reach of enterprises”. In [5] “digital transfor-
mation is a focused and continuous digital evolution of a company, business model,
idea or methodology, both strategically and tactically”. The given examples of defi-
nitions confirm the problem of consistency in understanding and interpreting the
concept of digital transformation and related key terms. It allows to formulate the
following research hypothesis:

H1: The concept of digital transformation needs further clarifying.

Urgent issues of digital transformation are adaptation of existing business models,
new corporate business processes and roles that need to be developed at the stage of
transition from products to digital services, and the creation of a new technological
ecosystem [6–8]. The descriptions of options for a digital transformation strategy are
most often given in studies on the strategic management of companies’ digital trans-
formation [9, 10]. However, there are no formal models for choosing the form and
strategy of transformation.

Research in the field of digital transformation is actively conducted not only by the
scientific community but also by consulting agencies. However, the theoretical and
methodological basis for the choice of strategy is rather fuzzy. Theoretical bases of
digital transformation strategy selection are considered, as a rule, for specific areas.
Larger companies have made more progress toward digital transformation than their
smaller counterparts. In Russia, the leaders of digital transformation are banks and big

4 T. Lezina et al.



corporations. Their experience is of great interest, but the description of the corre-
sponding cases is presented in literature only in a fragmented way and is not universal.

The existing and described solutions for assessing the company’s readiness for
digital transformation are based on the following approaches: value chain analysis [11],
balanced scorecard [12], Porter’s five forces analysis [11], life cycle analysis [13], etc.
Among the problems of digital transformation, many authors highlight the problem of
assessing the level of the company’s digitalization [14, 15]. Many authors do not
distinguish between the terms “level of digitalization” and “readiness” for transfor-
mation. In this study, we distinguish these concepts and consider only the concept of
readiness.

Table 1 presents different approaches to assessing companies’ readiness for digital
transformation.

Table 1. Existing frameworks/models of readiness for digital transformation

Framework/Model name Institution/Source Assessment approach

The five digital business aptitude
domains

KPMG [16] Suggested domains: vision &
strategy, digital talent, digital first
processes, sourcing and
infrastructure, governance

The Digital Maturity Model 4.0. Forrester/Gill and
VanBoskirk [17]

Four dimensions determine digital
maturity: culture, organization,
technology, insights

Digital Acceleration Index BCG [18] The 4 building blocks evaluated:
business strategy driven by digital,
digitize the core, new digital growth,
enablers

Industry 4.0 Maturity Model Schumacher,
Eril, Sihn [19]

62 maturity items which are grouped
into nine dimensions: strategy,
leadership, customers, products,
operation, culture, people,
governance, technology

Digital REadiness Assessment
MaturitY model

De Carolis, etc.
[13]

Evaluation the maturity indexes of
company’s process area: design and
engineering; production
management; quality management;
maintenance management; logistics
management

Digital Services Capability Model Wulf, Mettler,
Brenner [12]

17 capabilities of digital
transformation in eight classes:
consumers, services, processes and
activities, organization, information,
technologies and infrastructure,
strategies, environment

(continued)
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The analysis shows that approaches to evaluating companies’ readiness for digital
transformation are very different. Moreover, in the presented studies, there is no jus-
tification for choosing the estimated parameters or the factors of readiness. It allows to
create the second research hypothesis:

H2: The existing criteria systems for assessing companies’ readiness for digital trans-
formation need clarification and adaptation for practical use.

3 Conceptual Framework for Assessing the Companies’
Readiness for Digital Transformation

3.1 An Approach to Evaluating the Companies’ Readiness for Digital
Transformation

The authors’ approach to evaluating the companies’ readiness for digital transformation
proposes the sequential decomposition of the objects of estimation and the grouping of
their characteristics and sub-characteristics into domains. Decomposition is carried out
from the level of the control system to the architectural level and its elements. The
authors distinguish the following set of domains: systematic management, maturity of
the company’s architecture, readiness of business processes, maturity of data man-
agement, and personnel readiness. The authors do not consider such domain as tech-
nologies. Russian practice shows that a high level of technological readiness is not
sufficient for successful digital transformation. Moreover, many companies are ready to
“invest” in technology, in case the future digital transformation effects are clear.

The mentioned domains are allocated in the paper in accordance with the archi-
tectural approach based on the following interpretation of the concept of digital
transformation. Transformation (from lat.) means change. Digital transformation

Table 1. (continued)

Framework/Model name Institution/Source Assessment approach

Organizations digital readiness
framework

Sánchez, Zuntini
[11]

External and internal analysis
including:
ecosystem collaboration, five forces
analysis, resources and capabilities,
value chain analysis, initial
conditions, barriers

Interrelationship between the digital
transformation, strategy and
organizational capability

Schumann,
Tittmann [20]

Assessment in three dimensions:
digital transformation, digital
business strategy, organizational
capability

Digital transformation framework Matt, Hess,
Benlian [21]

The four different dimensions: use of
technologies, changes in value
creation, structural changes, financial
aspects

6 T. Lezina et al.



includes successive interrelated changes in the elements of a company’s system. Any
company is a highly connected system. In such a system, it is necessary to consider not
only the consequences of direct control actions but also their effects transmitted
through system relationships. Therefore, systematic management is the first and key
domain.

Consistency is an approach to company management, and enterprise architecture is
one of the methodologies based on this approach. Enterprise architecture is the
methodology of proactive and holistic management of the company’s response to
environmental impacts by identifying and analyzing changes in business vision and
outcomes. [22]. In accordance with this methodology, enterprise architecture is created
as a mechanism of systematic management. This mechanism determines the opportu-
nities and limitations for the company’s digital transformation. It explains the presence
of the maturity architecture domain in the criteria for assessing the company’s readiness
for digital transformation.

Enterprise Architecture is implemented in companies at the level of business pro-
cesses. However, even a well-built methodology does not guarantee the success of any
business idea if the company’s business processes are not optimized for it. Accord-
ingly, as the next domain, the authors highlighted the readiness of business processes
domain.

In modern companies, data is generated by business processes and is used for
evaluation and management. Data quality is a critical factor for management. A high
level of data quality in a company of any size in any industry is ensured by an effective
data management system. Therefore, the authors identified the data management
maturity domain.

It is generally recognized that any changes are impossible without the involvement
and professionalism of a company’s staff. This has led to the emergence of the per-
sonnel readiness domain.

3.2 Criteria for Assessing the Company’s Readiness for Digital
Transformation

Within the framework of the study, the authors formulated the criteria of readiness for
digital transformation for each domain (Table 2) and characteristics specifying them (a
fragment of which is presented in Table 3). The presented criteria and characteristics
were verified by experts—representatives of large, successful companies from the
following industries: fuel and energy (3), light industry (1), public service (2), con-
struction (1), R&D (2), and the woodworking industry (1).

To obtain estimates of the presented characteristics, a questionnaire was created. An
example of questions for the systematic management domain is given in Table 4.
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3.3 General Characteristics of the Questionnaire and Question Samples

The questionnaire contained six groups of questions.
The questions of the first group aimed at identifying the profile of respondents

(position in the company and belonging to IT) and assessing the characteristics of the
company (size and scope of activity) in which they work.

The respondents were also asked:

– whether their company needed digital transformation,
– how they assess the level of the company’s readiness for digital transformation,
– how they assess the current use of information technologies.

Table 2. Criteria of company’s readiness for digital transformation

Domain Criteria

Systematic management Consistency of goals, objectives and plans
Quality and effectiveness of change management
Quality of internal and external feedback in the management
system

Maturity of the company’s
architecture

Involvement of IT in management and understanding of the
business’ needs
Correspondence between IT and business strategies
Efficiency of IT

Readiness of business process Business processes standardization
Business processes integration
Automation of business processes

Maturity of data management Management’s involvement in data management
Organization of data structures
Data quality

Personnel readiness Motivation for change
Digital competence of personnel

Table 3. Characteristics specifying criteria

Criteria Characteristic

Consistency of goals, objectives, and
plans

- Vertical consistency of goals, objectives, and plans
(from strategic to operational level)
- Horizontal consistency of goals, objectives, and
plans (between functional areas, departments)

Quality and effectiveness of change
management

- The speed of implementation of various (not
necessarily digital) changes in the company
- Completeness of changes

Quality of internal and external
feedback in the management system

- Quality of feedback in the management system
within the company
- Quality of feedback between the company and
contractors
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The remaining five groups of questions corresponded to the distinguished domains.
The questions presented in each group reveal the criteria of companies’ readiness for
digital transformation (criteria questions) formulated by the authors. Meanwhile, the
wording of the questions deliberately did not contain a narrow professional terminol-
ogy of the field of knowledge corresponding to each of the domains. This is justified by
the fact that the survey was aimed at a wide audience of respondents from different
professional fields and industries.

Example criteria issues for the systematic management are shown in Table 4.
In each group of questions, the authors added a diagnostic question, the purpose of

which was to analyze the comprehensive assessments of companies’ readiness for
digital transformation in the context of each domain and the respondents” under-
standing of the assessed domains.

An example of a diagnostic question for the systematic management domain is the
question “Do you think management in a company is systematic?” with options of
answers: “Yes”, “No”, “The concept of systematic management requires additional
explanation”, and “I find it difficult to estimate”. Each question offered the response
option “Other” for analysis additional comments of the respondents.

Table 4. Examples of questions for the systematic management domain

Questions Answer options

How the company’ goals and
objectives are fixed

- Are formally described (in the form of strategic maps,
goal trees, etc.)
- Are described in detail in the text documents
- Only strategic goals are fixed
- Are not documented anywhere

Do you use goals and objectives
cascading

- Yes, we use
- We don’t use, because we don’t understand the concept
- We don’t use, because don’t have time and resources
- We don’t understand the concept

Does the company use KPIs - Yes
- Only in some departments
- No, we don’t need KPIs
- We don’t understand the concept

How the company analyses the
external environment

- Modern technologies and tools of data analysis are
used
- Only spreadsheets are used
- The analysis is carried out without the use of
specialized tools
- The corresponding analysis is not carried out

How the company has established
feedback

- The company regularly conducts electronic surveys to
identify problems and analyze proposals
- Employees’ feedback is organized in the form of e-
mails or paper letters
- Regular meetings are held to discuss problems and
suggestions
- Problems and suggestions are discussed individually
- The feedback analysis is rather formal
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4 Results and Discussion

4.1 General Characteristics of Responses

The total number of respondents was 112.
The company’s activities were distributed as above (see Fig. 1). The most part of

respondents (41%) were from manufacturing companies. The second big part of
respondents (20.45%) represented the service sector. In third place (17%) was
employees of the fuel and energy industry, which is specific for Russia.

Among the respondents there were 23.5% representatives of large companies (more
than 10 thousand employees), 23.3% - representatives of companies of medium size
(from 1000 to 10000 employees), and 51.2% - from small companies.

11.6% of the respondents were CEOs, 34.9% were heads of departments, and
53.5% were specialists.

41.9% of all the respondents were specialists in IT, and 58.1% did not belong to IT
departments. 72.7% of the respondents answered positively to the question whether the
company needed digital transformation: 34.1% of which answered that their companies
couldn’t develop without digital transformation while 38.6% answered that their
companies needed it, but that it was not the company’s priority. 22.7% of respondents
answered that they didn’t fully understand what digital transformation was.

4.5% of respondents admitted that digital transformation was not needed in their
company, as the current state of the company suited CEOs. None of the respondents

Fig. 1. Respondents’ fields of activity
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chose the option associated with the fact that the company’s activities didn’t involve
the use of information technology. At the same time, according to the questionnaire,
14% of the answers confirmed that the level of companies’ readiness for digital
transformation is high, 41.9% that it is medium, and 27.9% that it is low. 11.6% of the
respondents answered that it was difficult to answer and 4.7% declared that their
companies were not interested in digital transformation.

When asked about the current level of use of information technologies in the
company, 40.9% of respondents said that most of the processes were implemented with
the support of IT and 54.6% noted the use of IT only for some tasks. 4.5% of
respondents did not understand the question. It’s interesting that 95.5% of the
respondents work in companies that actively use IT, but 72.7% of them believe their
company needs digital transformation. This confirms the insufficient IT efficiency.

4.2 Answers to Diagnostic Questions

Figure 2 shows the respondents’ answers to diagnostic questions.
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Fig. 2. Respondents’ answers to diagnostic questions
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When asked whether management in the company was systematic, 31.82% of the
respondents answered that this concept required clarification while 11.36% found that it
was difficult to assess the level of consistency.

When asked about the readiness of the company’s business processes for trans-
formation, 34.09% of the respondents stated that the concept required additional
explanation and 2.27% found it difficult to estimate.

Note that respondents belonging to different levels of management showed different
levels of comprehension regarding key concepts. For example, the share of those who
do not know about the architectural approach among the heads of departments is 73.3%
against 40% among the surveyed CEOs.

When asked about the maturity of data management in the company, 31.82% of
respondents said they did not understand the question. The highest percentage of
respondents that did not understand the question included specialists and most of the
CEOs and departments have tried to assess the level of maturity of data management in
their companies.

The issue of assessing the readiness of the personnel to digital transformation was
the clearest. Only 18.18% of respondents said the concept of readiness of the personnel
required further explanation.

In general, about a third of the respondents stated that the digital transformation
terminology was not clear to them despite having a general understanding of the
necessity of digital transformation. The most understandable question was the question
regarding personnel and the most difficult to understand was the question on the
architectural approach. The company’s executives were better than the heads of
departments concerning their knowledge of key concepts of digital transformation.

4.3 Check Understanding of Key Concepts

It is noteworthy that 36.36% of respondents answered positively regarding the question
of whether management in the company was systemic and 31.82% of respondents
answered that the concept required clarification. At the same time, of those who
answered that management in the company was systematic, only 37.5% of respondents
said they used cascading goals and 31.3% did not have knowledge of this. 23.5% of IT
specialists and more than half of non-IT managers did not understand what a cascading
goal is.

14% of the respondents rated the maturity of data management in the company as
high, with half of them indicating that the company does not have data architecture and
a third of respondents said they did not understand the question about master data
uniformity.

Among 22.73% of respondents who indicated their companies are highly ready for
business processes to be transformed, only a third noted that all their company’s
business processes were, to some extent, supported by IT.

The data obtained at this stage of research showed there are differences in the
interpretation of key concepts related to the readiness of companies for digital trans-
formation, namely in the interpretation of terms “the system of management”, “the
maturity of data management”, and “readiness of business processes”.
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5 Conclusion

The study shows that regarding a common understanding of the need for digital
transformation by most respondents, a significant number of respondents demonstrate a
lack of understanding of corresponding terminology. Moreover, the data obtained at
this stage of the study indicate the diversity in interpreting and defining the links
between the key concepts related to the readiness of companies for digital transfor-
mation. Therefore, it is highly important to develop (clarify) the digital transformation
glossaries and, in the next stages, to create ontologies for the uniformity of interpre-
tations and relationships between the key concepts of digital transformation.

The further direction of the research is developing an updated detailed question-
naire to diagnose the level of readiness of companies for digital transformation and
identify barriers to digitalization. The questionnaire’s refinement is planned in the
direction of detailing the criteria to the level of characteristics, sub-characteristics, and
metrics.

According to the authors’ experience, only representatives of companies for whom
the practical use of the survey results is important are ready to answer the detailed
questionnaires. The study shows, that in several cases, an understanding of the practical
importance of digital transformation is formed in the process of answering the ques-
tionnaire. That is why the self-diagnostic tools in the form of a simplified version of a
questionnaire assessing the readiness of companies for digital transformation are
needed.

The discussion is limited to analyses of the current attitude and understanding of
key aspects of digital transformation by Russian companies and does not include deep
theoretical analysis of this concept. This paper is one of the steps towards our research
goal to create a model for assessing companies’ readiness for digital transformation,
including criteria, characteristics, metrics, and evaluating algorithms.
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Abstract. Adopting new management techniques has allowed organizations to
cope with changes and deliver better results. One of those techniques is Man-
agement by Objectives (hereinafter mentioned as MBO). MBO is a simple need-
to-achieve principle that allows managers and subordinates to jointly identify
organizational goals. This paper examines the impact of applying MBO on
organizational outcome in terms of productivity and efficiency in the aviation
industry. A survey was distributed to a population of 200 targeted participants.
Out of 130 respondents, a sample of 106 participants from the aviation industry
was selected based on purposive sampling. Additionally, three field interviews
were conducted with senior officers in the aviation sector. Survey results were
analyzed using Microsoft Excel Statistical Package, while field interviews were
analyzed through coding. The findings indicated that applying MBO in the
aviation industry delivered better results in terms of productivity and efficiency,
especially when supported by investing in technology.

Keywords: Management techniques � MBO � Productivity � Technology �
Aviation � Coding � Statistics

1 Introduction

A plethora of management studies has discussed performance and goal setting since
1911 until today. Drucker (1954) was a pioneer in introducing a combination of a
three-process management philosophy that reshaped the manager-subordinate rela-
tionship from dictating objectives to a flexible approach involving all organizational
layers; this approach was tagged as MBO. Drucker (1954) defined management by
objectives as “[a] management model that aims to improve the performance of an
organization by clearly defining objectives that are agreed by both management and
employees.”

Recently Al Noah (2011) and Hollmann (2013) cited that whenever MBO is
applied, it increases productivity and boosts organizational output. Additionally,
Antoni (2005) revealed that MBO stimulates group efficiency, productivity, and job
satisfaction. Thomson (1998) stated that MBO triggers better performance in
employees. This encouraged organizations to adopt MBO as a modern approach to
management.
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According to Kyriakopoulos (2012); Locke and Latham (1991); Rose (1977);
Odiorne (1965); and Drucker (1954), MBO triggers self-control, improves organiza-
tional culture, and drives employee motivation.

On the other hand, skeptics of the MBO philosophy state that it is time-consuming,
costly, useless, triggers conflicts, and requires structural changes (Al Qwareen 2010),
(Kumar 2012), and (Jamieson 1973).

Critics further argued that applying MBO is associated with behavioral problems.
Hence, King and King (1990) and Kahn et al. (1964) argue that MBO creates role
ambiguity amongst employees. When individuals experience multiple roles, they
experience role stress (Kahn et al. 1964). Both role stress and role ambiguity hamper
the successful implementation of MBO.

Moreover, Bandura (1977) and Gilboa et al. (2008) cited that self-efficacy of
employees is a significant challenge in applying MBO. The higher the employees’ self-
efficacy, the more they can achieve goals. It is the role of the top management to train
their employees how to raise their self-efficacy in order to be part of the goal-setting
process.

The aim of this paper is to evaluate the effect of applying MBO on the organiza-
tional output in the aviation industry in terms productivity and efficiency (which
constitutes the research question of the paper). The latter shall be achieved through
analyzing data retrieved from survey responses and field interviews. The authors will
provide an overview of MBO advantages and limitations to assess multiple scenarios of
output.

1.1 Overview of the Aviation Industry

The aviation industry is one of the fastest growing sectors around the world. Passenger
demand grew by 65% in 2017 compared to 2007; it transported around 4.1 billion
passengers in 2017 which is more than half the world’s population (IATA 2018). The
success of the aviation industry is not only related to being the fastest and safest mode
of transport but also to its continuous development on both the operational and business
sides (IATA 2018).

Aviation firms vary in their business nature between airlines, organizations, and
service providers; some are private companies while others are state-owned or have a
heterogeneous business model. Therefore, each has a different organizational structure
and management methods that are tailored to fit the organization’s specific environment
and contingencies. Many aviation organizations have undergone critical restructuring
activities during the past years in order to boost productivity and cut costs. This has
primarily taken place due to the increase in the level of competition and operating
expenses, which has obliged firms to operate on very thin margins to compete (IATA
2018).
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2 Literature Review

In 1922, James O. McKinsey first recognized the concept of MBO, which was studied
later by several scholars like John Humble, Dale McConkey, George Odiorne, Edward
Schleh, and Douglas Mcgregor. General Motors was the first company to adopt MBO
in 1954 to support manufacturing activities by increasing productivity and reducing
cost (Odiorne 1965).

Carroll and Tosi (1973) stated that MBO is a management style dedicated to
motivating managers and materializing their suggestions as goals for the organization.
Ramosaj (2007) mentioned that MBO is a process that identifies synergies between
managers’ individual objectives to create broader organizational aims. Similarly,
Weihrich (2000) said that the focus should be on individual contributions to create
organizational objectives.

Recently, Hollmann (2013) defined MBO as “a process whereby each manager
establishes and works toward achieving specific objectives in key areas of his job
responsibility during a specified time period.”

Under MBO, organizations have witnessed better output, greater satisfaction and
fewer conflicts between managers and subordinates. McConkey (1967) favored the
term “management by results” over that of “management by objectives” and defined it
as an approach to manage, plan, and evaluate objectives over a certain period, where
achieved results are compared to the expected results.

Additionally, management by objectives helps in group formulation and direction.
According to Fulk et al. (2011), there is a substantial connection between MBO and
group development especially the model developed by Tuckman and Jensen (1986).

2.1 Advantages of MBO

MBO sets clear goals and objectives that are measurable and achievable. Joint goal
setting enhances intragroup communication and lifts team spirit. Also, it increases
commitment towards achieving those goals. According to Antoni (2005), when
employees have a better understanding of what is required from them their productivity
increases to the maximum level.

Moreover, MBO allows managers to monitor and control their subordinates’ per-
formance frequently, as highlighted by several researchers. For instance, Akrani (2010)
stated that MBO’s focus is on developing action plans, roadmaps, mobilizing resources
and how to match those resources with the organizational objectives.

A critical success factor of MBO is continuous feedback and evaluation, which
leads to more coordination between managers and their subordinates leading to a better
employee-management relationship. Accordingly, MBO improves communication and
coordination between managers and subordinates (Kumar 2012).

Training and development are principles of implementing MBO. Abdullah (2010)
stated that continuous training is required primarily for individuals participating in goal
setting. Under MBO employees are trained to develop self-control, which- in turn-
leads to better leadership skills (Al Noah 2011). Training allows employees to gain
better acceptance of their managers, leading to more development within the organi-
zation hierarchy, ultimately resulting in the improvement of workforce skills.
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2.2 Limitations of MBO

Management by objectives is easier discussed in theory than implemented in practice.
MBO requires the involvement of all layers of the organization, which consumes a
substantial sum of time and resources (Kumar 2012).

Also, applying MBO requires financial investment on a large scale since it involves
the entire organization. Sah (2012) expressed his concerns about applying MBO
because the program overemphasizes goal-setting in order to drive outcomes.

Another drawback cited by Al Qwareen (2010) was that MBO is mostly applicable
in the private sector and not in the public sector. The latter stated that the public sector
is not profit oriented and it has many organizational layers that make the implemen-
tation of MBO hard to achieve.

A further disadvantage indicated by Thomson (1998) was the difficulty of setting
quantitative goals. The core of MBO is to measure the results achieved from assigned
objectives; but what if the objectives are intangible or quantitative? How can they be
measured? Is it by observation? Thomson (1998) also criticized MBO for focusing on
short-term goals.

Kumar (2012) stated that MBO also has limited application, in the sense that it is
not suitable for everyone. Kumar argued that MBO is only applicable if the joint
consent of the manager and the subordinate is obtained.

Jamieson (1973) argued that implementing MBO sometimes requires an unneces-
sary change in the organizational structure, which is costly, time-consuming, and may
cause internal conflicts. Moreover, Jamieson (1973) cited that most organizations
expect that MBO will solve all managerial problems.

On the other hand, MBO has some behavioral implications. As stated by Jamieson
(1973) during MBO management-subordinate interviews to set corporate objectives,
managers may lack interpersonal skills to conduct this social interaction, where they
need to integrate objectives and find solutions for conflicts. Problems may arise from
manager-subordinate incompatibility, relating salary to performance, employees not
willing to change status-quo and a lot more to mention (Levinson 2003). In an article
published at the Harvard Business Review by, he states that MBO ignores subordi-
nates’ objectives in an attempt to achieve only organizational goals. The title of the
article was “Management by whose objectives?” and that precisely what Levinson
(2003) wanted to imply.

Jamieson (1973) added that changes in authority and control could initiate conflicts
between managers and subordinates, since as we have outlined earlier, MBO programs
may require a change in the organizational structure.

King and King (1990) relates the failure of MBO programs to role ambiguity, when
the role of an individual in the overall objectives of an organization is ambiguous or not
identified properly.
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3 Methodology

In order to achieve the aim of this research paper, the authors used a qualitative
approach to assess the benefits of applying MBO in the aviation sector. Primary data
collection methods included a survey and three structured interviews, while the sec-
ondary data collection method was based on a literature review.

The survey consists of open and close-ended questions, including a blank space for
the opinion of the participant. It includes two sections; section one is designated to
collect demographic information about the participants (including age, sex, position,
and working experience), while the second part recognizes their input regarding the
applicability of MBO and its effect on the overall organizational outcome.

In the first section of the survey, age sectors were distributed from a minimum of 25
years. Positions were distributed from top management to front liners, with an extra
field to mention to which department every post is related. The reason behind adding
this field is to identify which departments are more involved in applying management
by objectives. A minimum of at least two year’s work experience has been deemed
adequate as experience which affords the employee sufficient time to get involved in
defining his/her objectives after gaining a better understanding of the business nature.

As for section two, it consists of two direct questions to determine whether the
participant has experienced management by objectives at his/her workplace and if so,
he/she must be able to identify the critical success factors of MBO that the management
should focus on to yield better results in terms of productivity and efficiency. The
critical success factors are given a rank from one to five, where five is most significant
and one is least significant.

This is succeeded by thirteen questions based on a Likert scale from 5 – 1 described
as follows: 5 = Strongly Agree (SA), 4 = Agree (A), 3 = Neutral (N), 2 = Disagree
(D), and 1 = Strongly Disagree (SD). By answering those questions respondents will
provide the authors with a clear understanding of how MBO improved the overall
output of their respective organizations in terms of productivity and efficiency.
Questions number fourteen and fifteen are intentionally left open-ended.

4 Results and Discussions

This paper has adopted the content analysis method to analyze qualitative data col-
lected. According to McNabb (2009) content analysis is a quantitative data analysis
method used to interpret and analyze all types of written documentation, videos, and
speeches.

On the other hand, this research collected quantitative data through a survey which
was distributed to a population of 200 target respondents. The quantitative data was
aggregated and analyzed using Microsoft Excel Statistical Package.

4.1 Survey Results

Data retrieved from the survey results were clustered into two main parts based on the
management level. The first part comprised top management and the second part
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middle and front-line management. In addition, in order to provide accurate results
concerning question number two under section two of the survey “What is the most
important factor that needs to be considered under MBO to yield better productivity
(rank 5 best – 1 least)” ranking the determinants of MBO, the researchers assigned
numerical values to the evaluation dimensions as follows:

The following formula was used to identify the precise ranking of each determinant
based on the survey results (Table 1):

Determinant Rank = DR, Numerical Value for each corresponding rank = NV,
Frequency of Selection for each rank = FR

DR ¼
X

FR1xNV1 þFR2xNV2 þFR3xNV3 þFRnxNVn

A sample of 106 participants was selected including front, middle, and top man-
agement from the aviation industry (Table 2).

Table 3 shows the age distribution of the respondents, most of the sample (66%)
was between 26–36 years. The smallest group (3.8%) represents the age category of 48
years and over. Middle management had the biggest share of the largest age category of
respondents recording 32 participants, while 26 were from front line management and
only 12 from top management.

Table 1. Numerical values assigned for ranking MBO determinants

Rank (1-least: 5-best) Numerical value

1 1.000
2 2.000
3 3.000
4 4.000
5 5.000

Table 2. Distribution of participants based on their management level

Management level Frequency Share of total

Top management 19 17.9%
Middle management 45 42.5%
Front-line management 42 39.6%

Table 3. Distribution of participants based on their age

Age category Frequency Share of total

Between 26–36 years 70 66.0%
Between 37–47 years 19 17.9%
25 years and less 13 12.3%
48 years and more 4 3.8%

20 F. Abdallah and W. Elhoss



Most of the respondents were females 52.8%, while males represented 47.2% of
total respondents. Majority of the respondents have been working within the same
organization for a period of 6–10 years (34.9%), while the lowest percentage of
respondents represented people working within the same organization for a period of
two or less years (13.2%). This shows that most of the respondents have a good
understanding of their organizational culture and nature of the business (Table 4).

After illustrating the demographic data of the participants, this part will analyze and
interpret the effect of applying MBO on the organizational outcome. Before starting the
analysis, it is worth mentioning that 66% of the survey respondents (70 responses)
experienced MBO at their workplace which allows this research to build conclusions on
reasonable grounds. The first question addressed the participants to rank the most critical
factors that needs to be considered under MBO to yield better productivity (Fig. 1).

Based on the results illustrated in the above chart, the reader can conclude that
management support is considered the most important factor that should be considered
while applying MBO, recording 35 records as the “best” factor to be considered,
followed by motivation, then training, then, monitoring and evaluation, then rewards,
and finally mobilizing resources.

Table 4. Distribution of participants based on their working experience

Working experience Frequency Share of total

Between 6–10 years 37 34.9%
11 years and more 31 29.2%
Between 3–5 years 24 22.6%
2 years or less 14 13.2%
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Fig. 1. Ranking of the most important factors under applying MBO

The Impact of Management by Objectives (MBO) on Organizational Outcome 21



However, after applying the developed formula, the researchers noted different
patterns. “Motivation” ranked first with a score of 338 points, followed by “Training”
335 points, then “Management Support” 331, then “Monitoring and Evaluation” 323,
then “Rewards” 306, and finally “Mobilizing Resources” 296. It is worth mentioning
that the differences are not significant, as the difference between the first and last ranked
determinants is only 42 points (Fig. 2).

On the other hand, after analyzing the responses aggregated from top management
the researchers noted different results. “Management Support” ranked first with a score
of 58 points, followed by “Motivation” 57 points, then “Monitoring and Evaluation”
57, then “Training” 54, then “Rewards” 51, and finally “Mobilizing Resources” 296
(Fig. 3).
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Fig. 2. Rank of MBO determinants obtained after applying the developed formula
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Fig. 3. Rank of MBO determinants based on top management responses
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After clustering responses, the rank of MBO determinants changed, yet the last two
factors “Rewards” and “Mobilizing Resources” remained at the same rank.

Analyzing questions 3 to 13 which addressed the participants to express their
opinion by stating whether applying MBO helped in improving the overall output of
the organization in terms of productivity and efficiency. Participants had to base their
answers on a Likert Scale defined as below:

5 = Strongly Agree (SA), 4 = Agree (A), 3 = Neutral (N), 2 = Disagree (D), and
1 = Strongly Disagree (SD).

Average responses for all answers came positive on all statements recording an
average of 75.4% respondents “strongly agree” and “agree” with what the survey
questions imply. On Average 17.5% of the respondents submitted “Neutral” as an
answer, while only an average of 7.1% submitted answers which “disagree” and
“strongly disagree” with the survey questions.

Looking at Question 6: “Fixed employee roles yields better performance” neutral
results outpaced responses recorded for respondents who “strongly agree” and “agree”.
Also, respondents who “disagreed” with this question recorded 18.9% of total
responses recorded.

Similarly, Question 11: “Individual objectives are better achieved under MBO”
“neutral” results recorded 23.6% almost leveling with respondents who “strongly
agree”. Respondents who “disagreed” with this statement recorded 13.2% of total
responses recorded.

4.2 Interviews Results

The formal interviews were conducted with three high ranking officers from three
different organizations in the aviation industry namely, the International Air Transport
Association (hereinafter mentioned as IATA), the Arab Air Carriers Organization
(hereinafter mentioned as AACO), and Royal Jordanian Airline (hereinafter mentioned
as RJ).

All participants agreed that MBO is the right management style to follow.
Emphasizing the role of employees to assign and identify their objectives will enhance
their focus and will lead to better results. In addition, Interviewees stated that the
program allows employees to know how their objectives will contribute to the orga-
nization when achieved. Though interviewees did not provide the researchers with
concrete numbers due to confidentiality issues (except for AACO), but all interviewees
confirmed that it reduced incurred costs by a significant margin.

Interviewees identified four major determinants of the program, namely, mobilizing
resources, management support, training and development, and monitoring and eval-
uation. Based on the aggregated responses, the interviewees also stated secondary
factors such as rewards, human relations, and focus on groups.
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As for MBO application, two organizations applied MBO using the managers’
letter approach (IATA and AACO). While RJ applied MBO using an integrated
solution allowing every department to post its aggregated objectives on an internal
system which is visible to other departments having interrelated tasks and then
approved by the Chief Executive Officer (CEO) and Chief Operating Officer (COO).
All interviewees agreed that they had witnessed better output by identifying synergies
between departments, which led them to minimize overlapping tasks, therefore
reducing working hours.

Interviewees stated that most of the implications were mentioned by the inter-
viewer. However, AACO’s Secretary General stated that the major implication the
organization faced while applying MBO was when individuals overestimate their
abilities. The challenge was to channel this energy in line with organizational
objectives.

Interviewees agreed that MBO will continue to spread aided by the technological
development where such tasks could be done momentarily. Also, they emphasized that
MBO fosters group development which is the key to success nowadays. RJ interviewee
stated:

“Perhaps it was the best thing we have done through years, especially on the level of the
maintenance department, when the team noticed that their ideas are under tasks to be achieved,
they were self-motivated, and we noticed several initiatives to perform some tasks in an efficient
way, in other words we noticed innovative behavior.”

5 Conclusion

Based on the findings of the survey and field work, the authors concluded that applying
MBO in the aviation industry delivered better results in terms of productivity and
efficiency. MBO serves as a catalyst to enhance organizational performance by
focusing on objectives and creating synergies between employees. Additionally, the
spread of such management styles is highly recommended to be supported by tech-
nological investment.

Additionally, this study is considered novel as none of the cited papers in the
literature review argued the effect of applying MBO in terms of productivity and
efficiency in the aviation industry.

The authors also concluded that prior to applying an MBO program in the aviation
industry, the top management must evaluate the current status of the employees and
their subordinates to determine whether they are ready to engage in such a complex
activity in order to minimize future deficiencies. In addition, interviews between
management and subordinates must be done in order to determine the latter’s aim from
the program and their willingness to be part of it to avoid any future implications.
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Appendix A

Survey
Section 1: general information, please tick the checkbox when applicable

Age*
25 years and less ☐
Between 26-36 years ☐
Between 37-47 years ☐
48 years and more ☐

Position*
Top Management ☐
Middle Management ☐
Front line Management ☐
Department
…………………………..
Sex*
Male ☐
Female ☐
Working Experience*

2 years or less ☐
Between 3-5 years ☐
Between 6-10 years ☐
11 years and more ☐

*Required

Section 2: Effect of MBO on Organizational Outcome*
Guidance: please express your opinion by stating whether applying MBO has

helped in increasing overall output of the organization
Key: 5 = Strongly Agree (SA), 4 = Agree (A), 3 = Neutral (N), 2 = Disagree (D),

and 1 = Strongly Disagree (SD).

3. Is Management by Objectives (MBO) applied at your organization: Yes ☐ No ☐ (if
no please proceed to question number three)

4. What is the most important factor that needs to be considered under MBO to yield
better productivity: (rank 5 best – 1 least)
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Management support
Mobilizing resources
Motivation
Monitoring and evaluation
Training
Rewards

SA, 
5 

A, 4 N, 3 D, 2 SD, 1

Employee engagement in goal-setting 
yields better productivity*

☐ ☐ ☐ ☐ ☐

Defining accurate timelines in terms of 
achieving objectives has a positive im-
pact on productivity*

☐ ☐ ☐ ☐ ☐

Managing by flexible goals yields better 
productivity*

☐ ☐ ☐ ☐ ☐

Fixed employee roles yields better per-
formance*

☐ ☐ ☐ ☐ ☐

MBO has a positive effect on organiza-
tional effectiveness*

☐ ☐ ☐ ☐ ☐

Applying MBO assists organizations in 
adapting to market changes, leading to 
better productivity*

☐ ☐ ☐ ☐ ☐

Continuous monitoring and evaluation of 
objectives is necessary for achieving 
better results*

☐ ☐ ☐ ☐ ☐

Regular meetings between management 
and employees yields better perfor-
mance*

☐ ☐ ☐ ☐ ☐

Individual objectives are better achieved 
under MBO*

☐ ☐ ☐ ☐ ☐

Performance evaluation should be linked 
to task accomplishment*

☐ ☐ ☐ ☐ ☐

Rewards and remunerations under MBO 
are essential to accomplish goals*

☐ ☐ ☐ ☐ ☐

*Required
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Appendix B

Interview Questionnaire

1. Management by Objectives (MBO) is a management technique that allows orga-
nizations to set their objectives by molding employees’ goals and objectives. What
do you think about this approach?

2. Do you think MBO is an effective tool to increase organizational output? What do
you think are the determinants of MBO?

3. How did you apply MBO at your organization? And did you witness better output?
4. What implications was associated with MBO application? Is it behavioral? Lack of

knowledge? Role stress and work overload? Please specify.
5. Do you think MBO will continue to spread in the presence of more flat organiza-

tional structures?
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Abstract. The service industry is one of the early adopters of digitalization
which included airlines, travel agencies and hotels. This digitization has created
a new sector in the Tourism Industry named: Electronic tourism (hereinafter
mentioned as E-Tourism). E-tourism pertains to all tourism services using a
single platform. The evolution of E-Tourism has reshaped business practices and
strategies and directly affected suppliers approaches and client’s consumptions
behavior. Major online platforms were introduced to endorse E-tourism and to
modernize traditional distribution systems to become E-distribution processes.
The adoption of digital platforms has made the tourism services available to all
market segments, therefore, a higher consumption of the tourism services has
been recorded.
In fact, the number of the international tourist’s activity accelerated during the

past 10 years recording nearly double the number recorded in 2007.
This paper discusses the effect of the digital transformation in tourism by

boosting the entrepreneurial traits of the suppliers from one hand and affecting
the tourists/traveler’s culture of consumption from the other hand.
A qualitative approach has been adopted by conducting in depth interviews

with executives in the tourism sector to link e-tourism to entrepreneur-
ship. Moreover, a questionnaire has been distributed to E-tourism consumers to
understand their consumption patterns and culture.
The purpose of this paper is to acknowledge the importance of tourism dig-

itization in boosting innovation and entrepreneurship in the tourism industry.

Keywords: E-Tourism � Digital � Transformation � Entrepreneurship �
Innovation

1 Introduction

1.1 Definitions and Overview

Tourism was first defined in 1905 by Guyer Feuler as the set of activities done by
individuals traveling and staying outside their environment for more than one night for
business, leisure, and other purposes. The first governing body for international tourism
was found In January 2nd of the year 1975, as the “United Nations World Tourism
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Organization” (hereinafter mentioned as UNWTO) with its headquarters in Madrid,
Spain. According to the UNWTO (2007), a tourist/traveler is a visitor either domestic,
inbound, or outbound that his trip includes a layover for one night that is conducted for
business or leisure.

The Tourism sector is defined by the UNWTO (2007) as a subcategory of travel.
“The tourism sector is the cluster of production units in different industries that provide
consumption goods and services demanded by visitors. Such industries are called
tourism industries because visitor acquisition represents such a significant share of their
supply that, in the absence of visitors their production of these would cease to exist in
meaningful quantity (2018)”.

Similarly, the UK Essays (2016) stated that tourism comprises multiple activities
conducted by travelers staying in a place outside their living area for leisure or busi-
ness. Many people have witnessed the act of “tourism” but yet many failed to describe
it in real terms (go2HR 2018).

Travel was historically perceived as a dangerous voyage or expedition and a
daunting job for the employees. In contrast, today, travel is a part of stress release,
relaxation, out of the box business meetings and an enjoyable industry. The shift of the
perception of the tourism activity from overwhelming to pleasurable is highly
dependable on the digital transformation and innovation. This is perfectly revealed in
the acceleration of the number of international tourists during the past 10 years
recording nearly double the number recorded in 2007. In 2017, international tourist
arrivals reached around 1,326 million worldwide. The leap in tourist numbers was
mainly affected by two factors, the breakthrough of the holistic online travel platforms
and the drastic drop in air fares.

1.2 Benefits of Tourism

The tourism sector is an essential component of the world’s economy. Travel &
tourism generated USD 2,570.1 billion in 2017 to the global economy (which is
equivalent to 10.4% of the global GDP) (WTTC 2018). In addition, travel & tourism
sector employed in total around 313.2 million people (which is equivalent to 9.9% of
the world’s employment) (WTTC 2018).

Looking on the cash flow side, in 2017, international tourism receipts reached USD
1,494.2 billion (an average of 1,100 USD spent by each tourist including but not
limited to airline ticket, hotel accommodation, and daily spending) (WTTC 2018). In
addition, travel & tourism generated USD 884.2 billion of investments in 2017 (which
is equivalent to 4.5% of total worldwide investments) (WTTC 2018).

On the other hand, travel and tourism has social and cultural benefits. A significant
number of tourists are motivated to travel by the influence of their friends and families
(Backer 2008). According to the annual report of the UNWTO in 2016, visiting friends
and relatives (hereinafter mentioned as VFR) tourists accounted for 33% of total
international tourist arrivals worldwide. In addition, tourism allows people to explore
new cultures and traditions. However, this encouragement and motivation for travel
was not possible to grow in real numbers until the evolution of E-Tourism. Electronic
platforms are the main instruments for this exponential expansion of the tourism
industry.
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2 E – Tourism

2.1 Definitions and Overview

The service industry was one of the early adopters of digitalization which included
banks, airlines, hotels and many others. Electronic tourism (hereinafter mentioned as E-
Tourism) pertains to all tourism branches on one platform. The evolution of E-Tourism
has reshaped business practices and strategies, leading to the globalization of tourism
(Cezar et al. 2002).

Tourists have become more sophisticated and experienced, especially frequent
travelers. To cope with this evolvement in behavior, E-Tourism allowed tourists to
have timely and easy access to information that is available at a click of a button. This
progress has connected tour operators, service providers, and customers without the
need for intermediaries. E-Tourism platforms offered customers a holistic approach to
plan a vacation meaning to plan a full package. The E - services vary from booking
hotel accommodations, airline tickets, tour operators, rent a car, finding touristic
attractions, etc. In addition, the marketing approach offered through E-Tourism plat-
form acts as an eyeopener to new destinations that maybe out of the customers’ scope
of interest (Cezar et al. 2002). The traveler, now, explores a bundle of services, easily,
modestly inexpensive and controllable at any moment. This flexibility in the supply,
encouraged a higher demand and increased awareness about the benefits of travel. Who
wouldn’t prefer flexibility over strictness? Who wouldn’t choose to be in control
instead of being controlled? This whole e-tourism platform reformed the perspective of
the traveler. Travel and tourism is now under the control of the clients’ wants.
Everybody has to adapt to the new technological development, from suppliers to
intermediaries to finally clients’ perspectives and reactions.

2.2 E-Tourism and Consumers’ Perspectives

E-Tourism represented by online travel agents (hereinafter mentioned as OTAs) are a
perfect example of customers empowerment. In fact, OTAs have authorized tourists
and allowed them to gain access to a wider based discounted, tailored, and up to date
travel information. E-Tourism allows consumers to have timely and accurate access to
information. E-Tourism provides diversified products, allowing the consumer to have a
one-stop online shop. Furthermore, E-Tourism works on an economies of scale strategy
i.e. it reduces transactional costs on consumers as more inventory are reserved through
online platforms. E-tourism draws the consumers’ attention with tailored offers upon
his predetermined preferences, which saves more time in thinking about what places to
visit or at which restaurants to dine in. Moreover, mobile integration has aided the
move of tourism into the digital age. Today, many smartphone users prefer travel apps
to plan their trips. In addition, E-Tourism allowed customers to monitor multiple
variables to conduct a travel plan, including automatic notifications on air fares, hotel
bookings, price comparison, availability, and so on.
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On the other hand, advanced marketing strategies gathering consumers’ data from
social media platforms (data exhaust) can be used to pop-up tailored adds based on
customers’ preferences of travel. Again, easing the burden on the customer to surf the
internet and reidentify his/her set of preferences. This digital transformation in tourism
has led the customer to feel as if he/she is in command while actually he/she being
driven by online marketing strategies manipulated by the suppliers. This is where
globalization and information technology has opened a new door for entrepreneurship
through E-Tourism.

3 Innovation, Entrepreneurship and E-Tourism

3.1 Entrepreneurship

Entrepreneurship has often become a “buzz” word in the public debate. There is no
universal rule or book of guidance for entrepreneurship, yet there are characteristics
which can be discussed. Entrepreneurship can be observed in the fields of technology,
economics, finance, management, and social serving. Entrepreneurship can be simply
associated with setting a foundation of a business.

In the new millennia, governments, practitioners and academics around the world
are seeking ways to foster entrepreneurship as a means of achieving economic
development (Chell et al. 2010). Entrepreneurship and innovations are desirable as they
create employment opportunities, develop new industries and introduce new business
models that address economic and social needs. It is widely known that the rapid
growth of Western economies in the past two decades has been attributed to the
Information Technology (IT) revolution spurred by the emergence of innovative,
entrepreneurial ventures. This is where e-tourism is involved.

Entrepreneurs are innovative people, willing to take the risk in the sake of
accomplishment, whether social, financial, or academic.

As for the innovation and entrepreneurship in the tourism industry, UNWTO
defines innovation in tourism as: “the introduction of a new or improved component
which intends to bring tangible and intangible benefits to tourism stakeholders and the
local community, improves the value of the tourism experience and the core compe-
tencies of the tourism sector and hence enhance tourism competitiveness and/or sus-
tainability. Innovation in tourism may cover potential areas, such as tourism
destinations, tourism products, technology, processes, organizations and business
models, skills, architecture, services, tools and/or practices for management, marketing,
communication, operation, quality assurance and pricing” (UNWTO 2018). Therefore,
OTA’s are major entrepreneurs in the history. In fact, Trivago, Airbnb, hopper,
skyscanner, expedia, and booking.com are all holistic approaches for tourism, each
platform has its own characteristics and provides a differentiated service. Hopper, for
example, provides forecast for air fares, while Airbnb supply its users with apartments
that can be rented and cheaper than hotels. Whereas skyscanner, provides its users with
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a matrix of what are the cheapest airfares, hotels, and car rental agencies during a
period of time. All of these innovations reshaped the tourism industry from one side
and the consumers culture of consumption from the other side.

3.2 E - Services Providers as Entrepreneurs

E-Tourism through OTAs and service providers platforms, have gained access to a wider
consumer database. Today, is the Era of data, the internet of things, artificial intelligence,
and data analysis. Tourism today speaks the social platforms’ language. Providers have
access to consumer data, their number of clicks, previous transactions, demographics,
travel preferences, and even their targeted countries to visit. Using this data, service
providers are being able to tailor their products based on customers’ needs. For example,
if a traveler surfs booking.com for a hotel booking in Amman – Jordan, he/she will
continue to receive adds on all connected social media platforms associated with his
google accounts on deals arising for Amman – Jordan. Indeed, this is not a free service,
and service providers are paying a lot of money to gain access to the consumers’ social
activities, yet benefits outpace the costs incurred. OTAs have unchained customers from
the past 50 years of global distribution systems domination and the bilateral agreements
conducted between airlines that agreed on pricing, legroom, schedules and services.

The travel & tourism is a USD 1.2$ billion worth industry, and companies will
continue to invest in creating more solutions to better cope with tech-savvy customers
to satisfy their needs, meet their expectations, and serve them in the best possible way
(Newman 2018). However, who is in control today? The supplier or the consumer?

4 The Effect of E-Tourism on Consumer’s Culture
and Consumption

4.1 Culture and Consumption

According to Cohen (1974), tourists travel to escape their daily environment, and when
they travel they take with them all their environment. As a result, they travel within an
“environmental bubble” that represents the cultural, behavioral and the value system
that characterizes a consumer, even on vacation.

From this observation, Cohen identified four typologies of tourists:

Institutionalized Tourists
Tourists organize their trips through a tourism agent (tour operators, travel agencies).
The environment of their vacation in the chosen destination must be similar to their
daily environment.

In this case, there are two kinds of tourists: organized mass tourists and individual
mass tourists:
Organized Mass Tourist
The package purchased is composed of a complete itinerary, with all activities decided
and organized by the tourist actor. The hotel must be similar to its usual surroundings,
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for example: an international chain that the tourist knows in advance and contacts with
the local culture are rare.

The tourist seeks to eat the same dishes and speak the same language as in his/her
home country. The tourism experience is planned, controlled and managed by the
tourism industry. The package is a tourist service that sells for mass tourists, nothing is
personalized but everything is planned in a way that the tourist is satisfied when he/she
is in a comfortable environment, reducing the notion of novelty (meeting with locals).
The Individual Mass Tourist
This tourist buys a package pre-organized but adds elements, sites, activities of his/her
choice to add a dimension of novelty and get a little out of its environmental bubble.
For example, he/she may add a short excursion personally organized.

Non-institutionalized Tourists
Prefer to travel individually and without contacting tourist service providers. Their
travel goals are to meet new cultures and try different experiences than the ones they
are accustomed to in their daily lives.

The Explorer
This tourist travels to experience the lives of others. He/she tries to speak the local
language of the destinations, to eat the traditional dishes, and to dress like the locals.
However, this tourist prefers to make sure that the facilities provided by the tourist
industry are available if needed.

Thus, a minimum level of comfort must be present and the notion of safety is also
paramount (easy access to care, contact with banking institutions, underwriting
insurance, etc.). This tourist travels most often to exotic destinations not explored by
mass tourism.

The Sailor
This category, the least common, includes individuals who want to dissociate them-
selves completely from mass tourists. The first goal of the trip is to live as one of the
locals. Therefore, trying to escape completely from the environmental bubble.

Consequently, there are several forms of consumption’s culture by the tourists.
How would the service provider adapt? Could E-tourism be the solution? In this case,
the tourism services providers must analyze which tourists can be targeted by e-
platforms and how.

4.2 E-Tourism and Culture of Tourism Consumption

E-tourism is a win-win deal for consumers and suppliers. Nevertheless, there are some
hidden remunerations which should be uncovered while discussing the effect on
consumers culture of consumption. In fact, the data exhaust of tourists/travelers’
preferences can be a great way to influence consumers choices of destinations, hotels,
sightseeing, attractions and entertainment.

Linking the above-mentioned to the aspects of E-Tourism, it can be stated that E-
Tourism indirectly acts as an eyeopener on different services and a way to invent new
services/products and markets which falls directly into the definition of innovation in
tourism. For instance, adds from OTAs are not always targeted towards consumer
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preferences, these adds sometimes provide the consumer with suggestions based on
likes, clicks, comments, and even random search categories. For example, service
providers are now focused on promoting southeastern Europe as convenient places to
visit with low budgets and interesting attractions. By this, the service providers are
targeting both consumers willing to spend less and the ones interested in site seeing and
cultural exploration. Through this process, E-Tourism is contributing to multiple
aspects. Mainly, this approach is creating a new product/service, promoting cross-
cultural knowledge of tourists and at the same time satisfying their needs. This approach
is a pure illustration of how e-tourism and digital transformation is promoting innova-
tion and entrepreneurship in the tourism sector. Moreover, the new markets, such as
Southeastern Europe, now have the opportunity to develop the services provided in the
destinations leading to new products and more innovation and entrepreneurship.

The below table statistically summarizes the impact of E-Tourism on Southeastern
European countries in specific, illustrating how the number of tourist arrivals have
evolved comparing 2007 to 2017 (Table 1):

In result, the western world is evidently putting an enormous effort in using
technology as a tool for innovation, entrepreneurship, competitiveness, cultural and
market influence. However, the Lebanese tourism providers seem to be very far from
this technological approach leaning towards the traditional strategies. In an attempt to
understand the Lebanese E-tourism market, a qualitative study has been conducted
through in-depth interviews with executives in the tourism industry. Moreover, a
questionnaire has been distributed to tourism consumers to understand their con-
sumption patterns and culture.

Table 1. International tourist arrival - Source: UNWTO (E-Library – Tourism Statistics 2019).

Country 2007 2017 Growth

Armenia 319,000 1,495,000 368.7%
Georgia 1,067,000 4,069,000 281.3%
Bosnia & Herzg 306,000 922,000 201.3%
Azerbaijan 1,011,000 2,454,000 142.7%
Serbia 696,000 1,497,000 115.1%
Czech Rep. 6,680,000 12,808,000 91.7%
Montenegro 984,000 1,877,000 90.8%
Romania 1,551,000 2,760,000 77.9%
Hungary 8,638,000 15,256,000 76.6%
Bulgaria 5,151,000 8,883,000 72.5%
Turkey 22,248,000 37,601,000 69.0%
Croatia 9,307,000 15,593,000 67.5%
Poland 14,975,000 18,258,000 21.9%
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5 Empirical Study – The Case of Lebanese Tourism Services
Providers

5.1 Methodology

A qualitative approach has been adopted by conducting in depth interviews with
executives in the tourism sector to link e-tourism to entrepreneurship. Additionally, a
questionnaire has been distributed to E-tourism consumers to understand their con-
sumption patterns and culture.

The in-depth interviews were conducted with ten executives from the Lebanese
Travel and Tourism Industry. The interviews’ main purposes are, on one hand, to
identify the use of digital platforms by the tourism services providers and, on the other
hand, to determine if the tourism services providers adapt their offerings according to
digital innovations and e-consumers’ preferences.

As for the consumer’s questionnaire, it was circulated through google docs, shared
on social media platforms namely Facebook and Twitter. The study was able to collect
around sixty respondents. The questions revealed how often E-consumers use the
internet to search for travel services and if they book their travel services online, which
applications or platforms appeals to them the most?

The purpose of this study is to recognize the importance of tourism digitization in
boosting innovation and entrepreneurship in the Lebanese tourism industry taking into
consideration e-tourists consumption patterns and preferences.

5.2 Overview of the Lebanese Tourism Services Providers

A substantial effort has been made by the private and the public sector to promote
Lebanon as a tourist destination. The tourist potential is, however, far from being fully
exploited and one can reasonably think that Lebanon will return to its pre-war tourist
level.

According to the Association of Travel Agents in Lebanon (ATTAL), there are 243
travel agencies in Lebanon of which 23 dominate the market and the others are dis-
tributors of their tourist services.

5.3 E-Tourism and Entrepreneurship by the Lebanese Tourism Service
Providers

The political context in Lebanon influences the country’s work and economy. In fact,
the directors of companies do not follow a rational economic approach. Political,
family or even community situations greatly influence managers’ decisions (recruit-
ment decisions, managerial decisions, target clients).

Lebanese businesses are still mostly in the hands of family groups that hold
important traditional contacts with the countries of the region. However, with the
current context of uncertainty and open markets, this is not enough. One of the major
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challenges is to improve the quality of production while remaining competitive. Few of
the tourism services providers have emerged into the digital era of services. Therefore,
it is mainly observed that their full effort is put into providing competitive prices.

5.4 E-Tourism and the Lebanese Culture of Consumption

Lebanese tourists are considered to be somehow psychocentrics, meaning that they are
non-adventurous, they prefer to visit known areas where the destination is at its mature
lifecycle phase. In fact, most of the Lebanese tourists prefer to inquire multiple times
before booking any destination, and they do not confirm the booking until they are
totally acquainted with every single detail about the destination. The details enquired
for may include: shopping areas, prices, taxi tariffs, culture of the destination, maps,
street names, hotels. etc. Therefore, and according to the questionnaire’s responses,
around the majority of the Lebanese tourism consumers use the internet to search for
travel services and destination information. However, only half of these respondents
confirmed using the digital application to book these services.

Consequently, the Lebanese tourists’ still book through the current intermediaries
to ensure the provision of safety, security, the best value and quality of service. This
implies that the Lebanese culture of consumption is still dependent on the traditional
booking methods via travel agents and tour operators and they still believe in visiting
physical/tangible tourism offices.

The Lebanese customers are looking for high quality of service and liability offered
by the tourism services intermediaries or suppliers. Their perception of the level of
quality of service is influenced by how the service is delivered and the final result of the
service (the experience at the time of the trip) which is named “subjective culture”.
According to Triandis (2002), Subjective culture occurs when cultural characteristics
reflect the perception of the quality of service and therefore the consumer behavior.

In conclusion, the Lebanese tourism service providers are not adapting to the
world’s digital development due to the remaining existence of traditional cultural
consumption. Nonetheless, this traditional consumption will not last forever, as the new
generation will definitely shift towards the digital consumption. Therefore, sooner or
later the tourism services providers will have to adapt to the new global market and
become more innovators.

5.5 Conclusion and Recommendations

As noticed by the field study, the Lebanese enterprises usually work with previous data
where forecasts are based on data from the previous year and the figures from the prior
years are the budgeted figures for the following year.

When the company matches the results of the previous year, it considers that it has
achieved a good performance. Budgets are used for pricing, sales forecasting and not
for investment decisions, entrepreneurship or innovation.
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The forecasts are made for the short term, which is less than a year. Medium-term
and long-term forecasts are non-existent. In fact, an interviewee mentioned that long-
term forecasting attempt, in a context of uncertainty, fails. Thus, Lebanese tourism
businesses seek profits in the short term, which means that they do not enter into long-
term investments.

Therefore, instead of providing a list of recommendations, a very imperative
concept should be introduced: Innovation.

Innovation, should be a basic policy in the tourism companies where managers and
executives should include design thinking as a tool for offering the best innovative
services, whether in e-tourism or not.

Innovation is the key to the success of multiple startups, which means, it is the
mean to stretch the services offered to an international basis reaching a significant
growth of market.

As a result, in order to keep a competitive advantage, the tourism services providers
are in an excessive need to have innovation solutions, otherwise, their business will
eventually be diluted in a big pool of replicated provision of services.

The first step for the Lebanese tourism services providers is to enter this huge
digital market, yet, innovatively without facing abundant competition.

The problem that is very possible to arise in the near future is: what if, soon, the
market faces a flood of an oversupply of digital tourism services? Would that leave a
space for innovations? Or would it just mean that the world would have to live with the
saturation of supply in the favor of the consumers?
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Abstract. Artificial Intelligence (AI) is a machine or computer framework that
involves several algorithms including machine adapting, profound learning and
natural language processing. It has the ability to learn on its own from historical
data to facilitate the work and interactions of employees, customers and advance
operations. This paper investigates the significance of artificial intelligence
investment in determining stock prices. A sample of 12 companies, operating in
different industries, were randomly selected and a total of 540 observations on
Stock Prices, Book Value per Share, Book to Market ratio, Free Cash Flow
Yield, Return on Assets and Artificial Intelligence Investment were recorded.
The regression results, using E-Views software, indicated that artificial intelli-
gence investment significantly and directly affects stock prices.

Keywords: Artificial Intelligence � Stock prices � Fundamental analysis �
Investment � Research and development � Regression

1 Introduction

Artificial Intelligence (AI) is the science of designing smart machines, particularly
smart computer programs (Swarup 2012). This science advances continuously to
enable smart machines to expand human capacities by detecting, grasping, acting and
adapting—thereby enabling individuals to accomplish significantly more. Companies
in different industries are investing resources in AI since it is enhancing industry
procedures and making machines “SMART”; it is considered as a way to cultivate
advancement, streamline business expertise and enhance profitability (PwC Gover-
nance Insight Center 2017).

When AI advancements are incorporated by businesses, they can make an
exceedingly versatile business capacity, allowing companies to grow faster and expand.
Greenman (2018) conducted a research to find out who will generate money in Arti-
ficial Intelligence AI; he concluded that AI will help big companies become bigger
while having control over technology, data, customers and capital. As reported by
McKinsey Global Institute (2017), artificial intelligence deals signed by technology
companies, in 2015, expanded four times more than in 2010, achieving 8.5 billion
dollars. Tech giants like Google, Facebook, Amazon and Microsoft are in race for

© Springer Nature Switzerland AG 2019
R. Jallouli et al. (Eds.): ICDEc 2019, LNBIP 358, pp. 43–52, 2019.
https://doi.org/10.1007/978-3-030-30874-2_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30874-2_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30874-2_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30874-2_4&amp;domain=pdf
https://doi.org/10.1007/978-3-030-30874-2_4


employing the best AI rare talents, and spending huge amounts on research and
development. International Data Corporation (IDC) speculates that expenditures on AI
and machine learning (ML) will grow from $12 billion in 2017 to $57.6 billion by 2021
(Framingham 2017).

McKinsey Global Institute (2017) estimates that the total external investment in AI
was between eight to twelve billion dollars in 2016, with machine learning attracting
about 60% of that investment. Machine learning patents expanded thirty-four percent
from 2013 to 2017; ranking number three in the quickest developing licenses conceded
classification. Given the mentioned facts, new dimensions of business potential out-
comes are developed leading to higher productivity. Artificial intelligence is winding
up increasingly worldwide at a gigantic pace and will significantly affect how busi-
nesses operate and how we perform out our daily routine (Gupta 2018).

In this paper we aim at exploring the significance of artificial intelligence invest-
ment (AII) in determining stock prices, while hypothesizing a positive relationship
between the two variables. In the following sections, we will summarize the available
literature in the field of determining stock prices, present the adopted research
methodology, discuss the regression results and highlight the conclusions.

2 Literature Review

Trading stocks is a challenging task that requires time and market expertise especially
that stock prices are driven by several microeconomic and macroeconomic factors
(Pilinkus 2010). For any investor willing to buy stocks, the company’s profile, its
future agenda, the stock price, and the local and international economic conditions are
crucial in determining her/his decisions. Many studies in the field investigated major
microeconomic factors affecting investor’s decisions and provided solid evidence on
the importance of considering fundamental analysis; the analysis of company’ stock
price based on financial ratios found in the company’s quarterly issued reports. No
studies examined artificial intelligence investment as an exogenous variable deter-
mining stock prices. The available literature focused on the importance of using AI for
stock price prediction.

Santos et al. (1993) showed that innovative investment in technology positively
impact stock returns and increase the value of the firm. After studying the automation
process of Artificial Intelligence and their impact on different sectors and fields,
Cockburn et al. (2017) confirmed that AI is an innovative technology.

Samuel et al. (1996) tested the relationship between spending on research and
development (R&D) - basically spending on innovative technology - on stock returns.
They also considered in their model the size of the firm, leverage, dividends, industry
and structure. The results revealed that spending on R&D, debt ratio and institutional
ownership were positively affecting stock returns. Chan et al. (2002) examined the
effects of spending on research and development (R&D) on stock prices, and they
discovered that firms with high spending on R&D, relative to their market value,
generate high excess returns in the future although they tend to have poor past returns.
They concluded that spending on R&D has a positive significant relationship with
stock prices.
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Financial ratios are vital indicators of company’s performance; it is deemed
essential to consider them while taking investment decisions. Among the most utilized
ratios are debt ratio, current ratio, price to earnings ratio, book value, and book to
market, return on investment, free cash flow yield and return on assets. While analyzing
55 companies, listed on the Karachi Stock Exchange, between years 2001 and 2010,
Khan et al. (2011) discovered that dividends, earnings per stock, return on equity and
net profit directly affect stock prices, whereas retention ratio inversely affects them.

Şerife (2014) investigated the significance of several financial ratios on stock pri-
ces, by considering many sectors; electricity, food, communication, paper, chemistry,
metal product, metal main, stone, textile, commerce and transportation. He figured out
that Book Value is the most significant ratio among all selected sectors. In their study
analyzing the fundamentals of the banking sector, Pradhan et al. (2017), found that
return on assets, earnings per share and dividends per share are positively related to
stock prices. Arkan (2016) studied the importance of financial ratios in three different
sectors: industry, service and investment. He concluded that return on assets and return
on equity are significant with positive impact on stock prices.

Hagel III et al. (2010) revealed that although return on equity is usually used by
Wall Street traders and is considered as an accurate index for measuring companies’
performance, it can be manipulated, and hides some deficiencies of company’s
financials. Their study concluded that return on assets highlights precisely the firm’s
capacity and is considered as an important ratio while predicting long term investment
opportunities.

KLam (2002) investigated the impact of beta, company size, book-leverage, book-
to-market ratio and price earnings ratio on stock prices. The study revealed that beta
has no impact on stock prices whereas all other variables do. However, company’s size,
book-to-market ratio and price to earnings ratio dominated other variables and were
considered to be the most significant ones.

Saeidi and Okhli (2012) evaluated the impact of the return on asset ratio on the
stock price in the Tehran stock exchange. They further considered several variables as
firm’s size, age and beta. Their research revealed that return on asset ratio has a strong
positive impact on the stock prices. Khan et al. (2012) reported that the aim of their
research is to investigate the ability of earning yield, dividend yield and book-to-market
ratio, in predicting stock returns. The results showed that dividend yield and earning
yield ratios have direct positive association with stock returns, whereas book-to-market
ratio has significant negative relationship with stock returns. On the other side Chen
et al. (2013) concluded that free cash flow yield is an important variable in determining
stock prices. Mack (2016) studied the effect of free cash flow yield on the stock prices
and found that if a trader is investing in a company using the mentioned ratio, she/he
will receive higher returns.

3 Methodology

The main purpose of this paper is to examine the significance of AII in determining
stock prices. To achieve our purpose we considered data of twelve companies selected
randomly from several industries. The choice of companies was made based data
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availability and since the purpose is to investigate the significance of AII on stock
prices, the industries that the companies operate in are not important for the study. The
companies and the stock names in brackets are: Apple (AAPL), Google (GOOG);
Amazon (AMZN); Microsoft (MSFT); International Business Machines (IBM);
Salesforce.inc (CRM); Schweitzer-Mauduit International, Inc. (SWM); Miller Indus-
tries, Inc. (MLR); Ultra Petroleum Corp (UPL); Nutritional High International, Inc.
(EAT), Penns Woods Bancorp, Inc. (PWOD) and Ashford Hospitality Trust (AHT).
The observations were selected between the third quarter of 2004 and the fourth quarter
of 2015, where we reported the values at the end of each quarter.

The first six mentioned companies invest in AI while the remaining six companies
do not invest in AI. To better handle the topic, we included several financial ratios in
the multiple regressions since AII is not the only exogenous variable determining stock
prices. Quarterly Data on stock prices and some major corporate fundamentals were
collected from Quandl; an online platform that provides financial, economic, and
alternative data. We faced major difficulty in determining the starting date of the
observations, thus we considered the third quarter of 2004 as all needed fundamentals
of the mentioned companies were available and publically reported.

The panel data sample included 540 observations and the variables used in the
regressions were: Stock Prices, Book Value per Share, Book to Market ratio, Free Cash
Flow Yield, Return on Assets and Artificial Intelligence Investment. E-Views software
was utilized to generate the results.

Multiple linear regressions with fixed and random effects were performed.
Descriptive statistics and residual normality, Unit root, multi-collinearity and Hausman
tests were conducted. Below is a brief description of the considered variables:

3.1 Artificial Intelligence Investment AII

We were unable to find the exact dollar amount spent by each company on research and
development; mainly on artificial intelligence investment. Thus we considered AII as a
dummy variable. AII took the following values:

AII = 0 when the company doesn’t invest in artificial intelligence in a specific quarter
AII = 1 when the company invests in artificial intelligence in a specific quarter

3.2 Financial Ratios

Book Value per Share (BVPS); is usually used by traders when evaluating company’
stock price by comparing the BVPS to the market value. It is calculated using the
formula: (Total Assets – Intangible assets – Total Liabilities) � number of shares
outstanding. Book Value per Share is expected to directly affect stock prices.

Book to Market ratio (BMR) helps in comparing the Book value to the market
value. Usually, market value should be higher than the book value since it takes into
consideration the intangible assets of a company. Therefore, when this ratio is higher
than one, it is a good indicator that the stock is undervalued and hence its price will
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increase. It is calculated using the formula: Book value � market value. Book to
Market ratio is expected to inversely affect stock prices.

Free Cash Flow Yield (FCFY) represents the yearly percentage of the stock price
generated by the company. It is calculated using the formula: (cash from operations –
capital expenditures) � Market cap. Free Cash Flow Yield is expected to directly affect
stock prices.

Return on Assets (ROA) measures the efficiency of a company in converting its
assets into net income or profits. Thus the higher the value of this ratio, the more
profitable the company is. It is calculated using the formula: Net income � Total
Assets. Return on Assets is expected to directly affect stock prices.

4 Results and Discussion

Natural logs were applied to stock price to remove trends, and the unit root test was
performed for each variable to ensure stationarity. Taking into consideration that the
null hypothesis is “there is unit root”, the resulted P-value was compared with 5% level
of significance and first differencing was applied for correction. The variables con-
sidered in the models were: Ln stock price (−1), BMR (−1), BVPS (−1), FCFY, ROA
and AII. Note that (−1) refers to applying first differencing. The correlation matrix was
generated to test for multi-collinearity between variables and the results, shown in
Table 1 didn’t record any values exceeding 0.5. There is no multi-collinearity between
the selected variables.

The regression function stated in Eq. 1 was regressed with fixed effect and then
again with random effect. The results are presented below:

LN Priceð Þ ¼ b1 þ b2BVPSþ b3BMRþ b4FCFY þ b5ROAþ b6AII þ ui ð1Þ

Where b1 = the model intercept, b2 to b6 = partial slope coefficients and ui =
stochastic disturbance term. The error term should be normally distributed.

The regression results using the fixed effect model are presented in Table 2. When
we consider fixed effect model, we know that unobserved variables are allowed to have
any association with the observed variables. Fixed effect model controls the effects of
time-invariant variables with time-invariant effects. This applies to all variables whe-
ther explicitly measured or not (Williams 2018).

Table 1. Correlation matrix

Matrix BMR BVPS FCFY ROA AI

BMR 1 −0.023 0.401 −0.139 −0.192
BVPS −0.02 1 0.008 0.067 0.406
FCFY 0.401 0.008 1 0.045 0.023
ROA −0.139 0.067 0.045 1 0.289
AI −0.192 0.406 0.023 0.289 1
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Since the P-value of F-statistic is lower than 5% level of significance, we conclude
that the overall model is significant. Free cash flow yield (FCFY) indicated a P-value
higher than 5%, thus it is insignificant, leaving us with the regression results of Eq. 2.

LN Priceð Þ ¼ 2:9� 0:15BMRþ 0:009BVPSþ 0:02FCFY þ 1:8ROAþ 1:2AII ð2Þ

We also tested for residual normality and the results in Fig. 1 indicated that the
Jarque-Bera P-value is higher than the 0.01 level of significance, thus we didn’t reject
the null hypothesis and we concluded that residuals are normally distributed.

The regression results using the random effect model are presented in Table 3.
Random effect model assumes that the unobserved variables are uncorrelated with all
the observed variables. Although the assumption might be wrong since standard errors
may be very high with fixed effects, random effects allows the estimation with time-
invariant variables’ effects. The model is usually considered in some specific circum-
stances and can be estimated with Generalized Least Squares (Williams 2018).

Since the P-value of F-statistic is lower than 5% level of significance, we conclude
that the overall model is significant. Free cash flow yield (FCFY) indicated a P-value
higher than 0.05, thus it is insignificant, leaving us with the regression in Eq. 3:

Table 2. Fixed effect model regression results

Dependent Variable: LNPRICE(-1)
Method: Panel Least Squares
Sample (adjusted): 2004Q4 2015Q4
Periods included: 45
Cross-sections included: 12
Total panel (balanced) observations: 540
Variable Coefficient Std. Error t-Statistic Prob.
C 2.935 0.041 71.667 0.000
BMR(-1) −0.149 0.016 −9.064 0.000
BVPS(-1) 0.009 0.002 5.563 0.000
FCFY 0.020 0.039 0.527 0.598
ROA 1.840 0.674 2.731 0.006
AII 1.231 0.096 12.807 0.000
Effects specification
Cross-section fixed (dummy variables)
R-squared 0.866 Mean dependent var 3.380
Adjusted R-squared 0.862 S.D. dependent var 1.285
S.E. of regression 0.477 Akaike info criterion 1.389
Sum squared resid 119.135 Schwarz criterion 1.5246
Log likelihood -358.174 Hannan-Quinn

criter.
1.442

F-statistic 211.550 Durbin-Watson stat 0.229
Prob (F-statistic) 0.000
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Series: Standardized Residuals
Sample 2004Q4 2015Q4
Observations 540

Mean       1.18e-15
Median   0.009177
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Std. Dev.   0.854576
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Jarque-Bera  6.934842
Probability  0.031197

Fig. 1. Residuals descriptive statistics and histogram (Fixed effect)

Table 3. Random effect model regression results

Dependent Variable: LNPRICE(-1)
Method: Panel EGLS (Cross-section random effects)
Sample (adjusted): 2004Q4 2015Q4
Periods included: 45
Cross-sections included: 12
Total panel (balanced) observations: 540
Swamy and Arora estimator of component variances
Variable Coefficient Std. Error t-Statistic Prob.
C 2.934 0.140 20.894 0.000
BMR(-1) −0.157 0.016 −9.631 0.000
BVPS(-1) 0.010 0.001 6.0621 0.000
FCFY 0.025 0.038 0.668 0.504
ROA 1.842 0.672 2.742 0.006
AII 1.222 0.093 13.128 0.000
Effects specification

S.D. Rho
Cross-section random 0.466 0.488
Idiosyncratic random 0.477 0.512
Weighted statistics
R-squared 0.441 Mean dependent var 0.510
Adjusted R-squared 0.436 S.D. dependent var 0.645
S.E. of regression 0.485 Sum squared resid 125.471
F-statistic 84.377 Durbin-Watson stat 0.225
Prob(F-statistic) 0.000
Un weighted statistics
R-squared 0.558 Mean dependent var 3.380
Sum squared resid 393.632 Durbin-Watson stat 0.071
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LN Priceð Þ ¼ 2:9� 0:15BRMþ 0:009BVPSþ 0:025FCFY þ 1:8ROAþ 1:2AII ð3Þ

We also tested for residual normality and the results of Fig. 2 indicated that the
Jarque-Bera P-value is lower than the 0.01 level of significance, thus we rejected the
null hypothesis and we concluded that residuals are not normally distributed.

To select the appropriate model we performed the Hausman test noting that the null
hypothesis is that “Random effect Model is appropriate” while the alternative
hypothesis is that “Fixed effect Model is appropriate”. The results of the test indicated a
P-value of 0.0006, which came to be lower than 5% level of significance and entitled us
to reject the null hypothesis and retain the alternative one. The selected model is the
Fixed Effect Model with Eq. 2 mentioned below.

LN Priceð Þ ¼ 2:9� 0:15BMRþ 0:009BVPSþ 0:02FCFY þ 1:8ROAþ 1:2AII

The regression results showed that all variables are significant in determining stock
prices except for FCFY. Based on the selected sample, the claim that AII determines
stock prices and directly affects them was satisfied. Based on the equation, investing in
AI leads to 4.1 percent increase in stock prices since natural logs were applied to stock
prices; a move from ‘D = 0’ to ‘D = 1’will increase the change in stock prices by
4.1%. When companies do not invest in artificial intelligence, the effect of the slope
coefficient of AII is diluted and the intercept coefficient is held constant. Furthermore
all other selected fundamental ratios except Free Cash Flow Yield were significant and
the results came in line with the literature findings. Book value per share and returns on
assets were directly affecting stock prices while book-to-market ratio inversely affects
them.
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5 Conclusion

Artificial intelligence is an emerging technological innovation that is paving the future
of businesses and granting them better opportunities. Many companies are investing
huge amounts on research and development especially in the field of artificial intelli-
gence, since they are producing with faster and efficient techniques and business
procedures. In this paper, artificial intelligence investment AII, among other funda-
mental ratios, was claimed to be a significant exogenous variable in determining stock
prices. A sample of 540 observations was selected and the regression results indicated
that AII is a significant variable that can be used to determine stock prices and in line
with the available literature. On the other hand, the fundamental ratios considered were
significant except for FCFY and the regression coefficients indicated the right signs as
per literature. Although AII was treated as a dummy variable used to answer our claim,
the paper opens the door for future research in the field of AI, where specific dollar
amounts spent on artificial intelligence investment by companies can be considered to
determine if more is better.
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Abstract. The objective of this study is to assess interest rate behaviour of
bitcoin as a digital asset in relation to market rates. The implied bitcoin interest
rate is quantified through the assumptions of uncovered interest parity theory,
and implied bitcoin exchange rate determined from the triangular of USD/BTC,
and EUR/BTC. The Vector Autoregressive model is regressed on implied bit-
coin interest rate along with four maturity classes of LIBOR interest rates for US
and Euro markets respectively. The results show that there is a uni–directional
impact with bitcoin interest rate responding to shocks from market rates, while
shocks emanating from bitcoin to market rates are non-existent, or not statisti-
cally significant. The findings of this study have potential value towards mon-
etary policy and capital market investors.

Keywords: Bitcoin � Cryptocurrency � Digital asset � Exchange rate �
Interest rate

1 Introduction

The monetary system of cryptocurrency was introduced through its first-born, Bitcoin,
on 3 January 2009 by a pseudonymous developer code-named Satoshi Nakamoto
through a nine-page article published in the internet [1]. Cryptocurrency was conceived
as decentralized digital currency where transactions are validated via cryptography
without the need of central party (like bank) to usher-in trust among parties. Therefore,
the system is said to be characterized by a combination of three elements namely,
pseudo-anonymity, independence, and double-spending protection [2]. The predeces-
sor technologies used in cryptocurrency like cryptography, blockchain, along with
proof-of-work, were pioneered by Chaum [3], and Haber and Stornetta [4]; among
others. The history of cryptocurrency is discussed elsewhere [5].

Notwithstanding the potential benefit of Bitcoin’s innovative technology, block-
chain, the continued expansion in virtual currency market has caused authorities to
ponder the risk implications on financial stability, tax policy, and other governance
issues. Consequently, governments around the world have varied levels of concern
which lead them to either ignore, intervene, regulate, or declare a down right ban on
some or all cryptocurrency activities [2].
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Since the launch of Bitcoin, the market continues to experience exponential growth
in alternative cryptocurrencies (classified as Altcoins), and at the time of writing they
are numbered 2 104. Nevertheless, Bitcoin still maintains a dominant market share of
approximately thirty-eight percent. It is partly for this reason that this paper focus on
Bitcoin. Further, since Bitcoin is the oldest in the market, it has a first-mover advantage
on longest and possibly more consistent time series. The results of the paper may be
applicable to comparable markets. This paper is particularly focusing on a financial
product traded in the Bitcoin financial system, bitcoin.

An increasing number of studies have shown interest to explore the interaction of
bitcoin as a digital asset within the economy [6, 7]; as well as bitcoin exchange rate
dynamics [8–10]. Most studies tend to accept bitcoin price denominated in fiat currency
(like US Dollar) as a bitcoin exchange rate. On the contrary, Smith [11] posits that
bitcoin is not a currency, and therefore it is untenable to view its price as exchange rate.
Smith assessed the behaviour of bitcoin as a commodity by comparing the market
against implied bitcoin exchange rates. The current study follows the same analytical
perspective. In particular, this paper contextualises Smith [11]’s empirical analysis
within the well-known Uncovered Interest Parity (UIP) theory, and show that Smith
explored part of the UIP (exchange rates), and as such, this paper evaluates the
remainder (interest rates).

The rest of the paper is organised as follows: section two introduces UIP theory,
and then uses it to derive implied bitcoin interest rate. Section three outlines the
econometric methodology, which is implemented in section four to give empirical
results and discussion, while section five concludes.

2 Theoretical Framework

Studies in finance have explored different aspect of bitcoin as digital asset including
risk-return characteristic [12], return volatility [13], and transaction activity [14]. As an
asset, bitcoin is expected to be affected by the knock-on effects among other assets [10]
and transmissions from global economy [7]. One variable that have received little to no
attention in the empirical studies of bitcoin and financial markets is interest rate. The
reason for this could be that the sources of bitcoin historical data have only started
accumulating this time series.

It is the desire of this paper to study the behaviour of bitcoin towards market
interest rates. To circumvent the challenge of lack of time series data for bitcoin, we use
the theory of UIP to derive and compute bitcoin implied interest rate. The theory of UIP
says that in a globally integrated economy, where markets are competitive, and costs
are insignificant, then the log ratio of spot and forward exchange rates will equal the
interest differentials between the two countries, for the currencies under consideration:

ftþ k � st ¼ it � i�t ð1Þ
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The variable st is the domestic spot exchange rate (price of foreign in terms of
domestic currency), and ftþ k , is the forward exchange rate k periods away from current
period, t. The domestic interest rate ðit) and foreign rate (i�t ) are both spot rates. Further
discussion of UIP is elaborated in important reviews by Froot and Thaler [15], Engel
[16], and Chinn [17]. The forward exchange rate may be estimated with spot exchange
rate that is expected k periods away (Setþ k), plus adjustment for risk premium (gtþ k), as
shown in Eq. 2:

ftþ k ¼ Setþ k þ gtþ k ð2Þ

If we substitute Eq. 2 into 1, and incorporate the conditions of risk-neutrality
(gtþ k ¼ 0) as well as rational expectation, we obtain Eq. 3, after re-arrangement.
Equation 3 says that the expected change in the log of spot exchange rate (Setþ k � st), is
a function of current period interest rate differential, which is the key equation of UIP.

Setþ k � st ¼ it � i�t
� � ð3Þ

In order to reflect the intuition of comparison for returns or interest rates between
two assets, Eq. 3 may be re-stated as:

it ¼ i�t þ Setþ k � st ð4Þ

Equation 4 says the return on domestic investment (it) equals return from foreign
investment (i�t ) plus depreciation (Setþ k � st). Suppose one contemplates investing in
either bitcoin or another asset. In order to implement this investment decision, the
investor needs to compare the relevant rates of return. The question to ask is: Does a
return in, say domestic US asset or USD denominated (r$) out-perform a return on an
alternative bitcoin asset after adjusting for currency depreciation (or appreciation)
between US dollar ($) and bitcoin given current , and expected
exchange rates, respectively? This statement is presented as Eq. 5 which is the same as
Eq. 4 in levels (or before logs), where we let r$ ¼ it, and

ð5Þ

To compute bitcoin rate, : First we follow Smith [11]’s persuasive argument that
if bitcoin is an asset then its listed value is not exchange rate but its price (just like gold
price). So, to determine the implied bitcoin exchange rate, we divide its US dollar price,

by its Euro price , to choose the reasonably stable exchange rates in the global
economy. The resulting implied bitcoin exchange rate is, $/€. We use different symbols
to reflect implied (Z) as opposed to market (S) exchange rates. So we substitute Z$/€ in
Eq. 5 and re-arrange to obtain:
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ð6Þ

A similar relationship between actual market exchange rates for USD and Euro may
be represented as:

ð7Þ

Algebraically and empirically the right hand side (RHS) of 6 and 7 are supposed to
be equal. This was precisely the empirical study of Smith [11] to study the relationship
of implied bitcoin exchange rates among three countries USA, Australia, and UK.

3 Methodology

3.1 Econometric Model

The previous section used the theory of UIP to derive a formula for implied bitcoin
interest rate (Eq. 6). A log transformation of Eq. 6 gives 8, which will be a variable of
focus henceforth in econometric modelling. Equation 8 is derived in the context of US
market. If we replace the US based rate (r$;t) with the Euro based interest rate (r€,t), and
then take the inverse of the USD/EUR exchange rate, and take the logs in 6, we get the
counter-part, Euro based implied bitcoin interest rate in 9.

US implied rbtc½ �t¼ r$;t � ztþ 1 � ztð Þ ð8Þ

ð9Þ

Equations 8 and 9 are consistent with Lothian [18]’s UIP test equation number 4.
The study proceeds to model the relationship of bitcoin interest rate in relation to
market interest rates. Econometrically, we consider a set of k time series variables,
yt 2 y1t; y2t; . . .; yktf g within a Vector Autoregressive system of p lags, VAR (p):

yt ¼ A1yt�1 þA2yt�2 þ . . .þApyt�p þ et; et � 0;
X

e

� �
ð10Þ

Where the A’s are k � k coefficient matrices, and e are white noise error terms. For
the current study, the vector of yt consists of a set of daily interest rates on London
Inter–Bank Rates (LIBOR) for USA, and Euro markets in four maturity classes, 1–
month, 3–month, 6–month, and 12–month. These four rates coupled with implied
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bitcoin (from 8, or 9), are estimated within a VAR system in 10. The regression is run
twice, first for USA market, and then for the Euro market.

3.2 Data Description

The current study uses data on London Inter-Bank Offered Rates (LIBOR), as well as
USD/EUR exchange rates from the Federal Reserve Bank of St. Louis, USA. Both the
US, and Euro denominated bitcoin prices are obtained from Bitcoinity.com. The
important preparation of the data set entailed matching the 5–day week for LIBOR
rates with the 7–day week for bitcoin prices. After a successful date matching of the
two data sets, and the necessary cleaning, the final sample size is 1 798 data points, for
the period, 26 August 2011 to 4 January 2019) for both USA, and Euro. The overall
sample descriptive statistics are summarized in Table 1. Judging by the magnitude of
the means, the US rates are generally higher than the Euro’s but both market tend to
have stable standard deviations. All time series have a positive skewness which is to be
expected for interest rate. The peakedness or flatness of the series are within the normal
statistic of 3, but less so is the implied interest rate within the US market. These levels
interest rates along with bitcoin prices, and exchange rates are further summarized in
Figs. 1, and 2.

Figure 1 shows distinct difference in patterns for bitcoin prices, and implied
exchange rate. Both price denominations of bitcoin (USD and Euro) move on top of
each other from 2011 before experiencing a small misalignment around the highest
peak of bitcoin trading activity towards the end of 2017.

In Fig. 2, there is a distinct pattern of inverse co-movement between the US and
Euro LIBOR markets, which are more evident from the end of 2015 onwards. The set
of US rates tend bunch together in upward-slope while the Euro rates are downward-
sloping, for the period under consideration, August 2011 to January 2019. After sta-
tionarity test, all interest rate variables revealed integration of order one, I(1). Conse-
quently, the variables were differenced once before running the VAR system for the
usual asymptotic and econometric regularities.

Table 1. Summary of descriptive statistics for Euro and US based LIBOR markets
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4 Empirical Results and Interpretation

The focus and interest of the current study is to examine the behaviour of bitcoin interest
rate in relation to market rates. The VAR system was regressed twice: First for Euro, and
then the US based LIBOR markets. In each run, the VAR system was regressed with 5
variables, 1–month, 3–month, 6–month, and 12–month, along with the respective bit-
coin implied interest rate for Euro, or US markets. The implied bitcoin interest rates are
quantified in Eqs. 8, and 9, respectively. The key results of the study are summarized in

Fig. 2. A LIBOR market rates for USA, and Euro area

Fig. 1. Diagram of bitcoin price and implied bitcoin exchange rate
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Fig. 3 (for USA), and Fig. 4 (for Euro). Both diagrams report impulse response func-
tions (IRF) for Cholesky’s one standard deviation accumulated shock dynamics
observed over a period of 120 days. The innovations are reported within the bands of
confidence intervals. Panel A (Fig. 3) shows (from top to bottom) responses of implied
bitcoin rate to 12–month; 6–month; 3–month, and 1–month LIBOR rates, respectively.
A one standard deviation shock to US based interest rate is associated with a positive
response from implied bitcoin rates which (in accumulated measure) dissipates in
approximately 30 days. The bitcoin rate’s response to all four LIBOR maturities has
approximate comparable response. Panel B shows the US market responses to shocks
emanating from bitcoin. In all instances (12–month; 6–month; 3–month; and 1–month),
there is no statistically significant shock moving from bitcoin rates to US LIBOR
market. The regression was replicated on Euro based LIBOR market against the implied
Euro bitcoin rate, and the results are reported in Fig. 4.

Panel D of Fig. 4, shows statistically significant response of the implied bitcoin rate
to shocks emanating from the Euro based LIBOR market. In contrast Panel E shows
that none of the Euro based LIBOR interest rates (12–month; 6–month; 3–month; and
1–month) respond to shocks from bitcoin rate. To be more precise, the shocks are not
big enough to be statistically significant. When we take into consideration that both
Figs. 3 and 4 report accumulated responses to shocks, this shows that the bitcoin
shocks are generally too small to have significant impact on the market under con-
sideration. The supportive VAR regression outputs for Euro, and USA are appended in
Tables 2, and 3. The numbers in brackets are t-statistic. Statistical significance for
absolute magnitudes for the given t-statistics correspond to critical values of 2.58, 1.96,
and 1.645 at one percent, five percent, and ten percent levels of test, respectively.
The VAR model stability was satisfied as all the characteristic polynomial roots lie
within a unit circle.

4.1 Discussion of Results

It appears that Bitcoin was designed to function as “… an electronic payment sys-
tem…” [1:1]. However, for purposes of tax laws, financial stability regulatory codes, as
well as investment analysis, debate continue to ponder the classification of bitcoin
whether: currency, or asset. Some maintains that bitcoin is a digital currency [19],
while others insist it is a digital asset [20]. The distinction is useful for interpretation
purposes but this is not a major problem for this paper since the theory driving our
empirical analysis does accommodate currency as an asset (in the form of deposit) from
which one may receive return in the form of interest. Nevertheless, the digital asset
identity of bitcoin is more persuasive, and this is the angle supported by the current
study.

The objective of this paper was to study the Behaviour of implied bitcoin interest
derived from UIP theory. That is, whether there is a relationship, or dynamic
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interactions between bitcoin interest rate, and financial market interest rate. The results
show that there is statistically significant shocks emanating from LIBOR interest rate
market towards bitcoin implied interest rate. The shocks from the bitcoin interest rate
towards LIBOR market rates are either non-existent or not statistically significant.
These results are consistent with Smith [11], which is the closest paper to the current
study. Smith used triangular concept of exchange rates to derive implied exchange rate
for bitcoin, and then used the same along with market exchange rates from USA,
Australia, and UK. Smith found that implied bitcoin exchange rates respond to shocks
from market exchange rates but not conversely, which is a similar result from the
current study. This type of finding is consistent with the broader policy reviews by
international financial institutions [21] which observe that, cryptocurrency as a sub-
sector in financial market is still very small to bring about meaningful economic
disturbance. Further, though not tested in this paper, it is also possible that the limited
interaction between conventional markets and bitcoin is due in part to its reported
uniqueness [12, 22] as an asset class.

5 Conclusion

The study investigated the dynamic behaviour of implied bitcoin interest rate against
market interest rates for USA, and Euro based LIBOR in four maturity classes (12–
month; 6–month; 3–month; and 1–month) using Vector Autoregressive model. The
implied bitcoin interest rate was quantified through uncovered interest parity model.
The results show that bitcoin responds to market rates for both USA, and Euro but the
shocks emanating from bitcoin interest rate are not statistically significant. These
findings are consistent with comparable studies that assessed implied bitcoin exchange
rates against market exchange rates but inconsistent with studies that find bitcoin does
not respond to economic fundamentals. The results of this study will be useful to
monetary policy makers and investors.

Appendix
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Table 2. VAR results for US based LIBOR markets and Implied btc rate.

Variable  LIBOR_12m  LIBOR_6m  LIBOR_3m  LIBOR_1m Impld btc rate
US LIBOR 12m(t-1) -0.058 -0.016 -0.082 -0.031 -0.341

(-1.338) (-0.497) (-2.859) (-1.052) (-1.242)
US LIBOR 12m(t-2) -0.017 -0.083 -0.069 -0.036 -0.071

(-0.409) (-2.569) (-2.437) (-1.233) (-0.259)
US LIBOR 6m(t-1) 0.076 0.048 0.127 -0.037 -0.261

(1.177) (0.984) (2.92) (-0.829) (-0.629)
US LIBOR 6m(t-2) 0.113 0.188 0.122 -0.020 0.267

(1.761) (3.898) (2.859) (-0.459) (0.653)
US LIBOR 3m(t-1) 0.283 0.323 0.212 0.161 0.697

(5.191) (7.859) (5.827) (4.278) (2.003)
US LIBOR 3m(t-2) 0.100 0.093 0.140 0.183 0.786

(1.978) (2.436) (4.15) (5.25) (2.43)
US LIBOR 1m(t-1) -0.082 -0.057 0.068 1.243 -0.376

(-2.023) (-1.859) (2.498) (44.435) (-1.452)
US LIBOR 1m(t-2) 0.082 0.057 -0.067 -0.242 0.376

(2.029) (1.871) (-2.472) (-8.643) (1.451)
Impld btc rate(t-1) -0.007 -0.001 -0.001 -0.007 0.267

(-1.784) (-0.53) (-0.253) (-2.63) (11.205)
Impld btc rate(t-2) 0.000 0.001 0.000 0.005 -0.249

(-0.089) (0.225) (-0.098) (2.013) (-10.883)
Intercept 0.000 0.000 0.000 0.000 0.000

(0.775) (0.801) (-0.038) (-0.365) (0.103)

Table 3. VAR results for Euro based LIBOR markets and Implied btc rate.

Variable  LIBOR_12m  LIBOR_6m  LIBOR_3m  LIBOR_1m Impld btc rate
Euro LIBOR 12m(t-1) 0.073731 0.092235 0.055846 -0.035631 0.04158

(2.51) (3.023) (1.373) (-0.783) (0.548)
Euro LIBOR 12m(t-2) 0.039206 0.006863 0.030162 0.086218 0.062308

(1.333) (0.225) (0.74) (1.892) (0.819)
Euro LIBOR 6m(t-1) 0.014747 0.005958 0.107998 0.017982 0.062786

(0.5) (0.195) (2.644) (0.394) (0.824)
Euro LIBOR 6m(t-2) 0.043385 -0.010614 -0.010323 -0.10633 -0.018331

(1.477) (-0.348) (-0.254) (-2.337) (-0.241)
Euro LIBOR 3m(t-1) 0.043407 0.081918 -0.077023 0.127904 0.042766

(2.255) (4.097) (-2.889) (4.291) (0.859)
Euro LIBOR 3m(t-2) 0.010728 0.065578 0.012403 0.142504 0.07784

(0.545) (3.205) (0.455) (4.671) (1.529)
Euro LIBOR 1m(t-1) -0.046789 -0.014445 0.024493 0.048793 -0.079624

(-2.834) (-0.842) (1.071) (1.908) (-1.865)
Euro LIBOR 1m(t-2) 0.030144 0.031386 0.083425 -0.015223 0.084616

(1.82) (1.824) (3.636) (-0.593) (1.976)
Impld btc rate(t-1) 0.000828 -0.007881 -0.000555 -0.000848 0.137106

(0.092) (-0.843) (-0.045) (-0.061) (5.891)
Impld btc rate(t-2) -0.018323 -0.00496 -0.020833 0.016689 -0.256282

(-2.044) (-0.533) (-1.678) (1.202) (-11.061)
Intercept -0.000424 -0.000473 -0.000527 -0.000583 -0.000147

-8.40E-05 -8.70E-05 -0.00012 -0.00013 -0.00022
(-5.067) (-5.448) (-4.545) (-4.499) (-0.682)
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Abstract. This exploratory research paper aimed to figure out the limitations of
adopting technological innovation to digitize trade finance services in Yemeni
banking sector using paper-less trade finance instruments instead of paper-based
ones. For the purpose of this study, a qualitative study using thematic analysis
approach was applied through face-to-face interviews. The analysis of the
interviews showed out the limitations of digitizing trade finance services in
Yemeni banking sector within three categories, firstly organizational limitations
which summarized by resistance to change and legal deficiencies. Secondly,
Technical Limitations which consist of IT management, IT skills and training
and IT infrastructure. Finally, Adoption Limitations which summarized by
awareness, online transaction trust and culture. A number of recommendations
have been made to governmental authorities and banks as well, which include
updating the articles related to trade finance in the current commercial law,
creating new law for electronic transactions, upgrade the communication
infrastructure.

Keywords: Trade finance digitizing � Limitations � Technology �
Yemeni banking sector

1 Introduction

International Trade in products and services had grown quickly through years.
Therefore, the world’s trading countries had turned out to be more integrated. Yemen
had joined World Trade Organization (WTO) on June 2014 to be the 160th member and
the 7th Least Development Country (LDC) enrolled this organization since its estab-
lishment in 1995. As a result, it is vital to determine the elements and factors shaping
and influencing the creation and the intensity of international trade between Yemen and
other countries [1].

One of factors influencing International Trade is financing the transactions which it
is fundamental for turning the wheels of global commerce. However, challenges still
remain in mitigating risks and improving operational efficiency. The greatest challenge
in trade finance is the significant operational cost and risk involved in the paper-based
transactions with instruments such as Documentary Letters of Credit and Documentary
Collection [2]. Efforts to digitize manual solutions started decades ago, and there had
been attempts by both industry players and banks to deliver new solutions to digitize
various parts of the trade finance value chain, five potentially disruptive technologies
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had emerged in trade finance over recent years: Electronic Letter of Credit (e-LC),
MT798, Bank Payment Obligation (BPO), Electronic Bill of Lading (e-BL) and
Blockchain technology [2].

Financing trade transactions using traditional instruments is conditional with
complied paper-based documents presented by sellers to buyers via banks. This tra-
ditional mechanism causes delay in payment as the physical transferring of documents
from country to another takes time in addition to the time of checking these documents
by involved banks [3]. The consumed time in this mechanism and the fact of docu-
ments fraud possibility is increasing the operational risk, cost and reduce the payment
efficiency. Therefore, there were many attempts to replace the paper-based documents
by “data” in order to avoid the negative side effects resulted by utilizing paper-based
documents. The digitizing processes had started in many leader banks around the
world, and because this new technology didn’t be adopted yet by Yemeni banking
sector, this study aimed to answer the research question,What are the limitations which
prevent adopting digitized trade finance instruments in Yemeni banking sector?

This study will contribute to determine the limitations and restrictions of adopting
paper-less trade services in Yemeni banking sector in order to be dominated by using
the findings and recommendations of the study as a guideline to adopt such modern
instruments of trade finance by Yemeni banks. On other hand, this study will be a good
contributor to spread up the culture of paper-less trade finance and digitizing tech-
nologies among banks operating in Yemeni banking sector in order to be prepared to
enter the digital era successfully.

1.1 Scope of the Study

The main provider for trade finance services in Yemen are the banks. Therefore, the
scope of the study was the banking sector in Yemen. The researcher had collected
primary data from the headquarters of analyzed banks in Sana’a city because trade
finance operations of Yemeni banks are centralized in their headquarters.

2 Literature Review

Financing trade transactions is one of the core services conducted by banks operating in
Yemen and it represents a major source for commissions to them, for instance, the
commission of trade finance services in Yemen Commercial Bank was representing
75% and 74% of total commission of banking services offered in 2012 and 2013
respectively [4] and the same case in Tadhamon International Islamic Bank, the
commission of trade finance services was representing 75% and 71% of total com-
mission of banking services offered in 2013 and 2014 respectively [5].

All trade finance instruments used in Yemeni banking sector are considering under
paper-based category which means that payment is correlating directly to complied
documents in order to be proceeded, such as documentary letters of credit, docu-
mentary collections and letters of guarantees [6]. Earlier studies defined that Paper-
based trade finance instruments are facing some problems in terms of cost efficiency,

Limitations of Digitizing Trade Finance Services in Yemeni Banking Sector 67



fraud and security and despite the enlargement of hardware and software technology
that had created electronic substitutes to paper documents, many banks around the
world still using traditional paper-based documents in their trade services [7].

Banks are facing a strong competitive coerce caused from demand-oriented market.
This trend goes in line with the increasing usage of internet-based financial services. As
a result, corporate clients are expecting lower prices and faster service processing in
trade finance transactions. However, a major problem is the reliance of most banks on
paper documents due to legal limitations. Consequently, many of papers are used in
banks and in order to facilitate enhancing efficiency, a major opportunity was seen in
digitizing these documents [8].

In order to be able to carry out trade with electronic documents, the existing trade
payment methods should also be simplified and modified to the electronic environment.
Electronic environment permits eliminating the complexities of paper-based procedures
and it will be suitable to be used in a single platform to replace traditional payment
methods if possible [9].

2.1 Traditional Paper-Based Payment Methods

Payment methods are fundamental of the trade transaction in which banks often play
the role of financial intermediation between the parties of the transaction. The risk of
these payment methods varies from one method to another, either from the perspective
of the exporter or buyer [10]. The payment method is chosen based on the commercial
status between the two parties, If the exporter is in a better commercial position than the
importer, he will impose the less risky means of payment for him to ensure. Con-
versely, if the importer is in a better commercial position than the exporter, he will
impose the least risky means of payment for him, and there are balanced methods of
payment that protect the rights of both parties to the trade process in varying pro-
portions [11]. Generally, there are four main methods of payment in trade; each of them
implies a little different balance of risk between importer and exporter.

Cash in Advance. Cash in advance is the safest payment method for exporter as the
latter arrange to receive funds from importer before shipping the goods, leaving the
importer at big risk that the exporter will not comply with all the contract terms and
conditions, however, this method is infrequent in competitive market which make the
exporter resort to use this method partially (e.g., 10–30% Advance Payment) which
considered more acceptable to the importer than full advance payment method [12].
Advance payment terms can be proceeded as a particular payment method and can be
integrated into a letter of credit, which allow the exporter to receive an advance a
percentage of LC value against presentation a certain documents to the issuing bank [10].

Letters of Credit. Letter of Credit had been described as ‘the lifeblood of international
commerce’ after World War I, and it was considered to be the most accepted trade
finance instruments of payment guaranteed by third party, usually a bank, and it is a
document issued by the importer’s bank to undertake paying the exporter against pre-
sentation complied documents with the terms and conditions of the LC [13]. These
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documents (e.g., Commercial invoice, bill of lading, inspection certificate) are providing
an essential proof that the goods had been accurately shipped to the importer [14].

Documentary Collection. Documentary Collection is an international payment
method, but it is not as safe as a letter of credit for the exporter. Under this method of
payment, the exporter ships the goods and sends the shipping documents to the
importer’s bank with preparing to take the risk that the importer will not accept the
documents and accordingly will not pay the documents value [15].

Open Account. In contrary to Cash in Advance method, Open account represents the
safest payment method for importer. Open account is typically used in long-established
relationships, as the exporter has a risk exposure to payment delays and/or payment
defaults. The exporter ships the goods along with related documents to importer and the
latter pays as agreed with the exporter whether at the sight of the documents or after
period of time [16].

2.2 Digitized Instruments of Trade Finance

Technology and banking services had a long and close association. Both of them had
been benefitting significantly by this association. In 1974, most of LCs were trans-
mitted by telex, cable or mail. Article 4 of the UCP1 (1974 revised version) reflected
this practice by listing “cable, telegram or telex” as the means to advise LCs [17].
However, the 1983 revised version of UCP had replaced these means with the term
“teletransmission,” which made a remarkable move in banking practice. In less than a
decade, the interbank LC messages changed from paper communications to tele-
transmissions. A closer look at the evolution of LC format expose that the move to an
electronic format started many years earlier with the introduction of cabled and telexed
LCs [17].

Society of Worldwide Interbank Financial Telecommunication (SWIFT) estab-
lished in 1973 as a bank-owned, Belgian, not-for-profit cooperative organization. Its
intention was to facilitate the communication of bank-to-bank financial transaction
messages. This new method of telecommunication between banks had saved many
costs in comparing with using telex in the early 1980s which encourage adopting a
method of electronic communication recognized as Electronic Data Interchange
(EDI) [17].

According to the 10th edition of the ICC2 Banking Commission annual global
survey on trade finance for 2018 which covered 251 respondents from banks in 91
countries, 12% of respondents confirmed that they had implemented technology solu-
tions successfully, 49% of the respondents confirmed that they are in developing level
and the technological solutions are under progress, 37% of respondents said imple-
menting some form of technology solutions is not in their agenda currently, however
30% are planning to implement such solutions in the next one or two years [18].

1 Uniform Customs and Practice for Documentary Credits which issued by International Chamber of
Commerce, Paris.

2 International Chamber of Commerce, Paris.
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Digital innovations in the customer edge can generate more valuable relationships, and
by automating many difficult paper-based procedures, digitizing technology can
decrease operational costs and increase a bank’s operational path without needing more
staff. The next generation of trade finance technologies such as e-LCs, SWIFT for
corporate (MT798), BPOs, e-BLs and Blockchain technology may push trade toward
the paper-less business long envisaged [18, 19].

Electronic Letter of Credit (e-LC). Like paper-based letter of credit, e-LC developed
as one of the improvements to meet the demand of international trade. The effects of
technology innovations on trade practices sharpened the appetite for excessive trade
and competitiveness in the trade industry [20]. As an approach to ease some of the
international trade transactions payment difficulties, some traders started to use of an
electronic letters of credit, where all related documents are in a digital form, with better
transactions speed and more efficiency at lower costs. However, this method demanded
some legal construction to govern its operation. The main legal limitation is the lack of
legal acknowledgment by the courts because of their nature, being data messages, and
lack of acknowledgment in digital signatures and digital contracts, especially in
developing countries and least developing countries [3].

SWIFT for Corporate (MT798). MT798, which known as “trade envelope”, is an
authenticated SWIFT message that permits exchange of trade data under category 7 of
SWIFT messages such as MT700 and MT760 between corporations and member
Banks of the SWIFT system in order to reduce process complication and allows cor-
porations to deal from multiple banks easily [21–23].

Bank Payment Obligation (BPO). ICC had defined BPO as “an irrevocable and
independent undertaking of an Obligor Bank to pay or incur a deferred payment
obligation and pay at maturity a specified amount to a Recipient Bank following
Submission of all data sets required by an Established Baseline and resulting in a Data
Match or an acceptance of a Data Mismatch” [24].

Instead of physical documents being presented to banks as is the case with tradi-
tional LCs, trade data is electronically submitted by both buyer and seller to their banks
to be matched automatically on a special platform called a Transaction Matching
Application (TMA) via the standard format ISO20022 TSMT (Trade Services Man-
agement). This is an XML standard intended completely for exchanging data among
involved banks and the Transaction Matching Application. The matching takes place
via the latter application against an established ‘baseline’. Only regulated banks have
access to Transaction Matching Application to undertake these transactions [25, 26].

Electronic Bill of Lading (e-BL). Bill of Lading can be considered as the most
essential documents in trade because of its function as evidence that goods shipped to
importer’s country and it indicates the ownership of the goods. Consequently, the
attempts to digitize such vital documents started since around the eighties of last
century, but only in recent years we had practical solutions from Bolero and essDOCS
as a digital document platforms seek to lead the industry toward paper-less trade by
transmitting shipping documents immediately and electronically among commercial
parties [27] in order to shorten the payment settlement process and improve the position
of exporters’ working capital [28].
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Blockchain Technology. From a technical perspective, the Blockchain is defined as a
distributed simulated database that permits secure transactions without a central
authority. From a functional perspective, the Blockchain key element is the absence of
a central authority for transaction validation, which is performed by a peer-to-peer
network throughout a consensus process. A Blockchain system is composed by two
types of entities [29]:

• Participants, who execute operations secured by means of cryptographic signatures.
• A peer-to-peer network of nodes, selected to certify transactions and to contribute in

the consensus process.

To avoid the complexity of traditional paper-based trade finance, a Blockchain
technology had outlined a solution using smart contracts which can speed up and
automate this process of trade finance [29, 30].

2.3 Digitizing Readiness and Limitation in Yemen

According to the Ministry of Telecommunication’s proposal to adopt an ICT strategy,
the name of the Ministry was modified to the Ministry of Telecommunications and IT
in 2003. As part of the national strategy to support integrated development plans for the
years 2001–2005, the plan to deliver and facilitate ICT services met government
approval. This is supported by the Ministry’s announcement of the commencing a
national program for IT (E-government) in 2002 [31, 32].

Internet Connectivity. Since 1995, the Republic of Yemen’s connection to the
external world was enabled via fiber optic network through a sea cable extending
226 km to Djibouti and to other Arab countries, South-East Asia and Europe. How-
ever, the internet service was launched the following year by a sole provider “Tele-
Yemen”, a company possessed by the British Cable and Wireless Company and the
Yemeni government with a 51% and 49% division respectively and at the end of 2003
the ownership of the company transferred to the government to become the Public
Telecommunication Corporation. Moreover, since its launching in 1996, the dial-up
continued the means for Internet access. The number of subscribers in 2012 was
857,970 showing a significant increase from 455,429 in 2009. This was followed by
the introduction of the ISDN in 2001 at a speed of 64 Kb/s and then at 128 Kb/s [33].

Legal and Regulation Environment. The legal and regulatory environment in
Yemen is unsatisfactory for the activation of ICT sector’s role. The Law of
Telecommunications and IT Bill which was concurred by the Yemeni government
under resolution 393 for year 2008 and transferring it to the parliament in preparation
for its concurrence. The parliament in its turn transferred the bill to a committee since
2009 and it had not been concurred yet. Law No. 13 for the year 2012 regarding the
right access information had already been discussed [33].
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3 Methodology

A Qualitative research method had been chosen to conduct the research due to the
exploratory nature of the study to investigate the limitations of adopting new tech-
nologies to digitize trade finance services in Yemeni banking sector which consists of
13 banks representing the population of the study. Only eight banks will be analyzed as
a sample of the study for the following reasons: imprecise

• The selected banks represent sixty two percent of the study’s population.
• The selected banks are mix of all banking categories in Yemeni banking sector (two

Foreign banks, two Islamic banks and four Commercial banks).
• The selected banks are the top eight banks in terms of trade finance transactions

according to the extracted data from their Financial Statements of the years (2010–
2015) which compared the outstanding liabilities of trade finance products as at end
of each year and the related commissions gained under these products (Please see
Appendices No. 1 & 2).

A face to face semi-structured interview had been conducted with eleven of the
examined banks’ trade finance senior managers. In spite of the fact that a structured
interview had a formalized and restricted set of questions, a semi-structured interview is
flexible, permitting new questions to be brought up during the interview as a result of
what the interviewee says. This was necessary since the experiences of the interviewees
add more value to the research; however, the semi-structured interview was based on a
framework of themes to be investigated, which driven the interview to discover the

Table 1. Population and sample of the study

Population Sample

1. Arab Bank PLC (AB) 1. Arab Bank PLC
2. Cooperative Agriculture Credit Bank (CAC) 2. Cooperative Agriculture Credit

Bank
3. International Bank of Yemen (IBY) 3. International Bank of Yemen
4. Islamic Bank for Finance & Invest. (IBFI) 4. Saba Islamic Bank
5. National Bank of Yemen (NBY) 5. Tadhamon International Islamic

Bank
6. Qatar National Bank (QNB) 6. United Bank Limited
7. Saba Islamic Bank (SIB) 7. Yemen Bank for Recon. and

Develop.
8. Shamil Bank of Yemen & Bahrain (SBYB) 8. Yemen Commercial Bank
9. Tadhamon International Islamic Bank (TIIB)
10. United Bank Limited (UBL)
11. Yemen Bank for Recon. and Develop. (YBRD)
12. Yemen Commercial Bank (YCB)
13. Yemen Kuwait Bank for Trade and Invest.
(YKB)
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most critical perspectives (please see Appendices No. 3 & 4). According to Fusch and
Ness [34], data saturation is reached when there is sufficient data to imitate the study,
when the ability to obtain additional new information has been accomplished, and
when further coding is no longer viable. The researcher had noticed, during the eighth
interview, that the data gathered from interviews were repeated and no new information
can be added. However, he continued conducting interviews up to eleven interviews to
ensure that no new data could be added enriching the study.

3.1 Data Analysis

The researcher had depended on the Thematic Analysis approach to analyze the pri-
mary data gathered from the conducted interviews and followed the six phases
developed by Braun and Clarke [35] under this approach of analysis as per the
following:

Familiarization with Data. After finishing the interview sessions, the researcher had
transcribed the data into written form and before reading these transcripts; the
researcher had created a “start list” of possible codes with a description of represen-
tations of each code.

Generating Initial Codes. When the data got familiar, the researcher had generated an
initial list of items from the data set that had a reoccurring pattern and started the
coding process attempting to go beyond surface meaning of the data to make sense of
the data and express accurate information of what the data means. The researcher had
used the software ATLAS.ti for coding process and strived to improve these codes by
adding, subtracting, combining or splitting possible codes.

Searching for Themes. Themes are sentences or phrases that recognize what the data
means; they label an outcome of coding for analytic consideration. In this phase, the
researcher had begun examining how codes combine to form over-reaching themes in
the data. The researcher had prepared a list of themes and began to focus on broader
patterns in the data, merging coded data with proposed themes in order to consider how
relationships are formed between codes and themes.

Reviewing Themes. In this phase, the researcher had reviewed coded data extracted in
order to identify if themes form had logical patterns, then started assessing if the
possible thematic map accurately reflects the meanings in the data set in order to
provide an accurate representation of interviewees’ experiences. By the end of this
phase, the researcher had an idea of what themes are and how they fit together so that
they convey consistent information of gathered data.

Defining and Naming Themes. The researcher had considered themes within the
whole depiction and also as independent themes in order to identify whether current
themes contain sub-themes and to discover further depth of themes. The researcher had
conducted and noted a detailed analysis to identify the story of each theme and its
importance.
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Producing the Report. Finally, the researcher began the process of writing the final
report and accordingly deciding on themes that make significant contributions to
answer research questions. The aim of this phase is to write the thematic analysis to
convey the complicated gathered data in a way that persuades the reader of the validity
and merit of the analysis.

4 Findings

As a result of data analysis, a final thematic map had been illustrated in order to be the
base of finalizing the findings of the study accordingly.

4.1 Organizational Limitations

According to the response of interviewees there are many organizational limitations for
digitizing trade finance services, can be summarized by the following:

1. Resistance to change: This limitation has been shown in the respondents answers
from two different perspectives, the first one was focusing on the resistance of
changes from the customer side as all interviewees had confirmed that the most of
their corporate customers are avoiding the electronic presentation of documents
under trade finance transactions as they are not capable to use the same, in addition
that a number of corporate customers are not educated well which make them afraid
to utilize such technology in their business. The other perspective of changes
resistance was focusing on the banks’ employees who fear losing their jobs as some

Limitations of Trade 
Finance Digitizing 

Organizational 
Limitations 

Resistance to Change

Legal Deficiencies

Technical 
Limitations 

IT Management 

IT Skills and Training

IT Infrastructure 

Adoption 
Limitations
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Online Transactions Trust

 erutluC

Fig. 1. Final thematic map
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interviewees had a point of view that adoption such technology will cause decrease
of the staff numbers especially those whom work in examination of documents and
archiving process.

2. Legal Deficiencies: According to interviewees, the local laws and regulations have
a huge lack in terms of paper-based trade finance transactions if compared with
international laws or rules issued by ICC in this regard. For this weak legal envi-
ronment, adoption digitizing technology will create a big challenge to the concerned
governmental authorities to update the current law and to create new laws for the
electronic documents in order to have a legal back for the digitizing transactions and
protect the rights of involved parties whether banks, exporters or importers.

4.2 Technical Limitations

The interviewees had mentioned the following technical limitations:

1. IT Management: Some interviewees had complained that their IT managements
have some negligence from the top management in terms of budget and providing
the latest updated software to the users. Top managements in those banks are trying
to decrease the general expenses on the account of IT division which cause many
technical issue and inability to adopt new technologies.

2. IT Skills and Training: According to the information collected by interviewees,
the IT skills of the staff represents an obstacle to use new systems or adopt new
technologies as most of staff has the basic IT knowledges to run their ordinary
duties and the percentage of IT training courses are too small comparing with other
banking aspects training courses.

3. IT Infrastructure: The current telecommunications infrastructure is not effective
enough to deliver digitized trade finance services as shown in all answers of
interviewees due to the continuous failure of the service.

4.3 Adoption Limitations

Adoption limitations can be summarized by the following:

1. Awareness: The awareness of the importance of digitized trade finance services is
very low in banks and corporate customers as well. The corporate customers are not
aware because the available paper-based instruments are enough for them to run
their business and the banks are not aware because there is no demand from their
customers to affect such technology in their trade finance services.

2. Online Transaction Trust: Most of corporate customers do not trust the banking
transactions via online platforms and prefer the paper-based procedures. The rea-
sons of this distrust, according to the interviewees, are the lack of awareness as
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explained in previous point, lack of effective IT solving problems support from the
banks provide the e-banking services and the culture of the society which will be
explained in next point.

3. Culture: Subject to interviewees examples, the Yemeni culture is correlated with
paper-based documents since long time. This appears with the preference of using
banknotes instead of ATM cards, the property ownership documents, contracts and
governmental transactions. The paper-based documents give the impression that all
rights are preserved in papers which make this limitation a big challenge to enter
digital era effectively.

5 Recommendations

Based on findings of the study a number of recommendations have been made to the
governmental authorities and to banks operating in Yemen as well.

5.1 Recommendations to Governmental Authorities

The below recommendations are approaching the legal authorities, Central bank of
Yemen, Chamber of commerce and Industry and Ministry of communications and IT.

1. The concerned legal authorities should work on updating the articles related to trade
finance transactions in the current commercial law and create new law for electronic
transactions and documents.

2. Chamber of commerce and Industry should promote for the digitization solutions in
this field among its member from exporters and importers in order to create the
awareness to them which consequently create the required demand to these digitized
instruments.

3. Central Bank of Yemen has an effective role in banking sector and it can encourage
banks to use this new trend as the first stage, then start to create a mechanism to
manage the process of digitizing trade finance services and circular it to all banks.

4. Ministry of Communications and IT should upgrade the current infrastructure in
order to be capable for the digitized trade finance instruments as the IT infras-
tructure is an essential asset for this project.

5.2 Recommendations to Banks Operating in Yemen

In addition to the above recommendation which approached the governmental
authorities, the below recommendations are approaching the banks operating in
Yemeni banking sector.

1. The banks should carry out awareness campaigns among their staff that the adoption
of digital services does not mean abandoning traditional ones. Therefore, the
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chances of losing jobs are small and they have to clarify that increasing the quality
and variety of services means creating new job opportunity and increasing the
profitability of the bank and thus reducing the chances of jobs losing. This pro-
cedure is important for reducing staff resistance to change. On the other hand, the
banks should market ideas and digital solutions among its customers to support the
promotional role that is supposed to be carried out by the Chamber of Commerce
and Industry under the recommendation No. 2 addressed to governmental author-
ities and thus helps to reduce the resistance to change among banks’ customers.

2. Banks should increase their investment in IT managements and increasing their
budgets to increase their efficiency to be appropriate for adopting digital technology
solutions. Investment in the technological aspect is a well-worthy investment for
any business nowadays as the global trend indicates that the technological solutions
will be the dominant business in the near future.

3. Banks should pay attention to train their staff on the technological aspect. Training
should not be limited to IT staff only, but must include all employees, especially
those working in the trade finance division, to be qualified for the requirements of
the new technologies.

4. The role of banks is not limited to the activation of electronic services, but they
must promote them and provide appropriate offers that encourage customers to use
them, such as reducing service fees and providing effective support services for the
purpose of reducing customer complaints for this type of services and accordingly
increasing the trust to such services.

5. Increasing trust in e-services will contribute, albeit slightly, to change the dominant
paper-based culture of bank’ customers gradually and banks play an effective role to
increase the awareness to their customers about the importance and effectiveness of
e-services compared to paper-based ones. It’s recommended also that all banks
operating in Yemen agree to impose additional fees on traditional services and
exempt electronic services from fees for the purpose of encouraging customers to
run their business through the electronic channels and thus contribute to changing
the dominant paper-based culture.

6 Limitations of the Study

1. The current situation in Yemen. As a result of the ongoing conflict in Yemen
during the time of conducting this study and freezing of the main air and sea ports in
Yemen, the trade statistics has been dropped down in terms of importing and
exporting as well and this collapse reflected negatively to the activities of trade
finance in banks and accordingly to their desire to improve their quality of services.
Furthermore, most of Yemeni banks didn’t publish their financial statements for
2016 upfront which limit this study to the financial figures from 2010 to 2015 only.

2. The scope of the study. Yemeni banking sector is the scope of this study, which
means that the findings and recommendations which will be associated with this
research cannot, necessarily, be applied to other banking sectors in other least
developing countries.
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3. Other commercial parties than banks. This study focused on digitizing trade
finance services in banks without any direct consideration to the opinions of other
trade business parties i.e. exporters and importers in Yemen which can contribute to
the outcomes of this study.

7 Future Research

Given the limitations of the study, there can be suggested future research in the fol-
lowing points:

1. Expand the sample of the study population including Central Bank of Yemen upon
finishing the ongoing conflict in Yemen to get more experience in order to deter-
mine more limitations.

2. This study can be an applicable base for other researchers whom need to investigate
the limitations of trade finance digitizing in any other banking sector outside Yemen
especially for least development countries.

3. Future studies can approach other commercial parties such as exporters, importers,
custom authority, insurance companies and others (if applicable) to investigate the
limitations from their perspectives.

4. Other researchers can go deeper and analyze each limitation in a separate study such
as the legal limitations and technical limitation which can be a field for valued
future researches.

8 Conclusion

The study aimed to investigate the limitations of digitizing trade finance services in
Yemeni banking sector. For this purpose, a research question had been framed to
interrogate the limitations of digitizing trade finance services in Yemeni banks. In order
to answer this question, a qualitative methodology had been approached via face-to-
face interviews conducted with trade finance senior managers of examined banks. The
primary data gathered from these interviews had been analyzed using thematic
approach with supporting of ATLAS.ti software. Consequently, the findings divided
the limitations into three categories, organizational limitations, technical limitations and
adoption limitations. After reviewing the literature and the analyzing the primary data
through face-to-face interviews conducted, the research question had been answered.
The findings showed that the limitations of trade finance digitizing had been catego-
rized into three categories, organizational limitations which summarized by resistance
to change, legal deficiencies and IT management. Technical Limitations which consist
of IT skills and training and IT infrastructure. Finally, Adoption Limitations which
summarized by awareness, online transaction trust and culture.

Acknowledgement. The author gratefully thanks his MBA supervisor Emad Al-Ramada.
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Appendix 3. Interview Guidelines

The interviewer had conducted the interviews basing on the following table as a
guideline. The questions provided in the interview were what mentioned in the table
under the category “Main Questions”. In addition to the questions of this category and
depending if the respondent had much to say about the subject, additional questions
were added under another category i.e. “Additional Questions” to get more information
and understand better their experiences. For ethical purpose, the study had guaranteed
the confidentiality and privacy of interviewees by avoiding of collecting any personal
information that may identify them and the recording of the interviews had been
conducted only after the verbal approval of interviewees that allows the researcher to
record the interview session. Following table summarizes the guidelines of the
interview.

Main questions Additional questions

What is the current readiness status of your
bank to adopt digitizing technologies to your
trade finance services in your bank and what
are the limitations which will prevent this
adopting?

Could you please classify the limitations into
categories?

What are the requirements of adopting
digitization technologies to trade finance
services in your bank?

Do you apply, currently, any type of paper-
less technologies to facilitate your trade
finance services

Appendix 4. Details of Sample Analyzed and Interviewees

The bank Region Ownership of
capital

Interviewees
no.

Males Female

Arab Bank PLC Sana’a Foreign 1 1 0
Cooperative Agriculture
Credit Bank

Sana’a Government 3 2 1

International Bank of
Yemen

Sana’a Private Sector
85%

1 0 1

Foreign 15%
Saba Islamic Bank Sana’a Private Sector

85%
1 1 0

Foreign 15%
Tadhamon International
Islamic Bank

Sana’a Private Sector
96.7%

1 1 0

Foreign 3.3%
United Bank Limited Sana’a Foreign 1 1 0

(continued)
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(continued)

The bank Region Ownership of
capital

Interviewees
no.

Males Female

Yemen Bank for Recon.
and Develop.

Sana’a Government
51%

1 1 0

Private Sector
49%

Yemen Commercial Bank Sana’a Private Sector
90%

2 2 0

Government
10%

Total 11 9 2
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Abstract. In the marketing literature of sustainable tourism, a debate is emerging
around the perception of guests and their behavior regarding the sustainable
aspects of a hotel. Clients leave electronic traces in all travel-related activities,
providing comments on community websites or through online surveys. Hence,
social networks offer a valuable database of feedback about guest stays in hotels.
Since the studied context is still emerging and needs to be explored, we have
initiated a Netnographic study as a method of data collection. Our research pro-
poses to study the comments on the travel website “HolidayCheck” of guests who
have had a recent experience in a Tunisian hotel of the international channel
MagicLife (ML). The aim is to explore the main facets of a hotel’s societal
strategic orientation in their verbatim namely: physical well-being, psychological
well-being, environmental orientation, social relations and economic contribu-
tion. The results indicate the presence of the societal dimensions in the online
evaluations of the guests but in a disproportionate way. Positive and negative
connotations are also present in the feedbacks of these guests.
The major implications for hoteliers highlight the need to understand how

potential consumers perceive societal dimensions and possibly how this affects
their reservation interests. Also, this study allows optimizing the hotels’
decision-making and investments in societal strategic orientation.

Keywords: Societal strategic orientation � Hospitality � Social networks �
Content analysis � Netnographic study

1 Introduction

The tourism industry is known as the world’s leading industry. Lozato-Giotart et al.
(2012) described it as a planetary power with regard to the different types of flows
generated. According to the UNWTO (2018)1, the number of international tourists in
the world continued to increase sharply (+6%), reaching 1.4 billion people. Based on
the forecasts put forward by the UNWTO, this number will reach more than 1.6 billion
in 2020 and 1.8 billion by 2030. It is easy then to imagine the consequences of these
tourist flows on the degradation of the environment and on the host community, if

1 http://www2.unwto.org/press-release/2019-01-21/international-tourist-arrivals-reach-14-billion-
two-years-ahead-forecasts (Jan 2019).
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sustainable practices within the sector will not be realized. In this sense, Seguin and
Rouzet (2010) underlined the necessity and urgency of integrating sustainable devel-
opment (SD) issues into tourism activities.

Corporate Social Responsibility (CSR) is considered to be the corporate concept of
SD. SD and CSR emphasize the goal of collective well-being, but do not propose how
to implement societal concerns (ecological, social and economic). Moreover, consid-
ering the geometric variability and the blurring character of CSR, a substitutable
construct to the CSR concept is adopted in this study, which’s more adapted to the
hospitality industry. According to some scholars, (Kang and James 2007; Dodds and
Joppe 2005; Prud’homme and Raymond 2016) it is relevant to show how to proceed
the implementation of the sustainability aspects or societal issues into the management
of a company.

Our research draws on a societal strategic orientation (SSO) (Kang and James 2007;
Koubaa 2017; Koubaa and Triki 2017). This strategic orientation integrates not only
the main ecological, social and economic dimensions but also two other facets related
to the physical well-being and psychological well-being of guests. Based on an inte-
grated management system, SSO describes the real functioning of all hotel processes
and presents traceability with regard to the implementation of the societal concerns in
these processes.

In the academic world dealing with the marketing of sustainable tourism, a debate
is emerging around the perception of guests and their behavior vis-à-vis the sustainable
aspects of a hotel. Ponnapureddy et al. (2017) indicated that German tourists could be
motivated to book a sustainable hotel if sustainability aspects and amenities have been
communicated in a way that inspires trust in marketing materials. Sindhuri et al. (2017)
highlighted the need to understand how potential customers perceive sustainability and
how this affects their booking intentions. In a very recent article, Vinzenz (2019)
argued that hotel SD efforts are an important additional criterion that affects guest
booking behavior.

In the business world, the Accor Group (2016)2 questioned the sensitivity of
customers to SD by conducting a study in 7 countries. It turns out that SD is an
important issue for all customers with differing nationalities. Germans seem to be the
most concerned about SD (in ecological terms) than other nationalities. In terms of
booking a hotel room, the respondents expressed that the SD is a non-priority choice
criterion, but they are ready to support hoteliers in certain actions (sending invoices by
mail, sorting waste, reuse of towels, etc.). Another result indicates that respondents are
not willing to sacrifice comfort or location for responsible hotels and that they are
interested in living a local experience during their stay (concrete social measures, visits,
walks, local gastronomy, handicrafts, etc.). Finally, it seems that the Internet is the best
way for them to learn about the local experiences they could benefit from.

Indeed, the tourism and hospitality sector is experiencing a digital revolution in
terms of information processes, marketing decision, loyalty, positive and negative
feedback, etc. To keep pace with customers who are increasingly fond of technology,
new hotel and tourism activities have emerged. Social networks, artificial intelligence,

2 http://www.id-tourisme.fr/etude-accorhotels-engagement-developpementdurable/ (Dec 2018).
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mobile applications, geofencing allow the company to be closer to its customers.
According to Kumar (2018) technological developments now enables companies to
combine data across various social media platforms and generate benefits for all
stakeholders.

Leung et al. (2013) pointed out the strategic role of social media in travelers’
decision-making (travel planning process) and for tourism suppliers’ competitiveness.
The travel websites are relational platforms of web 2.0, focused essentially on reviews’
experiences (travel/hotel experience) and generated content (User Generated Content-
UGC/Consumer Generated content- CGC). The most popular travel sites are: Book-
ing.com, TripAdvisor, Expedia, HolidayCheck, etc.

Recent studies outline the widespread use of social networks in tourism (Barreda
and Bilgihan 2013; Neirotti et al. 2016; Sthapit 2018; Sthapit and Coudounaris 2018).
Barreda and Bilgihan (2013) analyzed travelers’ reviews content from the TripAdvisor
site and recommend to hoteliers to improve their services and to enhance their brand
image by gaining knowledge from online comments. In a similar way, Sthapit (2018)
used CGC to explore the components which contribute to a memorable hotel
experience.

Based on the previous discussion, we wonder about the following questions:

1. What are the societal dimensions stated in the online reviews of German guests?
2. What are the connotations generated from the guests’ reviews?
3. What lessons to be learned by managers for marketing decision-making?

Our research consists of a netnographic study based on the Guests’ online com-
ments of a Tunisian hotel that has invested heavily in societal dimensions. The main
objective is to explore and analyze the main facets of a societal strategic orientation in
their verbatim.

2 Sustainable Development (SD) and Corporate Social
Responsibility (CSR): Application to the Tourism Sector

The most notorious definition was proposed in 1987 by the World Commission on
Environment and Development (WCED). This commission proposes for the first time a
global definition of the SD concept: “development that meets the needs of the present,
without compromising the ability of future generations to meet theirs” (Thomsen 2013).

The concept SD is a macro concept and can be applied to the company. Thus,
managers are called upon to campaign for a balance between economic, social and
ecological objectives that are, a priori, divergent. Improving the well-being of the
community through discretionary practices (Kotler and Lee 2005); volunteerism,
obligations towards stakeholders, corporate citizenship (Pasquero 2007); consideration
of the positive and negative impacts of the company’s activities on society (Wood
1991, Gond and Igalens 2008) are examples that define the company’s societal con-
cerns for improving human health and quality of life based on societal practices.

The angle of analysis that has the most weighting in the concepts mentioned above
(sustainability, human well-being, ecological well-being, etc.) is based on an antici-
patory management that really integrates all kinds of impacts.
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2.1 Sustainable Tourism

Brial (2011) told that “the volume of business in the tourism sector exceeds that of the
oil, food or automotive industries”. This shows the dynamic of the tourism sector and
the socio-economic progress it can generate.

Tourism contributes significantly to the creation of jobs and wealth for several
countries. It also generates relations between different actors and stakeholders such as
tourists, employees, the environment (the biosphere), tourism federations, the gov-
ernment, tour operators, pressure groups (Sautter and Leisen 1999; Imran et al. 2011).
However, tourism is consumer of scarce resources (water) and therefore competes with
the local community. It also contributes significantly to pollution (excessive energy
consumption and waste management problems) and therefore represents a source of
degradation of the ecosystem and biodiversity that can lead to sometimes irreversible
damage (Imran et al. 2011).

Combining tourism activities with sustainability becomes unavoidable and extre-
mely urgent, and this is not confined to a form or activity of tourism. UNWTO and
UNEP (2005)3 stressed the need to make all forms of tourism sustainable, including
mass tourism and all destinations. All forms of business and leisure tourism are then
concerned. In line with this reflection, sustainable tourism is expressed simply as:
“Tourism that takes full account of its current and future economic, social and envi-
ronmental impacts, meeting the needs of visitors, professionals, the environment and
host communities” (UNEP 2005)4. In a similar way, Jamrozy (2007) suggested an
integration of tourism into a holistic, sustainable, quality of life marketing approach of
living communities.

Sustainability aspects in the hotel industry are environmental, social and economic.As
part of the first aspect, waste management (reduction, sorting, recycling, recovery, etc.),
water management (reduction of water consumption, reduction of the polluting load of
wastewater, etc.), energymanagement (regularmonitoring of consumption, etc.), acoustic
management (acoustic comfort of buildings, etc.), air quality and landscape integration.
As for the social aspect, it covers internal social processes (non-discrimination, equity
between employees, gifts to employees, etc.) aswell as external ones (the prosperity of the
local community, cultural richness, support of local organizations, etc.). Finally, the
economic aspect concerns the contribution to the wealth of stakeholders.

2.2 Societal Dimensions

Under the prism of sustainability, hotel managers need to focus on CSR concept and
the integration of societal practices within their activities. Given the absence of
unanimous definition of CSR construct (Combes 2005; Whitehouse 2006; Matten and
Moon 2008), its contextual character (Maignan and Ralston 2002; Visser 2006) and the
difficulties about the implementation of societal concerns or sustainability aspects, our
research adopt a substitutable construct to CSR, which is considered more appropriate
to the hospitality industry.

3 http://www.unep.fr/shared/publications/pdf/dtix0592xpa-tourismpolicyen.pdf (May 2016).
4 Ibid.
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In the tourism industry, Dodds and Joppe (2005) stated that “It is difficult to make
generalizations about CSR without first examining the context in which sustainable
tourism operates, its demand and also assessing the numerous certification schemes,
codes of conduct and best practices within the industry”. In the same line, Prud’homme
and Raymond (2016) showed why and how hotel managers proceeded to develop and
to implement a sustainable orientation, taking into account the contextual factors.

Drawing on a qualitative study of a Tunisian hotel5 in the MLchannel (Koubaa
2017; Koubaa and Triki 2017) and based on literature review, in particular Kang and
James (2007) research, the societal strategic orientation (SSO) construct has emerged.
SSO is a more adapted concept to the hotel industry. SSO was founded on the adoption
of an integrated management system (labels, quality certificates, etc.), a global
reflection of all the activities of the hotel on the themes of “Quality-Safety-
Environment”.

The SSO concept highlights the implementation of societal and sustainable prac-
tices by the hotel and thus measures the degree of orientation of the hotel in terms of
deployment and implementation of these practices.

SSO is consistent with the interests of all stakeholders, but in this paper, we focus
essentially on guest as an important stakeholder for the hotel. Defined as a multidi-
mensional concept, SSO integrates within it five dimensions (Kang and James 2007;
Koubaa 2017; Koubaa and Triki 2017), namely:

1- Physical well-being (PW), defined as the degree by which the hotel offers a product
and/or a service that improves the physical well-being of guests, while reducing
physical hazards and risks (health care, safety, food security, etc.);

2- Psychological well-being (PSW), defined as the degree by which the hotel offers a
product and/or a service that generates psychological well-being to guests: hos-
pitality, entertainment, relaxation, offers magical moments of joy and pleasure,
nostalgic moments, etc.), while reducing the negative one (support and assistance
in case of problems);

3- Social Relationships and Initiatives (SR), defined as the degree by which the hotel
provides a product and/or a service that facilitates the development and improve-
ment of internal social relationships and external social relationships (community
and other stakeholders), while reducing negative impacts;

4- Environmental Orientation (EO), defined as the degree by which the hotel provides
a product and/or a service that is beneficial to the environment while limiting its
negative impacts (Environmental awareness, pollution prevention, waste manage-
ment, effective energy management, etc.);

5- Economic Contribution (EC), defined as the degree to which the hotel provides a
product and/or a service that is beneficial to guests and other stakeholders (em-
ployees, community, country, etc.), while reducing the losses.

Using a Netnographic approach, our exploratory study attempts to reveal these
societal dimensions in the guests’ online reviews.

5 The hotel is an Imperial Beach 5 stars having invested in an integrated management system (ISO
9001, ISO 14001 & ISO 22000), a system that certify the implementation of a SD approach.
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3 Digital Tourism Transformation

According to Bretonès (2011), many profound societal transformations have appeared.
The classic B2C or B2B models are transformed into C2B (Customers to Businesses).
We are seeing more dynamic and participative organizations, and will no longer be
client-oriented, they will be designed for the client with the client. Internet models,
such as “Facebook” or “LinkedIn”, facilitate individual connections and contribute to
the transformation of social relations.

Tourism industry has been deeply affected by ICT and the digital revolution,
especially in the era of Big Data (Sigala et al. 2012; Gretzel et al. 2015; Del Chiappa
and Baggio 2015; Koo et al. 2015; Del Vecchio et al. 2018a; Centobelli and Ndou
2019). Del Chiappa and Baggio (2015) stressed the crucial role of ICT, Internet of
Things (IoT) and Cloud Computing in providing instruments and platforms that can
facilitate the dissemination of information and knowledge among stakeholders. Smart
tourism is “a new buzzword applied to describe the increasing reliance of tourism
destinations, their industries and their tourists on emerging forms of ICT that allow for
massive amounts of data to be transformed into value propositions” Gretzel et al.
(2015). Similarly, Del Vecchio et al. (2018a) pointed out the role of huge social big
data generated from tourists (CGC) in developing opportunities for a smart tourism
destination. The aggregation of Big Data, as well as their, inter-connectivity, analysis,
integration, real-time synchronization and intelligent use of data (Fuchs et al. 2015;
Gretzel et al. 2015), are the main drivers of value creation. Value propositions are
created for tourism stakeholders such as hoteliers and tourists. According to Buhalis
and Amaranggana (2015), the objective of smart tourism destinations is to improve
potentially tourism experience through personalizing offers, maximizing tourists’ sat-
isfaction and contributing to destination competitiveness.

Despite the role played by Web 2.0 technologies in the production, consumption
and dissemination of information and knowledge (Sigala et al. 2012), Tavakoli and
Mura (2018) have shown that Web 2.0 allows limited netnographic studies, based
mainly on the analysis of texts published by tourists. New avenues with the evolution
of web platforms (Web 3.0, Web 4.0 and Web 5.0) could be more innovative, more
dynamic and dialogical, in particular in the field of tourism. Web 5.0 provides complex
and immersive interactions between machines and humans (Tavakoli and Mura 2018).

4 Symbiotic Relationship Between ICT and Sustainability
in Tourism Sector

The implementation of sustainability in an innovative way is becoming imperative for
tourism stakeholders. The General Secretary of UNWTO (June 2018)6underlined the
prominence of technology for a more universal approach to sustainable tourism
“Technology helps us to better manage our social, cultural and environmental impacts.

6 https://moderndiplomacy.eu/2018/06/29/use-technology-for-more-sustainable-tourism-
management/ (Dec 2018).
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And if well managed, tourism can act as an agent of positive change for more sus-
tainable lifestyles, destinations, and consumption and production patterns”.

Nowadays, the relationship between ICT and sustainability in tourism sector is
gaining increasing attention in the scientific community (Ali and Frew 2013; Ali and
Frew 2014; Del Chiappa and Baggio 2015; Gretzel et al. 2015; Lopez de Avila 2015;
Gössling 2017). Ali and Frew (2013) provided insights on how ICT can play an
important role in the management of sustainable tourism development. ICT is the
technology that use innovative tools (integrated system of software and networked
equipment) which facilitates data processing, information sharing, communication, etc.
Technology is used to reduce the negative impacts of tourism from demand and supply
side perspectives.

Other researchers describe the synergy between smart tourism and the development
of sustainable tourism. “Smart tourism has gained momentum in research fostered by
the revolution of the latest generation of information and communication technologies
and has rapidly become a leading stream of literature” (Femenia-Serra and Neuhofer
2018). Lopez de Avila (2015) put the link between the use of technologies and the
development of destination sustainability. He defined the smart tourism destination as:
“an innovative tourist destination, built on an infrastructure of state-of-the-art tech-
nology guaranteeing the sustainable development of tourist areas, accessible to
everyone, which facilitates the visitor’s interaction with and integration into his or her
surroundings, increases the quality of the experience at the destination, and improves
residents’ quality of life”.

Furthermore, Del Vecchio et al. (2018b) demonstrated how big data generated by
tourists on social media can be a source of open innovation supporting sustainable
tourism experiences in a destination. Kim and Kim (2017) specified the status and the
role of mobile technology in achieving sustainable and smart tourism.

5 Methodology

This section is structured as following: The first paragraph gives an overview on the
choice of the sector. The second paragraph presents the netnographic study. Then, we
will review the design of exploratory qualitative research and the content analysis of
the online comments of the guests.

5.1 Choice of the Hotel Sector

The choice of the sector is not arbitrary. It is pertinent to deal with two topical trends in
tourism and the hotel industry, namely: sustainability and digital transformation.

In the same vein, we will give an overview on some strategic axes of Tunisian
tourism. One of the noteworthy initiatives in this area is the one known as the
“Strategic Vision 3 + 1”7. A set of promising projects launched in 2014, spanning a

7 http://www.tourisme.gov.tn/realisations-et-perspectives/vision-strategique-3-1/qualite-formation.
html (May 2016).
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period of 7–10 years, by the Tunisian Ministry of Tourism in collaboration with other
institutions of the sector. This vision is pragmatic and focuses on multiple areas
including quality, sustainability and digital tourism.

The themes that refer to sustainability projects are quality of the reception, quality
of the transport, environmental quality, the training, the cultural diversification of the
offer of tourist products according to the Tunisian regions and according to their
specificities. Also, the implementation of a global digital strategy exploiting the web
channels, mobile and social networks and involving the different parts of the Tunisian
tourist ecosystem, aims both to promote and reach new customer targets. Similarly, the
creation of a portal of the NOTT8 (National Office of Tunisian Tourism) aims to
improve the online visibility of the Tunisia destination and to offer rich content, up to
date, accessible by the Web, mobile or tablet and in line with current technologies: geo-
localization, integration of video content, photo, audio, social networks.

This sector contributes significantly to the economic development of Tunisia and
deserves the attention of various institutions and tourism stakeholders. While the
economic press puts a 7% (UNCTAD 2017)9, contribution to tourism in the country’s
GDP, UNCTAD stated that this rate is reductive and published in its 2017 report an
estimate of around 15.1% (UNCTAD 2017)10. This same report underlined that Tunisia
has been ranked 4th in the African continent, having recorded between 2011 and 2014
the best rate of international tourist entries.

5.2 Netnographic Study

Netnography is gaining increasing attention in the scientific community, particularly in
the social sciences, management and marketing (Kozinets 1998, 2012). This method of
natural investigation (Lincoln and Guba 1985) is very promising and frequently used in
the field of tourism (Kozinets 2015; Bartl et al. 2016; Sthapit 2018; Tavakoli and Mura
2018; Tavakoli and Wijesinghe 2019).

Netnography is also called “online ethnography”, “Webnography”, “cyberethnog-
raphy” and “virtual ethnography” (Mkono and Markwell 2014). Kozinets (2002)
defined “Netnography”, or “Ethnography on the Internet” as “a new qualitative
research methodology that adapts ethnographic research techniques to the study of
cultures and communities emerging through computer-mediated communications. As a
marketing research technique, “netnography” uses the information publicly available
online to identify and understand the needs and decisions of the online consumer
groups”.

Kozinets (2002) noted that netnography is increasingly used by consumers and
marketing researchers. By using the Internet, many forms of consumer interaction, idea
sharing, and storytelling are providing more objective sources of information for
product selection and branding and purchasing decision making. Online discussion

8 Ibid.
9 https://www.destinationtunisie.info/tourisme-represente-151-pib-de-tunisie-selon-cnuced/ (Dec
2018).

10 https://unctad.org/en/PublicationsLibrary/aldcafrica2017_en.pdf (Dec 2018).
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forums, the social media web, virtual communities created by consumers are also a
source of information for marketing studies. It is important for marketing researchers to
have rigorous and ethical methodological procedures for collecting and interpreting
these data from a growing segment.

Compared to traditional methods, this method of investigation has many merits.
Indeed, netnography offers geographically dispersed customers the possibility of online
interaction. It also saves time and money. The investigations are processed in a natural
and original context with flexibility and discretion.

Kozinets (1998, 2002, 2006) pointed out the use of netnographic studies “for
participant observation in the online environment, which includes: (1) investigating
possible online field sites, initiating, and making cultural entree; (2) collecting and
analyzing data; (3) ensuring trustworthy interpretations; (4) conducting ethical
research; and (5) providing opportunities for the feedback of culture members”.

However, after an update to this approach, Kozinets (2006) described this quali-
tative method as flexible and “which can be used as a purely observational method or as
one that incorporates a high degree of participation”. In 2015, Kozinets stated that
“netnography is positioned somewhere between the vast searchlights of big data
analysis and the close readings of discourse analysis… Actual netnographic data itself
can be rich or very thin, pro-tected or given freely… It can be generated through
interactions between a real person and a researcher, or be sitting in digital archives”.

5.3 Exploratory Qualitative Research

Our research proposes to study the online comments of the guests having stayed in a
Tunisian hotel of the international channel ML. The objective is to explore the main
facets of a societal strategic orientation in their verbatim.

The studied context is still emerging and needs to be explored. Mitchell et al.
(2010) and Avci et al. (2011) emphasized the contribution of qualitative studies in
tourism, leisure and hospitality activities. Netnographic studies are very promising and
frequently used in the field of tourism (Kozinets 2015; Bartl et al. 2016; Sthapit 2018;
Tavakoli and Mura 2018; Tavakoli and Wijesinghe 2019).

In our research, we used a netnographic study. For that, we followed some
instructions recommended by Kozinets (2002), according to which a researcher must
respect two preliminary stages for the realization of the netnography. First, asking
himself the specific questions of his research, then identifying online forums adapted to
these questions. Second, learning as much as possible about the forums, groups and
individual participants he seeks to understand.

Based on these instructions, we visited at first a professional website named
ReviewPro11, which allowed us to better understand the guest’s community online
comments. ReviewPro provides feedbacks from customer experiences on multiple
Travel and booking websites: Tripadvisor, HolidayCheck, Tophotels, Hotel.com,
Facebook, Expedia, etc., each of which uses its own evaluation grid. From filters, we

11 “ReviewPro is the leading provider of guest intelligence solutions to independent hotel brands
worldwide” Available at: https://www.hospitalitynet.org/organization/17014180/reviewpro.html.

Social Networks and Societal Strategic Orientation in the Hotel Sector 95

https://www.hospitalitynet.org/organization/17014180/reviewpro.html


selected the hotel to study and the sample. We have downloaded a rather rich corpus
about the guests’ reviews (“Reviews/Tracking”). This corpus contains fields such as:
Reviewer; Reviewer Country; Review rating; Review Title and Review Text; Rating
score; Classification (positive, neutral or negative). So, guests provided both quanti-
tative and qualitative feedback on hotel or travel experiences shared with the rest of
travel and booking websites.

In line with other researches (Langer and Beckman 2005; Mkono 2012; Sthapit
2018; Tavakoli and Mura 2018), our study adopted a netnographic approach based on
online reviews, in the form of non-participant observation. As we extracted archival
data online (past year), there is no need to communicate the study objectives to online
guests. Then we didn’t obtain consent from guests, because their reviews are public and
we used the corpus for a scientific purpose. Mkono (2012) indicated that “most authors
agree that where data are collected from pseudonymous/anonymous public-type for-
ums, with the researcher acting as nonparticipant observer, the requirement for
informed consent of individual participants falls away”. In the same direction, Hei-
nonen and Medberg (2018) stated that: “Marketing researchers have used netnography
in various ways”. Indeed, they emphasize on the diversity of applying netnography in
terms of the role of the researcher (active or passive), use purpose, domain of data
collection, content included, analysis and combination with other methods. Further-
more, Tavakoli and Mura (2018) declared that “Since the majority of the netnographic
studies were conducted on Web 1.0 or 2.0 platforms, the methods were mainly con-
cerned on analyzing textual or video formats”.

Our research is exploratory; the sample size has no statistical significance. The most
important thing is to respect the principle of information saturation. According to De
Ruyter and Scholl (1998), the usefulness of qualitative research does not lie in the
number of respondents, but in what has been said and in the way of saying it because
what matters is not the power of numbers, but the power of words and images.

In total, we analyzed 92 opinions during the year 2018. The sample was composed
of German speakers mostly Germans (78%) and Austrians (20%). These guests are the
main target of the hotel in question. Germans have often been the focus of research in
the field of sustainable tourism (Schmücker et al. 2016; Ponnapureddy et al. 2017;
Sindhuri et al. 2017). Also, the results of studies undertaken by leaders in the tourism
sector such as the Accor Hotels group (2016)12 or the tour operator TUI (2016)13

showed that the Germans are tourists concerned about the sustainable aspects.
To further refine the qualitative analysis, we consulted HolidayCheck, a travel

website dedicated to German speakers recognized for its rigor in the tourism industry.
The travelers were asked to describe their experiences at the hotel in an independent
review and to justify the ratings designated according to the holidayCheck rating
system (from 1: poor to 6 - excellent). Using the same feedback from these guests, we
were able to access other data such as their socio-demographic profile (especially the
age group), the type of trip (Family, Couple, with friends, single), the duration of travel
(one, two or three weeks), the reason for the trip (beach), etc. HolidayCheck also offers

12 http://www.id-tourisme.fr/etude-accorhotels-engagement-developpementdurable/ (Dec 2018).
13 https://corporate.tui.be/fr/presse/nouvelles/20170321-tourisme-durable (Dec 2018).
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a wealth and variety of information (travel history and guest reviews, photos, videos,
images, etc.).

The data collection corpus was the subject of a thematic content analysis (Mkono
and Markwell 2014; Heinonen and Medberg 2018) from which inferences and inter-
pretations were made.

5.4 Content Analysis

According to Bardin (2009), content analysis is “a set of increasingly refined and
constantly improving methodological tools that apply to extremely diversified “dis-
courses” (contents and containers). The common factor of these multiple techniques -
from the computation of frequencies providing figures to the extraction of structure
resulting in models - is a controlled hermeneutics, based on deduction: inference. As an
interpretive effort, content analysis is switched between the two poles of the rigor of
objectivity and the fruitfulness of subjectivity. It absolves and endorses in the
researcher this attraction towards the hidden, the latent, the non-apparent, the potential
of unpublished (unspoken), held by any message…”.

Qualitative content analysis is a method of systematically describing the meaning
of qualitative data. This analysis proceeds by assigning the successive parts of the
material into categories from a coding frame (Schreier 2014).

Content to analyze can take many forms such as a speech, a document, an inter-
view, a visual support (photo, video, film), or online comments. An analyst, particu-
larly in the social sciences, tries to understand the cognitive activities of the speaker
such as his beliefs (ideology) and his attitudes. In the marketing literature, Barreda and
Bilgihan (2013) used content analysis with a twofold purpose: “to determine how
travelers communicate in the cyberspace in relation to their positive and negative
experiences they had when staying in a particular hotel” and “to include identifying the
main themes that motivate consumers to evaluate hotel experiences in online envi-
ronments and categorize the most frequently mentioned areas in the online hotel
reviews”.

The content analysis protocol proposed by Bardin (2009), will guide us during
research. Three main stages are pursued: 1-the pre-analysis; 2-the exploitation of the
material and finally 3-the treatment of the results obtained, the inference and the
interpretation. Our main objective is to explore the main aspects of a societal strategic
orientation based on the comments of the guests who have stayed at a ML hotel on the
travel website Holiday Check.

In the first pre-analysis stage, the transcription did not take place since the content
of the corpus is already online. We downloaded it in its native language. A translation
was done in two languages: English and French for better assimilation. Support was
provided by a multilingual person, the hotel’s Assistant General Director (German-
English-French-Arabic-etc. -speaking). After performing a floating reading and re-
readings with identifying index and indicator, the division of the corpus (2nd stage) was
carried out according to each thematic idea (key word, expression, index) referring to
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one of the five societal dimensions (PW, PSW, SR, EO and EC). The corpus
exploitation was done manually without using a software. In order to carry out a
thematic analysis and establish a thematic content analysis grid, we performed the
coding in order to organize the data and the counting. According to Robert and
Bouillaguet (1997), the purpose of this step is to apply, to the corpus of data, treatments
allowing access to a different meaning answering the problematic but not denaturing
the initial content.

In order to elaborate the analysis grid of the qualitative content, we counted the
guests while opting for a classification according to the criterion of “age group”. We
identified 12 groups from online raw data collected. Then, we opted for an organization
in five relevant classes as indicated in the Table 1. This grid allows us to find out the
societal dimensions that are revealed in the online evaluations of the guests and what
are the connotations of these feedbacks. A priori, this grid reveals that all the facets of
the strategic societal orientation are present in the reviews of the guests of the Tunisian
hotel ML, but with unequal proportions. Also, the results show that guests’ reviews
portrayed more positive connotations than negative ones.

6 Results and Discussion

This third and final step consists in processing the results obtained. Inference and
interpretation use statistical techniques to identify the meaning and validity of results.
Afterwards, the analyst can propose inferences and present interpretations. These can
be used for theoretical or pragmatic purposes. A high frequency of a thematic idea, in
this case societal dimension, means that it is important for the reviewer (guest).

The results displayed in the table of frequencies (Table 1) indicate the presence of
the five societal dimensions in the evaluations of the societal strategic orientation of the
hotel by the guests but mark, a priori, the inexistence of proximity between their
frequencies of appearance.

Considering all age groups, these results are in favor of the “Psychological Well-
being” (PSW) dimension. Compared to the other dimensions, this alone accounts for a
percentage of around 48%. Then, the dimension of “Physical Well-being” (PW) comes
with an occurrence rate of 23%. The third position is occupied by the “Social Relations
and Initiatives” (SR) dimension with an occurrence frequency of 15%. The “Envi-
ronmental Orientation” (EO) dimension is represented with an appearance rate of 9%.
Finally, the least cited dimension concerns the “Economic Contribution” (EC) with a
frequency of 5%.

The frequency table also tells us that guest ratings show the presence of positive
and negative connotations in all the dimensions mentioned and for the majority of age
groups. For discourses relating to positive connotations, the same trend was noted in
relation to all the content generated. Indeed, the predominant dimension is “Psycho-
logical Well-being” (PSW) with an appearance rate of about 51%. The next two
dimensions concern “Physical well-being”(PW) and “Social Relations and initiatives”
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(SR) accounting respectively for 18% and 16%. The “Environmental Orientation”
(EO) dimension appears in the positive quotes with a rate close to 10%. Finally, the
“Economic Contribution” (EC) dimension is the least represented with an appearance
rate close to 5%.The rather negative evaluations also affect the five dimensions with
disproportionate occurrence frequencies. The “Physical Well-being” (PW) dimension is
the most cited with a rate of 60%. The “Psychological Well-being” (PSW) dimension
comes in second place with a frequency that is close to 25%. The dimensions of “Social
Relations and Initiatives” (SR) and “Environmental Orientation” (EO) appear respec-
tively at a rate of 6% and 5%. Finally, the last dimension similarly constitutes the
lowest rate of appearance in the negative connotations of the guests.

Based on the guests’ feedback, “Psychological Well-being” (PSW) refers to the
main motivation for booking the hotel. Most of them stay with family (almost 60%) or
in a couple (almost 35%) and rarely with friends or solo: “Super great and many leisure
activities… For teenagers, for children but also for adults “. Some guests also seek to
enjoy moments of relaxation: “Very relaxing holiday”, “We felt very well and recov-
ered properly”; or to enjoy magical moments during animation activities, as announced
in their speeches: “The second time in this hotel. Everything perfect! Many sports. It is
not worth to leave the hotel. It’s Magic Life! Perfect as always”, “all wishes fulfilled”,
“ABSOLUTELY SATISFIED!”. It seems that some guests have regaled themselves in
the restaurant and have had fun: “Fruits and vegetables were delicious”, “A huge
selection with all sorts of food”. Some guests seem to be very affected by the care and
assistance of some hotel managers in solving their problems, even external ones.
Another element well received by the guests concerns the responsiveness of the staff in
terms of complaints resolution: “Complaints are dealt with quickly and an attempt is
made to find a solution!”. Negative criticisms relating to this first dimension relate in
particular to the offer of beverages that are not pleasant: “Beer is no good and otherwise
there are only local alcoholic drinks (no European standard)”. All these declarations
bear witness to the preponderance of “Psychological well-being”(PSW) and evalua-
tions with positive connotations of the guests, who are not ready to sacrifice hospitality
and comfort during their stays at the expense of other societal dimensions.

With regard to “Physical Well-being” (PW), the guests agree that the factors that
carry more weight are related to: the physical environment (cleanliness of the room and
the hotel,) “The rooms are functional with good facilities”, “The rooms were nice and
very clean”, “the family room was large”; the hygiene and physical comfort “I slept
well and had no back problems”; to gastronomy “gastronomy top” and to safety “But I
understand that this must be for security reasons”. Negative evaluations mainly con-
cern the old-fashioned appearance of the furniture in the rooms: “The rooms were
already a bit older” as well as some problems related to the installations in the
bathrooms as well as the problem of the low flow of water “The water pressure in the
bathroom is a disaster “.

The dimension “Social Relations and Initiatives” (SR) takes the third position. The
positive reviews focus on the relationship between hotel staff and guests. This is
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particularly relevant to the guest-service, the entertainment team, the sports team, the
kitchen staff and the restaurant staff: “The staff was very friendly and accommodating!”,
“Our waiter has always set the table for us, with the drinks we have always drunk”, “A
big compliment to the entertainment team!!!”. The mastery of the German language by
all employees of the hotel is highly appreciated to facilitate contact and dialogue
“Everyone Speaks Perfect German”, etc. However, the negative ratings relate to the
preferential treatment given by employees to certain guests: “The places to eat are
constantly reserved by the waiters”. Also, someones complain about the presence of
other guests of different nationality: “The only drawback and I have to say unfortu-
nately were some guests. Especially the Russian audience was in our vacation
madness”.

“Environmental Orientation” (EO) comes in fourth place. The guests seem to be
well impressed by some sub-themes of which mainly the greenery: “The plant was very
green”, the variety of subjects and the landscape: “horticulturally beautifully land-
scaped grounds, we had sea view (from the bed)”; the cleanliness and the maintenance
of the garden as well as those of the beach: “The beach is narrow, but very well
maintained”, “And of course a fantastic beach”, “hotel and grounds are nice and very
clean”, “very nice hotel with a spacious garden area”. However, and in relation to the
environment, the guests complain about the noise (uproar):”The only disturbing thing
in the 9 days we had 7 times music until midnight”, “Dissatisfied, especially the
balcony overlooking the washing machine room and loud noises we did not like it”; or
a moisture problem: “it was always very humid (jungle in the middle of the hallway)”.

Finally, the least considered dimension, the “Economic Contribution” (EC) was
strongly linked to the relation quality-price: “Value for money: very good”, and the
gratuitousness of certain activities: “The lovers of water sports get their money’s worth,
from water skiing on a catamaran to banana boat everything is offered for free”.
However, some guests are unhappy because of the prices they find exorbitant:
“although the price increases”, “With what I paid I could prefer a holiday in Dubai”,
“Value for money: rather bad”.

The frequency table also informs that by uniting the five societal dimensions,
positive assessments are well represented in all the age groups and in particular in the
age group [36–45] at 95%. For younger guests between the ages of 14 and 25, as well
as for those over 56, the appearance frequencies are equal and they are around 90%.
Positive evaluations by guests from [46–55] years account for 86%. Finally, 79% refers
to the percentage of positive ratings made by guests between 26 and 35 years.

Thus, we have just answered the first two objectives of our research, namely that: 1-
All the five societal dimensions are revealed in the guest comments online but in a
disproportionate manner. The results show that the dimension “Psychological well-
being” (PSW) is higher than other societal dimensions. 2-The results highlight the
existence of feed-backs with positive and negative connotations.

Some of our results are in concordance with the findings of Barreda and Bilgihan
(2013) and Sthapit (2018) studies. Barreda and Bilgihan (2013) indicated that the most
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common concerns in traveler’s expectations (positive reviews) are about “cleanliness of
the hotel”, “quality of service”, “friendly and well trained staff”, “quality of human
contact”. Sthapit (2018) revealed that three components which contribute to tourists’
memorable hotel experiences: “a comfortable bed”, “the friendly attitude of hotel staff”
and “a delicious breakfast with plenty of choice as well as a good restaurant service at
the hotel”.

The results also show a weak presence of some very important aspects of sus-
tainability in guest narratives. As an indication, waste management (energy saving,
reduction and recovery of waste, etc.); social activities both internally (non-
discrimination, integration of employees in the hotel); and externally (the commu-
nity); security of the facilities; the presence of distinctions and certificates of quality are
all elements of information that form the DNA of the sustainability of a hotel and
therefore reflect its societal commitment.

A debate arises around the perception of guests and their behavior vis-à-vis the
sustainable aspects of a hotel. For example, the studies of Ponnapureddy et al. (2017)
and Sindhuri et al. (2017) highlighted the need to understand how potential tourists
perceive sustainability aspects and amenities and how this affects their booking
intentions.

Promising lines of research in the context of sustainable tourism have raised some
questions. According to Hardeman et al. (2017), it is difficult to encourage clients to
adopt a sustainable behavior (Luchs et al. 2010). In addition, these researchers asserted
that tourism companies integrating sustainable practices generally have difficulty in
communicating effectively their commitment to sustainable development and the
resulting customer benefits (Villarino and Font 2015). Laville (2009) added that the
communication on sustainability aspects in the tourism sector- “Transparent and
educational communication, because a company has the customers it deserves and
cannot eternally blame its customers for not appreciating its social or environmental
efforts if it itself does not make the effort to communicate them honestly”.

In order to face a critical view of the behavior of some companies known as
Greenwashing or Socialwashing, hotel managers must be able to communicate about
the social dimensions (respect of the host community; environmental protection; etc.)
actually implemented within their activities and processes. The adoption of the nor-
mative tool (labels, quality certificates, etc.), the impact studies as well as the concrete
results relating to their societal practices may be insufficient to constitute very powerful
marketing arguments. Credible justifications for the societal commitment of hotels
must be included in marketing materials (online and offline) and communicated to
various influential stakeholders (tour operators, booking websites, internet users, cus-
tomers, etc.). Awareness-raising and both online and offline education could positively
impact the behavior of certain hotel targets (water and energy consumption, waste
sorting, planting of subjects, etc.).

Brazyte et al. (2017) studied how guests respond to the sustainability efforts by
discussing them in online reviews: Customers mainly discuss sustainability attributes
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that have direct impacts on their experience or are observable at the hotel (biodiversity,
education and sustainable products). Thus, guests should be educated by hoteliers in
terms of sustainability aspects measures, because higher awareness may increase
customer satisfaction. In the same vein, some researchers such as Gössling (2017);
Yalçinkaya et al. (2018) pointed out that it is very important that environmental
awareness and sensitivity education should become widespread among managers and
employees in tourism. Information technology is also known to help control envi-
ronmental resources and reduce energy consumption. Indeed, as stated above, social
big data could open up innovation processes that could be of support in defining
sustainable tourism experience (Del Vecchio et al. 2018a).

Finally, for motivating the guest to participate in a voluntary manner to sustainable
practices, hotels need to develop a persuasive message (Lee and Oh 2014).

7 Managerial Implications and Future Research

Our research has dealt with a theme that combines two major trends in tourism and
hospitality: sustainability and digital transformation. This broadens our knowledge and
understanding of research methodologies (netnographic study) in tourism (Tavakoli
and Mura 2018).

Our research will allow ML’s tourism stakeholders and hotel managers to under-
stand how guests perceive and act regarding societal practices and guide their com-
munication decisions. The hotel must be able to prove that its societal strategic
orientation is far from the practices of Greenwashing or Social-washing.

In the face of a vertiginous development of the Web (Web 5.0) and digital trans-
formation, the marketing communication media as well as the content (snacking
content) must be more and more personalized in order to be in phase with the specific
expectations of certain market segments, in this case Generation Y (digital natives).

Given the limitations of qualitative research, it would be interesting to conduct
other multiple comparative spatial and temporal studies. In addition, researchers could
track the guests’ opinions on one or more other travel Websites, such as Booking.com
or even Expedia, while maintaining the same period. It would also be of great interest
to conduct a temporal research after the renovation of the Tunisian ML hotel and to
revisit the HolidayCheck website in order to scrutinize the comments of German-
speaking guests. Including bigger sample size and using a software solution in coding
and analyzing collected data from the online guests’ reviews are recommended.

As part of the recommendations of Hine (2015), it is now essential to use
nethnography to be able to follow the participants through different spaces frequented.
This serves both academics in the development or enrichment of knowledge as well as
tourism stakeholders (tour operators, hoteliers, travel agents) in marketing decision
making.
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8 Conclusion

Several researches are devoted to studying the concepts of Sustainable Development,
Corporate Social Responsibility and Societal Strategic Orientation. Different micro and
macro perspectives were then proposed. The general orientation is to highlight the
importance of balancing the different economic, social and environmental objectives of
any organization over a long-term horizon. Our research retains the following societal
dimensions for the analysis of the Hospitality context: Physical Well-being (PW),
Psychological Well-being (PSW), Social Relations and initiatives (SR), Environmental
Orientation (EO) and finally Economic Contribution (EC).

The present research consists of a netnographic study of 92 reviews of German-
speaking guests who stayed at a ML Hotel and who submitted comments online in the
course of 2018. These comments were reviewed with the help of a content analysis
grid. The results of this exploratory study make it possible to understand to what extent
the guests perceive, according to age, the effort of the hotel deployed for a societal
strategic orientation. The findings identify the occurrence of the five societal dimen-
sions. Results show the relative importance of psychological well-being which occu-
pies the first position in terms of the frequency of appearance in the content analysis,
followed by the Physical well-being, then the social relations and initiatives. The two
environmental and economic dimensions were the least mentioned in the guest com-
ments of this Hotel. The analysis concerns both occurrences in positive and negative
evaluations. The discussion of these results regarding the dimensions of the strategic
societal orientation, the age and the sense of the evaluation (positive or negative) shows
the importance of continuing with a broader study of all the comments of the guests on
several social networks. The larger volume of data allows extracting, the main trends of
the most determining elements for the guests in terms of societal dimensions. The
results of this exploratory research may also motivate future investigations that will
incorporate other sociodemographic characteristics such as the reason for travel and
length of stay. For hotel managers, the research findings can inform their future
decisions in terms of communication (tools and arguments) and investment relative to
each dimension with a view to maximum satisfaction of their guests.
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Annex 1

Table 1. Frequency table and examples of verbatim
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Abstract. The world of luxury is considered as an environment in which the
secular is transformed to the point of becoming sacred. This has led researchers
to consider the store as a “capital” of which the luxury brand inspires its values
and that’s where the consumer experiences an extraordinary consumption
experience. This is contradictory to the principle of the democratization of social
media. From where one expresses a fear of the profanation of the luxury store.
This leads us to question the legitimacy of the luxury brand’s communication
via social media and to try to understand how they operate in the field of luxury
consumption and communication and to ask the question: can social media
convey the values of luxury?
The objective of this paper is to propose new tracks for reflection in the study

of the luxury consumption experience through social media that are still relevant
because of the daily use of connected objects since the technology and the
internet have made it possible to favor the transition from the dichotomous
paradigm to the ubiquitous paradigm.

Keywords: Social media � Consumer experience � Luxury brands

1 Introduction

This work has as theoretical anchor, the consumer culture theory (CCT) which is an
interdisciplinary field mobilizing interpretive and critical approaches to understand the
consumer. The CCT studies social representations and cultural practices to explain
consumption (Arnould and Thompson 2005).

Since the 1980s, the consumer society has experienced a new phase of upheaval,
which led the philosopher Lipovetsky in 2003 to introduce the term hyper-
consumption, which has a symbol of deregulation. It touched the luxury sector and
made it mutate. Thus, we are now talking about a democratic luxury, popularized
luxury, an open and communicative luxury through the migration towards the e-
commerce and the appearance of the new trends in the social networks.

At the same time, there is the democratization of tics and the shift from traditional
marketing principles to the advent of digital, which has led the luxury sector to change
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its communication strategy and to create websites and communicate via social media.
As a matter of democratic luxury, we have moved from a home-grown culture to a sales
culture and from an artisanal logic to an industrial logic.

In the same logic of ideas, Lipovetsky argues that the philosophers Malinowski and
Mauss have shown that luxury has two functions, the first is classic and serves for
statutory construction and the second presents a place to tie luxury with the sacred
because that the excess of expenditure makes it possible to recompose the origin of the
world. Lipovetsky also adds “religion is one of the reasons for the emergence of luxury
as evidenced by the symbolic Carnival where we start to spend so that abundance is
possible. Hence, luxury has the power to allow for alliance with invisible forces. In
addition, the ritual is identical with the gods that must be filled with gifts and
sacrifices.”

Hence, alongside the religious sphere, the sacred develops in new territories: pol-
itics, culture, music … and luxury consumption and that is what makes the store a
capital in its own right (Dion 2007).

The present work is part of the perspective that sees the store as a “capital” from
which the brand inspires its values and makes them universal and timeless and where
the consumer experiences an extraordinary consumption experience based on the affect,
story and rites (Arnould and Price 1993).

What Arnould and Price (1993) have argued is synonymous with the cultural
dimensions of luxury that are the myths that give birth to the brand’s history, heritage
and know-how to make brand (De Barnier et al. 2012). Rituals provide a means for the
luxury brand to convey its values to its consumers, with the goal of creating a strong
community for it (Bonté and Izard 2016).

This is a theoretical deficiency in the analysis of consumer behavior in experiential
marketing applied to digital and social media, with a focus on the three stages of the
consumer experience in a luxurious context.

Before the experience: the consumer builds a general idea of the luxury consumer
experience through the analysis of content perceived in the social media.

During the experience: What does the consumer experience, is it an extraordinary
experience leading to immersion and emotions that lead the consumer to create content
in the social media?

After: what does the consumer remember after this experience? Can we consider
the communication of experience via social media as a way to immortalize the memory
of the experience?

Given the various elements advanced, a general problem is emerging around the
impact of the luxury consumer experience on consumer behavior in the social media
while emphasizing the three phases of the experience (before, during, after).

2 The Sociology of Consumption, the Consumer Experience,
the Values of Luxury in the Digital Age

According to Baudrillard (1970), “objects are no longer linked to a definite function or
need. Precisely because they respond to everything else, which is either the social logic
or the logic of desire, to which they serve as moving and unconscious of meaning”.
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Baudrillard (1970) finds that consumption is now a way of life, where man lives
through the objects he consumes. Consumption has become a means of differentiation
and not of satisfaction. The man of the consumer society Baudrillardienne lives in
abundance, a superabundance of products and objects.

As for Lipovetsky (2015), he advances the idea of hyperconsumption: the hyper-
market representing the hysteria of consumption. To reach the phase of hyper-
consumption, the company has gone through two previous phases: The first phase
presents an escalation of endless needs where the consumer is running tirelessly to meet
the constraints of prestige and social recognition. In the second phase, this is a dis-
tinctive field of symbols where actors seek to enjoy a use value, that is used to display
social rank and to outclass a hierarchy of competitive signs. At this stage, the consumer
wants to access an easier and more comfortable lifestyle, freer and more hedonistic.
This second phase combines two heterogeneous logic, the race to esteem and the race
to pleasure.

Phase III is the time when the distracting value outweighs the horrifying value, the
self-preservation over the provocative comparison, the better being on display of overt
signs. Consumption at this stage becomes more and more individualistic. She is said to
be hyper-individualistic.

We note that Lipovetsky’s (2015) reflections are in line with Baudrillard’s ideas
about consumption. Holbrook and Hirschman (1982) initiated the experiential
approach to consumption because, according to them, consumption is not just the value
of the use of an offer or the service rendered by the use of a product.

Moreover, in terms of experiential marketing, we are talking about a shift from
functional consumption to identity consumption (Carù and Cova 2003) of self-
discovery and renewal (Ladwein et al. 2005). Where consumers no longer consume the
product for its use value, they consume rather the meaning and the image of this
product (Baudrillard 1970). Thus, the consumer is considered as a sensitive and
emotional being (Maffesoli 1990) what is defined in terms of experiential marketing by
hedonism. Experiential marketing considers that consumption presents a series of
extraordinary immersions for the consumer (Carù and Cova 2003).

The luxury consumer experience is an extraordinary experience giving consumers
the chance to immerse themselves in luxury through their consumption rather than
experiencing an ordinary experience based on buying simple products and services at a
high price. The extraordinary experience is a “sense of novelty in perception and
process” (Privette 1983). It is triggered by unusual events that are characterized by high
levels of intensity and emotional experience (Celsi et al. 1993). Through the extraor-
dinary experience, consumers expect intense emotional results (Arnould and Price
1993). These emotions are subjective and vary according to individuals and their social
situations (Denzin et al. 2001; Holbrook and Hirschman 1982). According to Arnould
and Price (1993), any extraordinary consumption experience must be based on affect,
narrative and rituals: this rhymes with the cultural dimensions of luxury.

112 W. Hamzaoui et al.



2.1 The Cultural Dimensions of Luxury

Luxury identity derives its strength from the culture of its brand, which consists of
rituals, myths and values that favor the social elevation of consumer status (Kapferer
and Bastien 2008).

Myths:
These stories and stories reflect the tradition, heritage and know-how of the luxury brand (De
Barnier, Valette-Florence et al. 2012)
Rituals:
Rituals are a way for the luxury brand to convey its values to its consumers, with the aim of
creating a strong connected community for it (Bonté and Izard 2016)
Values:
Values are distinguished by a high degree of abstraction and strongly depend on customer
perception (Schwartz 2007)

The values of luxury have been born in the luxury store which can be considered as
an unusual world because the mythification of the places and their sacralisation proves
a basic strategy adopted by the luxury stores to avoid the trivialization of the brands of
luxury (Dion 2007).

Luxury can no longer be distinguished solely by the high price or the refinement of
products. Rather, it is a collection of values and principles on which luxury is based and
which receives its authenticity. In the luxury sector, we are no longer talking about a
mere place of exhibition or sale of products. Instead, we speak of a “capital” store in
which the rites and myths of luxury are born and the sacralization of the charismatic
character (the founder and the artistic creator) is realized. This process of sacralization
of the store comes into question when we talk about websites of luxury brands and
communication through social media. One can therefore express a fear of a profanation
of the sacred luxury store and ask the question in relation to the influence of the
experience lived by the consumer in the luxury store or in the experiential context of
his behavior in the social media.

3 Social Media and the Luxury Experience

According to Stenger and Coutant (2013), it can be concluded that identity construction
is central in terms of the study of consumer behavior in social media, which has been
confirmed via several researches conducted on this topic, such as the work of Belk
(2013), Rolland and Parmentier (2009), and Hollenbeck et al. (2012). In addition,
existing content in social media provides a reference according to which Stenger and
Coutant (2013) designed the typology of social networks. Thus, through this mapping
(Stenger and Coutan 2013), we can distinguish four types of social media. The digital
social networks are the most “frequented” by the brands in terms of communication and
this is manifested by the facebook pages associated with the brands. People behave in
ways that maintain and improve their self-esteem. One way to do this is through the use
of brands (Strizhakova et al. 2008; Strizhakova et al. 2011) that can be used as a means
by which the consumer resorts to expressing different aspects of his self (Aaker 1997;
Escalas and Bettman 2003; Torelli et al. 2011).
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3.1 Digital Communication of the Luxury Brand

The Table 1 summarizes the differences between the characteristics of digital com-
munication and traditional luxury communication.

According to Table 1, traditional luxury communication is profoundly different
from internet communication. The luxury brand is facing a serious challenge: it cannot
do without digital technology, especially because of the constant evolution of the
Internet.

The Communication of Luxury Brands on Facebook
The Table 2 clarifies how the brand’s identity can communicate its image and identity
on Facebook.

Facebook can be considered as a tool for communicating the identity of the brand.
Yet, the luxury brand is distinguished by its culture, its values and its symbolic

Table 1. Traditional and digital luxury communication.

Traditional luxury communication Communication on the internet

The impossibility of buying or interacting
with the luxury brand in a place other than
its prestigious distribution sites (Veg-Sala
and Geerts 2012)

The close and direct accessibility of the brand
with customers (Veg-Sala and Geerts 2012)

The selectivity and exclusivity of the media
(Kapferer and Bastien 2008)

The visibility of the brand by a large audience
(Veg-Sala and Geerts 2012)

Control of communication by the brand
(Okonkwo 2010)

The loss of control of the brand and the great
power of internet users (Helme-Guizon 2013)

The downward and diffusive relationship
(Chevalier and Mazzalovo 2008)

The interactive and participative relationship
(Chéreau 2010)

Table 2. Communicating brand identity on Facebook

The brand identity The characteristics of Facebook

The aesthetic and physical
elements of the brand

The Luxemosphere (Okonkwo 2010) and Visual Language
(Kapferer and Bastien 2009)

The history of the brand Storytelling (Kapferer and Bastien 2009)
The relationship with
customers

The interaction between the brand and the fans and between
the fans (Helme-Guizon et al. 2013)

The personality Celebrity photos that often reflect the personality of the
brand (Kapferer and Bastien 2009)
The promotion of the brand around social, sporting or
ecological events and slogans that may reflect the brand
mentalization

The mentalization
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meanings (Kapferer and Bastien 2009). It is therefore the fans who must co-create the
values and the signs according to their own senses (Carù and Cova 2003).

The Table 3 clarifies the way in which luxury identity can, through the lived
experience of consumption, build the identity of its consumers.

The consumer of luxury is in search of identity through his choice to belong to an
introverted community led by the principle of exclusivity and exception and via
immersion in an extraordinary consumption experience in a sacred environment: the
physical store of the brand. However, the consumer, once on the social media, behaves
in such a way as to maintain and improve his self-esteem. One way to do this is the use
of brands (Strizhakova et al. 2008; Strizhakova et al. 2011) that can serve as a tool for
expressing different aspects of one’s ideal self on social media like Facebook (Hol-
lenbeck and Kaikati 2012). For example, consumers can link to luxury brands on
Facebook to show their affiliation with a group of consumers with high social status,
and this is reflected in huge numbers of luxury brand fans on Facebook. Thus, via this
social media, the luxury brand now communicates with the mass and exposes its values
and identity to all categories of consumers. It is an interaction between the brand and
the fans and between the fans (Helme-Guizon et al. 2013). Kapferer and Bastien (2009)
have called this “story telling”. According to the mapping of social media (Stenger and
Coutant 2013), we cite the category “virtual community” which reflects the principle of
“story living” unlike socio-digital networks reflecting the principle of “story telling”.
the first category presents a social media like Facebook in which the brand tries to tell a
story to the consumer. However, in the second social media called “virtual community”

Table 3. Brand communication on Facebook

Brand communication on Facebook
Challenges The risks The solutions

Sharing and direct exchange
between the brand and fans
and between fans (Helme-
Guizon 2013)

The loss of control (Helme-
Guizon 2013)

Control the first published
information (Helme-guizon
2013)

The strong interactivity
between the brand and the
fans and between the fans
(Helme-Guizon et al. 2013)
and the ease of connection
between Facebook users
based on friendly links (Ang
2011)

The power of fans to harm
the image of the brand
(Kapferer and Bastien 2009)

Always be close to fans, ask
permission to create a
friendly relationship, create
a social environment, and
limit purely commercial
speech (Helmé-Guizon
2013)

The opportunity to create a
brand community (Ang
2011)

The community may be
negative in the case of a
dissimilarity between the
values of the brand and the
beliefs of the fans (Tajfel
and Turner 1986)

Create a positive consumer
experience that allows fans
to co-create brand values
according to their own
senses (Holbrook and
Hirschman 1982)
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as Instagram, it is the consumer who lives a story with the brand that can be translated
by a digital consumer experience materialized by sharing content (photo and/or video).

3.2 The Communication of Luxury Brands on Instagram

Instagram is a free application for the IOS and Android and it is unique. It is a platform
for sharing photos and short videos with other users. Photos and videos can be taken
directly with the app, or used from the phone’s existing photo library.

A filter can be added before uploading the photo or video to a user’s profile. At the
same time, there is also the option to upload the photo or video to other social media
sites such as Facebook and Twitter.

By deduction, based on the definition proposed by Stenger and Coutan (2013), the
Instagram Photo Sharing app is a mobile social content network belonging to the
“virtual community” category (Stenger and Coutan 2013).

A social media user like Instagram can be engaged with the brand in different ways,
which means that there are different strategies that are employed. Firstly, brands
encourage Instagram users to actively engage with the brand by participating in con-
tests, campaigns and promotions.

User-generated content should lead to deeper and deeper relationships between
brands and consumers, and more effective brand communities (Bulte et al. 2007).

We can notice the existence of videos and images of luxury hotel, which stays on
Instagram. This content shared by the consumer allows others to build a general idea
about the consumer experience in the luxury hotel during the “before the experience”
phase.

During the experience, when the consumer is satisfied, he can create content on
Instagram and share his experience which he had while staying in the luxury hotel.

Furthermore, what does the consumer remember after this experience in this luxury
hotel? Can we consider the communication of experience via social media as a way to
immortalize the memory of the experience?

Finally, by sharing content, the consumer will be a partner of the brand. Therefore,
Being an honest partner is very important for managers. The brand must give the
feeling that it speaks in a human voice (Helme-Guizon and Magnoni 2013).

4 Conclusion

The consumer experience generates pleasure and positive feelings (Carù and Cova
2003). Positive emotions are considered the first and, for some, the main response of
consumers confronted with offers of experiences (Fornerino et al. 2008; Mano and
Olivier 1993).

This brings us to the question whether the creation of content (photo and/or video)
on Instagram can be considered as a way to express positive emotions. How can we
measure the intensity of these emotions via content analysis?

The extraordinary experience is triggered by unusual events that are characterized
by high levels of intensity and emotional experience (Celsi et al. 1993). By applying
this to the case of Instagram, one wonders then, how the content conveyed (image and
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video) by Instagram can promise the consumer to live an extraordinary consumer
experience in an experiential luxury context? This question arises upstream of the
experience, but once the luxury consumption experience is experienced, we ask our-
selves this question, how the intensity of the so-called extraordinary consumption
experience can influence the behavior of the consumer in social media? Finally,
downstream of the experience, how sharing the consumer experience on Instagram can
impact the memory of the experience with the consumer. These three stages of
experience, before, during and after. Roederer (2008) identifies three phases to a
consumer experience, before experience, experience as such and after experience. This
is also reminiscent of the four-phase process conceptualized by Arnould and Price
(2002): the anticipation experience, the buying experience, the consumer experience,
the memory experience. It is crucial to try to understand the effects of this three-phase
consumer experience process lived between real and virtual on the attitudinal,
behavioral and emotional reactions of the luxury consumer in search of authenticity,
uniqueness and the inaccessibility offered by the world of luxury. Nevertheless,
focusing solely on the subject from an experiential point of view and according to
Ariely and Zauberman (2003), according to the theory of hedonic adaptation, there is a
desensitization of the consumer to sensory stimuli after repeated exposure. Can we
intuitively answer the question that was asked at the beginning by saying that the
democratization of social media and the accessibility guaranteed by Instagram will lead
to an adaptation by the consumer to consumer experiences luxury accessible via the
digital world to the point of transferring the values of luxury?
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Abstract. The rise of social media marketing leads to questions about its return
on investment (ROI). In this paper we develop a new set of metrics to evaluate
both financial and non-financial ROI of social media. While most studies on
social media deal with Facebook and Twitter, this is one of the rare studies that
address the ROI from the perspective of one-to-one message campaigns on
professional social networks. Data were collected from a French business school
campaign on LinkedIn aiming to recruit new students. We used this free
available data to propose a new model for calculating the ROI. This model can
be easily adopted by marketers to assess the social media ROI both in monetary
and non-monetary terms.

Keywords: Social media ROI � LinkedIn ROI � Return on investment �
Professional social networks

1 Introduction

Calculating the return on investment (ROI) of social media (SM) campaigns is indis-
pensable. Managers need to know how much benefits such campaigns bring to the
company to decide about resources allocation to such marketing actions. This helps
decision makers to make informed decisions on how to deal with SM. Despite the efforts
by marketing scholars and data analysts to work out accessible solutions for this issue, it
remains quite difficult for marketers to calculate the ROI of SM expenditures [15].

Facebook and Twitter are the most studied SM platforms [1]. Many studies report
that the use of these platforms influences positively sales (financial outcome) and other
marketing outcomes [e.g. 4, 8, 22, 26, 27, 35, 39, 43]. Although a consensus about the
efficacy of the calculations leading to such conclusions is far to be reached, the works
aforementioned have contributed to solving part of the ROI concerns of Facebook and
Twitter’s campaigns. But SM platforms are different and do not allow for achieving the
same objectives [16, 30, 42]. The diversity of SM requires measurements and metrics
adapted for each type [2, 44]. For instance, many academic higher institutions are using
Facebook and Twitter for raising brand awareness and notoriety and using LinkedIn,
which is a different platform, to recruit students by targeting potential candidates by
one-to-one messages. While, most of the effects of popular SM lies in sharing and
commenting the information within a group of users, most of the effects of professional
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social networks, like LinkedIn, lies in the sponsored one-to-one messages. From this
perspective, there is a lack of research addressing the ROI measurement of professional
social networks. The popular ROI measures are calculated based on the quantification
of within-group influence [28, 29]. But these measures are not appropriate one-to-one
messages ROI in the professional social networks where the individual response is as
influential on ROI as the within-group influence.

Besides, most of the available techniques to calculate SM ROI are not accessible
(high costs and lack skills) to many companies that need to calculate SM ROI while
using free accessible tools and data. The objective of this paper is to respond to this
need. We present a model for calculating SM ROI of professional network which uses
users’ easily accessible data.

2 Challenges of Measuring ROI in Social Media

It is obvious that calculating the return of invested assets is a necessary task to monitor
and manage every investment. The ROI, is thus a key indicator of the performance of
any project and its value is an important input to decision making. Many measures of
ROI exist in the literature on finance, HR, accounting, etc. As a rule, the indicator links
the expenditure value for a specific project to the value of the benefits it brings to the
company. This calculation becomes challenging when the data allowing for the cal-
culation of the expenditure and the benefits values are not easily accessible or when the
benefits are not clearly known as it is the case of SM investments.

In conventional marketing, ROI is measured in terms of response rates, number of
leads or profit per sale compared to the amount of invested resources [12]. In free SM
marketing, marketers invest mostly time. They need time to search for users, design,
diffuse, and monitor the message. What a company will get in exchange is attention and
reputation which are intangible assets. Those intangible assets are supposed to generate
income for the company. So, while a direct monetary impact of SM marketing is
difficult to establish, SM activities have certainly indirect impacts on the company’s
financial performance through their effects on the company’s intangible assets such as
brand equity and word-of-mouth [5]. Organizations are having difficulties measuring
efficiently those indirect returns using tangible metrics [29].

SM networks evolve following a structure of influence. When a network member’s
posted message is commented and/or forwarded by another member, it shows that the
second member is influenced by the message posted by the first member. The inter-
actions between the message creator and other members result in virality of the content.
Most of the return of this interaction lies in the influence the message had on the
behavior of the network members. The issue is that this influence is intangible. It results
in an increased brand awareness or a higher attention towards an event for instance.
Measuring the ROI of SM activities requires capturing and quantifying this influence
and then measuring its effects on customer monetary value [28, 29]. These are the two
main challenges of measuring ROI of SM marketing. How can we capture and quantify
the influence within a social network? How can we measure the benefits of this
influence in monetary terms?
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3 Approaches to Social Media ROI Measurement

SM ROI measurement is discussed in both practitioner and academic literature. The
debate is mainly focused on whether the ROI should be measured in financial or non-
financial terms [5, 7, 34]. The pro of the non-financial approach argue that SM is about
“people” not “money” [32]. Hence, relating SM activities to sales, and measuring its
exact impact in financial terms is difficult [21, 32]. It should be calculated in terms of
customer behavior [15].

SM marketing is about transforming attitudes and behaviors. When the impact is
sufficiently strong, it may lead to concrete purchase actions which are measurable in
financial terms. The non-occurrence of concrete purchase actions does not negate the
occurrence of positive effects of SM activities. Nonetheless, the latter are intangibles
and can’t be assessed via financial measures. These can be more positive attitudes
about a brand, a higher awareness about an offer, etc. It seems that reducing the
measurement of SM impacts to concrete purchase rules out a plethora of intangibles
effects which are as influential on the company performance as the tangible sales
figures. The non-financial assessment of SM ROI seems to be inevitable.

3.1 Non-financial Social Media ROI Measurement

The advocators of the non-financial measurement approach look at SM ROI as an
“umbrella concept” including different elements [33]. Measurement approaches are
largely driven by “reach and frequency” [15]. For example, Moro, Rita, and Vala [36]
predict reach metrics; Murdough [37] recommends a five steps SM measurement
process based on three pillars, Reach, Discussions and Outcomes. Inspired from the
“balance scorecard” [18, 19], Nair [38] developed the “social media scorecard”. It
corresponds to a set of KPIs outlining the performance of the customer, financial,
internal processes and learning and growth related SM activities. Hoffman and Fodor
[15] suggest estimating customer investment in SM and calculate the marketing
investment the company must engage following that while calculating a set of metrics
to measure the objectives of awareness, engagement and word-of-mouth.

3.2 Financial Social Media ROI Measurement

The advocators of the financial measures argue that ROI should be measured in
financial terms because it is an economic concept [11]. Non-financial metrics are just
intermediate because non-financial outcomes fill the gaps between the investment and
the gain [5]. Financial measures are particularly important to justify future investment
to senior management [12, 20, 42].

In this vain, Manchanda, et al. [31] provide evidence that joining the company’s
SM community lead to an economic benefit, named “social dollars”, that can be
quantified. However, these economic benefits are not always observable. John et al.
[17] for instance found the association between SM and customer profitability is a
product of selection in the sense that community membership drives buying for those
predisposed to joining. The financial benefits, even when they exist, are not easily
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quantifiable mainly because of the difficulty to find accurate and useful data for
quantification.

Many scholars have tried designing quantitative financial measures to respond to
this need and this despite the considerable amount of intangibles effects SM activities
have on the company performance. For example, Duboff & Wilkerson [11] and Gilfoil,
Aukers, & Jobs [13] define a sales funnel which ends with estimated profits coming
from the SM campaign, and then calculate the ROI based on campaign’s costs and
benefits. This model is easy to implement. However, it has the major drawback of
taking into consideration only short-term effects (i.e. actual sales). It neglects long term
effects and within-members influence that may lead in the long run to concrete pur-
chases. Some scholars have hence presented other models to consider a long term effect
using Customer Lifetime Value (CLV) [20], Customer Equity [23], or the Connected
Customer Lifetime Value [41] to assess the customer return as an accumulation of
reactions across a life span and not only a single immediate reaction to one campaign.
Kumar & Mirchandani [28] and Kumar et al. [29] propose a model that captures
within-network influence in addition to CLV. The authors propose a seven steps
framework that relies on identifying influencers and incentivizing them to talk about
the company/product. ROI calculation is based on four metrics namely Customer
Influence Effect (CIE) and Stickiness Index (SI) for identifying the relevant influencers,
and Customer Influence Value (CIV) and CLV to measure the ROI financial terms.
Kumar et al’s model is so far the most developed model for measuring SM ROI of
word-of-mouth marketing campaign. It relies on both measures of tangible and
intangibles effects. It has the merit of captivating the value inherent to within-network
influences in addition to the value inherent to the reactions of initial receivers. How-
ever, despite its merits, Kumar et al’s model presents some limitations which make it
inapplicable and irreproducible in all contexts. In fact, intentional influencing of
consumer-to-consumer communications can raise questions about ethical constraints
and credibility. Some countries may have laws on the disclosure of online influencers
[44] and SM platforms are strengthening their privacy policies and rules rendering the
collection of data allowing calculation of these metrics very challenging [28]. Besides,
calculating the metrics of this model requires monitoring and tracking tools which are
not accessible for everyone [44]. Finally, the model measures only the ROI of a word-
of-mouth marketing campaign [25], but companies are using other strategies on SM
[3], for example, interaction-satisfaction or interaction-immersion strategies increase
CLV and CIV [14].

4 The Proposed ROI Measurement Model

Relying on financial or non-financial metrics is based on “the setting in which the
manager operates” [34]. We argue that, “a customer’s value is not always equal to how
much they spend at your store. It’ s far more” [12]. SM is a source of value by
supporting branding, sales, customer service and support, and product development.
Consequently, its value is both financial and non-financial [9] and it should be mea-
sured accordingly. We present a measurement model including both financial and non-
financial SM ROI measurements while using only free available data. Our model aims
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at rendering the measurement of SM ROI accessible to every manager regardless of the
resources available to him to manage these activities.

The model introduced here is designed to assess the efficacy of one-to-one message
campaigns in a professional social network, LinkedIn. Unlike common SM networks
like Facebook and Twitter, the message sharing within the group is not that important
nor expected. The one-to-one messages targets the individual and not the group. To this
extent, the within-network influence is not that significant on the conversion rate and
hence does not play a major role in measuring the ROI. By opening the message, the
customer learns about its content and may go further in seeking additional details. The
content should therefore be attractive and serve as a canal to establish a strong rela-
tionship with the potential customer leading to its conversion into a real consumer. It
would have thus a significant impact on ROI. It’s obvious that the number of targeted
customers influences the ROI of the campaign. The bigger is this number, the higher
would be the likelihood of opened messages and likewise of the converted customers.
The reach potential of the one-to-one message should hence be considered while
measuring the ROI. In communication, every message is designed to achieve a goal.
The goal can be raising the awareness of customers about the brand, an event, a new
product or a promotional offer. The communication campaign is effective when the
goal is achieved. As in all ROI measurement, goal achievement should be considered to
measure the ROI of the one-to-one message campaign.

4.1 The Measures

The financial side is measured by customer value (CV). The sales made by the target
customer compared to the cost incurred during the process of conversion is the best
measure to financially assess the ROI of SM activities. The non-financial side is
measured through three indicators: one measuring the customer awareness of the
campaign, one measuring the attractiveness of the content of the message and one
measuring customer engagement (further details below). In line with Brodie et al’s [6]
definition, Customer engagement (CE) is seen as the predisposition of the customer to
consult the message and go further in checking and/or recommending its content.
Following that, we consider that the customer is engaged even if he/she will not make
an effective purchase. Finally, conversion rate measures globally the power of the
message to convert targeted candidates into consumers.

4.2 The Data

Data is collected from the database of a business school in France using LinkedIn to
recruit students. The school has tested different campaigns on LinkedIn to raise can-
didates’ awareness about the school and its programs. Group campaigns, which are by
nature of a general aspect, fail often to fulfil the information needs of these candidates.
The communication department has thus decided to shift from group communication to
one-to-one communication by using the LinkedIn inbox. First, the LinkedIn contacts of
potential candidates is defined and acquired. Then, a personal message explicitly
mentioning that the profile of the candidate interests the school and inviting him/her for
a personal talk is sent to all the contacts (see appendix). The message includes also the
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weblink of the school and the link to online applications for taking an appointment for a
talk. 150 candidates were contacted from November 6 to December 5th, 2018. Table 1
recapitulates the statistics of the one-to-one message campaign.

Four more candidates, who were not on the list of contacts of the one-to-one
message are recruited. Two of them mentioned that they were informed about the
program by a friend or a relative who got the inbox message.

4.3 Calculation of the Measures

Financial Measures
We divide the total payments made by the registered candidates by the total cost of the
campaign. It is important to mention here that every candidate pays the totality of the
fee when he/she registers.

CV = total sales/total costs of the campaign = 96000/1200 = 8000%

Non-financial Measures
Open rate = number of opened messages/number of targeted candidates =
63/150 = 42%
This measure shows how many candidates read the message and become aware of the
campaign.

Message attractiveness is measured by two measures:
The frequency of openings = number of opened messages/number of clicks =

63/163 = 38.6%
This measure shows how important was the content of the message to the candi-

date. We assume that by clicking many times to open the same message, the candidates
express an increasing interest in its content and hence the message is seen as more
attractive.

The click through rate = number of weblink clicks/number of clicks =
42/163 = 25.7%

We assume that by reading through the message and opening the weblink included,
the candidate adheres to the call-to-action issued by the school via the message. This
shows that the message is convincing and attractive.

Customer engagement (CE) is measured as the ratio of total number of individual
talks requested by candidates by the total number of weblinks clicks. By asking for an
individual talk, the candidate expresses a certain engagement to buy the product.
He/she shows a higher predisposition to become a consumer than those who have not
asked for the individual talk.

Table 1. The statistics of the one-to-one message campaign

Number of
targeted
candidates

Number
of clicks

Number of
opened
messages

Number of
weblink
clicks

Number of
individual
talks

Number of
converted
candidates

Cost of
the
campaign

Cost of
individual
talks

Total
amount
of sales

150 163 63 42 15 8 1200€ 900€ 96000€
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CE = number of individual talks/number of weblinks clicks = 15/42 = 35.7%.
Conversion rate = number of converted candidates/ number of targeted candi-

dates = 8/150 = 5.33%.
Basically, the conversion rate is calculated using the total number of delivered

messages. But, in LinkedIn, we consider that all the messages are delivered, and thus
we use the total number of sent messages.

Table 2 recapitulates the measures of our model.

The within-network influence is not that significant in measuring the ROI of one-to-
one message. However, we noticed during the data analysis that 2 candidates, have
joined one of the school’s programs following an incitation made by a targeted can-
didate. The effects of the campaign go beyond the social network members. Although
the recruitment of these two candidates is the result of different actions, the amount of
sales earned from them can be added to the total amount of sales incurred following the
campaign. In this case the CV increases up to 10000% (120000€/1200€). But because
this result is the outcome of an indirect effect of the campaign, we dedicate a specific
CV measure for it called the indirect CV. It is equal to the amount of sales for the two
candidates divided by their cost of individual talks.

Indirect CV = 24000€/100€ = 24000%

5 Discussions and Implications

The current study describes the design and the application of new metrics to measure the
ROI of one-to-one message campaign on LinkedIn. It is one of the rare studies to
investigate ROI in professional social networks while referring to free accessible user
data. Besides, by developing metrics to assess the ROI in LinkedIn, we provide a
background for measuring the efficacy of one specific use of SM, the individual inbox
messaging. In the latter case, the SM is useful not because of the connections and the
within-group influence but because of the reach power and the professional image of the
network. Most of the metrics developed until now have dealt with mass users SM
platforms as Facebook and Twitter where most of the value created by the campaign lies
in the within-group influence. In this paper, most of the value created lie in the power of
the message and the conversion canal. The one-to-one message activates the information
need of the candidate inciting him/her to go further in information gathering. The con-
version canal plays here a pivotal role. The content of the message should be well
elaborated to boost the information need already triggered by opening the message. Then,
the aim is to motivate the candidate to book for an individual talk during which school’s
marketers try to convert the potential candidate into a consumer. The assessment of ROI

Table 2. ROI measures of one-to-one message campaign on LinkedIn of BBS

Customer
value

Open
rate

Frequency of
openings

The click
through rate

Customer
engagement

Conversion
rate

150 42% 38.6% 25.7% 35.7% 5.3%
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of this type of SMmarketing communication requires the design of metrics that tackle all
of the aspects of this campaign.We argue that financial metrics are always useful and can
be significant indicators of any SM campaign. However, they should be strengthened by
non-financial measure to cover those qualitative aspects of the campaign. We advocated
for four non-financial metrics which evaluate in quantitative terms the quality and the
ROI of different pieces of the campaign. All these metrics are easy to calculate and are
driven from free available data. It is however important to precise that those measures do
not apply for any marketing communication campaign. Two parameters influence sig-
nificantly the saliency of these metrics: the target audience and the message content. The
business school launched two campaigns for two different audiences: one for young
students and one targeting adults looking for higher degrees. The data used in this paper
are collected from the second campaign. The campaign targeting students had no return at
all. The investigation of this failure revealed that young regular students use the platform
LinkedIn to look for jobs. The content of the message is influential on the success of the
campaign because it is the most critical piece of information in the communication
campaign to convert the potential candidate from an ordinary explorer of a received
message to an information seeker about the school and its programs. This step forward
measured by the click through rate is crucial because it brings the potential candidate
closer to the school and gives the school the opportunity to retarget the candidate bymore
specific LinkedIn or other types of messages.

Our metrics enables marketers to assess both in monetary and non-monetary terms,
the ROI of investing in LinkedIn one-to-one message. The monetary metrics allows for
comparing the value created by LinkedIn campaigns and compare it to the value created
by other types of campaign. The non-monetary terms allow marketers enhancing the
content and the deployment of the LinkedIn campaign. By measuring the efficacy of
every piece of the communication channel, the proposed metrics enable for detecting
deficiencies and allow for corrective measures even when the campaign is going on.

6 Conclusions and Limitations

The rise of SM platforms usage among companies in different industries lead to ques-
tioning its value for the business. The marketing literature explored this question but did
not give consensus, specifically from the SM financial ROI measurements perspective
[24], and whether SM is profitable across business models, industries, and platforms
[20]. This study is an attempt to understand of SM ROI measurement in the context of
professional social networks. Our proposed model joins the body of knowledge about
SM ROI measurements models and approaches. It is built on academic calculations of
customer value, and customer engagement taking in consideration complexity of SM
data and costs to access more sophisticated tools. Thus, the model is easy to use from
marketers that are continuously asked to justify their investments to senior management.
It consists of four measures calculated using free available data and allowing to capture
the overall customer value (i.e. financial and non-financial value).

Despite the theoretical and practical contributions of our study, it suffers from some
limitations. We acknowledge that we proposed a model only for professional social
networks, and only for one-to-one message (LinkedIn sponsored InMail). We applied
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the proposed model in the context of a French higher education institution in the field
of business. Even if we could capture within-network influence beyond SM, possible
interactions with other marketing mix elements are not captured [40]. In the future,
there is a need to extend the study to other SM types, other industry contexts, and other
engagement behaviors. Besides, as we focused on the behavioral dimension of
engagement, future studies can measure other dimensions as cognitive and affective
dimensions of engagement [10]. It will be interesting to develop an econometric model
relating non-financial metrics to financial ones. This can be done by attributing a
monetary value of each non-financial measure. Furthermore, professional social net-
works metrics can be modeled with data mining approach [36]. Finally, as we afore-
mentioned one-to-one message were more effective than other campaigns, and adults
were more interested than student, there is need for a deeper analysis to assess the
determinants of these differences.

Appendix: The Sponsored Message
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Abstract. Intelligent Transportation System (ITS) aims to provide innovative
services in the field of road transport and traffic management. This field includes
infrastructure, vehicles and users, and interfaces with other modes of transport.
Vehicles are capable of exchanging information by radio to improve road safety or
allow internet access for passengers. Road safety messages exchanged between
vehicles may be falsified or eliminated bymalicious entities to cause accidents and
endanger people life. The main concern arises how to maintain only the trust-
worthy participants and revoke the misbehaving ones. In this paper, we propose a
new framework for the certificate revocation process within ITS. This process can
be activated by Misbehavior Detection Systems (MDSs) running within vehicles
and the Misbehavior Authority (MA) within the infrastructure. These MDSs rely
on the trust evaluation for participating vehicles updated continuously based on
their behaviors. Therefore, the revocation is done periodically through geo-
graphical Certificate Revocation List (CRL) which specifies the certificates of all
revoked vehicles within a specific area. This results in a lightweight solution for
CRL management and distribution within a modular and secure Public Key
Infrastructure (PKI), based on group formation and trust evaluation. Simulations
were carried out showing the advantages of the proposed revocation framework.

Keywords: ITS � Vehicular network � Group formation � Privacy preservation �
Misbehavior detection � Revocation

1 Introduction

The vehicular network consists of vehicles equipped with Online Board Units (OBUs)
communicating together or with the infrastructure and the Road Side Units (RSUs). It
aims of providing safety related information and trafficmanagement. The communication
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is either V2V (Vehicle-to-Vehicle), V2I (Vehicle-to-Infrastructure) or hybrid via DSRC
(Dedicated Short Range Communication) in a single or multi-hop mode [1]. Within ITS,
vehicles are able to join groups without prior knowledge of each other, but certainly after
being authenticated to the Certificate Authority (CA)within the infrastructure [2]. Then, a
vehicle correspondingly gets its long-term certificate that binds its public key to an
identity. Afterward, it requests short-term certificates used for privacy preservation and
for a set of permissions within the ITS.

Safety and traffic management entail real-time information and directly affect the
lives of people traveling on the road. Without a security guarantee, some malicious
vehicles may jeopardize the system by putting the users’ vehicles in dangerous situ-
ations. Participants need to be trusted. If not, the network becomes more vulnerable to
frequent attacks as stated in [3]. Therefore, a trust evaluation technique is required to
identify the malicious vehicles and to notify the Misbehavior Authority (MA) to
exclude them from the network [2]. The exclusion and revocation process can be done
through a Certificate Revocation List (CRL) distribution center being part of MA. This
center is required to store and distribute the CRL to participants within the network.
Some solutions related to the revocation process can be found in the literature [12–27],
but the appropriate way of designing an infrastructure for management, generation and
publishing CRLs is still an open issue for researchers within the ITS.

In this paper we focus on the design of a framework for the revocation process
within the ITS. After reviewing several solutions from the literature, we propose a
novel approach for the certificates revocation process based on publishing CRL within
a modular infrastructure secured by PKI [4, 5]. To provide an efficient and secure V2V
communication, we rely on the formation of vehicular groups to ensure anonymity
using the group signature while the privacy is provided using short-lived changing keys
[2]. We also consider the usage of a Hybrid Trust Model for evaluating the trust-
worthiness of participating nodes [6]. Based on a Trust Model developed in [2], we use
its output to generate the geographical CRLs within the MA and to distribute them
amongst the vehicular network groups. This results in an efficient CRL generation
within a group-based PKI in the ITS.

The rest of this paper is organized as follows: in Sect. 2 we present and investigate
some existing related work. Section 3 details the proposed solution for CRL man-
agement and distribution. In Sect. 4, we evaluate the proposed solution. Finally, in
Sect. 5, we conclude and mention some future works.

2 Related Work

Many researchers investigated the certificate revocation process in ITS [7–27] Some of
them used CRLs; others argued about the big size of CRLs and tried to find alterna-
tives. Both share the same objective but differ on how the certificate validity is checked.
The works that adopted CRLs are divided in two categories: the standardization groups
[7–11] and other proposed solutions [12–19]. The standardization groups mainly
defined the basic infrastructure for CRL and the communication with specific
authorities, while the other proposed solutions defined methods for managing and
publishing the CRL. Meanwhile, the other alternatives tried to directly check the
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certificate of the participant either by contacting instantly the specified authority [16,
23, 24] or by using a hash code [25–27], or they use correspondingly specific revo-
cation protocols [19, 22].

The CRL requires the dissemination of a blacklist of revoked certificates, while the
alternatives connect to an online certificate status server/responder to check the cer-
tificate status. This latter has an overhead advantage over the CRL but presents a
bottleneck within a single responder. The main drawback of the CRL solution is its
length due to the enormous number of vehicles, and the short lifetime of the certificates
with no infrastructure defined for CRL. In this paper, we propose a solution for the
revocation process that relies on the standardization groups work [7, 8, 10] for the CRL
usage and their recommendation of using geographical CRL to reduce its size and
minimize the bandwidth utilization. We adopt a modular and secure CRL infrastructure
with the butterfly technology [5] to assure the total privacy of the participants. We also
adopt the Hybrid Trust Model in [2] to classify the behavior of the vehicles and to
inform the MA about malicious ones. Based on this model a Misbehavior Detection
System (MDS) acts as an input for the CRL generator.

3 Proposed Solution for CRL

3.1 System Architecture

The deployment environment is illustrated in Fig. 1 and has the following main part:
The vehicular groups, the connectors, and the infrastructure. RSUs are spread out over
the roads and relay information between vehicular groups and the infrastructure and
vice-versa. The infrastructure is composed of many Regional Authorities (RAs) com-
municating together.

Each Regional Authority (RA) infrastructure is similar to the infrastructure adopted
in [4, 5], which provides a modular and secure PKI that assures privacy against insiders
and outsiders (no possibility of tracking). Regional CAs only manage the certificates of
vehicles in their region. RSUs provide a link to the Regional CA for keys revocation
purposes. Infrastructure main entities are classified based on their functionalities into

Fig. 1. Proposed framework architecture
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four groups as illustrated in Fig. 2: Policing within the Security Credential Manage-
ment System (SCMS) Manager, Certificate Processing, Misbehavior Detection/
Revocation and Communication with Vehicles. Vehicular groups are formed based
on the current location and speed of the vehicles on the road [2]. A group is equivalent
to a geographical area of 600 m large, centered on the moving Group Leader (GL).
The GL has a crucial role within the group; it is responsible for group keys generation
and distribution, and group and delta CRL dissemination based on group members’
activities. The group formation quickly disseminates the safety messages. Vehicles
communicate together and with the infrastructure preserving a high level of security
and anonymity. Nodes participating in ITS must be trusted and reliable. This issue
creates a need for a mechanism to identify the validity of participating vehicles.
A Hybrid Trust Model in [2, 6] is adopted for trustworthiness evaluation of partici-
pating vehicles. Based on the cooperation between vehicles and the infrastructure, this
model classifies vehicles, elects GLs and deactivates others. The trust evaluation is
based on different metrics to analyze vehicle behavior. When the vehicle’s trust metric
(within vehicles, GLs, and infrastructure) exceeds a threshold, the concerned vehicle is
considered trustworthy. Otherwise, specific misbehavior detection set of rules are used
to filter out the malicious ones. We consider that each vehicle (including GL) controls
and sends its misbehavior report directly to MA because sometimes attacks can be
directly detected by vehicles and not by GLs. A Misbehavior Detection System
(MDS) within vehicles and MA is used to mitigate the effect of malicious users and
exclude them from the vehicular network 2]. The Hybrid Trust Model outputs at the
infrastructure level a global trust metric value for each vehicle i, a Tglob(i), reflecting its
behavior within the vehicular network. MA makes the final decision about vehicles
within ITS. Within this work, we focus on Misbehavior Authority, Certificate Pro-
cessing and Communication with vehicles to propose a framework for the CRL
management within the Intelligent Transportation System.

Fig. 2. Infrastructure entities
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The novelty of this framework resides in the combination of a secure architecture,
vehicular groups, and a hybrid Trust Model to produce and broadcast the geographical
CRL.

3.2 The Revocation Work Cycle

We summarize the whole process that starts with the authentication phase and ends
with the CRL management. Figure 3 respectively illustrates the mutual authentication
of any vehicle i with the infrastructure and its enrolment in a specific group within the
revocation framework. Each new vehicle i entering the network with a pair of pre-
loaded Public (Pu) and Private (Pr) keys from the Department of Motor Vehicles
(DMV) authenticates with the regional CA to get its long-term certificate and initial
global Trust Tglob(i)0 [2, 6]. Tglob(i)0 is updated based on vehicle i behavior on the road.
Vehicle i requests short-term certificates to participate in the vehicular network then try
to join an existing group. The GL verifies this vehicle’s certificate then gives it, the
private signing key Prsk and the symmetric encryption key Kgr of this group. These
keys are used respectively to sign the disseminated safety messages and encrypt/
decrypt the confidential neighboring direct trust values [2]. The GL transfers to this
vehicle the GCRL (group CRL), i.e., a list that contains all revoked certificates within
this group. Vehicle i broadcasts beacons to its neighborhood. Each vehicle j 6¼ i
monitors different metrics/parameters for all its 1-hop neighbors. It calculates the
related Trust metrics and transmits these values to the nearest GL. The GL, in turn,
passing by the RSU transfers these values to the RA which updates the global trust
value for each vehicle participating within ITS. The RA with its specific entities is
responsible for maintaining the stability of the network by excluding malicious vehicles
and publishing the CRL. At any misbehavior, the certificate tied to that bad V2V
messages is recorded and uploaded to MA to react [2]. At vehicle level, each node
calculates the trust metric for its neighbors and controls the behaviors of the other. This
will provide a classification of these vehicles ranging from honest, intermediate to
malicious ones. Notifications about malicious ones should be sent through the GL to
MA. If GL is not reachable, vehicle directly notifies the MA. At the GL level, it
concatenates all received Trust values about vehicles and does the classification. In the
trust model, a simple vehicle and a GL control together because sometimes there are
some attacks detected by the vehicles and not by the GLs and vice-versa. At the
infrastructure level, it receives information from different GLs, builds a history about
participating vehicles within ITS. Therefore, MA knows that a vehicle is misbehaving.
It communicates with the certificate processing center and deactivates the batch of
certificates related to this misbehaving vehicle by publishing a single key (seed) [4, 5,
7]. The revocation is done through geographical CRLs which specify all revoked
certificates that should not be trusted within a certain group. Vehicles use CRLs to
discern whether to trust the received messages or vehicles. When receiving a message,
the vehicle checks the sender’s certificate (seed value) against those listed in the CRL.
If a match occurs, the message is ignored. Infrastructure frequently updates and dis-
seminates deltaCRLs containing freshly revoked certificates upon a misbehavior
occurrence. Then, when new vehicles connect to the system, they are warned about
specific certificates to avoid trusting. Vehicles can send misbehavior reports and
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receive certificate revocation lists (CRLs), and other traffic/safety updates through
RSUs and GLs. Within vehicles, these misbehaviors and CRLs are recorded in the TPD
of the OBU in order not to be altered by an attacker or the drivers themselves.

At GL and vehicles level, a local database is maintained within the Tamper-Proof
Device (TPD). This database intervenes in CRL publishing within vehicles, GLs, and
Infrastructure (MA). It includes the following tables:

• A Local Certificate Revocation List (LCRL): contains details about misbehaving
vehicles detected locally by the monitoring vehicle itself after running the Misbe-
havior Detection Set of rules for vehicles’ classification [2]. Vehicle pseudo-id and
the seed value are ones of its main contents.

• A Group Certificate Revocation List (GCRL): is published by MA to RSU, then to
GL and later to group members. It contains all revoked certificates of members
within a specific group. It includes mainly vehicle pseudo-id, Group ID, the identity
of the CA that issued the revocation information. This list is updated periodically
based on delta and base CRL sent by MA.

At Infrastructure, a local database includes:

– Within the Global Detection entity, we mention two tables:
• A table including a global trust for each vehicle i participating in a the vehicular

network [2, 6], Tglob(i) estimates the vehicle trustworthiness.
• A table including all misbehaving details received from vehicles.

– Within the CRL Store, a table including all revoked certificates sorted by the
recently revoked ones.

Fig. 3. Mutual authentication and group enrolment process of a vehicle within ITS
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– Within the Internal Black List Manager, we propose three tables: white, grey and
blacklists including respectively Honest, Intermediate and Malicious vehicles.

3.3 CRL Process Cycle

Certificates Updates
Privacy is a major concern in ITS security; the use of short-term certificates (pseu-
donyms) seemed to be a perfect solution for the traceability problem. For the certifi-
cates updates, we adopt the choice made by the NHTSA [9, 10]. To reduce privacy
risks and promote security, a certificate is only valid for 5 min and completely dis-
carded after its usage. Based on AAA (American Automobile Association) for traffic
safety, an American vehicle is supposed to drive an average of 5 h weekly. So a vehicle
has 60 valid certificates per week, and 3,120 certificates per year. In case a vehicle
makes on average a drive greater than 5 h weekly, users can get additional short-term
certificates via the short-term Certificate Issuance Proxy detailed in [2]. These batches
include overlapping five-minute certificates valid for one week. “Overlapping” means
that any certificate can be used at any time during the validity period. At the end of
each week, OBU must replace all the certificates with 60 new certificates.

CRL Request and Distribution
When the CRL distribution center receives a CRL request, it responds by sending the
requested CRL, if available. Any entity may request a CRL by generating a CRL
request message via GL to the MA. To revoke a certificate, the driver within a vehicle
sends a signed revocation request indicating the certificate to be revoked. MA reacts
correspondingly. Revocation components generate the internal blacklist and CRLs [9,
10]. They distribute them to infrastructure components and end entities respectively via
RSUs and respective GLs. If a vehicle i is on the blacklist, no certificate updates are
issued. The MA sends a revocation message to the revoked vehicle i and broadcasts a
deltaCRL only to other vehicles j 6¼ i within the group that vehicle i belongs to
(geographical-group based CRL is used to reduce the CRL size). For the CRL distri-
bution frequency within the ITS, it depends on the CRL types, on vehicle status, and
different cases:

• For FullBase CRL: includes the list of all revoked vehicles within a specific
group. We propose to distribute it on a daily basis to vehicles once they join a
specific group in the vehicular network.

• For deltaCRL: contains only freshly revoked certificates within a certain group. We
suggest that it should be incidentally broadcasted to vehicles, either when a new
revocation occurs.

• For a newly entered vehicle, the GL checks the vehicle certificate status. After
positive assurance, a FullBase CRL (GCRL) is downloaded to this vehicle via GL.
The GCRL contains a list of revoked certificates within the geographical area of this
group.
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• For vehicles leaving the group, the identifiers of the old group should change at the
same time in order not to be tracked. The identifiers are the group keys (Pugr), the
group certificate (Certgr), the group ID (GID) and the group CRL (GCRL). If
the leaving vehicle was malicious, the GCRL must be updated via deltaCRL.
Otherwise, no need to update and rebroadcast the GCRL; this vehicle authenticates
with another GL, it is considered then as a newly entered car to a specific group
(case stated in the previous point).

Update Procedure Rate
In the ITS, there is no way to accurately predict the misbehavior rate, because it
depends on the intention of the participant drivers within vehicles or the attackers on
the roadside. To reduce the CRL distribution communication load, we introduce the
concept of downloading FullBase CRL once per day. The FullBase CRL is the GCRL
(group CRL) that includes all revoked certificates within a specific group. As well,
publishing the deltaCRL that consists of the freshly revoked certificates, whenever
misbehavior occurs. In this case, only cars that had not been driven for a long time will
potentially have a significant update.

CRL Management and Updates
According to our proposed framework, vehicles (including GLs) monitor each other to
detect the misbehavior [2]. Once misbehavior is detected, an evaluation set of mis-
behavior detection rules triggers within vehicles or GLs for vehicle classification and
then notifies the MA to generate the specific reaction. Many circumstances take place
depending on the monitoring entity: vehicles, GLs or the infrastructure. Table 1 below
summarizes the CRL updates based on Local actions that happen within entities
(vehicles and GLs) and Global actions that take place within the whole system.

4 Evaluation of the Proposed Solution

The certificate is a signed document of 120 bytes used mainly to authenticate vehicles
within ITS. The authentication process is triggered whenever unauthenticated vehicles
start communicating together. They send their certificates attached to the signed
transmitted messages. When a vehicle receives a signed message, it checks the validity
period of the sender’s certificate then verifies it and its digital signature. This verifi-
cation process induces delays as presented in Table 2 [28]. To lessen these delays, our
proposed method relies on authenticating vehicles within the same group with the GL.
These vehicles share common group credentials for signature and encryption which
results in avoiding the need for the verification process, i.e., saves time and network
resources.

Furthermore, we proposed within the revocation process to use the geographic
CRL. The GCRL contains the revoked certificates of specific vehicles within a defined
group area, which leads to a reduction in the CRL size and enhances the vehicular
network performance.
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Table 1. Summary of CRL updates and reactions within the ITS

Monitoring
entity

Misbehaving
vehicle status

Local action Global action

Vehicle ‘Intermediate’
under
inspection
phase

Insert pseudo-id of misbehaving
vehicle and its certificate seed in
LCRL with a flag ‘I’

None

‘Intermediate’
inspection
phase expired

1. Misbehaving continues:
- Notify GL. If not reachable,
notify the MA directly. If the MA
is not reachable, notify the most
trustworthy vehicle within the
monitoring vehicle radio range.
This vehicle will take hands of
informing the MA
- Add misbehaving vehicle
identifier and certificate seed on
top of LCRL
- Monitoring vehicle discards
messages from misbehaving
vehicle until receiving deltaCRL
from MA

MA analyzes the misbehaving
report and takes specific action

2. Misbehaving disappears:
- Remove pseudo-id and certificate
seed of misbehaving vehicle from
LCRL

None

Malicious - Add misbehaving vehicle
pseudo-id and certificate seed to
LCRL
- Notify GL directly

MA analyzes the misbehaving
report and takes specific action

GL ‘Intermediate’
under
inspection
phase

Insert misbehaving vehicle
pseudo-id and certificate seed in
LCRL with a flag ‘I’

None

‘Intermediate’
inspection
phase expired

1. Misbehaving continues:
- Investigate vehicle status and
notify MA directly
- Update the flag to ‘M’ and move
misbehaving vehicle pseudo-id and
certificate seed on top of LCRL
- GL discards messages from
misbehaving vehicle until
receiving deltaCRL from MA

MA analyzes the misbehaving
report and takes specific Action

2. Misbehaving disappears:
- Remove the pseudo- id of the
misbehaving vehicle and its seed
from LCRL

None

Malicious - Add misbehaving vehicle
pseudo-id and its seed to LCRL.
- Notify MA directly

MA analyzes the misbehaving
report and takes specific Action

(continued)
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4.1 Revoked Certificates

We used the Groovenet simulator [29] for analyzing the revoked certificates. We
consider 50 circulating vehicles within a simulation area of 0.5 Km2 around 333 7th

Ave New York Location. These vehicles are equipped with DSRC for V2V or V2I
communication. Initially, vehicles were positioned at 333 7th Ave New York location.
Interacting vehicles are allowed to move using the Car Following Model (following
GL). GL is moving based on a Uniform Speed Model varying ± 25% of the speed
limit of the mentioned street. The objective of the simulation is to analyze the revoked
certificates based on the MDS at different levels: the GL, the vehicles, and the
infrastructure. These revoked certificates serve as inputs for delta and Full CRL gen-
erated by the MA to the specified groups. Then to verify if there is a probability of false
negative occurrence, i.e., any malicious vehicle is detected as honest. We also inves-
tigate if any malicious is detected by a neighboring vehicle and not detected by the
Group Leader or vice-versa. The simulation duration is for 5 min each.

We considered a scenario with 10% of malicious vehicles injected. 10% represents
five vehicles. The malicious vehicles (v1, v2, v3, v4, and v5) were sending falsified
emergency events as follows: at event 1, v1 sent a falsified emergency message. At
event 2, v2 joined v1 in sending falsified messages. At event 3, v3 joined the group in
sending falsified messages. At event 4, v4 joined them, and at event 5, v5 participated
in the malicious activity. Figure 4 shows the percentage of vehicles that detected the
malicious activities during the monitored period. At event 1, 72% of the fifty vehicles

Table 1. (continued)

Infrastructure Malicious Run Misbehavior Detection set of
rules at the infrastructure, based
on:
- Comparison of global
misbehaving Trust of vehicle i,
Tglob(i) to the average global
trusts of all vehicles within the
Infrastructure in this region
- Successive Global Trust values
for the misbehaving vehicle over a
certain period; if they are far away
from each other
- Number of notifications related to
this misbehaving vehicle; if it
exceeds a certain threshold of
notifications
- History of misbehaving records
of this malicious vehicle

- MA via Internal Blacklist
Manager classifies vehicles within
Grey and Black lists 2
- MA via CRL Generator
broadcasts deltaCRL including
newly revoked vehicle to the group
to which misbehaving vehicles
belong. Thus the GCRL will be
updated only within groups where
misbehavior is detected

Table 2. Signature signing and verification times

Signature algorithm Signing(ms) Verification(ms)

ECDSA 0.56 ms 0.84 ms
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detected v1 and classified it as a malicious vehicle. 16% of the fifty vehicles classified
v1 as intermediate and put it under inspection and the remaining 12% of the vehicles in
the zone consider the malicious injected vehicle v1 as honest. This latter percentage
reflects the false negative rate detected within the MDS. Similarly, for event 2, we
notice an increase to 74% in the percentage of vehicles that classified v1 into the
malicious vehicle, the percentage of the vehicles that put v1 under inspection rose to
18%, while the percentage of the ones that considered v1 as honest (false negative)
decreased to 8%. The changes were due to the cooperation between vehicles within the
Hybrid Trust Model. Additionally, 80% of the fifty vehicles classified v2 as malicious
one, 8% of the vehicles put it under inspection, and 12% of the remaining vehicles
considered it an honest one. Similarly, for event 3 we updated the detection percentage
of v1, v2 and presented those of v3. For event 4, we updated for v1, v2, and v3 and
added those of v4. Moreover, for event 5 generated by v5, we showed the percentage
detection related to the whole malicious group.

During the simulation period, we got a maximum of 12% false negative rate which
means six over 50 vehicles consider an injected malicious vehicle as an honest one.
After an investigation, this is due to the indirect calculation of trust metric values.
Those six vehicles judge the malicious based on other opinions; malicious vehicles are
outside the direct communication range of some vehicles within the groups. Further-
more, we noticed that the percentage of false negative assumption decreased during the
simulation due to the cooperation between honest vehicles within the Trust Model. It is
illustrated in Fig. 4 the false negative rate of v1 decreased from 12% to 4%. Similarly,
for v2, it decreased from 8% to 4%, for v3 from 12% to 6%…etc. Correspondingly, the
vehicles that detect the malicious behaving will send misbehavior reports to the GL that
investigates and informs the MA. Then the MA will take appropriate actions. Finally,
the GL was among the vehicles that detected the malicious activities. The GL detected
v1 directly after the occurrence of event 1, it detected v2 and v3 after the occurrence of
event 3, it detected v4 after the occurrence of event 4, and lastly, it detected v5 after the
event 5. Table 3 shows the details of the GL control process over v2 in term of a tenth
of the minute.

Table 3. GL control results in tenth of the minute order for v2 during event 2

Time(min.sec) Vehicle (i) Status

2.0 v2 Inspection
2.10 v2 Inspection
2.20 v2 Inspection
2.30 v2 Inspection
2.40 v2 Inspection
2.50 v2 Inspection
3.0 v2 Malicious
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5 Conclusion

In this paper, we propose a novel framework for certificate revocation process within
the ITS. This framework is based on a secure and modular PKI infrastructure, vehicular
groups and a Hybrid Trust Model. After defining the CRL infrastructure and main
entities, we benefit from vehicular groups to reduce the CRL size by proposing geo-
graphical CRL published only to groups including the misbehaving members. For
future work, we intend to investigate the multi-hop communication and the groups’
interactions based on the revocation process.
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Abstract. In this paper, an approach for verifying data exchange requirements
in the context of IoT with regard to resource constraints is described. The
verification is done using Event-B method. The security requirements are
defined based on the correlation concept. The capacity requirements are defined
as a set of constraints on the exchanged data. The proposed approach starts by
formalizing the data exchange process. Second, it extends this formalization
with the data exchange security and capacity requirements. The consistency of
each model and the relationship between an abstract model and its refinements
are obtained by formal proofs. Finally, we use ProB model-checker to trace
possible design errors.

1 Introduction

Internet of Things (IoT) [1, 2] constitutes a new paradigm, where everyday objects can be
equipped with identifying, sensing, networking and processing capabilities that enable
them to communicate over the Internet to accomplish some objectives. Objects can be
anything that is able to provide data, while requiring other data over a network [2, 3].

There are different requirements to be considered for data exchange between
objects in the context of IoT [2, 3]. In this work, we focus on security and capacity
requirements. The security requirements is only studied with regard to correlation
parameter [1]. Of course, other security parameters such as diffusion and confusion
properties must be added for a complete verification. In this work, correlation is defined
as a statistical measure which determines the capacity to predict the original data by the
encrypted data using a linear relation [4]. The capacity requirements are defined as a set
of constraints of two types: upper-bound and lower bound constraints. An upper-bound
constraint concerns the provided data. For a given object, it defines a maximal number
of data use. A lower-bound constraint concerns the required data. It defines a minimal
amount of required data.
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The research problem in which we are interested in is the correctness verification of
data exchange in IoT context [1, 5]. More precisely, we focus on verifying the data
exchange security and capacity requirements using EventB method. To meet our
objective, we first propose an Event-B formalization of the data exchange process.
Then, we extend this formalization with the data exchange security and capacity
requirements. The consistency of each model and the relationship between an abstract
model and its refinements are obtained by formal proofs. Finally, we use ProB [6]
model-checker to trace possible design errors. The rest of this paper is organized as
follows: Sect. 2 presents an overview of the related work and the basic concept of the
Event-B method. Section 3 describes our EventB formalization of Data exchange
process and its correctness requirements in IoT context. The verification process of the
consistency of such a model is described in Sect. 4. Section 5 concludes this paper and
presents some future works.

2 Motivation and Background

In this section, we present an overview of the related work with an outline of their main
shortcomings. Then, we describe Event-B basics.

2.1 Motivation

The data exchange problems in IoT and particularly the security issues have been
gained a particular attention in the recent years. To deal with the security issues,
different modern lightweight cryptosystems are designed such as Midori [7], Rectangle
[8], Simeck [9, 10] and RoadRunner [11] Midori cryptosystem encrypts a 64-bit or
128-bit message with a 128-bit key. The message consists of a matrix with 4 rows and
4 columns of nybbles or bytes for 64 bits size message and 128 bits size message,
respectively. Midori uses SPN structure. Midori uses involutive components. This
allows to reduce cost since the same functions can be used for encryption and
decryption.

RoadRunner encrypts an 80-bit message size. It is a Feistel construction with SNP
as a function on 10 or 12 rounds with 80 or 128-bit key, respectively. RoadRunner uses
the whitening key method to increase security. Rectangle is a bit-sliced design; it
encrypts a 64-bit message with a 64 or 128-bit key. The message is carried out in the
form of a matrix with 4 rows and 16 columns of bits. Rectangle uses SPN structure
with 25 rounds. The bitsliced design makes the cryptosystem highly flexible for
hardware implementation. Furthermore, due to columns parallelization in S-box
function, the number of clock cycles is reduced.

Simeck uses only circular shifts and bitwise operations (XOR, AND) for round
encryption and keySchedule function. This reduces memory and logic gate use.

The main shortcoming of the cryptanalysis done on the lightweight cryptosystems
is that they not consider the correlation between encrypted and original data as it is,
rightly or wrongly, considered as already covered by of the entropy analysis. However,
some studies has shown that studying traditional entropy based on Shannon definition
is not enough [14] and [15]. As a result, correlation should be considered independently
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in new designed cryptosystems. To this end, in this work we propose to use a formal
method to verify this feature in cryptosystems. The approach introduced in this paper is
intended to deal with data exchange security with regard to correlation issue using a
formal verification method.

2.2 Event-B Formal Method

The Event-B [12] is a formal method based on the theory of sets and the first-order logic.
It is a stepwise refinement approach producing a correct specification by construction
since we prove the different properties of the system at each step. The Event-B is
supported by the eclipse-based RODIN platform [13] on which different external tools
(e.g. provers, animators, model-checkers) can be plugged in order to animate/validate an
Event-B model. An Event-B model includes two types of entities to describe a system:
machines and contexts. A machine represents the dynamic parts of a model. Machine
may contain variables, invariants, theorems, variants and events whereas contexts
represent the static parts of a model. It may contain carrier/enumerate sets, constants,
axioms and theorems. Those constructs appear on Fig. 1.

A machine is organized in different clauses: VARIABLES represents the defined
variables of the model. The clause INVARIANTS represents the invariant properties of
the system and must allow at least the typing of variables declared in the VARIABLES
clause. EVENTS clause contains the list of events of the model. An event is modeled
with a guarded substitution, is fired when its guards evaluated to true. The events
occurring in an Event-B model affect the state described in VARIABLES clause.

The concept of refinement is the main feature of EventB. It allows an incremental
design of systems. In any level of abstraction we introduce a detail of the modeled
system. Correctness of Event-B machines are ensured by establishing proof obligations
(POs); they are generated by the RODIN platform tool called proof obligations gen-
erator to check the consistency of the model. Let M be an Event-B model with v being
variables. The invariants are denoted by I(v) and E is an event with an input parameter

Fig. 1. Machine and context relationships
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p and a guard G(v, p) and a before-after predicate R(v, p, v0). The initialization event is
a generalized substitution of the form v : INIT(v). Initial proof obligation guarantees
the satisfaction of the invariants of the initialization : INIT(v) ) I(v). The second
proof obligation is related to events. The event E should preserve invariants after its
triggering. The Feasibility statement (FIS) and the invariants preservation (INV) are
given in the following predicates:

• FIS: I vð Þ ^ G v; pð Þ ) 9v0 � R v; p; v0ð Þ
• INV: I vð Þ ^ G v; pð Þ ^ R v; p; v0ð Þ ) I v0ð Þ

An Event-B model M with invariants I is well-formed, denoted by M’ I, only if M
satisfies all proof obligations.

3 Formalizing Data Exchange Requirements in IoT Using
Event-B

In this section, we propose an Event-B formalization for the Data Exchange
Requirements in IoT. The following is the adopted formalization approach:

• Step 1: Formalizing the data exchange process.
• Step 2: Formalizing the data exchange requirements.

In the next subsections, we present a detailed description of each step.

3.1 Data Exchange Model

Object constitutes the main concept of Internet-of-Things (IoT) paradigm. An object can
be any communicating thing such as smart phone, software, sensor network etc. Hence, it
can provide data while eventually requiring others. To formallymodel the object concept,
we define an event-B formalization. Such a formalization is an event-B model includes a
machine “DataExchangeMachine” (see Fig. 2) and a context “DataExchangeContext”
(Fig. 3).

MACHINE DataExchangeMachine SEES DataExchangeContext
VARIABLES
exchangedData objects sent received
INVARIANTS
type1: exchangedData P(DATA) type2: objects 

P(OBJECT) type3: sent objects →7 
P(exchangedData) type4: received objects →7 
P(exchangedData) EVENTS
...

Fig. 2. The DataExchangeMachine description
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The context “DataExchangeContext” specifies the static part of the object concept,
namely the provided and required data. We define the provided and required data set
using the following function:

providedData 2 OBJECT ! P DATAð Þ ð1Þ

requiredData 2 OBJECT ! P DATAð Þ ð2Þ

Where OBJECT represents an abstract type of objects. DATA denotes an abstract
type of data. A given data can be provided/required by different objects. An object can
provide or requires several data.

The event-B component DataExchangeMachine formally defines the dynamic part
of objects, namely the process of data exchange. The variable’s name exchangedData is
a set of the exchanged Data between objects (type1). The objects that exchange data are
specified using the variable objects (type2).

The variable, objects (formalized as a partial function from the set objects to P
(exchangedData)), specifies the sent data set by each object. Similarly, the received
data by a given object are determined by the variable received (see Fig. 4).

In addition to the previously defined variables, the machine DataExchangeMachine
introduces an event named “exchangeData” to model the exchange of data between a
set of objects. Such an event takes as input three parameters, namely to distinguish
objects (o1 and o2) and a data to be exchanged (d). The types of these parameters are
defined using the guards “grd1”, “grd2” and “grd3”. The guard “grd4” states that the
data d must be provided by one of the two objects, while it is required by the other.

CONTEXT DataExchangeContext
SETS  
DATA OBJECT 
CONSTANTS  
providedData requiredData  
AXIOMS  
axm1: providedData OBJECT → P(DATA) axm2: 
requiredData OBJECT → P(DATA) END  

Fig. 3. The DataExchangeContext description

exchangeData = ANY d o1 o2 b 
WHERE
grd1: d DATA grd2: 
o1 objects grd3: o2
OBJECT
grd4: d providedData(o1) d requiredData(o2) THEN act1: 
exchangedData := exchangedData  {d} act2: sent := sent C− {o1
7→ (sent(o1)  {d})} act3: received := received C− {o2 7→ 
(received(o2)  {d})} END

Fig. 4. The formalization of the DATA exchange process between objects using Event-B
notation
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3.2 Extending Data Exchange Model with Security and Capacity
Requirements

Different requirements shall be considered for data exchange process in context of IoT
[1]. In this work, we focus on the following requirements: security and capacity
requirements. The security requirements are defined based on the correlation concept.
Correlation is a statistical measure which determines the capacity to predict a data d1
by another one, d2, using a linear relation [4]. More formally, we define the correlation
concept as follows:

correlation 2 DATA� encryptedDatað Þ ! BOOL ð3Þ

The value FALSE of correlation(d1 7 ! d2) states no linear relation between the
data d1 and its encrypted one. This non linearity indicates a good encryption level of
d1. However, d2 is called a bad encryption of d1 when the value of correlation(d1
7 ! d2) is equal to TRUE.

The capacity requirements are defined as a set of constraints of two types: upper-
bound and lower bound constraints. An upper-bound constraint concerns the provided
data. It defines a maximal number of data use by an object. A lower-bound constraint
concerns the required data. It defines a minimal number of data require by an object.
We use the following functions to define the capacity constraints:

provideCapacity 2 OBJECT � DATA ! N ð4Þ

requireCapacity 2 OBJECT � DATA ! N ð5Þ

We formally model the capacity and security requirements, we introduce a new
event-B model composed of a machine “RequirementMachine” (see Fig. 6) and a
context “RequirementContext” (see Fig. 5). The context “RequirementContext” is
defined by extending “DataExchangeContext” with constraints capacity requirements.
The axiom “axm3” ensures that provideCapacity function can be defined only for the
provided data. The axiom “axm4” states that requireCapacity function can be defined
only for the required data.

The event-B machine, “RequirementMachine”, refines “DataExchangeMachine” by
the introduction of the security requirements. It introduces two new variables, namely
encryptedData and correlation. The variable encryptedData defines a set of encrypted
data. The variable correlation specifies the correlation between the encrypted data and
the original one. During the refinement of DataExchangeMachine, the abstract variable
exchangeData has been disappeared and replaced with encryptedData in order to
specify the following need: all exchanged data are encrypted. The correctness rela-
tionship between the abstract variable and the concrete one (encryptedData) is ensured
with the gluing invariant “glu1” (see Fig. 6).

In order to encrypt data before exchange process, RequirementMachine introduces
a new event named “encrypt” (see Fig. 8). This event takes as input three parameters,
namely a data d1 and its encrypted one d2, and a correlation level between d1 and d2.
The substitution of the variable exchangedData with encryptedData systematically
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requires the refinement of exchangeData event. The new version of this event is
described in Fig. 9.

The data exchange requirements are formalized in RequirementMachine as Event-B
invariants (see Fig. 6). These invariants must be held in order to ensure a correct
exchange of data between objects. In the next section, we will show how to prove such
correctness (Fig. 7).

MACHINE RequirementMachine REFINES DataExchangeMachine
SEES RequirementContext VARIABLES
objects sent received encryptedData correlation
INVARIANTS type1: encryptedData P(DATA) type2: correlation  (DATA × encryptedData) → BOOL glu1: 
exchangedData encryptedData ... EVENTS
...

Fig. 6. The RequirementMachine description

CONTEXT RequirementContext
EXTENDS DataExchangeContext
CONSTANTS
provideCapacity requireCapacity
AXIOMS
axm1: provideCapacity OBJECT × DATA → N axm2: 
requireCapacity OBJECT × DATA → N axm3: o,d·o

OBJECT
d DATA

o 7→ d dom(requireCapacity) d
requiredData(o) axm4: 

o,d·o OBJECT
d DATA

o 7→ dom(provideCapacity)
d providedData(o)

END

Fig. 5. The RequirementContext description

req1: d1,d2·d1 encryptedData d2 DATA d1 7→ d2 dom(correlation)

correlation(d1 7→ d2) = FALSE

req2: o,d·o objects d encryptedData sent(o) o 7→ d dom(provideCapacity)

provideCapacity(o 7→ d card({o2·o2 objects d received(o2)|o2})
req3: o,d·o objects d encryptedData received(o) o 7→ d dom(requireCapacity)

provideCapacity(o 7→ d card({o2·o2 objects d sent(o2)|o2})

Fig. 7. The data exchange requirements formalized as Event-B invariants
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4 Verification and Validation

In this section, we show how we proceed to ensure the correctness of the Event-B
model elaborated in the previous sections. To achieve this such goal, we propose an
approach that combines proof-based verification and model-checking.

4.1 Proof-Based Verification

The proof-based verification consists discharging a set of proof obligations (POs) It
guarantees that:

• The initialization leads to a state where the invariant is valid.
• Assuming that the machine is in a state where the invariant is valid, every enabled

event leads to a state where the invariant is valid.

The POs define what is to be proved for an Event-B model. They are generated by a
tool, integrated in the Rodin platform celled proof obligation generator. They can be
either automatically/interactively discharged (marked with ), or undischarged
(marked with ) The symbol “A” means that the PO is automatically discharged.

Figure 10 reports an example of proof obligations where the initialization event of
the machine RequirementMachine preserves all invariants. As depicted in Fig. 10, the
encrypt event doesn’t preserve the invariant req1. The reason of this non preservation is
the absence of real guarantee of a strong encryption of data. To repair this design error,
we have to add the following guard to the encrypt event: corr = FALSE.

encrypt = ANY d1 d2 corr b
WHERE 

grd1: d1 DATA 
grd2: d2 DATA 
grd3: corr BOOL
grd4: d1 6= d2 THEN
act1: correlation(d1 7→ d2) := corr
act2: encryptedData := encryptedData  {d2} END

Fig. 8. The formalization of the data encryption process using Event-B

exchangeData = REFINES exchangeData b

ANY d o1 o2 WHERE
grd1: d DATA grd2: 
o1 objects grd3: o2
OBJECT
grd4: d providedData(o1) d requiredData(o2) grd5: d
encryptedData THEN act1: sent := sent C− {o1 7→ (sent(o1) 
{d})} act2: received := received C− {o2 7→ (received(o2) 
{d})} END

Fig. 9. Refinement of the DATA exchange event with encryption requirements
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Summarizing, the provers generate 37 POs. We notice that the work on POs is in
progress: at this time, 31 of them are automatically or interactively proved. The proof
of 6 POs remains to be done. That does not mean that they are false, but that the Rodin
provers simply don’t succeed in demonstrating the rule: it may be due to the fact that
some events are not handled in an efficient manner by the provers, or due to the fact
that the heuristics used for the proof are not efficient enough in this case. An effort
remains to be done to manually demonstrate the unproved POs.

4.2 Model Checking

As shown in the previous section, the provers fail to discharge automatically and
interactively several POs. For this purpose, we extend the proof-based verification with
a model-checking process by using ProB. This allows us to trace possible errors
causing the failure of provers and then come back to improve POs. The counterexample
generated by ProB that shows situations where the invariant is not satisfied was used as
a guide to correct our model and then discharging some proof obligation. The con-
straint solving capabilities of ProB can also be used for model finding, deadlock
checking and test-case generation. Depending on situations, we have made several
modifications on the Event-B model related to the invariant, guard or to the action of
the event.

5 Conclusion

In this paper, we proposed an approach for verifying data exchange requirements in
context of IoT using Event-B method. The security requirements are defined based on
the correlation concept. The capacity requirements are defined as a set of constraints on
the exchanged data over Internet.

The proposed approach starts by formalizing the data exchange process. Second, it
extends this formalization with the data exchange security and capacity requirements.
The consistency of each model and the relationship between an abstract model and its
refinements are obtained by formal proofs. Finally, we use ProB model-checker to trace
possible design errors.

In the future work, many improvements will be made to this work so that it can
cover the different security properties. This includes adding more requirement verifi-
cations such as diffusion level, confusion level and entropy.

Fig. 10. Some proof obligations
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Abstract. With the emergence of the resource description framework
(RDF) graphs, the SPARQL query processing on the large-scale RDF graph has
become a more challenging problem. However, the efficiency of SPARQL query
is difficult to reach and there are several issues that may arise. In our work, we
address the problem of the no answer query. Many approaches are proposed to
deal with this problem. These approaches used in generally relaxation methods
to help user in finding alternative answers when their queries fail or do not return
the expected answers. However, the majority of the proposed works don’t detect
and show to the user the cause of failure. This paper presents a Correct-and-
Relax Triples (CaRT) framework designed to facilitate the exploitation of large
knowledge base. Our framework proposes a new relaxation method that detects
and corrects only the failed triples of a failed SPARQL query. We conducted
comprehensive experiments on a benchmark RDF dataset and demonstrated the
performance of our approach by improving the efficiency of the SPRQL query.

Keywords: SPARQL � RDF � No answers query � Causes of failure �
Relaxation

1 Introduction

In recent years, several large ontologies have been created such as YAGO [1], or
Knowledge Vault [2], which contain millions of entities and facts about them. Such
information is usually stored in RDF (Resource Description Framework) or OWL
(Ontology Web Language) format and queried with the SPARQL (Protocol and RDF
Query Language). These ontologies are built from heterogeneous data sources. The
large volume of existing data and knowledge through the web makes difficult the
exploitation of the desired information. As a result, users have partial knowledge of the
content and the structure of an ontology. The semantics and the supposition are not
well understood by the users. A common issue encountered by users is the problem of
failing queries, i.e., query results are empty also known as the problem of no answers
query or do not contain the expected answers. For instance, a recent study on SPARQL
endpoints [3] shows that ten percent of the submitted queries between May and July
2010 over DBpedia returned empty answers. When users build their queries, logical
errors can arise from using non-existent terms or restrictions on relationships or even
nonexistent relationships between entities. As an example, let us consider the ontology
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inspired by the LUBM1, Benchmark depicted in Fig. 1. If a user wants to find the
GraduateStudent who has undergraduateDegreeFrom the University, he may write the
query Q1:

SELECT ?X ?Y 
WHERE{

?X rdf:type ub:Student.  ( t1) 
?Yrdf:type ub:Academy. (t2) 
?Zrdf:type ub:Department. (t3) 
?Xub:undergraduateDegreeFrom ?Y ( t4)}

Example of query Q1

In this query, the user makes a false assumption in the triplet pattern t1. The triplet
t1 involved that the variable ?X belongs to the domain of undergraduateDegreeFrom
and ?Y at his codomain. However, according to the ontology the domain of the
property undergraduateDegreeFrom is GraduateStudent, thus ?X must be an instance of
GraduateStudent and can’t be an instance of Student as required by the triplet pattern
t1. This false assumption is called an interrogation error [4]. In the same query, the user
makes another false assumption in the triplet pattern t2 which is written correctly but
the object “Academy” doesn’t exist in the ontology. This false assumption is called a
semantic error [4]. If we try to execute this SPARQL query Q1 we obtain zero answers
and Q1 is considered as a failure query. Relaxation of the failing queries is one of the
cooperative techniques used to retrieve alternative results. Several approaches generate
multiple relaxed queries using different techniques. Among these approaches we have
those who use the logical relaxation based on RDFS entailment and RDFS ontologies
[5–8]. In [9] authors are based on query rewriting rules. Others relaxation techniques
are also used such as statistical language models [10] or matching functions [11]. Most
of these approaches using existent similarity measures to compute the similarity

Fig. 1. Fragment of the LUBM ontology

1 swat.cse.lehigh.edu/onto/univ-bench.owl.
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between the obtained relaxed queries and the user failing query and then execute the
relaxed queries in a similarity-based ranking order. These above approaches mainly
propose a graphical system to build a SPARQL query and relax it using specific
technique with or without the user assistance. However, its major drawback is the fact
they relax the user query without knowing its failure causes. The following contri-
butions are made in this paper:

– We provide a critical review of existing works.
– We present the CaRT framework which detect the causes of the failure SPARQL

query and proposes a cooperative technique based on relaxation query to correct
both interrogation and semantic errors.

The remainder of the paper is organized as follows: In Sect. 2, we survey existing
works for the SPARQL query relaxation and a comparative table is also provided. In
Sect. 3, we describe in detail the system architecture of CaRT followed by the
description of its main functionalities in Sect. 4. We present a performance study in
Sect. 5 and finally conclusions and future works are described in Sect. 6.

2 Related Work

Processing SPARQL query on a large-scale RDF graph has become a more challenging
problem. However, the user’s queries can fail by returning empty answers or answers
that do not contain the expected results. To limit this issue, a number of cooperative
querying approaches have been proposed in recent years to assist users in querying data.
Motro [21] categorized cooperative querying approaches into two groups: Approaches
that assist users in formulating their queries which using queries suggestion [22] or
based on query by example [23]. Approaches that analyze the user’s queries to detect
anomalies in their formulation or in the expressed requirement. In this approaches there
are works based on query explanation, others based on query refinement and those based
on query redefinition. The query relaxation is one of the query redefinition technic. The
review made by Minker [23] showed that the query redefinition is the one that considers
the maximum of user’s behaviors. It considers users without any knowledge about the
data and the query language. As well it considers the alternative answers to guarantees
the user’s satisfaction. It is for this reason that we have chosen to use the query
redefinition and mainly on the query relaxation in our framework CaRT.

In the following, we provide a review of the closest approaches related to our
proposal for managing RDF data and/or relaxing SPARQL queries. The iSPARQL,
(imprecise SPARQL) is an extension of the SPARQL language developed by Kiefer
et al. [12], which allows a flexible evaluation of the query by incorporating in SPARQL
similarity measures and flexibility clauses to provide approximate answers. Kiefer et al.
[13], include some predicates in SPARQL to describe relaxation. The framework
iSPARQL has several limitations. It forces users to specify some parameters on which
the similarity is evaluated. Moreover, this extension does not really integrate relaxation
techniques, it only serves to assess the similarity of imprecise answers.

The SWIP (Semantic Web Interface using Patterns) system was developed by
Amarger et al. [14]. It proposes a system for translating a query from natural language
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to SPARQL. It consists on transmitting the natural language queries to Pivot-type
queries. The pivot language is an extension of the keyword language. And then
transforms the requests to SPARQL queries. Once the ontology elements have been
identified, SWIP must find one or more query models that correspond to these ele-
ments. However, this step of creating query templates is done manually and therefore
requires a lot of work. The mapping step leads to a set of relaxed queries. These relaxed
queries are ranked to present at first those which seem most relevant. We note that
SWIP does not really integrate the query relaxation approaches, it only uses the sim-
ilarity measure to transform the pivot queries to SPARQL queries.

The third framework Corese (Conceptual Resource Search Engine) is a semantic
search engine for the RDF language developed within the INRIA Wimmics team by
Corby et al. [4]. Corese has its own query language built on the RDF model and
syntactically close to SPARQL. It integrates the query approximation techniques, by
providing two types of approximation: the ontological and structural approximation.

The framework Sematch (Semantic Entity Search from Knowledge Graph) is
created by Ganggao et al. [15]. It’s used to find semantic entities in Single Relation
Typebased Queries (SRTQs) on heterogeneous KGs (Knowledge Graph) It restricts
queries to others with a single relationship SRTQ. The query is first mapped to a
WordNet synsets list. Then Sematch uses a semantic similarity function to optimize the
precision of the WordNet synsets list. After the generation of the query graph, Sematch
uses the Graph Pattern Collection (GPC) to construct the SPARQL query.

Finally, the framework QaRS (Query and Relax System) is created by Géraud et al.
[16]. It has developed a cooperative technique that helps users to find alternative
answers when their queries do not return the expected number of answers. The system
can automatically relax the query after explaining the failure. QaRS relaxes the query
with the MaXimal Succeeding Subquery XSS, i.e., the maximum subqueries that do
not include the cause of failing. An assessment module is integrated in this framework
to evaluate whether the query’s answers meet the user needs. If not, the user can use a
manual and interactive relaxation.

We note that QaRs identifies the failure of SPARQL query, then it relaxes all the
query triples, thus a large number of relaxed queries is generated that build a huge
search space.

The following table (Table 1) shows a comparative study between the five pre-
sented frameworks in term of the used query relaxation technique, the detection of the
cause of failure of the failed query and the correction of both errors types that can lead
to fail a user’s SPARQL query the semantic and the interrogation errors.

Table 1. Comparison of the RDF data relaxation frameworks

Query relaxation
techniques

Cause of
failure

Semantic
errors

Interrogation
errors

iSPARQL □ □ □ √

SWIP □ □ □ √

Corese √ □ √ √

Sematch √ □ □ √

QaRs √ √ □ √
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According to the Table 1, we note that all presented frameworks deal with the
interrogation errors but only Corese treats also the semantic errors. In addition, only
QaRs detects the cause of failure of the SPARQL query. Our framework CaRT
described in this paper aims at filling this gap with providing a system that detects the
cause of failure and helps the user to correct both semantic and interrogation errors of
the failed query by using relaxation techniques and tries to decrease the number of the
relaxed query.

3 CaRT’s System Architecture

The architecture of CaRT is illustrated in Fig. 2. It consists of three main parts:
The MFS search engine, the correction process and the relaxation process. Given a
failed SPARQL query, the MFS search engine allow to identify and explain to the user
the cause of the query failure. Once the failed query triplets are founded, the correction
process give to the user a set of alternative answers to correct his query. This process
corrects the semantic errors by using two algorithms, the WordNet algorithm and the
filtering algorithm. If the query still fails even after the correction process, the third part
of CaRT includes the relaxation process which based on the ontological relaxation
engine the ranking engine to fix the interrogation errors. As a result, a set of alternative
answers is proposed to the user. Based on these answers, the user can correct and
execute his query which will not return this time an empty result.

These different process which constitute our framework CaRT will be described in
detail in the next section.

4 CaRT Functionalities

Our framework CaRT has four main functionalities: assists users to formulate complex
SPARQL queries, explain the cause of failure of the SPARQL query, automatic cor-
rection to fix the semantic error using Wordnet [17] and automatic relaxation to fix the

Fig. 2. CaRT architecture.
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interrogation error with a relaxation process which includes the ontological relaxation
and similarity measure.

4.1 Assistance in the Formulation of Complex SPARQL Query

Ontologies and the SPARQL language are still unknown or not well understood by
non-expert user. In order to help user to formulate his queries, our framework propose
an assistance functionality. In fact, the user can interact with an interface which con-
tains checkbox of different operators that can be used in complex SPARQL queries for
example: FILTER, OPTION, GROUP By, ORDER BY. When the user chooses one or
more of these operators, a showMessageDialog appear describing these operators and
the query’s structure is displayed. Then, the user can complete the query’s description
according to his need.

4.2 Search for the Cause of Failure

The relaxation of a failed query can generate relaxed queries that continue to fail. If we
identify those failed relaxed queries, we can correct them and accelerate the relaxation
process. The first step of our approach defines the cause of the user query failure.
Usually, only some parts of a failing SPARQL query are responsible of its failure.
Finding such subqueries, named Minimal Failing Subqueries (MFSs), provides the user
with an explanation of the empty answer problem. Many works have been proposed for
query relaxation based on finding MFSs [15]. In our case, we adopt the Godfrey
approach used for relational databases [11]. This approach defined a_mel_fast algo-
rithm to identify the MFSs of failing relational query and the complexity of this
algorithm is O(n). First, we transform the SPARQL query into a set of triples patterns
to form a conjunctive query. Next, an MFS of the conjunctive query is computed. To
find the other MFSs, a set of significant subqueries (SSQs) is retrieved. Each SSQ is
characterized by three properties: (i) it does not contain the MFSs found, (ii) it is not
included in those MFSs and (iii) it does not include any other SSQ. All MFSs produced
by this procedure are displayed to the user as an explanation of the cause of fail.

4.3 Correct the Semantic Error

With the semantic error the user enters incorrect terms of the ontology. Given the next
example to show a semantic error that lead to failing a triplet pattern. The following
query Q2 looks for graduate students X who are teaching assistants of a graduate
course Y.

SELECT ?X ?Y  
WHERE{

?X rdf:type ub:GraduateStudent. (t1)                           
?X ub:teachingAssistantOf  ?Y. (t2)
?Y rdf:type ub:GraduateCourse (t3) }

  Example of SPARQL query Q2
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If the user write the object of the first triplet as: ub:Graduatescholar instead of
writing ub:GraduateStudent. This semantic error leads to failing the query. CaRT
corrects the wrong object by proposing an algorithm that uses Wordnet to return a list
of synonyms of the word used in the failed triplet. Then, we developed a filtering
algorithm to compose the list L of existing synonyms in the ontology. In the last step, a
rank-ordering of the list of selected synonyms is established according to their simi-
larity with the elements of the failed triplet pattern. We used the Cosine similarity
measure [3] to compute the similarity degree. It produces a simple summary measure
that can be easily used to differentiate between similar texts, rank and order them. The
similarity between the list of selected synonyms L and the word of the failed triplet
pattern is described as follow:

simtfidf Vd1:Vd2ð Þ ¼ Vd1:Vd2

Vd1k k2: Vd2k k2
ð1Þ

where Vd1 is the list L, Vd2 is the word of the failed triplet pattern and Vk k2 is the L2-
Vector norm. Using this measure, CaRT displays the ordered list of the correct ele-
ments of the failed triplet pattern. Then, the user can re-execute the failed query after
replacing the failed triples with the new correct triples.

4.4 Relax the Interrogation Error

The Interrogation error is the second error type that leads to fail a triplet pattern. It
consists of the non-existent relation in the ontology between the classes and the
properties used in the user query. To deal with this type of error, we used the onto-
logical relaxation proposed by Hurtado et al. [13] which substitute the class and the
property of the failed triplet with their sub-class, super-class, sub-property and super-
property respectively. With the ontological relaxation, we replace the failed triples
pattern t1 i.e. the MFSs by another triplet t2. CaRT uses the reasoning rules 2 and 4
proposed by Hurtado et al. [13] to relax the failed triples.

Rule 2ð Þ ¼ a; sp; bð Þ x; a; yð Þ
x; b; yð Þ ð2Þ

where the value sp represent rdfs:subPropertyOf or rdfs:superPropertyOf. In this rule,
a is a sub/super-property of b. Then, it replaces the property a of the triplet (x,a,y) by
the property b to obtain a new relaxed triplet (x,b,y).

Rule 4ð Þ ¼ a; sc; bð Þ x; type; að Þ
x; type; bð Þ ð3Þ

where the value sc and type represent respectively rdfs:subClassOf or rdfs:su-
perClassOf and rdf:type. In this rule, a is a sub/super-class of b. Then, it replaces the
class a of the triplet (x,type,a) by the class b to obtain a new relaxed triplet (x,type,b).
When the ontological relaxation returns a list of the sub/super-classes and sub/super-
properties of the relaxed triplet, we apply the Cosine similarity measure to compute the
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similarity degree between the returned list and the class or the property of the failed
triplet pattern. The Fig. 3 shows the CaRT interface to relax failed triples.

5 Experimental Environment

In order to evaluate our plugin CaRT and Due to the lack of an RDF query relaxation
benchmark, we used a set of test queries proposed by Huang et al. [6] based on the
LUBM benchmark. These queries are expressed in SPARQL 1.0 syntax and they have
between 1 and 5 triple patterns. We chose a generated dataset LUBM1[14] to evaluate
the performances of our approach on these queries. This dataset has 103,397 triples.

Table 2 shows an example of five selected queries. These queries are correct and
meet the user needs.

We then modified these queries in order to make it fail. The Workload queries
cover the range between 1 and 5 triples patterns and include 1 up to 4 MFSs..

We start this experimentation section by presenting a demo scenario and then we
study the performance of our framework in term of the relevant answers given and in
term of decreasing the search space of suggested queries to replace the failure.

Fig. 3. CaRT interface to relax triples.

Table 2. Test queries

Q1 SELECT ?X WHERE {?X rdf:type ub:TeachingAssistant}
Q2 SELECT ?X ?y WHERE {?Xrdf:typeub:GraduateStudent ?X ub:takesCourse ?y}
Q3 SELECT ?X ?y ?Z WHERE {?X rdf:type ub:GraduateStudent .?Z rdf:type ub:

Department. ?X ub:memberOf ?Z }
Q4 SELECT ?X ?y WHERE {?X rdf:type ub:GraduateStudent. ?Y rdf:type ub:University.

?Z rdf:type ub:Department, ?X ub:undergraduateDegreeFrom ?Y}
Q5 SELECT ?X ?y ?Z WHERE {?X rdf:type ub:GraduateStudent. ?Y rdf:type ub:

University.?Z rdf:type ub:Department. ?X ub:memberOf?Z,?X ub:
undergraduateDegreeFrom ?Y}
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5.1 Demo Scenario

This demo shows the interest of the MFSs as explanation of the query failure and their
use for an efficient relaxation. We choose to present the execution of the failed query
Q’ 4 because it contains all possible errors.

SPARQL query Q’4

SELECT?X ?y ?Z
WHERE{

?X rdf:type ub:Student.   (t1) 
?Y rdf:type ub:Academy. (t2)
?Z rdf:type ub:Department. (t3)
?X ub:DegreeFrom ?Y} (t4)

The query Q’4 is about three classes and one property. Additionally, there is a
binary pattern of relationships between the objects involved. It contains four triples and
looks for the Student who has DegreeFrom the Academy. Q’4 is a failed query, it
returns an empty result. When users execute this query, CaRT reports the existence of
inconsistencies in the query.

The failed triples of Q’4 are t1: “?X rdf:type ub:Student”, t2: “?Y rdf:type ub:
Academy” and t4: “?X ub:DegreeFrom ?Y”.

The cause of fail of t1 is the object ub:Student. The triplet pattern t4 involved that
the variable ?X belongs to the domain of DegreeFrom and ?Y as this codomain. But,
according to the ontology the domain of the property DegreeFrom is GraduateStudent,
thus ?X must be an instance of GraduateStudent and can’t be an instance of Student, as
required by the triplet pattern t1. This error is an interrogation error. CaRT correct t1
using the relaxation process described above to relax the failed triplet by transforming
the class Student by one of its sub-classes. It returns than a ranked list of the sub-classes
of Student. The user re-execute the new query Q’’4 with the relaxed triplet t1 “?X
rdf:type ub:GraduateStudent”. Though the execution will return an empty result
because it contains two others MFSs t2 and t4.

The cause of fail of t2 is the object ub:Academy. This object is written correctly but
not exist in the ontology. CaRT correct the wrong object using both algorithms the
Wordnet-synonym and the filtering-algorithm. The first one returns a words list syn-
onym of the word Academy and then the second give us a new ranked list of synonyms
which exist in the ontology. The first ranked in this list is University. The user can re-
execute his query Q’’’4 with the correct triplet t2 “?Y rdf:type ub:University.”. The
execution will return also an empty result because it contains the MFS t4.

The cause of fail of t4 is the predicate ub:DegreeFrom. The triplet pattern t4
involved that the variable ?X belongs to the domain DegreeFrom and ?Y at his
codomain. But, according to the ontology ?X is an instance of GraduateStudent and the
property of the domain GraduateStudent is undergraduateDegreeFrom,. CaRT correct
this interrogation error produced by t4 using the relaxation process. It relaxes the
failed triplet by transforming the property DegreeFrom by one of its sub-properties.
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After all, the user executes his new query with the relaxed triplet t4 “?X ub:under-
graduateDegreeFrom ?y”.

Finally, the user obtains a successful query which returns a result that meets his
need because it doesn’t contain any other MFS.

5.2 Performance Analysis of CaRT

We conducted this performance experiment using in all 50 failed queries divided in 5
classes. Each one contains 10 queries. The first category (Q’1) covers the queries with
only one triplet, the second (Q’2) contains the queries with 2 triplets and so on. We
executed all these queries to the ontology benchmark LUBM1 described above.

Performance Analysis of CaRT Returned Answers
Here, we assess of the usefulness of the returned output i.e. the performance and quality
of the alternative returned answers. We compared the returned output of CaRT after
correction and relaxation of the failed triples, with the output obtained through the
original and correct query which meet the user’s needs. We used precision, recall and
F-measure as the performance measures. The precision measures how well CaRT return
relevant answers that meet the user needs. The recall measures how well the system finds
all relevant answers that meet the user’s needs. The F-measure is the weighted average
of Precision and Recall. We illustrate in the following figures the performance measures
result of the workload queries returned answers according to the test query results. For
all the three figures, the x-axis corresponds to the five classes of test queries.

We have tested the answers of our workload queries according to the test queries
answers. In each time we metering the performance measures of the first three sug-
gested answers. Q’’i of each category i of queries contains the first answer that have

Fig. 4. Performance measures.
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been suggested by CaRT after the correction and the relaxation of the failed triples. the
queries Q’’’i and Q’’’’i, represent respectively the second and the third ranked sug-
gested answers.

The Fig. 4 confirm the performance of our framework CaRT in term of the quality
of the returned relevant answers. All the first CaRT suggest queries has F-measure
close to 1, thus F1 score reaches its best value which proves the perfection of precision
and recall.

Cost Analysis of CaRT Suggested Queries
Our approach proposes a new relaxation method that corrects and relaxes only the
failed triples which can considerably decrease the search space of the approximate
queries that return relevant answers which meet the user needs. To assess our objective,
we have compared the number of the suggested alternative output of CaRT after the
correction and relaxation with the number of the suggested alternative output of the
RDF data relaxation framework QaRS (Querying and relaxation system) [7]. We take
the same dataset used in the previous performance analysis i.e. the 50 queries divided
in five categories. The following Fig. 5. compare the number of alternative answers
proposed by CaRT and those proposed by QaRS for each category of failed queries Q’i.

The results confirmed the capacity of CaRT in decreasing the search space of the
approximate queries that return relevant answers which meet the user needs. Thus we
showed the performance of our new relaxation method that corrects and relaxes only
the failed triples of the users failed queries.

The analyses results obtained in this section illustrates the performance of CaRT
returned answers in terms of quality and quantity.

6 Conclusion and Future Work

In this paper, we propose a new framework CaRT which aims to help users when their
SPARQL queries, return an empty result. Our approach aimed to answer four main
questions: Why these queries are failed, which parts of a SPARQL query must be
treated? how to correct failed SPARQL queries?, and how to relax SPARQL queries?.

Fig. 5. Cost in number of suggested queries.
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We firstly implemented the MFS algorithm in order to extract the failed triples of
the user’s queries that were the cause of failure. Then we proposed new relaxation
method that relaxes only the failed triples instead of relaxing all the queries triples to
decrease the search space of the approximate answers that meet the user needs and
facilitate to users the choice of the relaxed query to be executed. To correct the failed
SPARQL queries we used the online lexical database Wordnet and for the relaxation,
we used the ontological relaxation that substitutes the failed triples by their sub-classes
and sub-properties.

We evaluated the performance of our approach using a real dataset generated from
the LUBM benchmark. The experiments results showed the efficiency of our approach
which returns all the relevant answers that were expected by users.

An interesting future work is to integrate relaxation operators to our plugin. In fact,
we think it would be interesting to extend our plugin with an interactive relaxation
through the integration of relaxation operators. We suppose to create new relaxation
operators that take into consideration all the SPARQL features.

Finally, we look for making our framework fully automatic and do not require the
user intervention. This can be by using mapping technics between the SPARQL query
after transforming it in to ontology and the dataset used.
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Abstract. The number of users of well-known e-commerce websites such as
Taobao, Jingdong, and Amazon has exceeded one billion. This means that the
information provided by these and similar websites which is growing very fast,
could be a valuable source of support for decision making, if discovered. All
kinds of data derived from e-commerce websites must be managed and analyzed
in order for them to remain competitive and to prevent reduced satisfaction or
interest of customers. Business Analytics and Big Data Analytics are method-
ologies that can discover valuable insight hidden in data. In this paper, recent
studies on e-commerce and Business Analytics or Big Data Analytics published
within the last five years will be surveyed to discover what kind of business
value is created with usage of analytics in these studies. This investigation also
has the potential to find research gaps and direct future research.

Keywords: Business analytics � Big data analytics � E-commerce �
Business value

1 Introduction

Within the last three decades business communities have gone through many changes
with the rapid advent of technology and science. These fast changes have also affected
consumers’ attitudes, behaviors, wants and needs which created new challenges for
organizations and companies. Since companies have responsibilities towards their
customers, shareholders, employees and the public, they have to increase the efficiency
of all business processes to create added value.

The issue of Big Data is the most important improvement that companies are facing
nowadays. Data is flowing every second from different kind of sources like POS
machines, Wi-Fi, RFIDs and other sensor-based internet enabled tools (Internet of
Things). Just imagine the text data being generated everyday by social media, forums
and other web-sites (user generated content) and also data such as web clicks, trans-
actions and GPS data.

As previously mentioned, Big Data (BD) brings new challenges to organizations.
However, it also offers many advantages as well. One can think of BD like oil, if
refined it could provide useful information for the decision support processes of
organizations (data driven decision making) and therefore create value. Since the data
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we are considering is not only big, but also complex and unstructured, new questions
regarding traditional analysis methods, organizations and research are using have also
emerged. For this reason, in the study [1] authors improved the traditional Knowledge
Discovery and Data Mining (KDDM) model to a BD driven decision making envi-
ronment.. Furthermore, the authors in [2] also criticized traditional approaches stating
that these traditional approaches, used prior to Business Analytics, focused more on
modelling and analysis rather than on the actual problem and the data set.

It is a well-known fact that data analytics is being applied to all areas of science
nowadays: From biology to geography, chemistry to psychology, medicine to sociol-
ogy etc. Perhaps the most popular and widely utilized area is business, since shopping
(brick and mortar or online), finance, economy and any kind of other service offered by
companies encompass our daily lives. Analytics dealing with business problems
(finance, marketing, accounting, supply chain, logistics…) can be considered as BA.
BA techniques support and improve managerial decisions by integrating data analytics,
business processes and systems [3]. BA and Big Data Analytics (BDA) are closely
related to one and other since the data companies and organizations encountering today
are big (have Volume, Velocity and Variety). The relationship also lies in the definition
of BDA which is the application of statistical, processing and analytical techniques for
large and complex data sets that require advanced technologies for capturing, storing,
managing, analyzing and visualizing advancing business [3–6]. BDA projects and BA
also have the same goal: to acquire useful knowledge from the data obtained in order to
have economic value and a competitive advantage [6].

The purpose of this paper is to identify the dimensions of BA usage in e-commerce
research. The study will systematically survey related literature to capture how e-
commerce research utilizes BA to create business value. Keywords of “Business
Analytics” and “e-commerce”, “Big Data Analytics and e-commerce” were searched in
the database of the Web of Science in December 2018 and the most relevant papers
have been included in the scope of this study.

2 Literature Review

The literature review process of this paper aims to answer the following research
question: How problems of e-commerce companies can be solved with BA and what
kind of value is created with BA? To achieve the research objective, we conducted an
extensive literature review of “business analytics” and “big data analytics” applications
in “e-commerce” studies. More than 500 papers were reviewed from the Web of
Science database. 118 papers published in the last five years were found using the key
words “analytics + e-commerce”. 487 papers were found using the keywords “min-
ing + e-commerce”. Firstly, the abstract of the papers were inspected. If the paper was
exactly related to e-commerce and BA it was downloaded and reviewed in detail. Due
to the page limitation, only the most relevant ones have been included in this research.

E-commerce companies are faced with bigger data than any other companies since
the data they have are constantly being generated from thousands, hundreds of thou-
sands and even millions of customers every second. The data are both structured and
unstructured which creates a challenge. While the data of the demographics and the
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purchasing of customers are structured, their clicks, likes, ratings and contents gen-
erated (tweets, comments, photographs, videos, sounds etc.) are unstructured [7].

Data analytic methods are divided into three types: The first ones are descriptive
analytic methods such as cluster and association rule analysis used to understand the
structure of data. The second ones are predictive analytical methods used to forecast
future events with regression, decision trees, neural networks etc. The final ones are
prescriptive analytic methods used to make decisions with mathematical programming,
simulation modelling etc. [3]. In the following section recent BA applications in
popular journal and conference papers will be summarized to capture what kind of data
are used in the papers and what kind of value is created with the experimental results.

2.1 BA Applications in E-commerce Companies

Researches on usage of BA in e-commerce can be inspected under a few subtopics such
as spam detection, web design, trustworthiness and reputation of company, service
quality, pricing, product design, predicting, recommendation and logistics. These sub-
topics are also indicating that using BA tools, the papers are creating business value for
the processes such as pricing a product/service, designing or improving a product/
service and recommending a product/service, measuring service quality, etc.

2.1.1 Spam Detection
The authors in [1] proposed a novel Chinese text mining method which can auto-
matically detect spam reviews. They first discovered the attributes evaluated in reviews
(cellphone, battery etc.) and sentiments in them (beautiful, good etc.). They extract the
spammers’ behavior pattern and grouped them into four effective features called uni-
versity degree, outlier degree, uncertainty degree and similarity degree. They use a data
set from Taobao platform, totally 20 thousands reviews of ten kinds of products such as
cellphone and kindle are analyzed. Logistic regression was used to classify reviews into
spam or not spam and the performance of the algorithm was excellent.

In [8], authors draw attention to serious threats of transaction frauds on e-commerce
web sites and propose a novel deep-learning based transaction fraud detection system.
They implement the system at a Chinese e-commerce platform JD.com. They argue
that users’ browsing behaviors or sequence of users’ click within a session are very
important to be able to differentiate fraudsters from legitimate users since real users
browse a lot of items. The system they propose is called CLUE which focuses on users’
purchase sessions. They first model the user session and optimize it for fraud detection.
The system gets a risk score at the last click of a user for each session with recurrent
neural network (RNN). They conclude that CLUE performs much better than methods
such as logistic regression, naive Bayes, SVM, and random forest.

2.1.2 Web Design
The paper [9] used Machine Learning and Artificial Intelligence algorithms to design
interface of an e-commerce web site. They propose a framework for recommendation
that takes care of user’s preferences, behaviors and demographics. They call this
recommendation system as demographic-content based collaborative recommendation.
They also use navigation optimization through optimized prefix span algorithm, and
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review summarization using Gibbs sampling based Latent Dirichlet Allocation clas-
sifier framework. All of these frameworks support making a better interface for
increased user satisfaction.

[10] emphasize that when e-commerce companies support their websites with web-
mining technology it leads to useful patterns such as both assisting the user and the
business analyst. The system they offer has five modules called page loading speed,
ease of navigation, web-content comparator, online and offline website comparison and
recommender module. This system assists customer to pay reasonable prices to genuine
products and support the company since the system can check the competitor websites.

[11] discuss that since a website is the showcase of e-commerce companies, per-
formance of their websites are very critical. In their paper, twitter data is used for BDA
and several Twitter performance indexes are proposed to assist the website perfor-
mance evaluation. They emphasize that social media plays a critical role in e-commerce
since it can promote brand awareness and generate more business by reaching a larger
group of customers online. They collected over 600K tweets which contain more than
160 Saudi e-commerce sites and proposed several Twitter performance indexes and
explained how these indexes used for performance evaluation of e-commerce websites.
In addition to Twitter data website traffic, ranking, regional related and services data for
each selected website were collected. Correlation analysis were used to evaluate the
performances.

[12] provide an effective decision support for constructing better e-commerce
websites. They improved ant colony clustering algorithm with information entropy to
segment customers’ browsing path. The main purpose of the study is to depict the
specific behavior patterns of consumers in each browsing process. [13] propose a
linear-temporal logic model checking approach for analysis of structured e-commerce
web logs. The approach has been applied to a Spanish e-commerce website. The study
discovers the behaviors of users to increase the efficiency of the web-site.

2.1.3 Trustworthiness and Reputation of E-commerce Company
As known, when customers want to purchase an item from internet, most of them
review other people’s opinions before purchasing decision. Trust evaluation is very
important for the success of e-commerce systems. Scores of reputation for e-commerce
companies or sellers are computed by using feedback ratings. Studies on this topic
provides insights how to assess reputation of companies and how to increase it.

[14] emphasized that reputation is very important for companies’ trustworthiness
and they mined the opinions for reputation generation in the study. Their method
aggregates fused and grouped opinions to generate a reputation value by considering
the popularity and other statistics of principal opinions. They conducted a case study in
Amazon.cn on 3000 products’ information and 2424 product information from
Amazon.com.

[15] also mined feedbacks on e-commerce web-sites to propose a multi-
dimensional trust evaluation model for computing reputation. They call this system
Comment-based Multi-dimensional Trust (CommTrust) which is the first work that
computes fine-grained multidimensional trust profiles automatically by mining feed-
back comments. In this system a recently developed natural language processing
(NLP) tool dependency relation analysis and lexicon based opinion mining techniques
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are used. About 180K feedback comments were crawled for ten eBay sellers on ebay.
com with five categories including camera, computers, and mobile phones. Further-
more approximately 40K comments for ten third-party sellers were crawled from
amazon.com which belong to five categories such as camera, computers, and mobile
phones. The authors evaluated the trustness of the companies and ranked the sellers
which is strongly correlated with the ground truth rankings, their approach computes
trust scores highly effective to distinguish and rank sellers.

[16] also propose a comment-based approach to compute seller trust profile for
e-commerce companies. Their model has three steps: Opinionated word extraction,
Sentiment classification and Trust score evaluation. The experimental results from
amazon.in and flipcart.com indicates that the proposed approach is effective. [17] in
their study propose an online algorithm to infer the optimal discount rate from trans-
action data with the aim of enhancing the e-commerce seller reputation via price
discounts. The model provides optimal price discounts which will attract customers and
increase the reputation scores of the seller.

2.1.4 Service Quality
[18] with the purpose of measuring service quality the authors used SERVQUAL
model and text mining technique of topic modelling. Topic modelling extracts the
hidden thematic structure from textual data. The study emphasizes that as textual data,
online reviews provide useful information that can be used to measure the service
quality as quantitative data. The data set used in the study are belong to an Italian
online price comparison company and consist about 75K online reviews. They first
preprocess the reviews such as removing the singleton words, stop words, numbers,
and exclude short reviews. They used linear regression analysis to compare service
quality dimensions between positive and negative opinions. They find that concerns
about merchant responsiveness dominate negative reviews.

[19] emphasize that many of the papers focus on personalized recommendation
however service quality also plays an important role in recommender systems. They
also criticize the trustworthiness of user ratings. They utilize information entropy
values to measure the confidence of user ratings with the idea of if users’ ratings are
confident their ratings must have little differences with the overall rating of services.
Then, social users’ contextual information are explored from spatial-temporal features
and review sentimental features of ratings to constrain user rating’s confidence. They
fused user’s confidence with contextual features to be able to calculate an overall
ratings’ confidence value. The authors used a unified probabilistic model to calculate
overall confidence. Restaurant and Nightlife services data from Yelp and a dataset from
Douban Movie were analyzed. They find that user rating’s confidence is higher when a
user is very far away from the rated item. Furthermore user rating’s confidence is
increasing over time, and increasing with review sentiment.

2.1.5 Pricing
[20] mention that the prices of internet products are changing very fast even many
times within a day. Companies should always track the price change and check the
price of the competitors in order to be competitive. The authors propose a novel
approach (the approach uses tag path analysis) on how to automatically identify and
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extract product prices. They have analyzed 50 e-shops and the case study was con-
ducted on two e-shops web-sites from different countries. The approach first crawl
e-shop websites, identifies product records and from product records it identifies pro-
duct attributes.

[21] proposed a novel machine learning based model for estimating optimal prices
of products in e-commerce websites. Since manually pricing is impossible for
e-commerce websites with thousands of products, automatic dynamic pricing is nee-
ded. The model in this study determines optimal sales prices based on observing effects
of past price changes for a given article and for related products. The algorithm used by
authors is based on Bayesian inference combined with bootstrap-based confidence
estimation and kernel regression. They test their model in simulated sparse and noisy
data. Experiments conclude that the model can lead to increase in revenue and profit.

2.1.6 Product Design
In order to support decisions of product designers [22] proposed a framework which
analyzes online product reviews. The proposed framework integrates NLP and machine
learning. Machine Model is used to perform sentiment analysis on customer reviews
obtained from amazon.com. As a product, a foldable chair on amazon.com and 50
reviews about it for each rating of 1 star, 2 stars…5 stars selected as a case study. The
result of the Machine Model indicate that one of the positive sentiment about the chair
is its comfort while a negative one is weakness of the arms.

[23] also analyzed reviews of mobile phone customers to help companies for
product design. They collected customer reviews of post purchasing experiences of a
specific mobile phone from Amazon.com and used text mining, cluster analysis and
perceptual mapping. The positive keywords and negative keywords are separately
clustered. For example positive key words are clustered into three groups, cluster one
represents the dissatisfied customer service of replacement or repairs, cluster two
represents the reviews about signal and connection of simcard or network cluster three
is about complains to the battery and the bloatware. In the perceptual analysis authors
compared and analyzed customer reviews of competitors. The research suggests that
the mobile phone company they analyzed should focus following issues: improving the
design of cellphone camera, battery, screen, and connection technology, reduce the
bloatwares prevent the heat up.

2.1.7 Predicting
[24] emphasize that an emerging area in forecasting the sales of products is user
generated contents. They used online reviews data from Amazon.com to predict sales.
The scrapped real time data from Amazon.com for electronic devices pre-processed for
sentiment analysis and neural network analysis. The positive and negative sentiments
from 12K reviews used for neural network analysis to predict how these variables can
collectively be used for predicting product sales. The neural network analysis has
confirmed that all proposed predictors are influential for sales.

[25] propose a novel method for predicting sales. The model combines Bass/Norton
model and sentiment analysis using product reviews. Sentiment index is computed with
Naïve Bayes algorithm and it is integrated to coefficient of Bass/Norton model. For
evaluating the performance of the model the authors used historical sales data and
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online reviews of automotive industry data. The data belong to a specific brand and its
specific model consist of about 4500 reviews.

[26] for predicting the customers purchase intention, the authors captured a real-
time consumers’ online search and choice scenario. The data is gathered from Amazon.
com which consist of customers’ real time search and reviews on a durable good,
camera. Both linear and non-linear regression analysis used for predicting the purchase
intention. The sentiments obtained from reviews incorporated with customers’ search
patterns. One of the result is sensor, display, and image stabilization of a camera pursue
the customer attention. Results show that proposed models exhibit lower forecasting
errors.

2.1.8 Recommendation
[9] proposes a recommendation system to a movie e-commerce company. The system
takes care of user’s demographic data, their preferences and their behaviors. They use
machine learning and AI techniques that focus on recommender system, navigation
optimization and product review mining. The data set they use belong to MovieLens
and consist of 100K ratings for 1682 movie titles with 18 genres. Their study supports
designing intuitive interfaces for e-commerce shopping site. This support will help
human effort while shopping such as easily make purchasing decision and rate newly
purchased products which will increase customer satisfaction.

[27] used a hybrid method for recommender systems (collaborative, demographic,
content, utility and knowledge based techniques) to propose a more useful personalized
recommendations. The reason of using hybrid method is because of continuously
advancements in technology and user behavior there is a need for improving traditional
RS methods and relate RS performance measures with business goals. The paper pro-
poses a case study in a jewelry e-commerce company by analyzing search and com-
parison of products, user reviews, chats and forums, and performance monitoring
reports/dashboards using business intelligence. [28] presents a method to explore
users’preference similarities based on web browsing history data mining. [29] also uses
recommender systems to satisfy customers and recommend products that best suit them.

2.1.9 Logistics
[30] emphasize that studies on e-commerce logistics are not many. The purpose of the
study is to propose an unstructured data analytics for finding valuable business models
of e-commerce logistics and generate beneficial strategies for e-commerce logistics
management. With this purpose some logistics theories are integrated with the
empirical results of big data analytics. Web crawling, data preprocessing, topic mining,
and association rules mining are conducted to extract essential patterns of e-commerce
logistics from massive unstructured documents in e-commerce web sites.

[31] emphasize that the success of an e-commerce company is strongly related with
its logistical performance. With the purpose of development of cross border logistics
service the study applied a Kansei Engineering-based approach to analyze the asso-
ciations between attributes of cross border logistics service and customers perceptions
which obtained by text mining. The aim of the study is to propose a Kansei Engi-
neering based service design integrated with text mining technology. The text mining
approach is applied in order to analyze the cross border logistics service user and
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provider-generated online contents. The study employed a web based questionnaire to
collect the data needed. The paper concluded that analysis of customer generated
contents by text mining techniques can help to capture the direct feelings of customers
regarding their usage experiences or usage problems.

3 Conclusion

The purpose of this paper was to identify the dimensions of BA usage in e-commerce
research. The study systematically surveyed related literature to capture how e-
commerce research utilizes BA to create business value. Keywords of “Business
Analytics” and “e-commerce”, “Big Data Analytics and e-commerce” were searched in
the database of the Web of Science in December 2018 and the most relevant papers
have been included in the scope of this study.

Based on the articles reviewed, the findings indicate that BA and e-commerce
studies can be inspected in at least nine categories. BA when used in e-commerce
companies could allow for tracking of their customers’ behaviors, understanding their
needs and wants with sentiment or opinion mining, have them repeat their purchases
with recommendations, support decision making in marketing and sales and enhance
the quality of the products and services.

Furthermore there are some studies on forecasting the purchasing, assessing opti-
mal discount rates and ordering of products. Studies mostly used web mining, data/text
mining, machine learning and advanced computing such as cloud computing.

The papers mostly used online customer reviews to create different business value
since customer reviews influence the customer decisions for any product purchasing
and was useful for predicting the sales. Demographic data of customers and transac-
tions were also used for the analysis performed.

According to our knowledge and our literature survey, there are still not enough
studies on e-commerce and stock management, finance, human resources management
or supply chain management. These research gaps directed us to conduct a more
comprehensive literature survey and a BA application on these subjects.
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Abstract. The E-commerce trends are showing a growing rate in the last decade
for both B to B and B to C trade. The e-commerce technologies enable firms to
collect a huge amount of data regarding the profile of consumers, the habits of
consumption, the frequency and amounts of purchases, the payment details, the
level of satisfaction and also the intention to repurchase the product or equivalent
products in the future. The e-commerce technologies are then helping managers
to collect relevant data and orient strategic and tactical marketing decisions. The
problem that faces small and medium enterprises nowadays is the lack of cus-
tomer information analysis capabilities that treat the large, heterogeneous and
volatile aspects of the data collected with the e-commerce tools. This paper
proposes a survey of the main e-commerce technologies and tools that collect
consumer data and the potential contribution of each type of data in generating
relevant customer knowledge that orient the marketing decisions. This research
highlights all the stages of the process from the e-commerce technologies that
collect data, then the analytical phase for the extraction of knowledge and finally
the marketing decision orientation.

Keywords: E-commerce technologies � Data analysis capabilities �
Marketing � Customer knowledge � Analytics

1 Introduction

The e-commerce (EC) technologies have drawn a lot of attention from the research and
business community as there are numerous and increasing development efforts (Kumar
2018; Roberts et al. 2014; AWS 2019).

EC is defined briefly as buying and selling on Internet. EC is based on the use of
information and communication technologies. The fast growth of EC users is due to
rapid advancement in the field of networking and connectivity and computer engi-
neering. The telecommunication field provides the ease of connectivity, the relative low
cost of connecting devices (smartphones, computers, tablets, objects connected, sensors
nodes…) and the communication infrastructure. Computer engineering field offers
applications, data analysis and approaches of processing data.

These technologies are important for enterprises in helping managers to collect
relevant data and orient strategic and tactical marketing decisions.
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EC provides “anytime, anywhere, any device” commerce. For business companies,
online shopping provides an additional and important channel of commerce. Nowadays,
EC have been extended to social commerce, mobile commerce (m-commerce), ubiq-
uitous and pervasive commerce. Ubiquitous commerce is described as the evolution of
the e-commerce and m-commerce (Kumar et al. 2015).

The e-commerce spawns Myriad applications and tools that have the potential to
customize marketing strategy in time. With EC, companies can have a competitive
advantage by accomplishing just in time production and distribution. Previous research
in the field of Marketing focuses on the role of technology in modern Marketing and
the transformative marketing (Kumar 2018), Big data in Marketing (Amado et al. 2017)
and the real time analytics for unlocking customer and driving the customer experience
(Harvard Business Review Analytic Survey 2018).

This paper presents the main technologies that support the whole process of
electronic commerce. We consider the development of the website, the transactional
process followed by a consumer, and the customer relationship after purchasing. Then
the paper identifies the range of the information analysis capabilities and the contri-
bution of each group of EC technologies to make customer insights and orient mar-
keting decisions.

2 E-commerce Technologies

We present the e-commerce technologies following three main stages of the
e-commerce business project: The website development, the transactional process and
the customer relationship especially after purchase.

2.1 EC Technologies Related to Web Development

Various technologies can be deployed to develop the website, to publish it and to
promote it in the search engines. Online shopping sites can be developed by CMS
(Content Management System) or other development platforms. User-friendly systems
are used in the design of the front end websites. Electronic product catalogs (EPC) are
one of the main components of e-commerce applications. An E-catalog is mainly
structured as a set of indexed XML-based documents. It is based on a powerful search
engine that operates efficient processing queries. Many solutions exist to design pro-
fessional product catalogs and companies need to provide flexible product catalogs to
get customer satisfaction.

Even the physical stores have been digitalized to increase traffic in the store. They
are commonly called web to stores. Web stores include augmented reality and digital
walls. Augmented reality mirrors enable the user to try the product before purchase. For
example, a potential client can “try on” eyeglasses or clothes. This technology enables
the user to upload a personal photo in a social media. In fact, studies assess that the
personal experience of each shopper is of utmost importance (Barilliance 2014).

In addition to their website, many business companies provide their services
through mobile platforms (app store, windows store, google play). There is a growth of
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mobile applications that meet customers’ needs such as uber app (Uber 2018). They are
called “on-demand” applications.

For managing and monitoring an online shopping site, many technologies are used.
Optimizing websites involves techniques and tools with SEO, SEA and SMO.
Recently, companies use cloud computing as the technology that stores and performs
the collected data. Cloud computing provides the network platform, the infrastructure
with high performance also as services. Moreover, collected data are stored and per-
formed with cloud solutions.

2.2 EC Technologies Deployed in the Transactional Process

EC includes promotion, selling and distribution of products and services in an online
environment. In this section, we detail first the electronic commerce transaction process
in phases, then we present the technologies deployed in each phase.

The Electronic Commerce Transaction Process
Different models of electronic transaction process are defined in litterature, especially
the consumer buying behavior for BtoC context and the Electronic Reference Model
for Marketplace which focus on the BtoB context (Giovanoli et al. 2014).

According to these models, we describe an electronic transaction process in three
phases: an information phase, an agreement phase and a settlement phase.

The Information Phase is the phase of information gathering or evaluation phase of
requirements and products from various sellers. In this phase, the consumer explores
many sites in order to identify what to buy and from whom. It includes all analysis
done to check the suitability of a product to customer needs. From the business view, it
is important to attract consumers. This phase includes marketing and catalog man-
agement. The information phase ends when the product(s) and the seller are chosen.

The agreement phase may take place when the seller enables the negotiation. In this
phase the conditions, pricing and other delivery related issues are negotiated. The
agreement phase ends with submitting an order or the signing of a legal contract
between the customer and the supplier.

The settlement phase focuses on issues related to the order processing and fulfill-
ment, the delivery and payment of the final goods according to the agreement. It includes
also the post – purchase services that any e-seller should takes into consideration.

We depict e-commerce technologies that can be deployed in each stage of an
electronic transaction process.

Technologies Deployed in the Information Phase
Companies start collecting data from the browsing and surfing through web pages.
Consumer’s data are also collected when filling the registration form, the cart, the stage
of payment until the stage of fill in the feedback ratings. The online site presents
various application forms to the surfer (Registration forms, …). Whereas, even without
applying these forms the user behavior is traced via cookies. The navigation process
and other information are usually traced in logs. The activities on the site are often
reported on information called Key Performance Indicators (KPI). This section
describes mainly cookies and solutions based on cookies.
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Cookie
Cookie is a text file (piece of javascript of code) created by the web server and stored in
the user’s web browser either temporarily or permanently. Cookies are used (anony-
mously) when the visitor is surfing through the different pages of a website. Later,
when the cookied visitors browse the Web, the cookie will let the retargeting provider
know when to serve ads, ensuring that ads are served to only to people who have
previously visited your site. There are different uses of cookies. Cookies provide a way
for the website to recognize the client and keep track of his preferences. Web servers
use also cookies to personalize content, serve visitors with relevant ads, and to analyze
traffic. The client can block or allow cookies in its browser. There are many cookie-
based technologies (for branding and conversion optimization tool). These technolo-
gies are effective when it is a part of a larger digital strategy. Retargeting tool relies on
collected data. We consider it as a marketing decision based on collected data.

Software Agents
Software agents are widely deployed in ecommerce context. Since the early 1990s,
cooperative multi-agent systems and intelligent agents are of increasing concern within
software engineering of large scale distributed systems (Wyai et al. 2018). Agents are
programs to which a user can delegate one or more tasks. They operate on behalf of a
user. Agent technologies can be applied to any of these areas where a personalized,
continuously running, semi-autonomous behavior is desirable. We cite agents of
interest, agent of search, negotiation agent..

Technologies Associated to the Agreement Phase
To provide negotiation services, the shopping site can implement various technologies
to communicate with consumers. The negotiation can be held with negotiation support
systems based on software agents. In the following, we focus on technologies used to
carry out communication between customers and the online shopping site.

We cite email, Chat, Forums, Chatbots, assistant robots in stores. Chat bots are
increasingly deployed in order to communicate with customers in collecting requests
and responding.

Technologies Associated to Settlement Phase
Payment Stage
Companies can offer to their consumers many payments options: electronic payment
systems, online credit cards, electronic wallets, etc. Electronic payment system needs to
be secure and fast. Digital payments are increasingly used as a tool by government to
create transparency and legitimacy. Mobile payment platforms and the payments
options may influence consumers on the selection of the seller.

Delivery Stage
In order to monitor product delivery, many technologies are deployed such as GPS and
IoT. In plus, various web-based solutions and mobile solutions are developed for
tracking and shipping (FedEx 2019).

The Internet of Things (IoT) could contribute significantly to improve product
delivery services (time delivery, quality of delivery, ..) because it allows for remotely
controlling the location and conditions of shipments and products. We cite as an
example perishable products (Verdouw et al. 2018). Many companies call for 3rd party
delivery services.
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Experience Evaluation
Various Post-purchase services can be provided, for experience evaluation.
E-commerce sites offer various technologies such as feedback ratings, comments and
likes on social media, CRM (Customer Relationship Management) tools to commu-
nicate with the online shopping site, email, instant messaging and chat bots. Chat bots
are used by the online shopping site to enable clients to chat. The answers are made by
robots. They are based on Artificial Intelligence. So, the bot is learning from a
knowledge base. The business company can save costs and reduce time response.

Once the client is traced in the e-commerce site, software agents can inform cus-
tomers about promotions via multiple channels (social media, email address, applications
such as messenger, whatsapp,..). Emails newsletters are also used. In fact, conducting
email campaigns is largely deployed such as product recommendation emails. Baril-
liance’s study shows that there is an increase of 30% in conversion rates after adding
personalized product recommendations to the email newsletters (Barilliance 2018).

2.3 CRM Technologies

From a managerial perspective, EC technologies offer valuable opportunities to the firm
current value chain for enhancing inter-functional collaboration and efficiency in its
relationships with customers, suppliers and the main social economic and governmental
partners

Applications for supply chain management SCM and the customer relationship
management CRM are important for the growth of any e-commerce project. In addi-
tion, promotion management applications can help to plan and carry out promotions to
attract buyers.

Following the emergence of relationship marketing and the development of EC
technologies, this paper focuses on the important role of the CRM data in providing a
valuable source of competitive advantage and producing knowledge that guides
decision makers especially in commercial and marketing processes (Stein et al. 2013;
Lindman et al. 2012).

CRM Systems
CRM can be studied as a process, a strategy or a technology. Lefebure and Venturi
(2001) present CRM as “The management of customer relations combines technologies
and business strategies to provide customers with products and services that they
expect. The management of customer relationships is the ability to identify, acquire and
retain the best customers with the goal of increasing sales and profits.”. According to
this definition, the CRM systems and technologies are implemented to support the
business strategy processes.

The quality of the CRM system refers to the performance characteristics of a
system including reliability, flexibility, being user-friendly and response time. The
quality of the CRM system has a direct and indirect positive influence (via customer
satisfaction) on profitability (Khlif and Jallouli 2014).

The CRM architecture includes three segments namely: operational CRM, col-
laborative CRM and analytical CRM (Teo et al. 2006). Operational CRM focuses on
the daily management of a relationship with the client through the contact points
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(customer service, call center, sales force …). The collaborative CRM covers all the
communication and interaction channels with customers and partners as well as work
technology groups, such as workflow and e-mail. Finally, analytical CRM is the
integration and processing of data to produce useful information for the analysis of
customer relationships and project improvement (Chalmeta 2006).

As a conclusion, the CRM success is influenced by a dual value creation:

– Increasing profits with the identification of the most profitable segments,
improvement of the performances of the sales force, customization of products and
services.

– Increasing the visibility and the quality of the information to all stakeholders thanks
to the integration of information in a single database (Krasnikov et al. 2009).

3 Data Analysis Capabilities

The previous section identifies the main EC technologies and classifies them according
to the stages of the website development, the transactional process and customer rela-
tionship management. This paragraph analyses the importance of data analysis capa-
bilities to unlock customer insights and orient in time marketing decisions based on data
collected with EC technologies.

Data science in its broadest sense is defined as “a multidisciplinary field that deals
with technologies, processes, and systems to extract knowledge and insight from data
and supports reasoning and decision making under various sources of uncertainty”
(National Academies of Sciences, Engineering, and Medicine 2017).

The data stored in companies and shared in social media is still growing at a high
speed. The challenge for managers is mainly to cope with the high volume, variety and
velocity of data. Core business systems such as marketing, finance and production
produce structured data. However, with the increasing number of audio and video
applications and the large participation of customers in social media to comment or
rank a product, a brand or a company, the proportion of unstructured data has increased
in a significant rate.

Structured and unstructured data have high commercial value. The challenge for
companies is therefore to develop the underlying data infrastructure in order to make it
more robust and agile and to extract consumer insights that enlighten the future
decision in marketing area (HBR Survey 2018).

Data treatment and analysis are based on Algorithm, Visualization, machine
learning or cognitive technologies as examples of tools that could help in extracting
customer knowledge to orient marketing decisions (Kumar 2018).

The application characteristics include the following steps: First, Data should be
queried or in some cases be moved between different platforms. Second, Data needs to
be summarized, grouped and sorted. Natural language processing and video analysis
are techniques that help to convert unstructured Data to structured Data. Data helps to
edit business indicator statistics, predictive analysis, deep data mining and exploration
reports. Finally, there are different timeliness of using such as different frequency of
index statistics, Ad-hoc query, and self-service data exploration (Song et al. 2018).
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Data science is a multidisciplinary field that deals with technologies, processes, and
systems to extract knowledge and insight. Data Analytic techniques include explora-
tory analysis, predictive analysis and prescriptive analysis (Strengthening Data Science
Methods Report 2017). Data sources are all types of data to support decision making
under various sources of uncertainty.

The survey of Harvard Business Review (2018) on real time analytics reveals three
relevant interrelated capabilities that guide consumer experience strategy:

1/Unified customer data platforms: This capability unifies mainly the company’s
customer data from the online and the offline channels.

2/Proactive analytics with machine learning and artificial intelligence: The purpose
is to incorporate insights on customers, marketing programs and related functions.

3/Contextual interactions: This capability integrates real time insights on digital and
physical costumer journeys to draw subsequent actions to pursue in the benefit of the
brand or the company.

The current key tools and approaches used in companies to orient strategic and
tactical decisions are the following: Segmentation tools, Survey-based choice models,
Aggregate marketing mix models, Pre-test market models, Marketing metrics, New
product models, Customer life time value models, Panel-based choice models, Per-
ceptual mapping, Customer satisfaction model, Sales force allocation models, Game
theory models and the Average Perceived Impact (Roberts et al. 2014).

A good example that shows the importance of developing new tools to treat the vast
quantities of panel scanner data and extract customer knowledge is the large use of the
logic modeling to guide responses to changes in the marketing mix (Roberts et al.
2014).

A second example of a trendy data analysis capability is data mining defined as the
process allowing a search, for valuable information, in large volumes of data. This data
search capability uses statistical algorithms, predictive modeling, forecasting and
descriptive modelling techniques and intelligent agent systems to uncover patterns and
correlations and extracts knowledge from corporate data platforms (Liao et al. 2012).

Data mining tools combined with CRM output could be an alternative to the
approaches and models already on offer to improve strategic decision-making and
tactical marketing activities.

The objective is orienting in time and contextual strategic decision either manually
or with the help of artificial intelligence.

4 Marketing Knowledge

Scholar journals in the field of marketing research focus on advancing our knowledge
by integrating new areas and exploring results confirmed in sister disciplines such as
psychology, economics, finance and information systems (Shugan 2004). The role of
EC technologies in the marketing research is growing significantly. Based on the
Marketing Science Institutes research priorities, the recent topics in Marketing man-
agement are the understanding of mobile marketing opportunities, the role of social
media and the harnessing of Big Data (Roberts et al. 2014). The study of the best
sellers’ textbooks of marketing shows the rise of the following topics: Digital and
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mobile communication in terms of access to markets and social networks, branding,
customer management and integrated marketing (Roberts et al. 2014).

The key marketing decision areas are: Brand management (Developing, positioning
and managing brands), New product/service management (Development, manage-
ment” and diffusion of new products), Marketing strategy (Product line, multi-product
and portfolio strategies), Advertising management (Spending, planning and design),
Promotion management, Pricing management, Sales force management (size, alloca-
tion, and compensation), Channel management (strategy, design, and monitoring),
Customer/market selection (Targeting decisions), Relationship management (Customer
value assessment and maximization, acquisition, retention), Managing marketing
investments (Organizing for higher returns and internal marketing) and the Service/
product quality management (Roberts et al. 2014).

Based on the previous sections on EC technologies and data analysis capabilities,
Fig. 1 provides an overview of the main EC technologies implemented in different
stages and the contribution of these technologies to guide marketing decisions.

The first stage of website development relies mainly on CMS and Web develop-
ment tools, Web services, Web design tools, Catalog design tools, Database applica-
tions, Hosting infrastructure and Cloud computing (IaaS, PaaS, SaaS). The key
marketing decision areas that could be guided with these technologies are Brand
management, new product/service management, marketing strategy, Advertising
management, Promotion management, Pricing management, Channel management
(strategy, design, and monitoring) and Customer/market selection.

The second stage concerning the electronic transaction is based mainly on the fol-
lowing technologies: cookies, Email campaigns, Ads channels, Email, instant messag-
ing, chat bots, Feedback ratings, social media, Agent-mediated platforms, the shopping
cart application, returns management application, contracting tools, GPS tracking, IoT
and Tracking delivery applications. These technologies and applications provide valu-
able source of structured and unstructured data. The shopping card applications, con-
tracting tools and GPS tracking and Tracking delivery applications are sources of high
value demographic, psychological and geographical characteristics of prospects and
customers. Agents, cookies and social media provide structured and unstructured data.
The firm needs proactive and contextual analytics to integrate real time insights on digital
and physical costumer journeys and draw subsequent actions related mainly to Brand
Management, New product/service management, Promotion management, Pricing
management, Sales force management, Channel management, Relationship manage-
ment and the Service/product quality management.

Finally, the third group of E-commerce technologies that are studied in this paper is
related to the relationship with customers via CRM technologies. Operational, col-
laborative and analytical CRM systems produce high potential of value creation by
integrating information in a unique database used by all the stakeholders. Data mining,
proactive analytics and contextual interactions are then capabilities that unify the
company’s data from the online and the offline channels to produce Marketing
knowledge via the identification of the most profitable segments, the performance
improvement of the sales force and the customization of the firm products and services.
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5 Conclusion

Electronic commerce provides a great opportunity to small and medium-sized enter-
prises (SME) to improve their competitiveness within the global economy. With the
development of information technology, consumer behavior is constantly traced and
studied by researchers and developers. Business challenge is about how well it deploys
technology to build Market-Winning decisions. Therefore, relying on data analysis
capabilities of consumers’ personal data and consumer habits, needs and preferences, it
is possible to accurately grasp the needs of customers, build personalized customer
service systems and lead to higher conversions and long-term customer loyalty.

This paper presents an overview of the main EC technologies implemented in
different stages (Development, transactional, relational) and the contribution of these
technologies to make customer insights and orient marketing decisions. The paper
doesn’t include security solutions and technologies deployed in e-commerce such as
tokenization and blockchain.

As a final recommendation, this overview of e-commerce technologies in rela-
tionship with marketing knowledge highlights the importance of tight collaboration
between researchers from Computer science and Marketing fields to develop more case
studies and research papers that could be useful for a best-contextual data analysis
capabilities. From a teaching perspective also, marketing students need a basic
understanding of the e-commerce technologies and the analytical tools since they will
need to use these approaches throughout their career as marketers.

Fig. 1. Overview of e-commerce technologies, data analysis capabilities and marketing
knowledge
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Abstract. With e-commerce advertising messages have a high reach and vis-
ibility, with the new technologies of mobile connectivity that is able to per-
manently track and monitor consumers and automatically observe patterns of
consumed commodities it becomes easy to manipulate the consumers into
psychographic commodity fetishism that will tackle individual taste and aspi-
ration according to pre-collected profiles. It intoxicates and transforms signifi-
cation into banality that renders all images to pornography-like similes. This will
lead to the production of images of violence, images that violate the individual’s
privacy through influences, monitoring and surveillance, through panoptical
shadowing of direct and indirect control that will manipulates consumption
habits and political aspirations.

Keywords: E-commerce � Commodity fetishism � New media marketing �
Media augmentation � Violence of information

1 Introduction

In classical political economy, a commodity is a good or service produced by human
labor, and offered as product on the market. In addition to their basic function, such
products inherently carry significance – a symbolism related to the identity of whoever
acquires them: they are a way that helps shape a sense of self (Todd 2012). Whether
through film, advertising, television or mobile phones, the media that carry those
messages about the commodity are what Debord calls spectacle (Debord 1983). For
him, it constitutes the “most glaring superficial manifestation,” the “autocratic reign of
the market economy;” capitalism’s instrument for distracting and pacifying the masses.
The “seduction of the commodity” takes place through the reduction of reality to an
endless supply of commodifiable fragments, and a focus on appearances. The spectacle
actively alters human interactions and relationships. Images influence our lives and
beliefs on a daily basis; advertising manufacturers new desires and aspirations.

Contemporary consumer culture is forever steered towards a capitalist society of
commodity fetishism, with globalization and the new technologies of E-commerce and
digital advertising, the notion of commodity fetishism that Karl Marx talked about in
1867 (Marx 1992) is now taking a new higher dimension of domination.
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2 Commodity Fetishism

In a capitalist economy, consumers tend to assume modes of consumption that will
guide them to buy any set of presumably coherent commodities. And with advertising,
people are pushed into standards so they will fit into the psychographic categories of
products set by the market place. To consumers, commodities seems as a reflection of
their creative individuality but this commodification confines and exploits the human
psyche in the service of building consumption modes that are illusionary and exem-
plifies human fake needs and aspirations. In creating preset individual identities that
conforms to the standard of the market, people become passive consumers without
them even noticing. This eventually obliterates creative act and self-determinism of
individuals who become mere followers of trends or mainstream uniformities.

Literature has addressed topics associated to society’s behavior related to the notion
of consumption. Whether this act of buying is fulfilling a vital need or shaped by a
capitalist society, which in turn is the source of manufacturing mass-produced com-
modities. Not only had these products concealed behind the gratifying image of
commodity fetishism distorting the true nature of their origination, but their exchange-
value becomes of high significance in the market place and the masses contribute by
consuming the fetish of commodities, where their use-value is trivial or null.

Before “globalization” Debord speaks of the determinism of mass media and how it
is instigating class alienation and cultural homogenization, when he says, “All that was
once directly lived has become mere representation” (Debord 1983) he is referring to
the importance of image manipulation and its reference to the market place, an image
created to sell the idea of consumption itself, a link between happiness as an ultimate
goal and the act of buying, thus, the image of representation becomes direct life itself.
“Images, Debord says, have supplanted genuine human interaction”, Where he sets the
idea of image production as a spectacle, for him this “spectacle obliterates the
boundaries between self and world by crushing the self besieged by the presence-
absence of the world. (…) The consumer’s compulsion to imitate is a truly infantile
need, conditioned by all the aspects of his fundamental dispossession”.

3 The Fetish of Media Augmentation

With new technologies of digital media the awe of the image is lost because of the very
loss of comparison between the signifier and the signified, when one of the elements
forming this duality, the signified, was nullified, or negated by the speed and the
immediacy of its image. So this schizophrenic battle between the spectacle and the real,
was won in advance by the realm of the illusion, the hallucinated image took over the
actual, and images won over the things they are representing. The spectacle that Debord
talked about in the 60s is now considered a mere “scene” although it has created a sharp
split between the lived actual and the TV perfect spectacle. The spectacle manipulates
the image of the actual, but simulation creates an obscene image which is itself a
“reality” and actual reality becomes totally deserted. Eventually, with the mobility of
virtual configurations, the actual is reoccupied again and is augmented by cybernetic
devices. Digital economy is taking obscenity to the street, to actual history, so what is
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becoming obscene now is this combination of the actual and its image taken along
instantaneously, continuously and interactively, an obscene in combo. It is not just an
evil spectacle anymore, not an image manipulation nor is it a substitution of the actual
by its image, not a creation of a virtual reality nor a simulacrum; but rather a combo
obscenity of the actual itself along with its digital image, a process of augmenting the
actual by obscenity, this is what jean Baudrillard calls “le paroxysme” the critical stage
of an illness, the morbid level (Baudrillard Petit 1998).

In his magnum opus “Capital, critique of political economy” (Marx 1992) Karl
Marx suggested that social relations are primarily mediated by the exchange of com-
modities and how those commodities are traded is depended on the costs of production
and human labor involved in the production and facilitating the selling. Marx refutes all
the ideas about an autonomous market that is self-regulated by fluctuating supply and
demand, for him, consumers do not perceive the latent human interrelations, social
activities, and power relations imbedded in all commodities which are the factual
variables in the market place. For him this is where objectification takes place, this is
the domination of things in the market or “reification”. The product or commodity is no
more a result of human labor, no more an exchanged asset between people; it is an
object of fetish. This “thingification” of social relations, and all the people involved in
them become expressed by the relationships between traded fetish objects, or in Marx’s
words: Commodity Fetishism. In “The Fetishism of Commodities and the Secret
Thereof” he explains it as “the socio-economic reification of a commodity into a fetish,
an object with intrinsic value and an independent economic reality” (Marx 1992). For
Marx the workers, the producers, and the consumers trade their products out of their
own desire and initiative without paying any attention to the market exchange. The
quantities of mass-produced goods and the commercial activities involved are adjusted
in relation to the variable worth of the products, and the services as they are exchanged,
and in relevance to supply and demand. Therefore, social relations are always mediated
and interlinked with objects, with commodities. The cost of production and the
quantities of human labor determines how commodities interrelate. The psychological
phenomenon of commodity fetishism attribute a self-determining value and reality to
an object that has no intrinsic value but that was given to it by the producer, the
advertiser, the seller, and the buyer of the commodities.

Advertising agencies study their target audience, among other segmentation crite-
ria, in relevance to their psychological modes of buying where consumers are divided
into eight categories of moods as follow: Innovators, Thinkers, Believers, Achievers,
Strivers, Experiencers, Makers and Survivors, (O’Shaughnessy and O’Shaughnessy
2004), consumers in those categories are determined according to their consumption
habits. “Advertising based on lifestyle differentiates a brand by depicting a lifestyle that
reflects a set of values. It says, in effect, if this lifestyle or set of values resonates with
you, then our product or brand is the one for you. Psychographic research can be
product specific or non-specific and can be combined with demographic data for
advertising purposes. The best-known system of non-specific psychographics is VALS
Values, Attitude and Lifestyles“, the basic idea is to link products to each other in such
a way that a person who buys this or that brand will automatically buy this other
psychographic linked brand, this is what is called in marketing the Mary Douglas
theory: “individual purchases are ways coordinated with other purchases, as goods
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assembled in ownership present a set of meanings, more or less coherent, more or less
intentional” (Douglas 2015). (…) “The perspective is of people continuously trying to
bring about their ideal form of community life. In other words, the superordinate value
for any person is his or her ideal form of community and it is the emotional attachment
to this ideal which dominates as a concern in making product choices” (O’Shaughnessy
and O’Shaughnessy 2004). According to Marx people tend to fit on a character mask
“Charactermaske” (Marx 1992) and they tend to act and play a functional role that they
can relate to in a society composed of stratified social classes, and this role-playing
needs to be promoted by a set of propos and accessories that are negotiated and
acquired in a market-exchange transactions. In that sense, the perception of com-
modities in the market place will give different values to the products, values that are
more related to the role-playing psychographic modes of the consumers and the traders
alike.

In their book “Dialectic of Enlightenment” in 1944 (Horkheimer and Adorno
2007), Theodor Adorno and Max Horkheimer indicate how the culture industry and the
commodification of all sorts of production, and later on the commodification of humans
themselves, are becoming the key factors for domination. The commercialization of
human relations is alienating people out from their free-will roles to act as different and
the market place economy is disturbing the development of the human psyche. They
describe how creativity in all cultural fields becomes commodified when it is reduced to
“natural commercial laws” of the market. Under a capitalist economy commodities
appear to fulfill the initial promises of modernity, happiness and freedom. On the other
hand, it seems that the market economy is capable of obliterating the sense of
responsibility that some consumers have, in some cases the mere act of shopping can
become an act of aggression if the consumer is aware of the manufacturing origin of
commodities and the exploitative labor conditions under which the workers produce the
goods and services. This act of aggression passes unnoticed and without any feeling of
guilt when it is online and it is part of crowed behavior where one feels as part of big
psychological crowed and thus not responsible for his acts as individual, one feels
protected by the crowed (Bon 2013). The aggressiveness embedded in the act of buying
is neglected and becomes trivial for the consumers when it is mediated through a
system of virtual intermediaries of the online market that normalizes and polishes the
product and presents it to the end customer as a normal or even necessary product, and
sometimes those virtual intermediaries sweet-talk customers to convince them that they
are actually doing an ethical and responsible act of charity when they associate the
product to a moral, social, humanitarian or environmental cause. And to push this
normalization of aggression further, e-commerce transformed the consumer into an
accomplice in the act of aggression against the exploited labor forces and against other
consumers too. Mass media augmentation on desktops embedded in the very personal
mobile devices of the individual consumers are inescapable, and thus through this
bombardment of images and the repetition of ideas even when a targeted consumer is
on the move makes it impossible to avoid. E-commerce also allowed the advertiser to
allocate the target audience as individuals, and to survey their movements and action, it
allows for a data register of any act of buying, money transaction, and monitor the
search tools of the consumers to know exactly what they need, what they want, what
they love, what they hate, what they are looking for and what they are intending to buy,
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so it can guide them through to their needs and even worse, to persuade them to buy
what they do not need. The target audience is no more a group, a collectivity or a
psychological crowed, it is an individual, monitored, controlled and guided consumer.

In advertising the purpose is to sell through linking the product to an aspired
prestige’s status, to a higher-class category than the audience targeted. According to
Alain de Botton (De Botton 2005) advertisers tackle the sensitive matter of the social
status and the aspirations to prestige of the consumer. To avoid “anxiety” of not being
of or belonging to the right social class, and to seek “relaxation”, the consumer
establishes a personal identity with the associative image that advertising had created
and linked to the product when defining it as a way to belong to a higher level in
society.

4 Mass Production of Obscenity

The production of sameness on the level of the market commodities was also amplified
with e-commerce as it served in yet a higher level of advertising manipulation and
persuasive appeal. Advertising messages also have high reach and visibility when
augmented with the new technologies of mobile connectivity that is able to permanently
track and monitor consumers and automatically observe patterns of consumed com-
modities. With media augmentation and its ability to track consumption habits and
patterns of goods, it becomes easy to manipulate the consumers into psychographic
commodity fetishism that will tackle individual’s taste and aspiration according to pre-
collected profiles. It becomes easy to set a defined and fitting social mask that the target
audience longed for. In that sense the media is creating the need and the answer through
persuasive appeals and psychological manipulation of human desires and aspirations, a
system of information that gives the perceiver the illusion of all answers with repetitive
information of the market place and the illusion of free will. Media augmentation gives a
sense of reliability, as it is always there ready to answer to any demand, thus one tends to
rely on it and trust its information without questioning. Individual consumers equipped
with mobile smart devices have the world at their fingertips; they will not feel the need to
search or question anything, but they are unaware that this quasi information is
deceiving and manipulative. And the quantity of information accessible only makes
them dazed and confused. This excess of information contributes mainly to the loss of
knowledge: it intoxicates and transforms a scene into ob-scene, it transforms signifi-
cation into banality and renders all images to pornography-like similes informing the
disenchanted. For Jean Baudrillard commodity fetishism alters humane subjective
feelings into consumer goods in the “realm of circulation” (Baudrillard 1981), adver-
tising creates cultural mystifications around commodities to persuade the consumer to
purchase useless products that helps to construct a cultural identity for people, in that
sense, the hedonic value of the product, that is directly derived from the fetish, wins over
the utilitarian value. The excess of digital commodification that filled the social space of
consumerism is so much the same as all the excess of information, of images, of media,
of a repetitive kind of information that leads not into knowledge. In his book the
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information bomb Paul Virilio wrote: “The smaller the world becomes as a result of the
relativistic effect of telecommunications, the more violently situations are concertinaed,
with the risk of an economic and social crash that would merely be the extension of the
visual crash of this ‘market of the visible’, in which the virtual bubble of the inter-
connected financial markets is never any other than the inevitable consequence of that
visual bubble of a politics which has become both panoptical and cybernetic” (Virilio
2005), panoptical in a sense that it keeps everything and everybody under strict
surveillance, a politic that gathers information from all around and amass them into a
cybernetic digital database that is accessible and used in favor of the market economy in
advertising, public opinion polls, political hegemony, secret service control and
surveillance. Panoptical also in a sense that everybody knows that they are under the
watch but yet feel safe as if this a protector’s eye and in a way the excess of information
gathered can also be used by end-user individuals in their quotidian lives.

5 Conclusion

With the new technologies of media augmentation the process of dumbing down
reached an unprecedented level. Information at a finger tips means, in a way, no
knowledge, just easy and dull information that help advertiser to reach a needle-point
target audience efficiently, and thus help to increase the sales, to increase consumption
with minimum of expenses. This kind of information is not of the sort of knowledge
information but only a vessel to increase consumption of commodities that nobody
needs, this is the symbolic violence that Bourdieu was talking about (Bourdieu 1999).
Augmented media allowed advertising a high reach with a minimum cost. This media
is often used and abused in a system of dumbing-down by advertising to convey
information that will account for nothing on the intellectual level but on the contrary
will account a lot on the level of encouraging dumb consumption. Moreover, the
easiness of getting hold of information even while mobile gives the impression that
the world is ready at hand and gives the individual end-user of mobile technologies the
illusion of power and ultimate knowledge. Nonetheless in reality the end-user of those
augmented technologies has the accessibility to only certain type of information, even
when it looks like a lot but the kind of information that is allowed for the public is the
kind to be used against this public, information that can help in monitoring and sug-
gesting a specific desired behavior of consumption or political submission. And what
really becomes dangerous is that the public enjoys the illusion of knowledge and will
seek no more, search no more, and will not even think of alternative sources of
information and thus neglect all conventional media and rely totally on what is at hand.
This is an image of violence at its best, the sheer quantity of information it provides is
an act of bombardment by itself, and this is an image that violates the individual’s
privacy and private space through manipulation, monitoring and surveillance, through
direct and indirect control that will serve into changing consumption habits and furthers
political oppression.
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Abstract. The paper presents information overload and visual activity of
media, explaining the development of a quantitative method for measuring
visual activity in video content. The measure is based on the Limited Capacity
Model of Mediated Message Processing and background subtractions algo-
rithms. The idea underlying the described method is to present the quantitative
measure of media visual activity that could be useful in determining the moment
when information overload could occur. The method has been applied for
measuring visual activity on four groups of YouTube educational video clips.
All of them are from language learning channels. The difference between these
four groups is statistically significant and easily discernible.

Keywords: Information overload � Information density � Visual activity �
LC4MP � Background subtraction algorithms � Gesturing

1 Introduction

Media technology has progressed rapidly in the last fifty years prompting questions
about its influence on learning. In the Kaiser report [1], authors state that today no one
knows about the brain activity of children as they learn to read while immersed in
digital media 6–7 h a day. In order to analyze the impact of various types of television
programs on the cognitive functions of pre-school children, Lillard et al. [2] used
different kinds of video materials. In their research, pre-school children were divided
into three groups. The first group watched a fast-paced television cartoon, the second
group watched a less dynamic (slow-paced) educational film while the third group was
drawing in a period of 9 min. After that, the effects on their cognitive functions were
tested. The results showed that the group that watched the dynamic cartoon film solved
the tests significantly worse than the other two groups. The difference concerning
information overload and visual activity of video materials in both dynamic and
educational cartoons has been described qualitatively.

The main idea underlying this paper is to present the quantitative measure of media
visual activity that could be useful in determining the moment when information
overload could occur. The measurement method does not directly include the recipient
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of the message, although it is founded on the Limited Capacity Model of Mediated
Message Processing (LC4MP) [3–9]. The model explains how people process media
content. In the context of information overload, it considers the interaction between a
media user, medium and, message content and structure [3].

Therefore, the short overview of information overload and visual activity has been
outlined. In addition, considering the Limited Capacity Model of Mediated Message
Processing [8], the Visual Activity Index [10] and background subtraction algorithms
[11], the development of a method for measuring the visual activity of video content is
shortly explained. Finally, the method has been applied to four groups of YouTube
video clips that contain educational material from language learning channels. The
difference between these four groups is statistically significant and easily discernible.

2 Information Overload

Rogers and Agarwala-Rogers [12] defined information overload as “the state of an
individual or system in which excessive communication inputs cannot be processed
and utilized, leading to breakdown”. Feathers [13] definition is similar and he defined
information overload as a state with so much available information that they cannot be
effectively utilized. Schroder [16] has described information overload graphically with
inverted U-curve (see Fig. 1) whereby the increase in information load increases the
accuracy in decision-making. However, at a certain point, information overload occurs
and the accuracy in decision-making falls. Information overload has been the subject of
scientific investigation in the fields of economy, psychology, media science, education
etc. Wilson [15] defined information overload as “a perception on the part of the
individual (or observers of that person) that the flow of information associated with
work tasks is greater than can be managed effectively, and a perception that overload in
this sense creates a degree of stress for which his or her coping strategies are inef-
fective”. So, we can conclude that he defined information overload at the personal
level. Eppler and Mengis [14] suggested a conceptual framework for information
overloading investigation with five categories: information, person, task, organization
and information technologies. They consider that information overload is the result of
more than one factors and that they belong to previously mentioned categories. Those
groups of factors have an impact on two variables, Information Processing Capacity
and Information Processing Requirements. The first variable is the attribute of a person
and the second one is the attribute of a task or a process.

Considering education, Pelgrum [17] quoted data from a worldwide survey where
20% of school principals and technology experts choose Information overload as a
potential obstacle to the integration of ICT in education.

Information overload has been recognized by Graham et al. [18] as a problem in
medical education before almost 60 years, however only on the university level.

Lang [3] introduced the Limited Capacity Model of Mediated Message Processing
in order to determine the quantitative level for information overload considering video
clips materials. She used Secondary task reaction time test to define the moment of
information overload. Also, she explained paradox previously mentioned by Britton
[19, 20], where secondary task reaction time average for the easy task was longer than
that for difficult tasks.
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The great contribution of Lang’s theory is that she made a model that can be used to
quantify information density. Lang [4] suggested that people have limited resources for
information processing and when required resources become bigger than available
resources, information overload occurs. When this happens, one part of the message
has been lost. Resource allocation is complex and depends on many factors. In Lang’s
paper from 2006, term Information introduced is defined. One year later Lang et al.
defined Information density as information introduced divided by elapsed time [9].
Information introduced is a number generated at every camera change that is increment
for the presence of next dimensions:

1. Object change
2. Novelty
3. Relatedness
4. Distance
5. Perspective
6. Emotion
7. Form change

Information introduced can have a score ranging from 0 to 7. On Fig. 2 from
Lang’s paper, it can be seen that high Information introduced causes Secondary task
reaction time to fall and information overload occurs. Data from Lang’s paper has been
used by authors to find the best method for information density measuring.

Fig. 1. Information overload [16]

Fig. 2. Information introduced rise causes STRT fall [4]
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3 Visual Activity Measuring

Different meanings of the term Visual activity can be found in the literature. However,
in this paper, it is implied as the visual activity of real on unreal moving pictures.
Sutcliffe [21] defined the difference between static and moving pictures as it is
changing speed - 10 pictures in second. Presentation with five static pictures in minute
belongs to static pictures but a movie with 25 static pictures per second belongs to
moving pictures.

Some authors use Gibson’s definition of visual activity for moving pictures as a sum
of motion and movement. Gibson [22] defined motion as a change of objects or people
in the shot with a fixed background. He also defined the movement as visual information
caused by the movement of the observer or a camera in the case of the movie.

Scientists have analyzed movies and television broadcasts from their very begin-
ings, however, in the last decades, they have started to analyze their quantitative
attributes. Salt suggested a first method and measures more than forty years ago [23].
His measure is called Average Shot Length. Sklar defines a shot as a “series of frames
that runs for an uninterrupted period of time” [24]. The simplest method for calculating
the average shot length is counting shots and dividing the movie time with the number
of shots in the movie. Salt claimed that the films of individual authors usually had very
similar average shot lengths [23]. The author analyzed fifty films and he studied the
distribution of the ASL frequencies, which are the closest to the Poisson’s distribution.
The literature analysis related to the average shot length clearly indicates that this
measure is most often used in the narrow branch of science called Cinemetrics. Baxter
[25] defined it as “a statistical analysis of quantitative data, description of the structure
and content of movies that one might observe as aspects of style”. Brunick et al. [26]
suggested later that this measure should be renamed into Average Shot Duration
(ASD) because the term Average Shot Length is also used to measure the focal length
of the camera.

In the Fig. 3 Cutting’s chart [27] on average shot length fall in the last hundred year
can be seen. Cutting analyzed almost ten thousand movies in the English language
produced between 1920 and 2010. Numbers on the vertical axis are the average shot
length in seconds.

Fig. 3. ASL in the last 100 years [27]
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The Visual Activity Index (VAI) has been introduced by Cutting in 2011. Authors
declared that it “measures the amount of movement of objects in the frame, as well as
the camera itself, in the entire movie”. The results obtained by measuring is the number
between 0 and 2, where the smaller value indicates less motion in the movie.

The Visual Activity Index method processes the video clips in the way that frames
have to be reduced to individual images 256-pixel height and 256-pixel wide. Also,
each image has to be converted to a gray JPG image file, so that each pixel can contain a
value between 0 and 255. The result of the above-described preparation is approxi-
mately 165,000 individual pairs of images per movie. The authors chose Pearson’s
correlation to compare the neighboring images, with correlation value 1 for two identical
images. In the case of larger visual activity, the images will be less similar and the
correlation will, consequently, be smaller. The final value of the Visual Activity Index is
obtained by subtracting the correlation value from number 1, giving the theoretical
scope for the Visual Activity Index between 0 and 2. In Fig. 4 authors showed VAI in the
period from 1930 to 2010. The analyzed sample included 145 movies [10].

3.1 Background Subtraction Algorithm Visual Activity Index

Method for visual activity measurement, used in this paper, was developed based on
background subtraction algorithms. Shaikh et al. [28] stated that “background removal
is often used to detect moving objects in video content created with a static camera”.
Bouwmans [29] describes that algorithm for background subtraction consists of 3
activities as it can be seen in Fig. 5:

• Initialization of the background - based on a certain number of images using one of
the methods defined by the model of the stationary background,

• Detection of moving objects - comparisons of current images of video clips or
streams with a motionless background model moving objects are detected,

Fig. 4. VAI between 1930 and 2010 [10]
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• Backing up the background - during the detection, the model of the fixed back-
ground is refreshed depending on the changes in the video clip or stream.

Benezeth et al. cited a standard formula for many background removal methods:

Xt sð Þ ¼ 1 if dIs; t;Bs[ s
0 if not

�
ð1Þ

where s is the threshold, Xt is the movement mark field in time t, d is the difference
between Is,t (color in time t of pixels s) and Bs of pixels background s. Between
different algorithms, the key is how B is modeled and how d is calculated [30].

Background subtraction algorithms input is color video stream or clip but their
output is a black and white video stream or clip. White color represents moving objects
and black color represents static background. The main idea of our method is to divide
the number of white color pixels with the number of all pixels in the video stream
or clip. That ratio is a visual activity quantifier in video stream or clip. It can be
expressed as:

BGSVAI ¼
X

nfg=
X

nall ð2Þ

where BGSVAI abbreviation for Background Subtraction Algorithm Visual Activity
Index, nfg is a number of detected moving objects pixels in one frame and nall is the
number of all pixels in one frame. The calculation has to be done for all frames in video
clip or stream [31].

Since there are dozens of background subtraction algorithms, the question is how to
choose the best. The LC4MP is appropriate because this model is empirically proven as
a reliable measure of information density. The selection of the algorithm was based on
the Spearman correlation between the particular Information density dimension and the
particular BGS algorithm. The dataset contains 135 videos and the spreadsheet data
from Lang’s sample. The total correlation considering information density dimensions

Fig. 5. How does BSA algorithm work [29]
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was the biggest for Multilayer algorithm. This algorithm is selected. The multilayer
algorithm was submitted by Yao et al. [11]. In addition, BGSVAI and VAI are com-
pared using the Spearman correlation test (r = 0,823). It was also done for 135 video
clips and the spreadsheet data from Lang’s sample.

4 Data, Methodology and Results

In this paper, 40 videos from four YouTube channels have been analyzed. All channels
have video clips for language learning.

The first channel is called “LearnArabicwithMaha” and it is on the Internet address
https://www.youtube.com/channel/UCPINCItSdAc7SBXxi6AcWpw. It has almost
350000 subscribers and more than 57 million views and it will be called Maha’s
channel in this paper because Maha is the main speaker on that channel. The first video
clip is ten years old.

The second channel is called “Learn English with EnglishClass101.com” on the
Internet address https://www.youtube.com/channel/UCeTVoczn9NOZA9blls3YgUg.
It has more than 2 million subscribers and more than 82 million views and it will be
called Alisha’s channel in this paper because Alisha is the main speaker on that
channel. The first video clip is nine years old.

The third channel is called “Eat Sleep Dream English” and it is on the Internet
address https://www.youtube.com/channel/UCu4AP8qmYnXNUipUeyPQKig. It has
more than 180000 subscribers and more than 10 million views and it will be called
Tom’s channel in this paper because Tom is the main speaker on that channel. The first
video clip is two years old.

The fourth channel is called “Learn English with Emma” and it is on the Internet
address https://www.youtube.com/channel/UCVBErcpqaokOf4fI5j73K_w. It has more
than 2 million subscribers and more than 110 million views and it will be called
Emma’s channel in this paper because Emma is the main speaker on that channel. The
first video clip is seven years old.

All video clips have been downloaded from youtube.com service and BGSVAI
have been calculated for every video clip. In Table 1 BGSVAI results can be found in
the last column for all videos. List of first ten videos are bolded and they are from
Maha’s channel, second ten videos are italic with a gray background and they are from
Alisha’s channel. List of third ten videos are italic and they are from Tom’s
channel. Last ten videos are bold with a gray background and they are from Emma’s
channel.
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Table 1. Video clips data and BGSVAI values (authors)

Video 
clip 

number

Height 
(pixels)

Width 
(pixels)

Number
of pixels

Number of 
all fore-

ground pix-
els

Number of 
all pixels BGSVAI

1 360 640 230400 401007326 2532787200 0,1583
2 360 640 230400 318661193 2627481600 0,1213
3 360 640 230400 533422161 3491020800 0,1528
4 360 640 230400 217498455 2023833600 0,1075
5 360 640 230400 248854260 1881446400 0,1323
6 360 640 230400 69348306 2184422400 0,0317
7 360 640 230400 231586102 2345932800 0,0987
8 360 640 230400 75726315 1739750400 0,0435
9 356 640 227840 79168770 1423772160 0,0556
10 356 640 227840 187317841 2336271360 0,0802
11 360 640 230400 73919014 2720332800 0,0272
12 360 640 230400 96191823 2793369600 0,0344
13 360 640 230400 104204441 3306240000 0,0315
14 360 640 230400 107092435 3419136000 0,0313
15 360 640 230400 67331418 2381414400 0,0283
16 360 640 230400 74335656 2653977600 0,0280
17 360 640 230400 76108081 3193574400 0,0238
18 360 640 230400 80249325 2806732800 0,0286
19 360 640 230400 86777883 2745446400 0,0316
20 360 640 230400 84178598 2956032000 0,0285
21 360 640 230400 102574236 3207168000 0,0320
22 360 640 230400 109964932 3070080000 0,0358
23 360 640 230400 63442133 2678400000 0,0237
24 360 640 230400 119167634 2326809600 0,0512
25 360 640 230400 90839848 2481868800 0,0366
26 360 640 230400 77614087 2318976000 0,0335
27 360 640 230400 41767768 1775462400 0,0235
28 360 640 230400 34015216 2160691200 0,0157
29 360 640 230400 120122162 3522585600 0,0341
30 360 640 230400 64594476 2583244800 0,0250
31 360 640 230400 82274804 3203251200 0,0257
32 360 640 230400 72080875 3700915200 0,0195
33 360 640 230400 152707069 3158784000 0,0483
34 360 640 230400 70238831 2167833600 0,0324
35 360 640 230400 57498241 2427724800 0,0237
36 360 640 230400 100019035 3666585600 0,0273
37 360 640 230400 64528856 2462745600 0,0262
38 360 640 230400 78863782 2343628800 0,0337
39 360 640 230400 77192604 2290406400 0,0337
40 360 640 230400 105153543 3465216000 0,0303
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In the chart on Fig. 6 difference in BGSVAI values between videos can be seen.

Kruskal-Wallis H test was chosen to test the statistical significance of the differ-
ences between these four groups of videos and the results are shown in the figure
below. GNU pspp 1.2.0-g0fb4db has been used for statistical calculations. In Table 2
mean ranks can be seen.

A Kruskal-Wallis Test revealed a statistically significant difference in BGSVAI
values across four different groups of videos. (Group 1, n = 10: Maha’s videos, Group
2, n = 10: Alisha’s videos, Group 3, n = 10: Tom’s videos, Group 4; n = 10: Emma’s
videos), v2 (3, n = 40) = 18,58, p = .000.

It is obvious that Maha’s videos are different which can be seen in videos too,
because she gestures with her hands more than other three persons do. It can be
quantitatively expressed by BGSVAI.

Fig. 6. BGSVAI values for all videos (authors)

Table 2. Mean ranks

Group N Mean rank

1 10 34,20
2 10 15,10
3 10 17,50
4 10 15,20
Total 40
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5 Discussion and Conclusion

In this paper, the new visual activity measurement method is presented. The method
was developed by using a computer vision algorithm called Multilayer algorithm [11]
which has been selected because of the most satisfying results obtained on Lang’s
model data sample [9]. The Lang’s model has been chosen since it includes measurable
dimensions that are associated with information overload. Furthermore, it has been
rigorously tested several times.

The method was applied to the sample that contains forty language-learning videos
from four youtube.com channels. A Kruskal-Wallis Test revealed a statistically sig-
nificant difference in BGSVAI values across four different groups of videos, although
we still cannot be sure that this difference has any impact on language learning.

In line with a higher visual activity of the video content, the person in one video
gestures more than other three persons do. It implies consideration of gesturing and
efficient communication [32]. Hence, if applied in educational environments such as
learning management systems or educational social networks, the method could be
useful to support the assessment of learning of video content with regard to e.g. over-
gesticulation.

Compared to the Visual Activity Index - VAI [10], the Background Subtraction
Algorithm Visual Activity Index (BGSVAI) that is described in the paper considers
information density through elements of the Limited Capacity Model of Mediated
Message Processing (LC4MP). However, all information density dimensions could not
be included (e.g. emotions). It is important that mediated message can affect infor-
mation processing dealing with the way how the message is created. Among others, it
includes managing visual structural features of the message such as movement as well
as scene or camera changes that are also considered in the BGSVAI. Overall, the
LC4MP enables creating a message to achieve the communication purpose, one of
which is learning. Thereby, the possibility of using the described method to support
determining the border when the information density of an educational video begins to
hinder the learning process is given into consideration for further research.
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Abstract. This research work aims to identify the determinants of E-learning
Effectiveness. This effectiveness is measured through three individual variables:
motivation, Individual Effectiveness, and anxiety about technology. The main
objective is to enable the various parties involved to better understand the
factors influencing E-learning Effectiveness.
The empirical validation of the model was carried out on a sample of 350

learners enrolled in two Tunisian institutions. Empirical validation is provided
by factorial analyses and structural equation methods. Based on these analyses,
we were able to partially validate the motivation effect, and the computer
anxiety on learners’ reactions. Furthermore, we were able to verify the important
effect of motivation on learning process.

Keywords: E-learning effectiveness �Meta-analysis � Individual effectiveness �
Feedback � Reactions � Learning � Transfer � Structural equations

1 Introduction

Since the end of the 1970s, there has been a recurring interest in applying Information
and Communication Technology (ICT) in E-learning and online training (Bronfman
2003; Audet 2012; Cottier and Lanéelle 2016). Opportunities for using Information
technologies are growing and multiplying rapidly, which contributes to the creation of
a new state of mind building a culture of information sharing. These transformations
have encouraged the emergence of new forms of learning such as “E-learning”.
Therefore, E-learning goes to the core of considerations for the renewal of learning
mechanisms.

The effectiveness of E-learning concerns two main streams of research: Educational
sciences and Information systems (Houze and Meisonnier 2005; Ben Romdhane 2013).
Accordingly, E-learning must be effective for the main actors: who are learners. Indeed,
it is crucial to point out that, as part of our research, we do not make a difference
between «e-learning» and «apprentissage en ligne». Both of these two concepts des-
ignate a process of acquiring new knowledge and skills, whether individual or col-
lective, based on information and communication technologies.

A conducted meta-analysis enabled us to explore the literature that allowed us to
investigate the determinants of E-learning effectiveness. This theoretical review
allowed us to identify three individual factors: motivation, individual effectiveness, and
anxiety about technology.
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Based on these findings, this research has two main objectives. On the one hand, it
aims to evaluate the effect of these factors on the efficiency of E-learning in the context
of a university course. On the other hand, it seeks to measure the effectiveness of E-
learning system.

Indeed, the research question we want to answer is: What are the factors that
contribute to effective E-learning?

In terms of formulating our research question, it is most appropriate to adopt the
positivist positioning, since it allows us to understand the causal links between these
factors on the one hand, and E-learning on the other hand. Therefore, we adopted an
exploratory quantitative approach followed by a confirmatory analysis to test the
hypothetical links of our conceptual model.

In order to collect data, we chose to develop an E-learning platform: «aad-tunisie.
com», which made the conduct of the experiment easier for us, in terms of assuring the
management and the control of the system.

2 Theoretical Research Framework

E-learning is one of the new emerging technologies which replace or complement
traditional pedagogical approaches. This practice is distinguished by certain specific
aspects in that it sets up new pedagogical approaches. Thus, E-learning consists of an
educational device through any electronic media (Tastlew et al. 2005). Therefore,
learners acquire knowledge through an individual use of digital medias such as:
computers, CD-ROMs, Internet, Intranet, wireless technologies, etc. (Homan and
Macpherson 2005; Imamoglu 2007).

Several studies have studied the factors that play a key role in the effectiveness of a
pedagogical platform by learners (Houze and Meizonnier 2005; Fenouillet and Dero
2006; Wang et al 2007; Lim et al. 2007a, b; Lee and Lee 2008). This research suggests
that measuring E-learning effectiveness is a serious issue, whose scope has been limited
in many studies using traditional learning as a benchmark (Ben Zammel et al. 2016).

The training’s effectiveness reflects the study of the variables that seem to influence
the results of training at different levels: before, during and after (Alvarez et al. 2004).
Therefore, multiple measures of E-learning effectiveness were used: Wang et al (2007)
proposed a «multi-criteria» model for the assessment of E-learning effectiveness, which
is based on the six following dimensions: System Quality, Information Quality, Service
Quality, System Use, User Satisfaction, System Advantages. On their behalf, Lee and
Lee (2008) developed a model measuring E-learning effectiveness, through which, the
authors showed that the effectiveness is determined by the learner’s satisfaction.

3 Study’s Context

In this research, we opted for designing an online learning platform, «aad-tunisie»,
based on an «open source» technology. We also chose to conduct a scheduled labo-
ratory experiment with students having the opportunity to take an online course. In this
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respect, two institutions have been the subject of our experiment: The Higher Institute
of Technological Studies of Nabeul and a Modern Language and IT Training Center.

In this context, we carried out a laboratory experiment based on the administration
of two parts of a questionnaire: before and after navigation on the platform. The
experiment took place over a period of 16 weeks during the year 2015–2016. More-
over, experimentation enabled us to measure cause-and-effect relationships (Evrard
et al. 2003). To this effect, it will be used, through the questionnaire, to measure the
effects on the dependent variables (reaction, E-learning and transfer) and on the
independent variables (Computer anxiety and motivation) (Evrard et al. 2003).

The laboratory experiment is planned in three steps synthesized in the following
table (Table 1):

4 Theoretical Framework and Establishment of the Research
Model

Our research work highlights two kinds of variables: four independent variables
(anxiety about technology, motivation, individual effectiveness, and feedback), and a
dependent variable (E-learning) which will be explained in what follows.

4.1 Influence Relationships Between the Individual Determinants
and the Situational Determinant

4.1.1 The Effect of the Feedback on Motivation
Social cognitive theory considers that the feedback plays a significant role in the self-
regulation of motivation. In this regard, the feedback seems to have an effect on the
direction of efforts, the development of energy and the learner’s challenge to fulfill their
education. In this context, Zimmerman (2000) suggests that feedback influences
motivation. In fact, the author considers that the feedback is one of the modalities
enabling learners to develop their desires, their efforts and their perseverance in order to
accomplish their actions. Several studies have shown that the feedback has an influence
on the motivational processes (Zimmerman 2000). Furthermore, the feedback has a
positive effect on learners’ desire to follow or to repeat the learning experience.

Table 1. The stages of the experiment

Step 1 The student is present to participate in the study. Before starting navigation, he/she
is asked to fill out the first part of a questionnaire devoted to measure the socio-
demographic information of the respondent

Step 2 The respondent is invited to read the administered experiment procedure, before
browsing the site to take a computer architecture course administered on the
platform «aad-tunisie.com»

Step 3 Once the online course is completed, the respondent is asked to complete the second
part of the questionnaire in order to measure the model variables
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Indeed, the more feedback the learner gets, the more efforts he will make to easily
accomplish a learning behavior, and the more he will believe in his/her abilities to
succeed a learning experience (Zimmerman 2000).

As part of our research, we believe that the feedback is a significant determinant of
E-learning motivation. Thus, we draw upon the literature review and the social cog-
nitive theory to put forward the following hypothesis:

H1: Positive feedback influences learners’ motivation more positively and more
significantly than negative feedback.

4.1.2 The Effect of Individual Computer Effectiveness on Motivation
The social cognitive theory considers that the individual effectiveness of learners plays
a key role in the self-regulation of motivation. In this context, Bandura (1998) states
that the individual effectiveness influences the level of effort, the perseverance, and the
choice of activities. Moreover, Zimmerman (2000) suggests that the individual effec-
tiveness has shown a convergent validity by influencing the key indicators of moti-
vation, such as the choice of activities, the effort level, and the emotional reactions. By
referring to the meta-analysis conducted by Multon et al. (1991), individual effec-
tiveness seems to have a considerable effect on motivation according to the effort and
the perseverance. Indeed, many studies have shown that individual effectiveness
influences the motivational processes (Zimmerman 2000).

Thus, Zimmerman (2000) concluded that individual effectiveness is positively
regarding the learner’s effort to complete his apprenticeship. In fact, the more the
learner believes in his/her abilities, the easier he will deal with a difficult task (Bandura
1998). Accordingly, the more the learner believes in his/her abilities to succeed his
apprenticeship, the more he will have a desire to make an effort to complete that
learning experience; and subsequently he/she will be motivated to learn.

Furthermore, Zimmerman (2000) considers that individual effectiveness predicts
motivation in several ways. Thus, according to the author, the learners’ beliefs allow
them to identify their objectives. Moreover, the learners’ beliefs and confidence make
them more persistent to difficulties and to the assimilation of failures.

The results of the literature review and the social cognitive theory lead us to study
the effect of the individual effectiveness on learners’ motivation.

Thus, we formulate the following hypothesis:

H2: Individual computer effectiveness positively influences learners’ motivation.

4.1.3 The Effect of Individual Computer Effectiveness on Anxiety About
Technology
By referring to the social cognitive theory, Bandura (1998) considers that the fact that
learners believe they have the ability to control the execution of their apprenticeship
influence their emotional states, such as frustration, fear, anxiety, and stress, as well as
motivation and learning results. Furthermore, the more anxious, frustrated, threatened
and stressed the learner feels, the more negative cognitive representations leading to
depression he/she will suffer from. Moreover, Bandura (1998) adds that the learners
who believe in their abilities to accomplish successful future actions develop positive
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scenarios for their performance. In contrast, the learners who doubt their individual
effectiveness develop negative scenarios that lead them to failure in the learning
experience.

Many researchers have studied the effect of individual effectiveness on the emo-
tional reactions of learners (Compeau and Higgins 1995; Chou 2001). In fact, Chou
(2001) found that the more the learner believes in his ability to properly perform an
action, the less he will be anxious or frustrated. In this respect, the individual effec-
tiveness contributes to the regulation of learners’ anxiety through the control over the
person’s thinking (Ozer and Bandura 1990). Individual effectiveness influences the
perception of threats, as well as their cognitive processing process (Bandura 1998).

Bandura (1998) considers that social support plays a principal role in reducing
learners’ stress and fear. He adds that the individual effectiveness of learners reduces
the anxiety through the support provided by the modalities of conduct, which turn an
insecure environment into a secure one.

The results of the literature review and the social cognitive theory lead us to study
the effect of individual effectiveness on learners’ motivation.

Therefore, we will test the following hypothesis:

H3: Individual computer effectiveness positively influences anxiety about
technology.

4.2 Influence Relationships Between Individual Determinants
and E-learning

4.2.1 Motivation
Motivation can be defined as the desire, willingness, energy, effort, and intention to
learn a learning content and to achieving the objectives (Meyer and Becker 2004;
Guillemet 2014). In what follows, we will deal with the influence of motivation on
reaction, on the one hand, and on learning, on the other.

Many researchers have found that motivation significantly and positively influences
learning outcomes, such as learner’s reaction (Noe and Schmitt 1986; Noe 1986;
Baldwin and Ford 1988; Warr and Bunce 1995; Colquitt and Lepine 2000; Ainley et al.
2002). In this regard, the more motivated the learner is, the more he/she will positively
influence the outcomes of this learning experience (Facteau et al 1995; Noe and Wilk
1993; Guillemet 2014).

Then, we can develop the following hypothesis:

H4: Motivation to learn has a positive influence on learner’s learning.

4.3 Anxiety About Technology

Anxiety is considered by the literature as a negative emotional state, more precisely, a
fear revealed when a person is confronted with an undesirable situation. Meanwhile,
computer anxiety refers to a general feeling of nervousness, fear, anxiety, and stress
anticipating negative results in relation to computer-related actions (Chang 2005).

Previous research has shown the negative influence between anxiety about tech-
nology and Learning (Warr and Bunce 1995; Brosman 1998; Chou 2001; Cybinski and
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Selvanathan 2005). In fact, the more frustrated, stressed, nervous and anxious the
learner is, the less he/she will provide thoughts and attention in order to acquire new
knowledge and skills. Accordingly, the higher the learner’s level of anxiety is, the more
embarrassed and troubled he/she will be when fulfilling a learning experience.

Therefore, the anxiety is one of the most important psychological traits of the social
cognitive theory incorporated into research on the effectiveness of learning.

Thus, anxious learners may show negative perceptions regarding the acquisition of
knowledge and new skills in their learning experience compared to less-anxious
learners (Sitzmann et al. 2008). We can then introduce the following hypothesis:

H5: Learner’s anxiety about technology negatively affects E-learning effectiveness
(Fig. 1).

5 Research Methodology

In what follows, we will present a description of our sample, as well as the ques-
tionnaire administered. We will also explain the method of data analysis.

Our sample is made up of 260 learners under the age of 20, 51 learners aged 20 to
29, 38 learners aged 30 to 39, and one learner aged 40 to 49. Moreover, the sample of
learners is mainly composed of men (301).

5.1 Questionnaire Development

The questionnaire of the present research was developed in the light of operationalizing
the previously defined concepts and measuring the relationships set out in the theo-
retical model.

Feedback
H1. H4

E-learningMotivation .
Effectiveness

H 2
Learner's 
Individual 
computer 

Effectiveness -Course Value.
-Course content.

Anxiété H5H3 -Personal
about la learning.
Technology

-Behavioural
learning

Fig. 1. Conceptual research model: the determinants of E-learning effectiveness
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Hence, we assigned items drawn from information system and educational science
research for each variable of the model. Consequently, these items have been adapted
to the Tunisian context by the introduction of some modifications.

The average time required to complete the questionnaire is 15 to 20 min. In this
context, the questionnaire is available to respondents in two stages: A first stage “T1”
before starting the experiment, in which learners are required to give socio-
demographic information, and a second stage T2, in which the second part of the
questionnaire is communicated at the end of the experiment; that is after 16 weeks. Our
final sample is made up of 350 persons.

The questionnaire was first submitted to a pre-test in order to assess the validity of
its content and to check the respondents’ understanding of questions. Thus, we con-
ducted a first experiment with 105 learners, including 60 learners studying in the
Higher Institute of Technological Studies of Nabeul and 45 ones from the Modern
Language and IT Training Center of Nabeul.

5.2 Data Analysis Methods

In order to validate the constructs, we performed a confirmatory factor analysis,
including a principal components analysis (PCA) with varimax rotation under SPSS
16.0, and a convergent validity analysis under Amos 20.0. We also calculated the
Cronbach Alpha coefficient to ensure the internal consistency of our search variables.

The results are presented in the following table (Table 2):

Table 2. Syntheses of factor analyses

PCA Fiability Validity
Explained L of P of validation

Rating

Variables Analysis

Variance cranbach > 0.5
in % > 0.6

Motivation Motivation 67.598 0.878 0.597

Individual
Effectiveness Individual computer 75.651 0.891 0.676

Effectiveness

Anxiety about
Anxiety 
about la 65.659 0.824 0.545

technology technology
Feedback Positive Feedback 51.483 0.827 0.598

Negative Feedback 67.026 0.908

Learning Personal 20.915 0.936 0.619
Learning
Course value 18.275 0.878
Course content 16.401 0.824
Behavioral
Learning 15.783 0.824
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6 Empirical Research Results

We will deal with the statistical analyses of two partial models through a confirmatory
factor analysis. Then, we will analyze the results of the different structural models in
order to answer the research question.

6.1 First Partial Model Test

See Fig. 2 and Table 3.

Fig. 2. The structural model regarding the links between E-learning determinants
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The results of the confirmatory factor analysis regarding the partial structural model
are acceptable and show the good fit of the model. Indeed, the values of GFI, AGFI and
RMSEA are very satisfactory. In this respect, we can conclude that the first partial
structural model is fitted to the data. Furthermore, the chi-square standardized at a value
of (1.374), which respects the strictest parsimony conditions. The TLI and CFI indi-
cators show satisfactory results (greater than 0.9). The BIC compared to the saturated
model shows a good fit.

6.2 Second Partial Model Test

This step is based on testing the links between E-learning determinants (motivation and
technological anxiety), and Learning dimensions (course values, course content, per-
sonal learning and behavioral learning). We used the second data collection (n = 350)
and applied the structural equation method to the structural model below (Fig. 3 and
Table 4).

Table 3. The results of the analysis of the first partial structural model
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Anxiety about Course Value
technology

Course Content

Motivation

Personal
Learning

Behavioural
Learning

Fig. 3. The structural model regardingthe links between E-learning determinants and the
Learning dimensions

Table 4. The results of the second structural model analysis
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The results of the confirmatory factor analysis regarding the second structural
model are acceptable, and they show the good fit of the model. In fact, the values of the
GFI and AGFI are close to the appropriate standards. This gives us the opportunity to
conclude on the fit of the model to the data. Our model meets parsimony standards
since the standardized Chi-square has a satisfactory value (1,750), which is less than 3.

7 Discussion of the Findings

7.1 Discussion of Findings on the Causality Links Between
the Determinants of E-learning Effectiveness

7.1.1 The Effect of Feedback on Learners’ Motivation
The hypothesis regarding the effect of feedback on the motivation has been validated.
This relationship is more significant for positive feedback than negative feedback.
Therefore, the structural link is significant in the positive sense for the two dimensions
of feedback, respectively (t = 6.447 > 5.886, with p = 0.000).

Our finding is in line with the social cognitive theory considering that the feedback
has a significant effect on motivation (Wood and Bandura 1989). In this regard, learners
can show more effort, energy and willingness to learn when they receive a feedback on
their level of progress in their learning process.

7.1.2 The Effect of Individual Computer Effectiveness on Learners’
Motivation
The hypothesis on the effect of the individual computer effectiveness on motivation has
been equally validated. Indeed, the hypothesis states that the relationship between the
individual effectiveness on the one hand, and learning motivation on the other hand,
shows a positive and significant structural link (t = 3,853, p = 0.000).

Furthermore, the motivation seems to be influenced by individual computer
effectiveness. This result goes along with what is proposed by the social cognitive
theory, which considers that the individual effectiveness has a significant effect on the
motivation (Wood and Bandura 1989). In this context, learners can show more effort,
energy and willingness to learn when they believe in their abilities and skills to take a
course administered online.

7.1.3 The Effect of the Individual Computer Effectiveness on Computer
Anxiety
The hypothesis dealing with the effect of the individual computer effectiveness on
computer anxiety is confirmed. Indeed, we found significant results regarding the
influence of the individual computer effectiveness on computer anxiety. In fact, the
individual computer effectiveness seems to have a significant linear link with computer
anxiety (t = 2.803, p = 0.000). This result confirms the findings of previous research
(Compeau and Higgins 1995; Chou 2001). This can be explained by the fact that, when
using new technologies, learners associate a relationship between their fears and
frustration, and their abilities and skills to use computers. The more learners believe in
their abilities to use new technologies, the more their fears and anxieties diminish.

A Reflection on E-learning Effectiveness in Tunisia 225



7.2 Discussion of Results on the Background of Learning and E-learning

7.2.1 The Effect of the Motivation on the Learning Process
As for the link between motivation and learning, the result obtained has been validated.
This relationship is significant for the course value, the course content, the personal
learning, and the behavioral learning. At this time, the structural link is significant for
the four dimensions (t = 5.480, p = 0.000, t = 5.439, p = 0.000, t = 6.423, p = 0.000,
t = 6.666, p = 0.000).

This confirms the results of several studies (Noe 1986; Colquitt and Lepine 2000;
Tai 2006) in the field.

7.2.2 The Effect of Computer Anxiety on Learning
The hypothesis about the effect of computer anxiety on learning was rejected. Indeed,
computer anxiety seems to have significant linear links to the course value, the course
content, the personal learning, and the behavioral learning (t = 3.692, p = 0.000,
t = 6.353, p = 0.000, t = 7.875, p = 0.000, t = 4.093, p = 0.000).

Accordingly, we can mention that computer anxiety positively influences learning.
In other words, the fear and frustration of a learner motivate them to learn. This result
contradicts the those found by several researchers such as Chou (2001) and Brosman
(1998). Furthermore, the authors showed that the fear and frustration negatively
influence learning. Finally, learning is significantly influenced, in a positive way, by the
anxiety behavior that learners carry out in terms of using computers.

8 Conclusion

Throughout this research, we tried to understand the E-learning effectiveness on
learners and its principal determinants. A literature review enabled us to define the
explanatory of E-learning effectiveness. In the light of this theoretical approach, we
proposed a conceptual model integrating the explanatory factors of E-learning effec-
tiveness and its measures.

To test the model, we developed an E-learning platform to collect data resulting
from an E-learning experience over a 16-week period. Our theoretical and empirical
findings highlight the contributions and the limitations that will be mentioned
hereinafter.

These choices were made while respecting the results of the literature review.
Moreover, the empirical results confirmed the existence of these dimensions.

Our research work provides a better understanding of the factors influencing the
effectiveness of learning. By referring to our meta-analysis, most of the research is
concerned with the direct influence of these factors, through learning.

In fact, our objective is to promote the learning process to be effective, in order to
minimize the failure rate, and subsequently the rejection of this new learning method.
To achieve this, prior actions must be taken by the organizations through action on the
determinants of E-learning effectiveness.
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In other words, it would be interesting to act on the motivation and to create a
favorable learning environment in order to reduce the feeling of fear that can invade the
learner.

Therefore, the leaders should give more importance to the technological infras-
tructure to satisfy learners (clear, friendly, easy to use…), so that learners will be
motivated to take an online course. Indeed, the e-learning system must be clear,
understandable and user-friendly.

Thereafter, the leaders have to promote the abilities and skills of learners regarding
the use of new E-learning technologies, which can be achieved through the creation of
an awareness service. This will enable the learners to reveal the importance, the
easiness, the friendliness of the learning platform on the one hand, and will assist them
in their first learning courses, on the other hand.

The organization should also pay special attention to the communication between
the learner - the tutor, in order to inform learners of their progress levels in the learning
process. In this respect, the organization should ensure the quality of distance com-
munication between the learner and the tutor.

References

Ainley, M., Hidi, S., Berndorff, D.: Interest, learning, and the psychological processes that
mediate their relationship. J. Educ. Psychol. 94, 545–561 (2002)

Alvarez, K., Salas, E., Garofan, C.M.: An integrated model of training evaluation and
effectiveness. Hum. Resour. Dev. Rev. 3(4), 385–416 (2004)

Audet, L.: Regards sur l’évolution de la formation à distance au Canada francophone. Distances
et savoirs 9(3), 313–330 (2012)

Baldwin, T.T., Ford, J.K.: Transfer of training: a review and directions for future research. Pers.
Psychol. 41(1), 63–105 (1988)

Bandura, A.: Personal and collaborative efficacy in human adaptation and change. Adv. Psychol.
Sci. 1, 52–71 (1998)

Ben Zammel, I., Chichti, F., Gharbi, J.E.: Comment favoriser le transfert d’apprentissage dans
l’organisation par le biais de l’utilisation du e-learning? Réflexion à partir du contexte
tunisien. @GRH 3(20), 81–101 (2016)

Ben Romdhane, E.: La question de l’acceptation des outils de e-learning par les apprenants: quels
dimensions et déterminants en milieu universitaire tunisien? Revue internationale des
technologies en pédagogie universitaire 10(1), 45–57 (2013)

Bronfman, S.V.: Facteurs de succès dans la mise en place d’un projet e-learning: une recherche
action. In: Conférence de L’AIM, Grenoble (2003)

Brosman, M.J.: The impact of computer anxiety and self-efficacy upon performance. J. Comput.
Assist. Learn. 14, 223–234 (1998)

Chang, S.E.: Computer anxiety and perception of task complexity in learning programming –

related skills. Comput. Hum. Behav. 21, 713–728 (2005)
Chau, H.W., Wang, T.B.: The influence of learning style and training method on self-efficacy and

learning performance in WWW homepage design training. Int. J. Inf. Manage. 20, 455–472
(2000)

Chou, H.W.: Effects of training method and computer anxiety on learning performance and self
efficacy. Comput. Hum. Behav. 17, 51–69 (2001)

A Reflection on E-learning Effectiveness in Tunisia 227



Colquitt, J.A., Lepine, J.A.: Toward an Integrative theory of training motivation: a meta –

analytic path analysis of 20 years of research. J. Appl. Psychol. 85(5), 678–707 (2000)
Compeau, D.R., Higgins, Ch.A.: Computer self-efficacy: development of a measure and initial

test. MIS Q. 189–211 (1995)
Cottier, P., Laneelle, X.: Enseignement et formation en régime numérique: nouveaux rythmes,

nouvelles temporalités? Distances et médiations des savoirs 16, 1–26 (2016)
Cybinski, P., Selvanathan, S.: Learning experience and learning effectiveness in undergraduate

statistics: modelling performance in traditional and flexible learning environments. Decis. Sci.
J. Innov. Educ. 3(2), 251–271 (2005)

Evrard, Y., Pras, B., Roux, E.: Market - études et recherches en marketing, Paris, 3ème éditions
Dunod (2003)

Facteau, J.D., Dobbins, G.H., Russell, J.E.A., Ladd, R.T., Kudisch, J.D.: The influence of general
perceptions of the training environment on pre-training motivation and perceived training
transfer. J. Manag. 21, 1–25 (1995)

Fenouillet, F., Dero, M.: Le e-learning est il efficace? Une analyse de la literature anglo-saxonnes.
Savoirs 12, 87–100 (2006)

Guillemet, P.: Les étudiants préfèrent Facebook. Distance et médiations des savoirs 6 (2014).
https://doi.org/10.4000/dms.762

Homan, G., Macpherson, A.: E-learning in the corporate university. J. Eur. Ind. Training 29(1),
75–90 (2005)

Houze, E., Meissonier, R.: Performance du e-learning: de l’amélioration des résultats de
l’apprenant à la prise en compte des enjeux institutionnels. Systèmes d’Information et
Management 10(4), 1–26 (2005)

Imamoglu, Z.S.: An empirical analysis concerning the user acceptance of e-learning. J. Am.
Acad. Bus. Cambrige 11(1), 132–137 (2007)

Lee, J.-K., Lee, W.-K.: The relationship of e-learner’s self-regulatory efficacy and perception of
e-Learning environmental quality. Comput. Hum. Behav. 24, 32–47 (2008)

Lim, H., Lee, S.G., Nam, K.: Validating e-learning affecting training effectiveness. Int. J. Inf.
Manage. 27, 22–35 (2007a)

Lim, J., Kim, M., Chen, S.S., Ryder, C.E.: An empirical investigation of student achievement and
satisfaction in different learning environments. J. Instr. Psychol. 35(2), 113–119 (2007b)

Meyer, J.P., Becker, T.E.: Employee commitment and motivation: a conceptual analysis and
integrative model. J. Appl. Psychol. 89(6), 991–1007 (2004)

Multon, K.D., Brown, S.D., Lent, R.W.: Relation of self-efficacy beliefs to academic outcomes: a
meta-analytic investigation. J. Couns. Psychol. 18, 30–38 (1991)

Noe, R.A.: Trainees’ attributes and attitudes: neglected influences on training effectiveness.
Acad. Manag. Rev. 11(4), 736–749 (1986)

Noe, R.A., Schmitt, N.: The influence of trainee attitudes on training effectiveness: that of a
model. Pers. Psychol. 39, 497–523 (1986)

Noe, R.A., Wilk, S.L.: Investigation of the factors that influence employees’ participation in
development activities. J. Appl. Psychol. 78(2), 291–302 (1993)

Ozer, E.M., Bandura, A.: Mechanisms governing empowerment effects: a self-efficacy analysis.
J. Pers. Soc. Psychol. 58, 472–486 (1990)

Sitzmann, T., Brown, K.G., Caper, W.J., Ely, K., Zimmerma, R.D.: A review and meta – analysis
of nomological network of trainee reactions. J. Appl. Psychol. 93(2), 280–295 (2008)

Tai, W.T.: Effects of training framing, general self-efficacy and training motivation on trainees’
training effectiveness. Pers. Rev. 35(1), 51–65 (2006)

Tastlew, J., White, B.A., Shackleton, P.: E-learning in higher education: the challenge, effort, and
return on investment. Int. J. E-Learning 4(2), 241–251 (2005)

228 R. Mbarek

http://dx.doi.org/10.4000/dms.762


Wang, Y., Wang, H., Shee, D.Y.: Measuring e-learning systems success in an organizational
context: scale development and validation. Comput. Hum. Behav. 23, 1792–1808 (2007)

Warr, P., Bunce, D.: Trainee characteristics and the outcomes of open learning. Pers. Psychol.
48(2), 347–375 (1995)

Wood, R., Bandura, A.: Social cognitive theory of organizational management. Acad. Manag.
Rev. 14(3), 361–384 (1989)

Zimmerman, J.B.: Self-efficacy: an essential motive to learn. Contemp. Educ. Psychol. 25, 82–91
(2000)

A Reflection on E-learning Effectiveness in Tunisia 229



Deeper Learning Versus Surface Learning:
The SAMR Model to Assess E-Learning

Pedagogy

Dina Shouman1,2(&) and Levon Momdjian1,2

1 Lebanese University, Beirut, Lebanon
{Dina.shouman,Levon.momdjian}@liu.edu.lb

2 Lebanese International University, Beirut, Lebanon

Abstract. Designing e-learning tasks that are built around emerging web-based
tools and mobile technology enhance learning and truly transform the learning
experience, where students experience deeper learning. The SAMR model helps
assess the extent to which any instructional technology tool is used to achieve a
transformative level of learning and understanding, making sure that the tool is
contributing to deeper learning. The paper looks at two case studies and eval-
uates the depth of knowledge and learning achieved through traditional peda-
gogy and e-pedagogy.
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1 Introduction

E-learning has been around since the 1960s; however, it wasn’t until the 1990 s that
traditional e-learning methods began to be widely implemented. The two main con-
tributing factors for this change were the World Wide Web and learning management
systems. These learning management systems has made it possible for educators to
upload, manage and disseminate course content to their students. Students started
submitting their assignments and doing assessments online. Discussion forums were
being used to create more interaction in courses that incepted e-learning. By the mid-
2000s, learning management systems were being widely used in tertiary educational
institutions in the US and the UK [1–3], which gradually moved to other levels of the
education system and eventually spread to the world.

Students now have almost continuous access to mobile devices, such as laptops,
tablets and smartphones, providing them with more opportunities for e-learning. Rather
than having to assign online materials for students to see in a computer lab or at home,
educators are now asking students to bring their mobile devices to their classrooms.
This has given students a new learning environment, a blend of traditional learning and
e-learning [4].

However, educators have been somewhat slow to adopt these new technologies in a
way that transforms learning, at a time when industry is challenging educational
institutions to better equip students for the marketplace [5]. This delay in implementing
new e-learning methods may be putting learners at a disadvantage.
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In this paper, it is argued that the need today is for more advanced e-learning
strategies different from the ones widely used. The shift towards e-pedagogies that
promote the transfer of sills and deeper learning is imperative. Educators need to adopt
instructional methods and strategies that encourage cooperative learning, expanded
web-based inquiries, apprenticeships, interdisciplinary multimedia-based projects, and
other opportunities for students to discuss complex ideas, to associate academic sub-
jects with their personal interests, and to solve open-ended, real-world problems. This
is not to say that instructors can’t teach for deeper learning without technology. Rather,
innovative technological tools and media can be extremely conducive to students’ deep
learning and can be helpful to many teachers who would otherwise struggle to design
such a learning opportunity. First, traditional methods and their limitations will be
discussed. Then, the reasons for change, such as new emerging technologies and
industry demands, are presented. Next, a model for managing the introduction of
technology, SAMR model [6], and new innovative pedagogies are described.

2 Theoretical Background

2.1 Traditional Pedagogical Methods and Their Limitations

The term e-learning is mostly a recent term. In the 1980s and early 1990s, educators
were using the term Computer-Based Learning or CBL [7]. Hackbarth [8] identified at
least eight categories in CBL: “drill-and-practice, tutorials, problem solving, simulation,
electronic performance, support system, testing, and programming” (p. 192). Based on
these eight categories, teachers could design or select CBL materials that fit their
educational goals or aims, in an attempt ensure an effective learning experience for their
students. In most cases, the drill-and-practice and testing categories were the ones that
teachers heavily relied on. Since students lacked access to computers or mobile devices
in class, they had to receive instruction in traditional ways then go home and practice on
their own computers or move to a computer lab to do a computer-based test.

As a result of the expansion of the World Wide Web and the innovation of learning
management systems in the mid-1990s, e-learning started rising rapidly and promi-
nently. The emergence of e-learning introduced a myriad of new possibilities and tools.
Nevertheless, the shift towards these new opportunities did not always happen instantly
and/or completely. In many cases, the main focus remained on drill-and-practice and
testing activities. Although these activities are important for learning, they do not
adequately exploit all the possibilities presented by the evolving technological software
and tools to provide learners with a learning experience that equips them with 21st
Century Skills.

2.2 21st Century Skills: Call for Change

The main reasons calling for change are the demands being placed on educational
institutions by the industry and governments. According to the Horizon Report for
Higher Education, “digital media literacy continues its rise in importance as a key skill
in every discipline and profession” [5]. The marketplace is now expecting college
graduates to have these skills. In addition, most of the demanded skills nowadays are
skills that college graduates usually acquire in informal learning settings rather than in
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universities [9]. These skills, which have been referred to as 21st Century Skills,
include critical thinking and problem solving, collaboration and communication, global
awareness and information literacy [10, 11].

Educators have realized this, with the result that the use of new mobile technology,
the Web, and Web-based tools is widely spreading through e-learning pedagogies.
However, “simply capitalizing on new technology is not enough; the new pedagogical
models must use these tools and services to engage students on a deeper level” [9].
Models such as the SAMR model [6] can be used to evaluate whether the use of new
technology is actually achieving the desired level of learning and properly equipping
learners with the demanded skills.

2.3 Puentedura’s SAMR Model

Puentedura [6] has developed the SAMR model (Fig. 1) to help educators effectively
infuse technology into teaching and learning, where they can enhance or transform the
use of instructional technology through Bloom’s higher order thinking skills. This model
presents four levels of technological usage in a learning activity: substitution, augmen-
tation, modification, and redefinition. Puentedura’s model indicates that a technological
tool has not helped in transforming the task until it reaches the levels of modification or
redefinition. When designing e-learning tasks using all the continuously evolving online
tools and mobile technology, it’s important that the tasks not only enhance learning by
achieving substitution and/or augmentation, but truly transform learning by modifying
and/or redefining a task, which is the exact meaning of deeper learning [4]. However, it is
important to understand that arriving at the level of redefining tasks with the technology
being used is not an instantaneous process; it may take more time than expected.
Puentedura [12] assumes that it may take up to three years for an educator to grow in
using a particular technology from substitution to redefinition.

Fig. 1. SAMR model. Adapted from As We May Teach: Educational Theory, from Theory into
Practice, by R. Puentedura, 2009
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1. Substitution

At this level, e-learning tools simply substitute older methods and tools. Students are
encouraged to complete the same tasks but online. Not much is changed in the level or
scope of the required task.

2. Augmentation

Students are encouraged at this level to explore the additional new features that the
online tools offer. The teaching and learning process experiences a functional change,
an enhancement.

3. Modification

This third step involves changes to the task itself. Learning is not only enhanced at this
stage but also transformed. The e-learning experience gives students the ability to add
depth to the tasks by providing new tools.

4. Redefinition

At this stage, the potential for creativity and innovation is unleashed. Learners can
venture into new online tasks that were not possible to do offline.

3 Discussion: Case Studies

Two detailed case studies will be discussed to show how the e-learning experience has
contributed to the transformational change in knowledge as assessed by the SAMR
model, leading to deeper learning and comparatively greater integration of 21st Century
Skills. Both case studies were conducted in courses within the pre-service teacher
training program in one of Lebanon’s private universities. E-learning was introduced
into three different courses: One course presents educational psychology and devel-
opmental theories, another course presents advanced grammar concepts to pre-service
teachers and requires that they design lessons for teaching these concepts, and a third
course introduces educational research and requires that the learners conduct research
projects. Different sections of each course were offered during the same semester, and
all sections followed the same syllabus, learning outcomes, and textbooks. However, in
some of these sections, various online technological apps were used in a highly
e-learning environment, and in the other sections, instruction was mainly in a tradi-
tional face-to-face classroom with occasional use of instructional technology.

3.1 Case Study 1: Learning in a Traditional Face-to-Face Classroom

The Setting
The first case study was selected from those sections of the above-mentioned courses
that did not integrate e-learning in their classes. The 386 students were part of a pre-
service teacher training program, some majoring in Teaching English as a Second
Language and others in Childhood Education. Instructors followed the same syllabus
and offered the same assessment process. Occasional instructional technology tools
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were used in delivering the lessons, but most instruction happened in a traditional face-
to-face setting.

Applying the SAMR Model
The lessons did not achieve the level of deep learning needed as assessed by the SAMR
model. Most instruction was conducted in a traditional classroom setting, with occa-
sional use of instructional technology. The multimedia resources that instructors
sometimes used helped in achieving substitution and augmentation. However, very little
was done through the use of online resources to modify or redefine tasks. Therefore,
while it is possible that instructors came near to the deeper learning through other
instructional strategies and techniques, no technological tool was used to transform the
learning process, increase transfer of knowledge, and thus achieve deeper learning.

3.2 Case Study 2: E-Learning in a Blended Classroom

The Setting
This case is selected from those sections of the same courses that fostered a blend of
e-learning with traditional face-to-face instruction. The 163 students had to explore the
material and learn concepts through online multimedia resources, teacher-learner and
learner-learner communication happened through online platforms, and most assess-
ments were conducted through these online tools. Students were given some control
over the pace and path of the learning process. However, this e-learning mode was
coupled with face-to-face interaction and teaching practices in the classroom. The
e-learning experience was achieved utilizing a variety of platforms like: Coursesites,
Google Classroom and Google Suite, Edmodo, Khan Academy, Study.com, and others.
The activities included: Online assessments, discussion forums, collaborative writing,
webquests with multiple multimedia resources, and designing lesson plans and projects.

Applying the SAMR Model

1. Substitution

Students were encouraged to use a variety of applications on their desktops or mobile
devices to complete assignments, write essays, do quizzes, and gather data and
information for their projects. This substitution was favored by students, especially for
the benefit of ease of access. As one student explained, “Online assignments make
learning easier and more interesting; we can do our assignments any time and at any
place we want since we can access them from our mobile devices or tablets.”

2. Augmentation

Students did not only complete assignments online, but they also had the chance to
collaborate in the writing process, share ideas and opinions, post real-time comments
for their classmates, explore each other’s work and learn from each other, and receive
instant notifications about the activity going on in their class, all through their mobile
devices and regardless of time and distance. A student explained how the tools
enhanced learning and “made learning easier and more interesting… made learning
more interactive and collaborative, and… let us see all our classmates’ points of view.
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In addition, the teacher gave us meaningful feedback… assessed our understanding to
see if we had any misconceptions, and… a student could correct or help another student
to better understand…” When students sat for online quizzes, for example, they
received instant feedback instead of having to wait for the instructor to correct and
grade. Another student reflected on this saying, “Online quizzes let us be engaged in
the learning process in a unique and fun way. They allow us to get immediate results,
which helps us identify our gaps and improve them (Fig. 2).”

3. Modification

Students were able to discover new ways to present assignments. They could
explore the online tools at their own pace and preference. For example, students were
able to explore an educational platform like Khan Academy to discover more infor-
mation and navigate as deep as they could into the learning process. One student
explained the benefit of using various platforms, “In comparison to my experience in
other courses, using these tools helped me a lot to improve the depth of understanding
in the course material.” They could do online trial tests to check for the mastery of
knowledge. A student reflected, “Most of the tasks given were assigned on the
Khanacademy website, and honestly I learned how to calculate median, mean, mode,
and standard deviation from the explanations available on the web without even
opening the book. Moreover, I understood the meanings of the distributions in graphs.
I acquired those skills while studying at my own pace, at the same time having the

Fig. 2. Example of augmentation: discussion on Google Classroom, enabling students to share
ideas, learn from each other, and correct each other’s misconceptions on their mobile devices
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chance to repeat any explanation.” Online quizzes integrated media materials, which
radically transformed the process and scope of assessment (Fig. 3).

4. Redefinition

Students brainstormed the various new ways they could use technological tools to
complete tasks. For example, some designed their online surveys to gather data for their
projects, others used online games to teach grammar lessons, and still others created
their own Google Sheets and Docs to organize teamwork and enhance follow up in
their activities. One student commented on how she could transfer her experience by
saying, “the online quizzes were great because they helped us think of other ways… to
test [our] students about what they’ve learnt in class…” At this stage, students were
also able to transfer to an authentic learning experience in real world situations. When
pre-service teachers applied their projects in real-life classrooms, they could video the

Fig. 3. Example of modification: online assignment on Google Form, enabling instructors to
include multimedia in the assessment
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whole process and share the video with their peers and teachers to evaluate and cri-
tique, which led to a much deeper level of learning. All these tasks would have been
inconceivable without the introduced technological tools and the e-learning environ-
ment (Fig. 4).

4 Summary

E-learning has been around since the 1960s; however, it wasn’t until the 1990s that it
became customary for teachers to integrate e-learning pedagogy into their lessons. For
some subjects, these methods mainly included activities such as drill-and-practice and
testing. However, the 2000s witnessed radical technological advancements, such as the
Web 2.0 and the spreading of mobile computing devices, that have given educators
more opportunities to design e-learning activities that are more collaborative and
constructivist in nature. With demands from both industry and government for our
students to graduate with a new skill which insures deeper learning through transfer
necessary for the 21st century workplace, up-to-date e-learning activities are starting to
be designed by educators [4]. One tool that is very helpful in ensuring the proper use of
technology to achieve the necessary transformation of learning is Puentedura’s SAMR
Model [6].

Fig. 4. Applying the SAMR model to case study 2

Deeper Learning Versus Surface Learning 237



References

1. Molenda, M., Bichelmeyer, B.: Issues and trends in instructional technology: slow growth as
economy recovers. In: Orey, M., McClendon, J., Branch, R.M. (eds.) Educational Media and
Technology Yearbook 2005, vol. 30, pp. 3–28. Libraries Unlimited, Englewood Cliffs
(2005)

2. Wilson, S., Liber, O., Johnson, M., Beauvoir, P., Sharples, P., Milligan, C.: Personal
learning environments: challenging the dominant design of educational systems. J. eLearning
Knowl. Soc. 3(2), 27–38 (2007). http://dspace.ou.nl/bitstream/1820/727/1/sw_ectel.pdf

3. Brown, S.: From VLEs to learning webs: the implications of Web 2.0 for learning and
teaching. Interact. Learn. Environ. 18(1), 1–10 (2010). http://www.tandfonline.com/doi/abs/
10.1080/10494820802158983#.UrKqtxYfpfs

4. Dowling, S.: Going beyond traditional e-learning methods to create more constructivist,
collaborative learning experiences, January 2014. https://www.researchgate.net/publication/
268445992_Going_beyond_traditional_e-learning_methods_to_create_more_constructivist_
collaborative_learning_experiences

5. Johnson, L., Adams, S., Cummins, M.: The NMC Horizon Report: 2012 Higher Education
Edition. The New Media Consortium, Austin (2012). http://www.nmc.org/publications/
horizon-report-2012-higher-ed-edition

6. Puentedura, R.: SAMR model (Digital image) (2009). http://hippasus.com/rrpweblog/.
Accessed 10 Dec 2018

7. Williams, J., Goldberg, M.: The evolution of eLearning. In: 22nd Ascilite Conference
Proceedings, Brisbane, Australia, pp. 725–728 (2005). http://www.ascilite.org.au/confer
ences/brisbane05/blogs/proceedings/84_Williams.pdf

8. Hackbarth, S.: The Educational Technology Handbook: A Comprehensive Guide: Process
and Products for Learning. Educational Technology Publications, Englewood Cliffs (1996)

9. Johnson, L., Adams, B., Cummins, S., Estrada, V., Freeman, A., Ludgate, H.: The NMC
Horizon Report: 2013 Higher Education Edition. The New Media Consortium, Austin
(2013). http://www.nmc.org/publications/2013-horizon-report-higher-ed

10. Buchem, I., Hamelmann, H.: Developing 21st century skills: Web 2.0 in higher education–a
case study. eLearning Papers 24, 1–4 (2011). http://openeducationeuropa.eu/en/article/
Developing-21st-century-skills%3A-Web-2.0-inhigher-education.-A-Case-Study

11. Rotherham, A., Willingham, D.: “21st-century skills” – not new but a worthy challenge.
American Educator, Spring (2010). http://www.aft.org/pdfs/americaneducator/spring2010/
RotherhamWillingham.pdf

12. Puentedura, R.: Thinking about change in learning and technology. In: Presentation given
September 25, 2012 at the 1st Global Mobile Learning Conference, Al Ain, UAE (2012).
http://www.hippasus.com/rrpweblog/archives/2012/04/10/iPad_Intro.pdf

238 D. Shouman and L. Momdjian

http://dspace.ou.nl/bitstream/1820/727/1/sw_ectel.pdf
http://www.tandfonline.com/doi/abs/10.1080/10494820802158983#.UrKqtxYfpfs
http://www.tandfonline.com/doi/abs/10.1080/10494820802158983#.UrKqtxYfpfs
https://www.researchgate.net/publication/268445992_Going_beyond_traditional_e-learning_methods_to_create_more_constructivist_collaborative_learning_experiences
https://www.researchgate.net/publication/268445992_Going_beyond_traditional_e-learning_methods_to_create_more_constructivist_collaborative_learning_experiences
https://www.researchgate.net/publication/268445992_Going_beyond_traditional_e-learning_methods_to_create_more_constructivist_collaborative_learning_experiences
http://www.nmc.org/publications/horizon-report-2012-higher-ed-edition
http://www.nmc.org/publications/horizon-report-2012-higher-ed-edition
http://hippasus.com/rrpweblog/
http://www.ascilite.org.au/conferences/brisbane05/blogs/proceedings/84_Williams.pdf
http://www.ascilite.org.au/conferences/brisbane05/blogs/proceedings/84_Williams.pdf
http://www.nmc.org/publications/2013-horizon-report-higher-ed
http://openeducationeuropa.eu/en/article/Developing-21st-century-skills%253A-Web-2.0-inhigher-education.-A-Case-Study
http://openeducationeuropa.eu/en/article/Developing-21st-century-skills%253A-Web-2.0-inhigher-education.-A-Case-Study
http://www.aft.org/pdfs/americaneducator/spring2010/RotherhamWillingham.pdf
http://www.aft.org/pdfs/americaneducator/spring2010/RotherhamWillingham.pdf
http://www.hippasus.com/rrpweblog/archives/2012/04/10/iPad_Intro.pdf


Personal Effectiveness, Commitment
and Organizational Trust Impact

on e-Learning Effectiveness

Arem Say1(&), Ibticem Ben Zammel2(&), and Tharwa Najar1(&)

1 Gafsa University, Gafsa, Tunisia
arem2say@yahoo.fr, th.najar@laposte.net

2 Manouba University, Manouba, Tunisia
Ibticembenzammel@gmail.com

Abstract. The e-Learning gains a central position in broad and diverse methods
of organizational capacities acquisition and development. However, its imple-
mentation involves a behavioral constraint. The paper discusses the factors
which promote the acceptance of the use of e-learning by employees as a new
learning style.
The objective of this study is to identify the determinants of the use of e-

Learning as a new learning style based on a social cognitive theory, technology
acceptance model, social exchange theory and organizational learning theory.
Within a human perspective, the theoretical model is built regarding to the

extracted determinants from the literature. The second objective is to empirically
test the developed model from a sample of employees in the Tunisian context
through an exploratory qualitative study reinforced by an empirical study con-
ducted among a sample of 318 Tunisian employees.

Keywords: e-Learning � Learning � Personal effectiveness � Commitment and
organizational trust

1 Introduction

In order to meet the needs of the continuous knowledge and skills development, e-
learning gains a central position in broad and diverse methods of acquisition and
development of organizational capacities since it allows individuals to update their
knowledge and to integrate new professional knowledge. Its implementation requires
the acquisition of organizational learning. However, e-learning, may provoke the
resistance of some actors who might feel themselves either threatened or incompetent
to cope with this change in the way to acquiring new skills.

The major reported problems are then of human nature. It is therefore vital to ensure
winning the support of human capital to the introduction of e-learning among learning
methods in the enterprise. The acceptance of the use of e-learning by employees as a
new learning style remains a complex phenomenon influenced by a large number of
variables which are still under study. The literature review allowed us to retain the most
important variables used to explain the behaviour of employee; whether to use e-
learning as a new learning style or not. More accurately, this is the effect of personal
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effectiveness, commitment and organizational trust. Several Tunisian Firms, deluded
by the benefits of e-learning have established this new learning style but they failed.
The material challenge of e-Learning consists in the rejection of electronic applications,
after their use by several firms. It is then interesting to investigate the factors
influencing the implementation of e-learning as a new learning style, and to study its
effectiveness in terms of learning acquisition in the Tunisian firms (Ben Zammel et al.
2016).

The foregoing raises the problematic of the factors which influence the use of this
new learning style and its acceptance by employees. The problematic which constitutes
the tissue of this paper can be illustrated by the following fundamental question: what
are the determinants of acceptance of the use of e-Learning by employees as a new
learning style? The layout of this proposal shall be as follows. We will present in the
first section, the theoretical basis of our research and the definition of e-Learning. In the
second section, we will introduce the conceptual framework of our research as well as
the hypotheses illustrating the possible relationships between all of our variables.
Eventually, the third section is devoted to the methodological aspects of our study
while introducing the measurement scales of variables, as well as the incurred results.

2 The Theoretical Basis of the Research

In the present paper research, we refer to a set of theories which are; “social cognitive
theory” (Bandura 1989), “the social exchange theory” (Blau 1964) and “organizational
learning theory” (Argyris and Schön 1978). Based on this theoretical basis, we could
partly constitute our conceptual model.

2.1 The Social Cognitive Theory (SCT)

This theory provides explanations for personal behaviour. Its psychological value is
judged not only through its explanatory potential and its predictive strength, but also
through its operational force in improving human functioning (Bandura 1989). It is
based on the reciprocity notion because it assumes that the characteristics of the social
environment (such as social pressures) or situational characteristics, cognitive factors
and other personal factors (such as personality, demographics …) and individual
behaviour influence each other. Thus the human behaviour in a given situation is
affected by the characteristics of the environment or the situation which are, them-
selves, influenced by the adopted behaviour. The social cognitive theory is based then
on the concept of interaction. Bandura (1989) states that it is not enough to consider the
behaviour as being a function of the reciprocal effects of personal and environmental
factors on each other but that the interaction must be understood as a reciprocal
determinism of personal factors ‘P’, Environmental ‘E’ and ‘B’ behavioural.

With reference to this theory, we deduce that the human behaviour is guided by two
cognitive forces; the first is linked to personal effectiveness perceptions (Bandura
1989), and the second represents the expectations compared to the results of a beha-
viour (Yamill and McLean 2001).
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2.1.1 Personal Effectiveness Perceptions
The beliefs of an individual with regard to his own capacities to successfully perform a
task or a set of tasks are to be counted among the main regulators of his behaviour
(Bandura 1989). Therefore, people with a strong assurance regarding their capacities in
a particular field see difficulties as opportunities to succeed rather than threats to avoid.
These people set challenging goals and maintain a strong commitment in order to
achieve their goals. They increase and maintain their efforts in dealing with difficulties.
They quickly recover their sense of effectiveness after a failure or under-performance.
They attribute failure to insufficient efforts or lack of knowledge or skills which might
be acquired. As a result, they approach threatening situations with confidence because
they feel control over these situations.

2.1.2 The Expectations Vis-à-Vis the Results of Behaviour
This dimension is defined as the set of beliefs established by individuals to adopt a
behaviour that will lead to expected results. Thus, individuals develop behaviours
which they believe result in positive results.

In this vein, these authors distinguish between two dimensions of expectations’
outcome. First, the results related to job performance and the use of tools. The second
dimension refers to the expectations of personal results. These are related to expecta-
tions of change in the image or the status, or even the expectations of rewards, such as
promotions, etc. So the motivation of the individual to perform behaviour is influenced
by the expected results following the completion of this behaviour.

2.2 Social Exchange Theory (Blau 1964)

The social exchange theory is one of the frameworks used to understand the nature of
the relationship between organizational climate and employee attitudes toward this firm
(trust, involvement, commitment). The working relationship can be characterized by
relations of social exchange (Blau 1964). These relationships are based on a long term
favors’ exchange. Thus this theory captures the employment relationship as an
exchange between employer and employee.

In other words, the social exchange relationship develops between two parties said
exchange partners through a series of mutual exchanges. A party makes a contribution
or service to the other party and thereby develops an expectation of a future return. The
other part, having received something it values, develops a sense of obligation in
accordance with the reciprocity norm. The obligations of both partners in the social
exchange relationship is often unspecified, diffused and valued as symbol of loyalty, of
mutual support and willingness and the standards for measuring the contributions of
each are often vague and indeterminate, trust plays a central role in the establishment
and maintenance of social exchange relationship. Indeed, social exchange requires
trusting others (Blau 1964).

Previous research on social exchange in an firm environment agreed that the
employee is involved in at least two social exchange relationships: one with his
supervisor and the other with the firm as a system (Ben Zammel et al. 2016). This
research has mobilized multiple constructs to operationalize these exchange relation-
ships which are basically trust, perceived organizational support, the quality of
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exchange between leader and member, commitment and psychological contracts
(Aryee et al. 2002). However among these concepts, trust and organizational com-
mitment appear to be most used and most studied.

2.3 Organizational Learning Theory (Argyris and Schön 1978)

In literature review of organizational learning, we distinguish between three approa-
ches: one called “holistic” which personifies the firm and understands learning starting
from organizational systems such as practices, routines, procedures or even the orga-
nizational memory, the other approch is social which highlights the exchange between
individuals and the firm and the last is individualist which apprehends learning from
the cognitive activity of individuals in the firm (Argyris and Schön 1978).

The organizational learning theory, developed mainly by (Argyris and Schön 1978)
describes the firm as “a community specialized in creation and knowledge transfer.” It
regards learning as primarily individual and then organizational: the individual as part
of the learning system in which the individual’s knowledge is exchanged and trans-
ferred, for this exchange to occur interaction is required.

Indeed, the works of Argyris and Schön (1978) place the individual at the centre of
the organizational learning process. For these two authors, only individuals learn. If
there is an organizational learning, it will thus never be only through individuals. This
view analyzes the organizational dimension of learning based on the individual
learning. Thereafter the learning shall be organizational because the knowledge brought
by an individual will interest the whole organization.

This organizational learning approach which places the individual at the center of
learning system somewhat transfers the responsibility of learning on the individual.
Indeed, the latter is regarded as the central character of the learning device.

Our research focuses on the perspective of learning acquisition by individuals who
are likely to apply their knowledge in their work. In fact, we consider that the most
important factors in learning through e-learning are individuals.

3 Theoretical Model of the Determinants of Knowledge
Acquisition via e-Learning

The objective of e-learning device implementation is the acquisition of new knowledge
and know-how and therefore the achievement of organizational learning. The success
of its implementation among the methods of continuous skills development and
knowledge of the organization depends on employee’s acceptance of its use as a new
learning style (Ben Zammel et al. 2016). Such acceptance is facilitated by a significant
number of individual variables (Fig. 1).

The literature review allowed us to retain the most important variables used to
explain the organizational behaviour of individuals. More specifically, we are going to
discuss in this paragraph the effects of personal effectiveness, commitment and trust.
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3.1 Personal Effectiveness

Personal Effectiveness is rooted in particular in personal effectiveness theory of Ban-
dura (1989) which postulates that the success, the performance and the motivation of an
individual are subject to his level of personal effectiveness. This effectiveness is defined
as the judgment which an individual carries on the use he thinks he can make his
knowledge in a specific situation. It is the belief in his abilities to successfully perform
a given task (Bandura 1989). It corresponds to individual judgment of the capacity to
cope with the requirements of a given situation, or to achieve a goal and thus, it does
not convey the real existence of skills, but the perceptions of the individual on his
ability, no matter what are the skills which he have. This judgment is the result of the
perception of reference group of the individual from his distinctive skills.

According to many studies, the feeling of personal effectiveness seems in any case
to be an important indicator of the performance of an individual in a part of the training
(Lee and Lee 2008; Ho 2009; Ben Zammel et al. 2018). Self effectiveness is supposed
to positively affect the motivation of the employee to use e-learning and apply all his
knowledge in the firm he works for. Thus, we suppose to integrate relevant personal
effectiveness of the learner in our model as a variable which influences the achievement
of learning after an e-Learning training.

Each individual tries to have an endorsement in his social group. Indeed, estimated
influential members of the working environment of a person (supervisors) think it is
effective that this person sees himself as such (Ben Zammel et al. 2016). Therefore, it
seems relevant that the sense of personal effectiveness is strongly influenced by the
group. Similarly, the beliefs of the individual with respect to the performance of
behaviour are strongly influenced by the views of individuals or groups. In this respect,
employees who want to undergo training believe that the use of e-learning is likely to
improve their status in the firm, and they also believe that this learning style will allow
them to access to useful knowledge for the performance of their jobs and the devel-
opment of their skills along with having a promotion. Similarly, when members of the
working environment, mainly hierarchical superiors and influential person, encourage
the use of e-learning, employees will be motivated to use this new learning style to
show their level of personal effectiveness. Confidence in an individual’s ability to
acquire knowledge and skills is strongly influenced by his surroundings. The influence
of the reference group is crucial.

Hence, the following Hypothesis:

Hypothesis 1: The sense of personal effectiveness has a positive effect on the
achievement of learning via e-learning.

3.2 Organizational Commitment

The earliest studies on the social exchange theory, Blau (1964), introduced the concept
of commitment to illustrate the relationship which an employee builds with his firm.
This theory considers the establishment of social exchange relationships requires
investments which constitute a commitment towards the other party.

Meyer and Allen (1991) proposed a model of organizational commitment with
three dimensions which are affective commitment, calculated commitment and
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normative commitment. They define them as follows: Affective commitment refers to
the psychological attachment to the firm, calculated commitment refers to the costs
associated with leaving the firm, and normative commitment refers to the perceived
obligation to remain in the firm.

In our research we would focus on the affective commitment. Indeed, the feeling of
being supported by the firm stems from the employee’s belief that the firm values his
contributions and cares about his well being. This belief may be formed from HRM
practices established by the firm. HRM practices create an organizational climate which
meets the needs of the individual to feel physically and psychologically well in the
firm. The firm, through its HRM practices promotes a certain level of recognition and
support for employees.

In the literature review one can see a relationship between organizational com-
mitment and learning (Colquitt et al. 2000; Maor and Volet 2007). Some researchers
consider organizational commitment as a result of participation in the training (Saks
1995). Other researchers have integrated it into their models in order to show its impact
on the achievement of learning (Carlson et al. 2000; Tracey et al. 2001).

Within the framework of our research on the determinants of the use of e-Learning
as a new learning style we believe that implementing e-learning project without benefit
of human resources will be doomed to failure since it will be rejected. Thus, during the
implementation of e-learning as a new learning style, the firm must initiate a dialogue
with the staff involved in order to ensure their membership and their commitments.
Such a dialogue in our opinion should not be limited only to matters of wages and
profits; it should instead focus on issues concerning the acquisition of new knowledge
and expertise essential to their work. Organizational commitment is supposed to pos-
itively affect the behaviour of the employee to use the e-learning as a new learning
style.

Hence the following hypothesis:

Hypothesis 2: Organizational commitment has a positive effect on the achievement of
learning via e-learning.

3.3 Organizational Trust

The social exchange theory suggests that social exchange requires sharing relationships
based on trust with others (Blau 1964). Trust is the belief that the firm will fulfill its
obligations towards the employee and will provide what they want (Aryee et al. 2002).
Therefore, the employee, confident the firm’s intentions towards him, would develop
an emotional attachment greater than if he were not trusted. The same confidence
influences the transmission of this knowledge. It gives rise therefore with a less formal
approach, more cooperative and constructive where individuals are more willing to
invest in a long term relationship. It constitutes the ideal location of the achievement of
learning. Therefore, trust positively influences the individual’s motivation to learn.
Hence the following hypothesis:

Hypothesis 3: Organizational trust has a positive effect on the achievement of learning
via e-learning.
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The conclusion of our study consists on a theoretical model for the determinants of
achievement of learning via e-learning. This model is summarized as follows (Fig. 1):

4 Research Methodologies

The major outcome of this research study is to apprehend the following fundamental
question: what are the determinants of the acceptance of the use of e-learning by
employees to acquire knowledge?

The first part of our study has focused on developing a theoretical framework to our
problem; its outcome is a theoretical model of the determinants of achievement of
learning via e-learning.

In order to implement our hypotheses, we have conducted an empirical investi-
gation in the Tunisian context.

4.1 Results of the Empirical Research

The objective of our research is to understand the effect of individual variables on the
acceptance of employees to use e-learning as a new learning style. Or in other words
the achievement of learning through this new system essentially based on using
technology by employees. Consequently, we sought to have a large sample to ensure a
higher level of objectivity in our research. The empirical validation of the theoretical
model of the realization of learning via e-learning was conducted using a survey given
to 560 employees, 318 questionnaires were answered i.e. a response rate of 57%. The
318 individuals who have answered our survey are composed of 128 men (40%) and
190 women (60%). This sample comprises 154 post employees (48%), 81 bank
employees (25%), 83 employees belonging to private companies (27%). 113 individual
have a computer at home (35%) and 85 subject have Internet access (27%). The
literature review enabled us to invent a set of variables operationalizing the theoretical
dimensions of our research model. We have specified each of these variables and we
have developed a list of items for their measurement for further analysis. The items

Knowledge acquisi on 

via e-learning 

Personal Effec veness 

H1

Organiza onal Trust

Organiza onal commitment

H2

Fig. 1. Theoretical model of the determinants of knowledge acquisition via e-learning
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selected in the questionnaire measuring personal effectiveness, commitment, organi-
zational trust and implementation of organizational learning, which have been drawn
from existing measurement scales in previous research with an alpha of 0.85 for
personal effectiveness, 0,89 for organizational commitment, 0.84 for organizational
trust and 0.84 for the realization of learning via e-learning. The total is of 30 items.
Each item developed was assessed following a 5 point ‘Likert scale’ ranging from
“don’t agree” to “strongly agree”.

The purpose of this study is to test the quality of adjustment between a theoretically
constructed model and a model constructed on the basis of empirical data. With the
objective of testing our model analyzes have been implemented using SPSS software
17.0: and processing and analyzing collected information, we have adopted the fol-
lowing two statistical complementary approaches: an exploratory approach which
allowed us to structure the collected data through performing reliability analyzes using
Cronbach’s alpha index (index of reliability) by means of principal component ana-
lyzes. And a confirmatory approach which allowed us to verify the previously for-
mulated hypotheses by testing hypotheses through analysis of correlation and
regression. For each of the adopted measurement scales, we have conducted a factor
analysis to ensure the dimensional structure of the scale. Each factor analysis displays a
value greater than 0.7 KMO and a significant Bartlett test. Internal consistency between
the items has been guaranteed by Cronbach’s alpha.

4.2 Test of Research Hypotheses and Interpretation of Results

For the aim to testing our theoretical model as well as the relationship between its
variables we have analyzed correlation and regression. The correlation ratio is a sig-
nificant measure of association, which assesses the relationship between an indepen-
dent and a dependent variable. The most important advantage of the regression method
consists on identifying the most decisive variables in the explanation of the indepen-
dent variables. In this case, this method enables us to determine the importance of each
variable on the behaviour of employees towards learning via e-learning. These links are
expressed by regression coefficient. The less critical variables have low regression
coefficient whereas those which are the most decisive have important coefficients.
Besides, these coefficients facilitate understanding the direction of the influence of the
explanatory variable on the variable to be explained. In the case of a coefficient less
than zero, it indicates a negative effect which means that the two types of factors range
in the opposite direction.

The realization of organizational learning via e-learning = f (personal effectiveness,
Organizational Commitment, Organizational Trust)

Say: Y: the realization of learning via e-learning
X1, X2, X3: individual variables influencing the achievement of learning
Y = a1 X1 + a2 X2 + a3 X3 + S + e
With: X1: personal effectiveness, X2: Organisational Commitment, X3 organisa-
tional Trust; S: Steady.
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Regression analysis shows that the three variables which are: personal effective-
ness, commitment and organizational trust account for 58% of the variance in overall
perceived value (R two = 0.588; R two adjusted = 0.533). Our model is then reliable.

The realization of learning via e-learning = 0.650 Organizational trust
(t = 13.218; sig = 0.000) + 0.152 Organisational commitment (t = 2.564; sig =
0.11) − 0.181 personal effectiveness (t = −4.223; sig = 0.000) + e.

This regression model is written as follows: Y = 0.650X3 + 0.152X2 −
0.181X1 + S + e.

This regression model shows that organizational trust constitutes the highest impact
on the realization of organizational learning. It explains the realization of learning with
a regression coefficient amounting to 0.650. Similarly organizational trust has a sig-
nificant effect on the achievement of learning via e-learning. In contrast, personal
effectiveness has a negative effect.

The sense of personal effectiveness influences in a negative way the use of e-
learning as a learning style. Our model shows that the degree of correlation between
these two variables is of the order of 0, 244. Similarly, the multiple regression analysis
indicates that this variable has a negative impact on the realization of learning. The
relationship between these two variables is determined by a regression coefficient of
about −0.181. This result was surprising because at the theoretical level we stated that
the individual is strongly influenced by the beliefs of the reference groups in relation to
the realization of behaviour. In this regard, employees who want to undergo training
believe that the use of e-learning is likely to improve their status in the enterprise,
insofar as this is a learning style which can allow them to access to useful knowledge
for the execution of their work and the development of their skills as well as having a
promotion. Therefore, our first hypothesis is not confirmed.

Organizational trust, very significantly, the realization of learning via e-learning.
Our model shows that the degree of correlation between these two variables is of the
order of 0.737. Similarly, regression analysis shows that this variable has the greatest
impact on the realization of learning. The relationship between these two variables is
determined by a regression coefficient of about 0.650. In fact this variable can sig-
nificantly affect employee’s acceptance of learning via this new learning style because
this practice is entirely based on the trust of the employee on his superior decisions.
This result suggests that successful implementation of an e-learning project depends
heavily on the level of organizational trust tools. Therefore, our third hypothesis is
confirmed.

The organizational commitment influences, significantly, the realization of learning
via e-learning. Our model illustrates that the degree of correlation between these two
variables is of the order of 0, 491. Similarly, the multiple regression analysis shows that
this variable has a significant impact on the realization of learning. The relationship
between these two variables is determined by a regression coefficient of about 0.152. In
fact, this result is theoretically reinforced by several authors. The feeling of being
supported by the firm stems from the employee’s belief that the firm values his con-
tributions and cares about his well being. This same level of commitment will be
present even if the learning is done at a distance. Organizational commitment is sup-
posed to positively affect the motivation to learn (Carlson et al. 2000; Tracey et al.
2001, Colquitt et al. 2000). Committed individuals would be more motivated to
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undergo a training conducted by the firm in which they work and to transfer what they
learn in the workplace (Carlson et al. 2000, Tracey et al. 2001; Facteau et al. 1995;
Tannenbaum et al. 1991). However, organizational trust, insignificantly, influences the
realization of learning via e-learning. Our model illustrates that the degree of corre-
lation between these two variables is of the order of 0, 499.

5 Conclusion

Our research focuses on an acquisition perspective of knowledge by individuals who
are likely to implement them in their work. For this reason we favoured to know the
determinants which influence individuals to learn via e-learning.

The exploratory research allowed us to highlight the dominance of prior organi-
zational behaviour of the employee to use e-learning as a new learning style. This
behaviour is influenced by the availability of a reliable technology platform, easy to
use, fast, and adapted to the characteristics and needs of each firm. However, the
cultural weight of the conventional presential learning is predominant in the site.
Different forms of resistance were then developed and are manifested in the refusal of
the use of this new learning system. Such resistances have been eliminated by the good
management practices implemented by firm.

However, since we have performed an individual approach of learning, we have
considered that the success of implementation of e-learning among the modes of
continuous development of skills and knowledge of the firm depends on the employ-
ee’s acceptance of its use as a new learning style. This acceptance is moderated by a
significant number of individual variables.

The main feature of employment in this sector is stability. The qualitative research
provided us with an important explanation: the employee does not value to the opinions
of his hierarchical superiors even if they are motivated to apply this new learning style.

The majority of employees are seeking to acquire an individual learning which
enables them to access to a higher grade. The main objective is not the achievement of
learning and knowledge acquisition but grade evolution. Therefore, the perception of
personal effectiveness is influenced by the reference group within the framework of
grade evolution and not learning achievement through a new mode of skills acquisition.

It follows from these results a certain number of managerial implications to take
into consideration during the implementation of e-learning projects. In fact, the use of
this new way of learning and especially its acceptance by employees is dependent on
certain factors that the general direction of the firm which wants to implement a
successful e-learning project should be considered. The study has revealed the
importance of the impact of the variables like “organizational trust” and “organizational
commitment” on the realization of learning via e-learning. The value of the regression
coefficient relative to these two variables shows their importance. This result is con-
sistent with previous studies on commitment on learning (Colquitt et al. 2000; Bartlett
2001; Saks 1995; Carlson et al. 2000; Tracey et al. 2001). Concerning the organiza-
tional trust which claimed a significant effect, we realized the importance of this
variable after analyzing the interviews. We have claimed therefore the effect of orga-
nizational trust on the achievement of learning via eLearning. The importance of this
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variable for the firm is that it influences the transfer of knowledge and results therefore
in a softer approach, more cooperative and constructive. For this reason we should
provide great importance to this variable through enhancing the level of trust between
the individuals and their firm. The best guarantee is a significant effort from the part of
the General Directorate of the firm to improve communication, exchange of ideas etc.
However, personal effectiveness exerts a negative effect on the achievement of learning
via e-Learning. We have stated, following our reading, the significance of this variable
on the behaviour of the employee. However, at the empirical level, we found that
personal effectiveness exerts a negative effect on the achievement of learning via e-
Learning. This link, which may seem paradoxical, may be due to the fact that the
interviewed Tunisian employees, with a little and brief experience in e-Learning, do not
attribute the evolution of professional status, the achievement of higher grades and the
improvement of their image in the firm with the use of this learning approach. Thus, the
reference group of employees, constituted by his colleagues and his superiors, appears
to have no positive influence on their perceptions regarding e-learning and on its
intention to use it. It should be noted here that the distribution of the sample may also
explain this observation since the majority of the interviewed individuals belong to
public service which is characterized by job stability regardless of the opinion of his
surroundings. In order to reverse this effect, it would be interesting for HR managers to
promote this learning style and to demonstrate its advantages compared to other
approaches among employees and in particular by awareness raising and
communication.

To conclude we can say that the main problem is not technological, but rather
human and managerial. It is therefore essential to ensure winning the support of the
entire human capital for the introduction of e-learning among knowledge acquisition
styles in the firm. A future research could be considered incorporating the concept of
learning transfer following an e-Learning training. The use of this new learning style
should contribute to improving the employees’ skills. Consequently, e-learning can be
likened to a learning style which improves steadily if employees’ skills contribute to
the improvement of individual and organizational learning. The question then is how to
consolidate various learning which will take place in the firm following the use of e-
learning. Many researchers on learning (Imamoglu 2007) admit that online training is a
preferred method of skill acquisition that needs to evolve. The effectiveness of this new
learning style will be measured by distributed learning in the firm after its use.
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Abstract. Studies on the transparency in the e-journals markets and its overall
effect on public debates and democratic controls are scarce. This paper aims to
evaluate the relevance of the microeconomic model when analyzing the sys-
temic behavior of e-journalism. Through a simple theoretical model, where
producers and consumers of information are exchanging two types of news (soft
and hard news), we examine the overall effect of transparency on the market
structure and how the systemic behavior impacts rational choices and decision
making. We argue that e-journalism markets are imperfect, even when infor-
mation seems to be perfectly transparent, as they allow individuals, communities
and corporate agents to produce or share an abundant amount of information,
exceeding the capacities of each single entity to filter, process, verify or debate
the news. More importantly, the direct effect of revealing information has a
cross-effect on others, with unpredictable retroactions on the agents’ preferences
and choices. Our model reveals the limits of rational choices of free individual
agents, within market structures characterized by distorted choices and manip-
ulated attitudes.

Keywords: E-Journalism � Rational choice theory � Market transparency �
Market structures � Transaction costs

1 Introduction

The standard economic theory (the neoclassical model) stipulates that a transparent
information system is a main feature of perfect markets’ equilibrium. Yet, real markets’
situations are usually subject to information asymmetries and opportunistic behaviors
(Akerlof 1970). For the last fifty years, the political economy of information has been
investigating the role of information in a context of asymmetrical power distribution
“between those governing and those governed”, showing how imperfect political
markets can distort the behaviors and beliefs of rational agents (Stiglitz 2002).

However, information transparency at the era of digital news is still an emergent
field of study for economic theory. Information theory at the era of digital news is an
emergent field of investigation for economic theory. Compared to traditional markets,
information in digital markets is highly dependent on complex interactions between
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various users, vendors, platforms, servers, and invisible algorithms. Digital news, also
called electronic journalism, is commonly defined as new forms of media where the
editorial content is distributed through the Internet. Compared to traditional media
(such as printed newspapers, radio or TV broadcasting), users of online news are
exposed to new sets of attitudes and behaviors, when higher levels of interactivity and
hypertextuality allow any reader to comment and share news, or even to produce
original content (Chung 2008; Chung et al. 2012).

According to Chung et al. (2012), interactivity includes five components that
enable readers to select news in a more efficient way: controlling the frequency,
searching by category, searching by keyword, personalizing the content, and saving or
printing the text. Interactivity allows readers to share articles with other people in their
network, therefore allowing for the selection (or omission) of the suggested news
according to the level of resemblance (or dissemblance) among peers (Chung 2008).
Hypertextuality is also a major feature of online news that saves a lot of time to the
readers, since the jump to another article (within-site or to another web page) is reached
in one click (Carpenter 2010). Thus, online media will allows consumers to experience
a decrease in their “news search time cost”, due to the “high search efficiency brought
by new communication technologies” (Zhang and Ha 2015, p. 202)

According to microeconomic theory, this situation refers to an enhanced market
transparency, opening the door for “exciting new potentials for matching up customers
and suppliers” (Varian and Shapiro 1999). Nevertheless, transparency in the digital era
is far from having one-sided effects on market structures, since objectivity and credi-
bility of online news have become major issues for e-journalism (Vargo et al. 2000). In
this article we claim that asymmetrical information and market imperfections seem to
be persistent in e-journalism, even when the transparency is increased to perfection.

The conventional microeconomic model suggests that information transparency
will increase the level of transactions in any market place, with positive effects on
prices and volumes (Granados et al. 2006). This claim is also in line with the popular
belief stipulating that transparent media and efficient flow of news are powerful tools in
the hands of informed citizens. Yet, this Information Transparency Hypothesis
(ITH) has been challenged by new complex practices in digital markets, and some
scholars have claimed that the informational advantage is a double-edged sword (Zhu
2004; Brynjolfsson and Smith 2000; Wise and Morrison 2000). Similarly, many
researchers have pointed out the paradoxical effects of transparency, since the increased
amount of information may jeopardize the credibility and the objectivity of the
delivered content, as well as the overall access to information (Johnson and Kaye
2010).

To date, transparency in the digital news markets and its overall effect on public
debates and democratic controls has not been a major topic of interest for economists.
This paper aims at evaluating the relevance of the microeconomic model when ana-
lyzing the systemic behavior of e-journalism. Through a simple theoretical model,
where producers and consumers of information are exchanging two types of news (soft
and hard news), we examine the overall effect of transparency on the market structure
and show how, in return, the systemic behavior will affect rational choices and decision
making process. Therefore we argue that e-journalism markets are imperfect, even
when information seems to be perfectly transparent, as they allow individuals,
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communities and corporate agents to produce or share an abundant amount of infor-
mation, exceeding the capacities of each single entity in filtering, processing, verifying
or debating the news. More importantly, since the direct effect of revealing information
has a cross-effect on others, with unpredictable retroactions on the agents’ preferences
and choices, our model reveals the limits of rational choices of free individual agents,
within market structures characterized by distorted choices and manipulated attitudes.

2 Rationale

Information transparency in new media can be understood in several ways, since it
refers to the content of the exchanged commodities (the edited digital news). It also
involves the preferences of the agents engaged in these transactions, since both pro-
ducers and consumers can decide to reveal or hide information related to their personal
attitudes and behaviors. Empirical studies have focused either on the content trans-
parency (by questioning the credibility of information), either on the preferences
transparency, by analyzing the behavior of the producers of information or examining a
wide range of consumers responsiveness (Boczkowski and Mitchelstein 2012). Yet
little is known about the interaction between agents’ attitudes and systemic behaviors
(Grover et al. 1999; Carpenter 2010).

In addition to the exponential increase in the volume of shared information via
online sources, each interaction between a producer and a consumer allows the former
to collect significant data on the latter’s preferences (information about the readers’
history, tastes, personal opinions, political stances, and demographics).

Yet, knowing whether the agent freely reveals his or her preferences or whether this
information is extorted by a third-party remains an open question. Indeed, the user
might disclose (freely?) this information through effective choices. Alternatively, the
producer obtain this valuable information through various strategies (cookies, signing
in, incentives to answer surveys, etc.). Each action by which a consumer expresses a
demand for a digital content is simultaneously a transaction where new information is
produced regarding the consumer’s preferences. The production of information (related
to subjective preferences) is here a sub-product of the consumption of information
(related to content). Effective choice made by consumers will reveal something about
their preferences and attitudes toward the producer, and generate valuable information
to unknown third parties. Therefore, our general assumptions regarding consent and
freedom of choice of the economic agents are challenged by both ideological and
technological features of digital news.

As stipulated by Stiglitz (2002, p. 473), “the fact that actions convey information
leads people to alter their behavior, and changes how markets function”. Unfortunately,
scholarly debates lack a theoretical understanding of how transparency and information
sharing affect the e-journals market and how in this process influences the individual
behavior and alters the rational decision-making. Indeed, when taking into account how
individual actions affect the economic system as a whole, and how structural con-
straints influence the process of decision-making process, the standard economic theory
assumes a linear explanation, with the market structure being “nothing more” than the
sum of its parts. Yet, in online media’s interactions, the information system is always
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“something more” than the sum of its parts, since every new user increases the quantity
of information.

Thus, stating that the abundance of information in new media market enhances
transparency is one thing; stating that this transparency is socially and politically
desirable for the individual agents as well as for their community is another (Zhu
2005), especially since the private desirability of transparency is divided among agents
- between producers and consumers for instance, or even among producers or con-
sumers themselves (Zhu and Weynant 2003). In an asymmetrical distribution of power,
the revealed preference leaves one agent with a great leverage over the other. For
instance, the revealed preferences of voters could be most welcomed for the candidates
but do not systematically lead to an enhanced democratic representation. Could we
claim that the enhanced transparency is socially desirable, if it enables political parties
to supply customized political programs and discourses, tailored to the preferences of
each sub-group or community of voters, in order to maximize votes (Buchanan 1954;
Downs 1957), or even to manipulate the public opinion in order to achieve some
private ends? Similarly, when the premises of the readers rational choices are altered by
online news technology, can we still argue that transparency is improving public
debates, especially when taking into account the ideological nature of mass media and
the importance of public opinion in democratic regimes?

3 The Model

Surely, technology enhances the flow of information, so that the more a product has
digital characteristics, the more its content is transparent in terms of feedbacks (Lal and
Sarvary 1999). However, the agents interacting in a digital market, along with their
conflicting strategies, are determinant factors that improve or degrade the information
access and the overall social well-being.

In our microeconomic model, we aim to introduce a schematic representation of
complex interactions between producers and consumers of digital news, in order to
assess the overall effect of information transparency on the market equilibrium, and its
side-effects on various types of agents within these structures. Our starting point is the
same spatial competition model commonly applied to political markets and traditional
journalism stipulating that a rational consumer (a reader) tries to maximize satisfaction
(utility) given his time budget T, while the producer (a journal) tries to maximize profit
by targeting the median reader (Downs 1957) and maximizing the number of reads.
Most importantly, the marginal cost of producing additional units of information is
quasi-null in information markets.

We consider a transparent market that involves e-readers and e-journals. An e-
reader i’s satisfaction is represented by the Utility function that depends on the quantity
of articles he or she is willing to read. The consumer-reader will arbitrate between two
types of news: soft news versus hard news (respectively S and H), when Si and Hi

respectively refers to the number of soft news and hard news read by the reader i. The
former refers to articles of personal interest and entertainment purpose, such as cultural
or historical news, sports, celebrities, or weather news, while the latter refers to public
affairs and political or economic events.
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The consumer’s program is to maximize:

Ui ¼ Ui Si;Hið Þ 1ð Þ
Under constraint: T ¼ th � Hþ ts � S 2ð Þ

�

T: Number of hours allocated to search and read digital news
th: Unit time spent on searching and reading hard news
ts: Unit time spent on searching and reading soft news

On the supply side, while aiming to increase their profits, e-journals focus on
increasing the number of readers knowing that the marginal cost MC is null. Thus, e-
journals use consumers’ willingness to read (willingness of the reader i to read the
article of the journal j) as a proxy to their profits, when, Sij refers to the time spent by
the reader i on soft news edited by the journal j, and Hij the time spent by the reader i on
hard news edited by the journal j.

The producer aims to maximize his profits:

Wij ¼ Wij Sij;Hij
� � ð3Þ

Transparency is a key feature of this type of markets, since the increased number of
information exchanged via online news is simultaneously the target of consumer
maximizing satisfaction and producer maximizing profits.

On one hand, traditional and new media share some similarity in functioning, but
with different intensities. In both cases, producers need to predict the distribution of
their clients in order to reach the median reader; this target is achieved more easily by
new media, due to the increased level of transparency. On the other hand, traditional
media confine the consumers into a passive role, since their choice is restricted to
receiving or not the information, while interactivity in online media allow consumers to
be less passive vis-à-vis the information content as well as in the interaction with other
users or producers.

The endogenous actions of producers and consumers could best be described within
a model showing how the consumers’ and the producers’ programs are interrelated
through a common temporal variable: the time of reading and searching for articles.
Indeed, while consumers maximize their satisfaction through better allocation of their
time among various type of articles (Si and Hi, soft and hard news), the producers
maximize their profits by maximizing the number of articles read on their website (Sij
and Hij). The effective choice of a reader allows the producer to customize the bundles
of articles and to save time for the reader, thus engaging the customer with an extra-
time to read on the website, with incentives to consume its products more frequently.

As shown by Boczkowski and Mitchelstein (2012) and Boczkowski et al. (2011),
supply and demand for both soft and hard news may not be congruent in regards to the
consumers and producers preferences, since is a gap exists between the topics that the
readers like to consume and those that the journalists wish to produce. On one hand,
journalists have a predilection for hard news and public affairs, a tendency that is
consolidated through shared professional ethics and institutional norms. The
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journalists’ community considers that informing citizens on regular basis is the major
task and duty of a journalist, which explains the stickiness of supply. This general law
of journalism applies to traditional as well as to new media and online sources. On the
other hand, consumers’ choices are more heterogeneous in nature (topic and content)
and in their interests (social communication). A great proportion of readers tend to
prefer soft news and topics of personal and cultural interests to hard news. In regular
times, this sub-group represents the majority of readers, to the exception of periods
when there is an excessive interest in public affairs, such as electoral period or eco-
nomic crisis. This attitude could be understood in the light of the “monitorial citizen
model”, stipulating that the consumer, reader, and citizen engage in a general
surveillance of the social and political framework, quickly scanning headlines rather
than following all the details and gathering all information on public affairs (Schudson
1999; Graber 2004; Zaller 2003).

Thus both soft and hard news are inscribed within an imperfect market. In this
context, how does the overall increased transparency affect the market structure and
consequently transform the informational process? To answer this question, our starting
point is a situation involving a moderate median reader, showing a tendency to mix
hard and soft news, and our model will try to retrace the effect of the increased
transparency on the agents’ choices and attitudes.

Therefore, our population consists of moderate consumers that maximize utility by
selecting various combinations of hard and soft news, with an overall preference for
soft news over hard news, along with a tendency to mix goods (by avoiding extreme
polarized choices, such as exclusively reading soft news or hard news).

A Convex indifference Curve therefore represents various combinations of soft
news and hard news that generate the same amount of utility for a median reader,
making him or her indifferent to any combination on the same indifference curve. The
latter is linear, monotonous, and asymptotic to the axes.

In line with the theory of the consumer equilibrium, the reader tries to reach the
highest indifference curve within the reach of the time budget, the optimal choice E0

being a combination of S0 a certain amount of soft news, and H0 a certain amount of
hard news that generate the maximum pleasure or utility as shown in Fig. 1.

Now Internet-based news can modify the consumer’s behavior by elevating the
time budget, for example from T0 to T1. Indeed, compared to traditional media, online
news offer access to a greater number of articles for a given amount of time, by
diminishing the news search time cost, and due to their higher interactivity, as well as
to the enhanced responsiveness of the consumer (Zhang and Ha 2015).

When shifting from T0 to T1, an online based media increases the time budget
without altering the preferences of the reader between soft and hard news, allowing the
consumer to read more articles of both types, since the relative price (time cost) did not
change when accessing the higher time budget as shown in Fig. 1.

A shift in time budget can also occur when interactivity, hypertextuality or even
multimediality can privilege one type of news over the other, thus altering the relative
price of both goods. For example, in electoral time, features of online media tend to
lower the search time cost for hard news over soft news, in a way that hard-news
consumers experience a decrease in the time-price for this type of commodity. In this
case, instead of a parallel increase in the time budget, the consumer’s time budget
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rotates, from T0 to T2 (Fig. 2). The change in the slope of the time budget indicates the
modification of the relative price of the two commodities, and highlights a substitution
effect by which the consumer is substituting one item to another, ceteris paribus.

In our model, when the time budget rotates from T0 to T1T
00
1 due to the relative

increase in interactivity, hypertextuality and multimediality of hard news over soft

Fig. 1. The effect of an increase in time budget on a reader’s indifference curve.

Fig. 2. The effect of a decrease in the search cost of hard news on a reader’s indifference curve.
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news, the consumer experiences a decrease in the relative price of hard news, thus
undergoing a substitution effect.

When shifting from E0 to E1 (Fig. 1), the producer’s behavior empowers the
consumer with a higher time budget, making him benefit from an increase in utility,
with neutral effects on choices. Simultaneously, the producer’s profit increases, since
the willingness to read is increased, and the time allocated by the reader for both Hij

and Sij is expanding.
However the shift to E2 (Fig. 2), is subject to a distorted choice, meaning that the

increase in time budget and satisfaction for the consumer, as well as the improvement
of the producer’s profits, both depend upon an alteration of the consumer’s choice, due
to the substitution effects.

Surely, the opposite mechanism is also possible, since a producer wishing to sell
more soft news can enhance interactivity, hypertextuality and multimediality of soft
news over hard news, with a marketing buzz that render the search cost for this type of
articles cheaper. More importantly, the more the firm knows about specific readers’
profiles, the more it customizes information for the clients, increasing its control over
their time budget and preferences on the long term. These shifts can be seen as an
enhanced market transparency that simultaneously increases the consumers’ utility and
the producers’ profits. Yet, the emergent market, although reaching higher levels of
supply and demand, is far from perfect, since asymmetrical information and power are
persistent, and the social desirability of this transparency is counterbalanced by inef-
ficiency due to distorted choices or controlled preferences.

As shown in Fig. 2, appropriate strategies built on informational advantages for the
producers can result in a greater market power. Not only the total amount of news
provided increases, but the firm also has a greater control over the type of news it is
providing and their corresponding bundle. Meanwhile the consumers benefiting from
an increased time budget not only spends more time reading the online news, but they
also tend to reveal more and more information about their subjective preferences, with
each consumption and each interaction undertaken, providing the supplier with greater
control over the market.

The static model of spatial competition is relevant to study traditional media, where
producer’s behavior and consumer’s responsiveness lack the level of interactivity of e-
journalism. However, it does not seem appropriate to draw from this model the same
conclusions when facing information transparency in digital markets. Hence, we
complete the static model by a dynamic one in order to evaluate the long term effects
on the market. Applying this microeconomic model allows us to describe how the
exponential increase in online media and online news sharing will modifies the con-
sumer’s behavior dynamically over time.

In an extreme (yet realistic) case, producers can exert an influence on the con-
sumer’s preferences and shift from one type of news to another. For instance, if the
news search time cost for hard news (soft news) is decreased (increased) to its mini-
mum (maximum), the reader’s utility function is close to the horizontal (Fig. 3). This
means that the distorted choices of the consumers are almost exclusively focused on
hard news, and soft news are therefore left without any social utility. These situations
are typical of times of electoral campaigns or important economic and social crisis, or
periods of massive involvements in public affairs, when both journalists and public
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opinion seems to be simultaneously shifting towards public affairs. In the opposite
extreme case, some periods may be characterized by a general shift towards soft news
(Fig. 4), when both journalists and the public opinion seem to neglect politics for a
while, finding their common ground in entertainment, sometimes on a global effect
scale, especially in sports (such as World cup or Olympic games events). As shown by
Hirschman (2002) in his classical study, these cyclical “shifting involvements” of
individuals and societies, back and forth from personal interests to public affairs, back
and forth, are one of the main features of our modern democracies, yet they might as
well serve a hidden cycle of business and economic affairs.

4 Discussion

The alteration of the individual agents’ choice due to the time cost efficiency of mass
media is certainly not a new phenomenon (Garhammer 1995; Mattingly and Sayer
2006). Yet, due to the increased time pressure in contemporary societies, the time
allocation between new and traditional media, between soft and hard news, and
between objective and biased contents has become a major topic of research in the last
decade (Zhang and Ha 2015).

In this article, we suggest a model that illustrates how a competition aimed at
increasing the consumer’s time budget affects the market structure of new media, in a
context of information abundance. The model showed that the transparency mechanism
offered the producers an unprecedented leverage over the consumers’ choices and
behaviors, thereby questioning the autonomy and the freedom of the individual choice.

By clicking on a fitness club ad or reading an article on Obamacare, users reveal
information on their preferences between soft and hard news to various media agencies.
Thus, their choices of consumption are at the same time processes that produce
information for other users and suppliers. As shown by Von Foerster, complexity can
arise when some cybernetic interactions generate ambiguous self-referentiality, making
it impossible to distinguish between the subject and the object, the end and the mean,
nor between the observer and the participant (Von Foerster 2003). The observer is
indeed and active part of the system, the act of consuming information become an act

Fig. 3. Horizontal utility curves Fig. 4. Vertical utility curves
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of producing information, the search for information is also revealing preferences and
generating new information for other users, the deliberate choices of a multitude of
individual agents will influence the scope of action for various other users in an
undetermined and unpredictable fashion.

On one hand, one can argue that the increased information gathered through these
interactions leads to a more transparent market structure. On the other hand, our model
reveals that the increased transparency does not enhance the markets mechanisms, nor
decreases information asymmetry or imperfections. Indeed, each individual agent is
revealing information that might have unexpected outcomes for his well-being as well
as for other users, therefore increasing the level of uncertainty, and rendering the
market structure rather unstable. Instead of reaching a stable equilibrium, our model
shows that the emergent structure could potentially lead to multiple outcomes, with
possible shifts from on outcome to another.

An important side-effect of transparency was not taken into consideration by our
model, yet it has major implications in concrete market situations: the manipulation of
the consumers preference by the producers are not only limited to the control of news
time search costs, i.e. the time budget, but new media can also control effectively the
consumers preferences themselves, i.e. the shape of their indifference curves as shown
in Figs. 3 and 4.

Indeed, by clicking on an ad for a fitness club, you reveal that you might be more
interested by tennis shoes ads rather than cigarettes or alcohol ads. If you read an article
on the benefits of the Obamacare, you reveal that you might be more interested by
information on fiscal policies or social justice rather than science-fiction novels. At the
age of Big Data, these revealed preferences may not lead to a stable market structure,
but rather to more asymmetrical information, uncertainty, and manipulation. Firstly, the
individual agent’s preferences are more likely to be accurately anticipated through the
revealed information in the customer history. Secondly, these higher levels of trans-
parency and predictability can paradoxically lead to more opaque market mechanisms,
since the total amount of information will allow some agents to manipulate others.
Indeed, individual action can be increasingly influenced by external agents, or even
controlled by alien interests, thus reducing the margins of the rational decision-making.
Therefore, instead of being rationally determined by self-interest, the individual
behavior may become less transparent to itself, since it is altered by various invisible
and manipulated motivations. The individual rationality may then become hackable
(Harari 2018), twisted by some asymmetrical information advantages, and subverted
from its original motivations towards more hidden ends that individual agents are not
pursuing in the first place.

For example, when the revealed preferences of various individual users searching
for information on a fitness club (or Obamacare) are linked to their ethnic or religious
origin, their social group, their level of education, etc., some suppliers may be able to
sell targeted adds or information to other users, with similar profiles, who will have a
greater chance of liking the same fitness club (or sharing the same opinion on the
Obamacare). By collecting data from millions of consumers, and correlating billions of
observations with the personal information of each user, the information system can
predict more and more accurately the profile of new users. From the customers’ history,
the information system can predict their tastes, their personal opinions, as well as their
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intentions to vote. Those who control this information system of predictions can
therefore sell customized information to each new user, according to what he or she
might like.

Yet, under these conditions, when “I” read an article on the Obamacare, or on the
benefit of a regular membership in a fitness club, or the latest best-seller science-fiction
novel, how can I be sure that I “freely chose” to engage in these interactions. Moreover,
how can I be sure that these choices truly reflect my preferences, since they were
offered to me by an algorithm that predicted, more or less accurately, what I might be
interested in reading? And how can these interactions reflect my personal preferences
since they are more or less dictated by a systemic behavior engaging millions of other
users who have revealed, in their past history, similar choices and patterns? And more
importantly in which sense can we still talk here about more transparency in the market
structure, since each decision or action has become more and more opaque for the
individual agents themselves?

5 Conclusion

The technology underpinning E-markets allows any agent to produce or access
information at the lowest cost, especially when information is extremely liquid, vola-
tile, and instantaneous (Grover et al. 1999). However, new types of media are drasti-
cally changing the way consumers interact with online contents as well as with other
users or producers of information. As a matter of fact, each individual agent is facing a
plethora of web articles and news, that are usually influenced by the attitudes of peers,
and manipulated by the marketing buzz or prioritized and syndicated (among thousands
of other possible orders) by predefined complex algorithms such as newsfeed.

Yet, the simultaneity of the supply and demand of online news has never been yet a
proper object of study, since traditional economic theory implies that the supply and
demand are two autonomous behaviors, the market being nothing more than the
encounter between two independent functions (two separate optimizing programs). In
this article, we address this simultaneity and argue that content transparency and
preferences revelation are co-dependent. In this sense, the informational interactions
between producers and consumers are intertwined in such a way that render them both
interdependent, endogenous, highly unstable, and subject to various strategies of dis-
tortion, manipulation and control.

In the basic model we presented, we showed that the rise of technology modifies
the digital journalism market significantly and to some extent exaggerates its biases. As
a matter of fact, during periods where politics matter the most such as the electoral
period, consumers will subconsciously tend to read hard news, and to even prefer hard
news over soft news, even though they usually prefer soft news over hard news. Hence,
readers are not totally free as stated by McManus (1994): “the desires individuals bring
to the market may be the products of choices the market already offers and the impacts
of communities of taste, peer groups, and other external forces”. This can be justified
by the fact that readers lack the ability to judge the transparency and the consistency of
the news content. Hence, readers ignore their own preferences in reading, and think
they are freely choosing what to read.
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Therefore, though each rational decision is made with perfect freedom of action, the
total effect of the generative process of information may lead to controlled decisions or
manipulated attitudes. Hence, analyzing the structural effects of increased transparency
can have major implications for the economic theory of information, challenging some
assumptions regarding free-market mechanisms and, to some extent, shaking our most
common beliefs in its underlying values, such as the Liberty of individual agents, the
independence and the autonomy of rational choices and the efficiency of the democratic
system as a whole.

If we consider real digital markets involving millions of users simultaneously
interacting with a multitude of providers, advertisers, and invisible algorithms, it is
extremely difficult to draw a clear line that separates the generative process and the
generated product, since the former is producing the latter while being shaped by it.
Thus, it is difficult to grasp these endogenous processes of information transparency
within a simple microeconomic model that reduces the total interactions to a limited
number of agents operating within a pre-defined market structure, with predictable
strategies and optimizing programs (such as consumers, firms, State, workers, etc.).
Therefore, a precise model of behavior can only draw the general attitudes of various
stakeholders, yet general conclusions regarding the efficiency of the market structures
may not be easily drawn, especially if the premises of rational choices and the mental
structures of rational agents are distorted, controlled, or manipulated leading to a sub-
optimal equilibrium.
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Abstract. Why are some video content more viral than others are? This paper
takes an exploratory approach to understanding the elements of viral videos in
terms of digital marketing. Using a set of data about viral videos, case studies,
and observations of viral videos, this paper provides insight on what elements
should be present to achieve virility and replicate the results. To overcome a
noisy market full of competitor messages, the elements in this paper will allow
for a better-implemented video marketing campaign. Turning a video marketing
campaign into a viral video marketing campaign needs extra effort from busi-
nesses in terms of innovation and creativity.
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1 Introduction

The internet has profoundly added to the lives of many to learn, to be entertained, and
to build relationships (Frangoul 2019). This opportunity has allowed businesses to
contribute to the noise and solve problems for customers. As time has passed, cus-
tomers moved from enjoying texts, to images, to GIFs, and now to videos (Kevin
Westcott 2018). Digital technology is on the rise and businesses are joining in on the
benefits of digital. Communicating with customers where they spend most of their time
is key for all businesses (Burke 2019). Competitors know that information and find
their way online. Marketers are in the need to test out different ways to stand out from
the noisy online space (Connell 2019). One way to do it is through video marketing.

Social media platforms are shifting their algorithms to push videos towards cus-
tomers (Flynn 2017). Most customers prefer to save time by consuming content
through video. Fast internet connections has allowed video content to win over any
other type of content. Imagine now that thousands and thousands of people share this
video. This will result in massive exposure for a brand. This concept is called viral
video marketing (Gotter 2018).

In a world full of noise in media communication, messages barely reach customers.
However, with viral videos, customers show interest and spot the video from between
the noisy media. The purpose of this study is identify why some videos go viral but
others do not. With that the below research questions are tackled.

1. Does the content of the video help videos go viral?
2. What elements in the content of the video make it go viral?
3. What elements surrounding the video make it go viral?
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Viral video marketing reaps many benefits but few have mastered its craft. Several
information can be found about viral videos but few about what elements do all these
viral videos hold. This paper outlines these elements through a qualitative approach
using primary and secondary data.

2 Literature Review

It has been predicted that 80% of web traffic will be video based in 2019 (Hoben 2018).
Video marketing is rapidly rising and will continue to grow in the upcoming years
(Pritchard 2019). Achieving ramification for content that is high quality can provide
huge value for businesses, but it requires an understanding of the perplexing human
emotion, age, gender, and how it affects how humans consume and share content
online, and many other factors that can be defined (Hutchinson 2016). Marketers
continue to test different ways to utilize video marketing in a way that affects their
business. Hence, more often than not, turning a video into a viral video in marketing is
usually a campaign goal many aspire to achieve, but few are successful (Pritchard
2019).

“Viral video marketing is a marketing technique used to promote brand awareness,
products, services, or to achieve other marketing objectives. This technique uses social
networking and other tools to gain traction for the video” (Meyer 2015). This technique
is based on one primary aspect: the viewer choosing to share the video. In other words,
achieving virality occurs when the total number of shares increases with every share
iteration. Hence, if 2 people share a video to their pool of virtual friends, and then they
share the video, a chain reaction may occur like that shown in the graph below. This
usually happens within the first hour of the video being uploaded online (Fig. 1).

Viral video marketing is helping businesses break through the noisy atmosphere
that is distorting the communication message for potential and current customers (Price
2019). There are 5.3 trillion display ads shown online each year, 400 million tweets
sent daily, 144,000 h of YouTube video uploaded daily, and 4.75 billion pieces of
content shared on Facebook every day (Tynski 2013). Even consumers prefer video to
learn about a product or service. Seventy-two percent of people prefer to use video than
any other form (Hayes 2018).

Viral video marketing can enable a high engagement level in terms of shares, likes,
follows, comments, and so on. The technical skills of crafting the best video marketing
campaign is rarely the reason why a video goes viral. The following are some statistics
collected after different companies achieved virality. A campaign created by Dove,
“Dove’s Real Beauty Sketches” (Dove US 2013), went viral generating nearly 30
million views in ten days, 15000 YouTube subscribers within 2 months and a general
increase on other social media platforms (Tynski 2013). A common determinant in
both campaigns is the feeling of sadness related directly to: human emotion. Another
campaign, created by MetLife, “My dad’s story” (MetLife 2015) strikes close to 16
million views on YouTube. Further, the campaign “World’s Toughest Job” garnered
13.8 million views and 1.6 million social shares after 5 days of posting (Brenner 2015).
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This campaign was created for the celebration of mother’s day. Another campaign, the
“Squatty Potty”, has received 35 million views on YouTube with 101K likes and 7206
comments online. This campaign does not focus on human emotion but it does educate
the viewer with a tad bit of humor that makes an embarrassing subject seem a little less
embarrassing (Squatty Potty 2015). Hence, the type of video campaign may have little
to do with virality.

Marketers continue to question and test out different ways to make their videos go
viral. Marketers have learned the importance of video marketing, but few have been
able to make content go viral let alone replicate the result (Hoben 2018). Managing
Director of Harmon Brothers receives 150 million views, 13, 000% increase in web
traffic and has been able to introduce new brands to the industry within days, claims
that virality is unpredictable and is not repeatable (Dawson 2017). Hence, there is no
defined formula to create virality. The viewer’s complex reaction defines it. Another
company, The Woolshed and Co, created several video marketing campaigns to master
the art of viral content and was successful (Hutchinson 2016). This company believes
virality can be achievable when the right elements exist.

A main indicator of a video going viral successfully is the usage of emotional
triggers like happiness, surprise, anger and so on. The human emotions that are most
commonly associated with viral content are curiosity, amazement, interest, astonish-
ment, and uncertainty (Libert 2014). The reason why human emotion is a strong factor
to viral video content is how easily the business can generate a quick response from
viewers. Videos with such emotions allow for a higher chance for the video to go viral.
Emotional triggers that have to do with happiness, surprise and admiration are the top
results for viral content (Hutchinson 2016). Other element factors can also have an
effect for videos going viral or not. Videos that provide value, entertain, give people an
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understanding of who they are, feel more connected in a relationship with others, feel
like they belong and are involved in a certain community all help with setting up a
video for success (Libert 2014). If the video does not go viral, the business is still able
to reap benefits from a high amount of views and engagement. Other aspects that will
affect the virality of a video are things like the length of the video, the length of the
title, and the description or caption under the video (West 2011).

Authenticity needs to be portrayed in the video and be about the viewer rather than
the brand (Brenner 2015). The message needs to be simple and told in a story format.
This story format will allow the user to build an emotional connection if done right
(Brenner 2015). To give the video an additional edge, strategy and creativity need to be
present. After the video is online, marketers need to take action. The marketer needs to
use the right media sources to push the content organically to reach millions of viewers
(Brenner 2015). The words used as a description and more importantly as a headline
will affect the video virality. Timing is everything to avoid noise from other media sites
and still be able to convince the consumer in time for the conversion (Brenner 2015).

3 Methodology

The research design of this paper is qualitative. Both primary and secondary data
collection methods have been used to come to the findings in this paper.

The purpose of this research is to determine the elements of viral video marketing
to achieve success in virality. This research can allow businesses to design videos that
have the elements of viral videos, increasing their chances of achieving virality.

To determine the elements and what common grounds they hold, experts in the
field were surveyed, to develop a better understanding of the elements that create viral
videos. Through a 10-question survey that was distributed to experts in digital mar-
keting, primary data was obtained. The survey questions were constructed based on
developing a better understanding of the elements that creates a viral video. Due to the
limitation on time, 10 digital marketers were able to answer the survey on time. The
majority of the digital marketers reside in Lebanon but work for clients within Leba-
non, in the GCC region and some even international. The remaining digital marketers
who answered the survey were abroad in Canada. These digital marketers were contact
to give their opinion since they manage several clients and are frequently staying up to
date on recent trends in the industry. The data collected was through SPSS.

Secondary data was collected by analyzing several articles, websites and online
documents. Observation of viral videos also added to the research data. The viral
videos chosen were based on Facebook, YouTube, and Google’s interpretation of viral
video lists.
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4 Results

Viral video content has several elements that allows for a better insight on what makes
videos go viral. After observing several videos of viral content, elements that contain
any emotional triggers will give the company a greater chance in achieving virality
(Brenner 2015). The most common emotional trigger for highly shared content is
surprise. The second is happiness (Fractl n.d.). The elements of human emotions all
play out with positive feeling factors, for the majority of viral videos. Using these
emotional triggers in the video is not enough on its own. The majority of observed viral
videos come to a resolution at the end of the video giving the customer assurance
(Fractl n.d.).

A study conducted Time Magazine, taking 20 YouTube videos that had achieved
virality showed elements like title length, length of the video, laughter, and element of
surprise and so on (West 2011). Any element resulting with less than 25% of the
sample group was ignored. Title lengths resulted in 75% of the sample population
agreeing that a shorter title, 3 words, is going to receive higher engagement from the
viewer. The length of the video resulted in 60% of the sample population to choose the
length of the video as 3 min or less. The laughter element tested to see if there had been
laughter in the first 30 s of the clip. Seventy percent had not encountered the laughter
element. The element of surprise resulted in a 50/50 result from the sample population
(West 2011).

Data collected from the surveys completed by the 10 digital marketers also yielded
insight on viral video marketing. One hundred percent of the surveyed marketers
claimed that they have shared a video with a friend that they found interesting (Fig. 2).

Shared an Interes ng Video With a Friend

Yes no

Fig. 2. Percentage of people who shared an interesting video with a friend
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Fifty percent of the surveyed claimed the video was an emotional video, twenty
percent claimed it was an educational, twenty percent claimed the video was an
entertainment video, and ten percent it was a random video (Fig. 3).

Eighty percent of the surveyed shared the video because they wanted their friend to
benefit from the video content. Twenty percent shared the video because the content
was very cute (Fig. 4).

Seventy percent of the surveyed claimed that they had shared a video ad before and
thirty percent claimed that they had not (Fig. 5).

[CATEGORY NAME]

Educa on

Entertainment

Random

WHAT ELEMENTS DID THE VIDEO SHOW?

Fig. 3. Results of which elements were found in the video

Benefit Friend
80%

Cute Content
20%

WHY DID YOU SHARE THE VIDEO?

Fig. 4. The reason behind sharing the video

Going Viral: Elements that Lead Videos to Become Viral 271



Sixty percent of the surveyed do not look out for viral video topics while forty
percent do (Fig. 6).

Sixty percent of the surveyed believed that viral video success can be repeated
while forty percent do not (Fig. 7).

Do you keep an eye out for viral video topics?

Yes No

Fig. 6. Percentage of people who look out for viral video topics

Can viral video success be repeated?

Yes No

Fig. 7. Percentage of people who believe viral video success can be repeated

Shared a video ad?

Yes No

Fig. 5. Percentage of people who shared a video ad
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Eighty percent of the surveyed believed that the element of the viral video needed
to be an emotional trigger. Twenty percent of the surveyed believed that the elements
do not matter as much as the content of the video does (Fig. 8).

Ninety percent claim that users have complete control over what video goes viral
while ten percent claim there is no determining factor (Fig. 9).

One hundred percent of the surveyed believe that influencers contribute to making a
video go viral (Fig. 10).

Who determines the virality of a video?

Users No one determines

Fig. 9. Who determines the virality of a video

What is the element that makes videos go viral?

Emo onal Trigger Content of Video

Fig. 8. Elements that make a video go viral
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One hundred percent of the surveyed marketers believed that viral video could help
businesses develop sales and long-term customer relationships (Fig. 11).

5 Conclusion

Human emotions are a definite factor when it comes to viral video content. The human
emotions that are most commonly associated with viral content are curiosity, amaze-
ment, interest, astonishment, and uncertainty (Libert 2014). The reason why human
emotion is a strong factor to viral video content is how easily the business can generate
a quick response from viewers.

Using the right elements of human emotion, title length, description, music, video
quality and much more will help in succeeding with virility. If the content in the video
is beneficial for the viewer or the viewer feels that this video may help someone, he or
she may share it. The goal with viral marketing is not achieving fame but achieving a
long-term viewer base to benefit the company’s bottom line in the future.

Do Influencers contribute to virality?

Yes No

Fig. 10. Percentage of people who believe influencers contribute to virality

Can a viral video help develop sales and customer rela onships?

Yes No

Fig. 11. Percentage of people who think a viral video can develop sales and customer
relationships
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With every research resides limitations. The research design of this paper is
qualitative. This limited the amount of data collected that may have resulted in the
creation of a viral video marketing model that businesses can implement. An inte-
gration of both qualitative and quantitative methods can enhance the results by con-
ducting surveys and case studies on the subject matter. It was very difficult to find
academic papers on this subject to confirm the findings and predictions.

Because the nature of this study is new and is still being tested by many, a lack of
solid theoretical information was found. Time added to the limitation of being able to
get more information from experts in the market, to observe more videos, and to
experiment with different video elements to see which has a higher possibility of going
viral.

When it comes to future research, there is a need for further examination to confirm
that the elements discussed above are applicable in all industries and on all video-based
platforms. To be able to develop a model that businesses can follow to achieve video
virality, practical examination on the field for all industries helps create a model that
can be applied by all businesses.

6 Recommendations

Chances for virility increase when marketers set the company up for success. Devel-
oping the right elements for videos and video ads will enable a higher share rate.
Hence, marketers should focus on the elements that can bring forward a video.
However, marketers should be aware that the video should continue to add value for
customers and potential customers. Regardless of how good the video is, it will be
invaluable to the viewer if it does not add value. Marketers need to be able to determine
how they will apply elements to a video that will relate to their product/service.

Using human emotion is key. Having a clear understanding of who a business’s
customer is will enable a better outcome for the video. Determining the demographics,
psychographics, geographic and even the behavior of customers will help construct a
video ready to go viral. Next marketers need to create video content that will allow
customers to feel the emotional element within the video.

The company website and YouTube should include the video. Social media plat-
forms should have the video uploaded ready for sharing. Marketers need to prompt
viewer to share for a benefit. This means that marketers need to inform the viewer to
take an action by sharing and tell the viewer why they are sharing by speaking of the
benefits. Wherever the company decides to post the video, it should consider search
engine optimization and the best practices for social media.

Within an hour of uploading the video it will be determined if the video will go
viral. Hence, marketers need to spend this hour engaging with influencers, press, expert
sites, and customers to get the highest number of viewers for a potentially higher
number of shares.

In the end, to achieve the result of a viral video, the right elements need to be
present. Marketers need not focus on making the video viral, but on what value it adds
for its customer.
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Abstract. Medical equipment plays a vital role in diagnosing, monitoring, and
treating different kinds of medical conditions. The biomedical and clinical
engineering departments within a hospital are generally responsible for
inspecting and managing the maintenance of medical equipment, ensuring that
the breakdown of equipment and accidents made during diagnosis and treatment
are forbidden. Maintaining the efficiency of medical equipment is a challenging
topic due to the fact that many factors impact it through the equipment life cycle.
Traditional approaches are based on the technical factors to estimate the lifetime
of medical equipment. Additional factors, such as environmental factors, can
also affect medical equipments lifespan. This paper introduces a new approach
for evaluating medical equipment depending on two dimensions; the standard
identified technical criteria and the added environmental criteria. These factors,
combined together, affect the decision making process by a clinical engineer in
case of medical equipment failure.

Keywords: Medical equipment economics � Technical factors �
Economics environmental factors � Engineering economics � Patient safety �
Equipment lifespan

1 Introduction

Healthcare organizations deliver healthcare services to meet the health needs of target
populations. Every medical organization must provide coordinated high quality
healthcare delivery to patients. With the tremendous recent advances in technologies;
diagnosis, treatment, and prevention of diseases, nowadays, highly depend on medical
equipment. This dependency on the new and high technology, requires an efficient
coordination among all specialties in healthcare organizations, to ensure a proper
assessment and maintenance of medical equipment. When an equipment fails, the
clinical engineer takes all the responsibility of finding a solution, either to fix or dispose
that device. Since, this failure may vastly affect the main goal of a healthcare facility,
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which is patient safety; a method must be deducted to study the status of the equipment
to ensure the full delivery of accurate service. Hence, it is essential to have a scientific
strategy that helps the clinical engineer take a precise with an exact decision in case of
this failure. Currently, the adopted method of taking these decisions in Lebanese
hospitals regarding replacing/repairing process is totally based on the cost (labor and
spare parts). Moreover, the engineer will repair or replace the machine, if the repair cost
is less than 25% and greater than 25% of the medical equipment cost respectively.
Starting from this point the problem rises, neglecting other factors that may affect
highly the equipment failure and its life cycle, would put the decision under serious
doubt excluding a well-studied plan with a scientific formula to depend on through the
decision process.

Plenty of approaches developed to assess the lifespan of medical equipment based
on technical factors that affect its status. These approaches lack the inclusion of
environmental factors that impact the decision-making process. It is then necessary to
establish a new risk evaluation and analytic technique, which will be introduced for
healthcare equipment life time assessment study among all Lebanon focusing on two
dimensions: Technical and environmental ones, in order to perform at the same level
and deliver the better quality of healthcare service.

2 Literature Review

Various studies were held and implemented concerning investment decisions and
replacement of equipment. A simple quantitative model for replacement of medical
equipment proposed to developing countries was developed by Ouda et al. where
hospitals need to take decisions on medical equipment acquisition, maintenance, use
and replacement on the basis of complete and reliable information (Ouda et al. 2010).
The model focuses on the replacement criteria in developing countries, where there is a
lack of scientific, realistic and comprehensive assessment. In this model, they used
Fault Tree Analysis (FTA) to model the replacement process using a set of indicators
that impact directly or indirectly the replacement decision, by including the vendor
support as a fundamental technical indicator in the analysis. The vendor support can be
quantified through three indicators; (i) the availability of spare parts, (ii) the call
response ratio and (iii) the repair time-to-downtime ratio. Another novel approach
developed for healthcare equipment lifespan assessment by claiming that medical
equipment requires five missions: (i) classify the function of the equipment into five
categories, (ii) specify the mission criticality of the equipment, (iii) identify the age of
the equipment, (iv) investigate risks on the equipment and (v) study the maintenance
requirements of the equipment (Aridi et al. 2016). The final score for each equipment is
the summation of weight multiplied by the intensity for the five criteria and arranged in
descending order so that they can calculate the normalized score value that indicates the
relative criticality of a device compared to other devices. So, they classified the criti-
cality of a device into three categories: (i) should be replaced urgently, (ii) should be
replaced after a year and a half, and (iii) are still functioning normally (Aridi et al.
2016; Ismail et al. 2018). Also, a survey of questions was designed for physicians,
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technicians, and nurses, collecting data and targeting the equipment that should be
replaced directly.

According to the previous models, they have only based their assessment on
technical reasons, they didn’t realize that environmental factors may heavily affect this
decision in many ways and this study will be implemented in Lebanon. Where
Lebanese society is always altering, it is unstable economically like inflation rates, the
balance of payments … (Williams 2014), always new governments and new regula-
tions like government corruptions, interferences … (Shepherd and Rudd 2013), the
security and political stability are threatened like terrorism, wars … (Goll and Rasheed
2005) and take into consideration the geography with its natural obstacles like climate
changing and disasters (Giddens 1984). All the mentioned environmental factors can be
taken on the level of any country not only Lebanon. Hence, the more distant the
environmental factors the more difficult it is to establish proper relationships of
influence.

3 Methodology

Everything in our lives has an end so do the medical equipment. This appliances’
lifecycle passes through many phases: Requesting, planning, deployment, management,
maintenance, and disposal to be implemented in a healthcare organization (THET n.d.).
These stages might be affected by factors related to the environment that we are living in,
which were explained before. So, it is important to employ these factors besides the
technical ones0 by making a new risk evaluation and an analytic technique similar to the
proposed technique in the Novel Approach for healthcare equipment lifespan assess-
ment study (Aridi et al. 2016). The novel approach study (Aridi et al. 2016) proposed
before, is based on the evaluation and classification of medical equipment that should be
replaced according to the technical technology factors, which are function and age of a
medical equipment, mission criticality, risks, and maintenance requirements which
defines the technical side affecting the decision making process made by clinical
engineers. Each identified criterion has a certain weight in our model and limited to a
certain range of choices where every choice is assigned to certain intensity. So, for
collecting regarding each criterion a survey checklist questionnaire is designed for each
equipment and distributed among hospitals in Lebanon. After the filling process, by
mostly clinical engineers, the scores are computed using the assigned weights and
intensities and the total score is calculated. After that, for the purpose of evaluating
equipment that should be replaced, the Normalized Score Value (NSV) is calculated
from which the transformed score value (TSV) is calculated, where NSV indicates
the relative importance of each device in comparison with other devices and TSV is the
value in which the medical devices are ranked according to their importance in the
replacement process. In this study, the model was applied to a Lebanese public hospital
resulting in a list of equipment to be replaced after a period of time depending on the
evaluation of (NSV) and (TSV) computed for each equipment, where results will be
shown later on.
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In our study, a new evaluation similar to this study will be proposed where envi-
ronmental factors will be added and the computed NSV and TSV for each equipment
will be identified depending on the factors utilizing the technical technology as men-
tioned in the novel approach study and the environmental factors. A survey ques-
tionnaire is constructed for our study including the name and the position of the clinical
engineer, giving approximate percentages on the technical and environmental factors
effect on decision-making process with rating the 4 sub-environmental criteria. After
that, the classification and selection of the equipment to be replaced or repaired shall be
selected depending on the computed NSV in which the total NSV will be the sum-
mation of the technical part (NSVTF) and the environmental part (NSVEF) from which
the Total TSV can be computed and the evaluation process can be applied.

4 Results

In this part the results will be presented, at first when the similar novel approach study
was implemented on a public Lebanese hospital, a list of equipment and its results are
introduced in Table 1 followed by the used equations.

Total Score ¼
X5

j
WjSij ð1Þ

The total score of each equipment is the summation of the weights � intensity for
the five defined technical criteria as shown in Eq. (1) where W is the weight of each
criterion (j = 1, 2 … 5) and “i” is the intensity of each class.

NSV ¼ Total score of Each device
Maximum total score

ð2Þ

TSV ¼ Score Value�Minimum
Maximum�Minimum

� 100 ð3Þ

The criticality of the device to be replaced urgently or after a specific time is
classified depending on the Transformed Score Value (TSV) obtained for each medical
equipment, and sorted according to their urgency as identified in Table 2.

Table 1. (NSV) and (TSV) obtained for some equipment

Equipment name Normalized score (NSV) Transformed score (TSV) (%)

Defibrillator 1 100
Monitor (ICU) 0.76745621 73.400487
Pulse oximeters 0.83167396 80.721096
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The criticality of the device to be replaced urgently or after a specific time is
classified depending on the Transformed Score Value (TSV) obtained for each medical
equipment where the medical equipment’s are sorted according to their urgency as
identified in Table 2.

Second, the results for the new model in this paper when a survey questionnaire
was distributed among one of the hospitals named as “Hospital C” in Beirut district are
presented below in Figs. 1 and 2 as pie charts.

Overall percentages of the 44% chosen hospitals participated distributed in Beirut
and Mount Lebanon are calculated, which results of Av. %EF = 21 and Av. %TF = 79
both calculated using Eqs. (4–5), with the identified environmental factors %EC = 26,
%GEO = 20, %GOV = 27, %POL = 25 calculated by Eq. (6)

Avr% EFð Þ ¼
P

EF Percentages
Number of Repliers

ð4Þ

Avr% EFð Þ ¼
P

EF Percentages
Number of Repliers

ð5Þ

Avr% ENV Criteriað Þ ¼
P

Criteria Percentages
Number of Repliers

ð6Þ

Table 2. Criticality of a medical device according to the TSV

Criticality class Transformed score value Maintenance action

High 70% < TSV < 100% To be changed urgently
Medium 30% < TSV < 70% To be changed after a year and a half
Low 0% < TSV < 30% To be changed after three years

Fig. 1. Percentages of environmental &
technical factors for Hospital C from
survey questionnaire

Fig. 2. Percentages of the identified envi-
ronmental factors for Hospital C
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The average % of (TF, EF & ENV criteria) indicates the average percentages
identified after the filling process of the survey questionnaire depending on the
responses of clinical engineers through the healthcare field in the Lebanese society.

After acquiring the weights through our survey, the parameters for classification of
medical devices based on technical and environmental criteria can be computed
through the Eq. (7) below:

TotalNSV ¼ Average %TFð Þ � NSVTF þ Average %EFð Þ � NSVEF ð7Þ

Our model is applied in which each environmental factor acquire an effective
intensity is equal to the division of each criteria weight with the maximum weight of
the four maintained environmental criteria, see Eq. (10). In the first mission, the Total
Score (X) will be calculated as follows:

Total Score Xð Þ ¼
X4

j¼1
WjSj ð8Þ

Total Score Xð Þ ¼ WEconomics � IEconomics þWGeographic � IGeographic
þWGovermental � IGovermental þWPolitical � IPolitical

ð9Þ

In the second mission, each of the acquired weights for the four main effecting
criteria will be substituted in the given equation. Moreover, Intensity of each criterion
will be calculated through the following equation:

Intensity ¼ Wi

max Wið Þ ð10Þ

After the Total Score (X) is acquired, all acquired parameters will be substituted
through Eq. (7), in which the TotalNSV of each device will be acquired. Similarly, to
case one, the TotalTSV of each device will be computed.

As an example, this model will be applied on the Monitor of CCU. Starting with the
calculation of the needed intensities of each of the effecting environmental criteria
using Eq. (10), the intensity of the Economical factor is acquired as follows:

IEconomics ¼ WEconomics

max Wið Þ

Analyzing the obtained weights through this study, the max (Wi) is equal to the
highest acquired weights which is for the government regulation factor in which, max
(Wi) = W_Govermental which is equal to 0.27272737. Then I_Economics can be
computed as follows:

IEconomics ¼ 0:26818182
0:27272737

¼ 0:98333298
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Similarly, the intensity of each factor is computed in which the acquired parameters
is substituted for the purpose of calculating the Total Score (X) where calculation is
done as follows:

Total Score Xð Þ ¼ 0:26818182� 0:98333298ð Þþ 0:20454555� 0:75ð Þ
þ 0:27272737� 1ð Þþ 0:25454545� 0:93333298ð Þ
¼ 0:92742421

In the second mission, Eq. (7) is used in which acquired parameters is substituted and
the calculation is done as follows:

TotalNSV Monitor CCUð Þ ¼ 0:79181828� 0:69471468þ 0:20818182 � 0:92742421

¼ 0:74316064

Similarly, the Total NSV score was computed for eachmedical equipment in which the
defibrillator scored the maximum value, its TotalNSV is 0.98489114. Then the Maximum
TotalNSV is 0.98489114 and the Minimum TotalNSV is maintained as mentioned before
through Case one, then the TotalTSV is computed for each device as follows:

TotalTsv Monitor CCUð Þ ¼ 0:74316064� 0:19292315
0:98489114� 0:19292315

� 100 ¼ 69:477238%

So, according to Table 2, the monitor (CCU) it is considered high criticality and to
be changed urgently.

5 Conclusion

The rapid advances in technology has led to the development of a broad range of
medical equipment that offer the possibility of providing better healthcare services to
diagnose, treat, and mitigate an illness or a disease. The proposed evaluation technique
and classification process provide a new model for assessing the lifespan of medical
equipment based on identified technical and environmental factors. This approach will
support the precision, accuracy, and suitability of the decision making process taken by
clinical engineer in case of equipment failure taking into account economic factors. The
future work will focus on collecting data from more hospitals to meet the aim and the
objectives of the proposed approach.
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Abstract. Clustering is an important technique in machine learning,
which has been used to organize data into groups of similar data points
called also clusters. In fact, conventional clustering methods are not suit-
able when dealing with large scale data. This is explained by the high
computational cost of these methods which require unrealistic time to
build the grouping. We propose in this work a new Spark based K-means
Clustering with Data Removing Strategy referred to as (SKMDRS). The
proposed method is based on data removing strategy which aims to
reduce the computational time, by removing at each iteration data points
that are unlikely to change the clusters to which they belong thereafter.
In addition, the clustering process is distributed through Spark frame-
work in order to enhance the scalability. Conducted experiments show
the efficiency of the proposed method compared to existing ones.

Keywords: Big data · Clustering · K-means · MapReduce · Spark

1 Introduction

Given the emergency of large amount generated data from different sources, pro-
cessing and examining these data has become an important challenge also called
Big data analytic. Formally, Big data analytic is generally characterized by 3 Vs
which are Volume, Variety, and Velocity [1]. Volume refers to the large volume
of data. Variety indicates the different data types in which data is produced.
Velocity refers to the speed at which the data should be analyzed [2].

Clustering is an important technique in machine learning which aims to orga-
nize unlabeled data into groups of similar data points. The ability of clustering
methods to build grouping from large scale data has become an important char-
acteristic when designing a clustering process. For example, k-means clustering
[3] one of the partitional methods, characterized by its simplicity and linear
computational complexity, does not scale with large volume of data [4]. To deal
with large scale data, several methods which are based on parallel frameworks
[5]. MapReduce is one of the most used parallel framework for processing large
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volume of data because of its simplicity and the linear scalability [6]. Therefore,
several methods of k-means clustering are based on MapReduce [7].

Despite the efficiency of these methods to build grouping from large scale
data, they have some considerable shortcomings. The first shortcoming is inherit
from the conventional k-means method, which requires computing every distance
between all of the centroids and their data points. Many of these distance com-
putations are redundant, because data points usually stay at the same clusters.
The second shortcoming is the result of inherent conflict between MapReduce
and k-means. K-means is not suitable for running within MapReduce frame-
work since during each iteration of k-means, this framework requires reading
and writing from disks, which leads to a lots of I/O operations.

To deal with these issues, we propose in this work a new Spark based K-
Means Clustering with Data Removing Strategy referred to as (SKMDRS). The
proposed method is based on data removing strategy which aims to reduce the
computational time by removing at each iteration data points that are improb-
able to change the clusters to which they belong thereafter. In addition, we
propose fitting the clustering process through Spark in order to distribute com-
puting over a cluster of machines rather than using a single machine.

The organization of this paper is as follows: Section 2 presents k-means
method and Big data frameworks. Then, Sect. 3 presents related works which
deal with Big data clustering. After that, Sect. 4 describes the proposed method
while Sect. 5 presents experiments that we have performed to evaluate the effi-
ciency of the proposed method. Finally, Sect. 6 presents conclusion and future
works.

2 Background

In this section, we first present k-means method [3] followed by the presentation
of MapReduce [8] and Spark framework [9].

2.1 K-Means Method

Given an input data set X = x1, x2, x3, . . . , xn containing n data points,
described by r numeric attributes, the aim of k-means is to divide X into k
clusters by minimizing the following objective function :

J =
n∑

i=1

k∑

j=1

uij ∗ d(xi, cj) (1)

where uij ∈ {0, 1} is an element of the partition matrix Un∗k indicating the
membership of data point i in cluster j. cj ∈ C={c1 . . . ck} is the center of the
cluster j and d(xi, cj) is the dissimilarity measure which is defined as follows:

d(xi, cj) =
r∑

t=1

√
(xit − cjt)2, (2)
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cjr represents the mean of attribute t and cluster j, which is defined as follows:

cjt =

|cj |∑

i=1

xit

|cj | , (3)

where |cj | the number of data points assigned to cluster j. The main steps of
k-means method is shown in Algorithm 1.

Algorithm 1. K-means method
1: Input X: Data set, k: number of clusters
2: Output C: Cluster centers
3: Choose K randomly of data points as initial cluster centers
4: While Convergences not reached do
5: foreach xi ∈ X do
6: Assign xi to the nearest cluster by computing distances using Equation (2)
7: end for
8: Update the clusters centers using Equation (3)
9: end while

2.2 MapReduce and Spark Frameworks

MapReduce is a parallel programming framework designed to process large data
using cluster of machines [7]. It is based on two phases namely map and reduce.
Each phase has ≺ key/value � pairs as input and output. The map phase takes
in parallel each ≺ key/value � pair and generates a set of intermediate ≺ key0
/value0 � pairs. Then, this framework groups all intermediate values associated
with the same intermediate key as a list (known as shuffle phase). The reduce
phase takes this list as input for generating final values. The inputs and outputs
of MapReduce are stored in an associated distributed file system that is accessible
from any machine of the used cluster. The main flowchart of MapReduce is
illustrated in Fig. 1.

In spite of its efficiency, MapReduce has a significant problems with iterative
algorithms [7]. Spark is an open source cluster computing framework and it is
designed to overcome the limitation of MapReduce. Spark introduced a Resilient
Distributed Datasets (RDDs) which are a special type of data structure, used
to persist, reuse and cache results in memory. Moreover, Spark provides set
of in-memory operators, beyond the MapReduce, with the aim of processing
data more rapidly on distributed environments. Spark is faster up to 100x than
MapReduce. However, MLlib is developed as part of the Apache Spark project. It
thus gets tested and updated with each Spark release. MLlib is Apache Spark’s
scalable machine learning library. Also, it fits into Spark’s APIs and contains
many algorithms such as clustering.
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Fig. 1. Flowchart of Map Reduce [10]

3 Related Works

Several parallel clustering methods were proposed in the literature to deal with
large scale data. These methods aim to distribute computing through several
machines rather than using only one machine. The parallelization can be done
using different frameworks such as Message Passing Interface (MPI) [11], MapRe-
duce [7] or Graphics Processing Unit (GPU) [12]. MapReduce has become a
popular framework for parallelizing algorithms due to its features such as simple
programming and linear scalability. Several MapReduce based k-means methods
were designed in the literature.

For example, Zaho el al. [5] implemented k-means method using MapReduce
framework. This method first assigns each data point to the nearest cluster
prototypes in the map phase. The reduce phase then calculates the new cluster
centers. Then, this method iterates calling the two phases several times until
convergence. Cui et al. [13] proposed an optimized MapReduce-based k-means
method which starts by generating sample from the data set using probability
sampling. Then, it executes k-means method on this sample to look for cluster
centers. Ben HajKacem et al. [14] proposed a MapReduce based k-prototypes
(MRKP) for clustering mixed large data. This method is based on two phases
map and reduce. The map phase assigns each data point to nearest cluster
using euclidean distance and simple matching. Following each assignment, the
map phase computes an intermediate center for each cluster. After that, the
intermediate centers produced from map phase are merged by the reduce phase,
in order to update new cluster centers. Kusuma et al. [15] proposed a design
intelligent kmeans based on Spark for big data clustering. It designed by using
batch of data instead using original Resilient Distributed Dataset (RDD). This
method is based by using batch is to change the original RDD to batch of data.
It split instances from original RDD equally and put them in some batch. Batch
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of data still represent in RDD object but it has value as an array of value. In
this case, this method based to maintain number of records in RDD which is the
number of batch, and to reduce the number of array of double in 2 dimension
array. After that, it apply all operation in map and reduce using this batch
of data until we achieve the result. Wang et al. [16] proposed a Parallelizing
K-means based Clustering on Spark. Consist of loading data into RDDs after
reading into HDFS where is splitting and distributing in multiple machines.
Then, it recall that computation distance between data points and k centroids
of k-means which consume more time. By splitting in horizontal partition, the
distance computation can be effectuated in parallel machine to minimize the
volume of data to be transferred.

Despite the attested performance of these methods to offer an efficient analy-
sis of large scale data, they have some considerable shortcomings. We observe the
conventional k-means method have requires computing every distance between
all of the centroids and their data points. Many of these distance computations
are redundant, because data points usually stay in the same clusters. All the
presented algorithms are based on the k-means algorithm using MapReduce in
each iteration have problems to run with iterative algorithms. Hence, among the
framework used we find that spark is more scalable and more adequate than
others in terms of faster memory. Although, it is not necessary to read and write
a high operations on the disk. We propose a new Spark based k-means clustering
method using data removing strategy which will be presented in the following
section.

4 Proposed Method: Spark Based K-Means Clustering
with Data Removing Stretegy

We propose in this section new strategy which is aimed to reduce the compu-
tation time, by removing at every iteration data points that are improbable to
change the clusters to which they belong thereafter. Furthermore, we propose to
distribute the clustering process through Spark framework in order to enhance
the scalability.

The Data Removing Strategy (DRS). We describe the different steps of
data removing strategy. Starting with some definitions:

Definition 1. Static data point means that objects are already assigned to their
closest cluster.

Definition 2. Active data point means that object changed the cluster to another
closest cluster.

The DRS algorithm can be divided into two steps:

1. Data Removal and Recording and
2. Data Assignment and Center Update (DACU).
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Data Removal and Recording. If data point is nearer to its precedent center
than to any other centers, then it is defined as static data point. Otherwise it is
called as active data point. The static data points are unlikely to change their
membership thereafter. So, this step shows how static data points are detected
and removed by the DRS algorithm. Next, we use the theorem to demonstrate,
when it is close c1 to data point x, as if cluster center and any each cluster center
c2 is far away from new cluster center c1, then c1 must be closer than c2 to x.

Theorem. For the antecedent iteration Let x a data point and let c1 center
and c2 its end of the center. Knowing that d(c1,c2) ≥ 2∗ d(x,c1) ⇒ d(x,c1) ≤
d(x,c2) without possess to evaluate d(x,c2).

Proof. on the basis to triangle inequality [17], we know that d(c1,c2) ≤ d(x,c1)
+ d(x,c1) ⇒ d(c1,c2) − d(x,c1)≤ d(x,c2).

Envisaging the left-hand side d(c1,c2) − d(x,c1) ≥ 2∗ d(x,c1) − d(x,c1) =
d(x,c1) ⇒ d(x,c1) ≤ d(x,c2).

When xi is closer to c1 than c2, we can finish to c1 than all old centers. When
data point xi is detected as static, it is important for the DRS to keep tracking
the values and the number of removed data points. Once data point is removed,
all information about it is lost. To this end, we record sufficient statistics for
assigned cluster cj : (1) the vector sum of the removed data points denoted by
V sumj . and (2) the number of removed data points V numberj . Following the
detection of static data point xi, the sufficient statistics of cluster cj are recorded
as follows:

V sumj = V sumj + xi, (4)

V numberj = V numberj + 1. (5)

Data Assignment and Center Update. When data points don’t satisfy the
theorem, they are considered as active data points. So, this step shows how
the active data points are reassigned calculating the distance to find the closest
distance to the cluster centers computed at the beginning. After looking for all
the data points, we update the new cluster centers. It is important to consider
the sufficient statistics which are recorded in the previous step. So, we compute
the new center value of each cluster j as follows:

cj =
V sumj +

∑k
xi∈ci

xj

V numberj + |ci| , (6)

where |cj | the number of active data points assigned to cluster ci. Algorithm 2
describes the different steps of data removing strategy.
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Algorithm 2. The main steps of Data Removing Strategy
Input X: Data set, k: number of clusters
Output C: Cluster centers
For Each ci ∈ C

Compute the distance between ci and other cluster centers.
Sort the centers in ascending order of distance to ci.
End For
For Each xi ∈ X

Data Removal and Recording
Let c

′
p the cluster center of the previous iteration of xi.

Compute the distance between xi and its cluster of the previous iteration cl−1
j .

If d(c
′
j1,c

l−1
j ) ≤ 2*d(xi,c

l−1
j )

Static data point
Remove the data point xi

Record the sumj and numberj values using Equation (3).
Else

Data Assignment
Active data point
Reassign the data point xi to the closet cluster center by computing distances.
For cj ∈ C

Compute the distance between xi and cluster center cj
End For

End If
End For
Centers Update
For Eachci ∈ C

Compute the new center cli using Equation (4).
End For

Application of Data Removing Strategy to K-Means. Algorithm 3 gives
the new version of k-means with the proposed data removing strategy, named
KMDRS. Initially, the KMDRS algorithm works exactly the same as k-means.
Then, it continues to check whether it is time to start the data removing strat-
egy. If the time to start is reached, the data removing strategy is applied.

Algorithm 3. The main steps of k-means method with data removing strategy
(KMDRS algorithm)

Input X: Data set, k: number of clusters
Output C: Cluster centers
Choose k initial cluster centers randomly from X.
While Convergences not reached
If time to start is reached

Apply the data removing strategy.
Else

Apply k-means iteration.
End If

End While
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4.1 Parallel Implementation

To do the part our method is to develop a new data removing strategy in order
to be competent to process the large volume of data. Therefore, our vision is
based on a new strategy that allows us to minimize execution time and com-
plexity compared to the old algorithm. This method gives better results in terms
of computation time compared to other algorithms. To solve the problem of scal-
ability, the map is distributed by the mapReduce paradigm. We are interested to
use spark framework with our proposed method. That we apply in Map partition
and Reduce that are shown in Fig. 2.

Fig. 2. Proposed approach

The map phase
At first, the data set must be stored in HDFS in the form of splits and after we
apply the map transformation, Such as the input of the map phase is the result
of splitting HDFS. We observe in which new data has been created as a data
entry key. We are assigning our Spark K-means Clustering with Data Removing
Strategy to each of the data chunks. We obtained results for each data set of
intermediate centroids.

The reduce phase
We apply again k-means with data removing strategy like in output of map
phase on intermediate centers to get a set of k final cluster centers.
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5 Experiments and Results

5.1 Methodology

To evaluate the effectiveness of our proposed method we performed experiments
on simulated and real data sets. We have tried in this section to determine some
points.

– In the first point, we are interested to compare the existing approaches with
our S-KMDRS in the case of using large data. Behind this comparison our
purpose is to test the efficiency of our S-KMDRS method compared to the
K-means method and MapReduce based K-means denoted by MR-KM.

– In the second point, we used different parameters in our algorithm to evaluate
the clustering performance of the proposed approach with different parame-
ters. Thus, the parameters used have a major impact on the improvement of
performance in execution time.

– In a third point, we evaluate the performance of the Spark framework by
analyzing the scalability of the proposed method.

5.2 Environment and Data Sets

The experiments are performed on Spark cluster running the version of Spark
1.6.0. Also, we built a cluster that consists of a master and 4 slaves in EC2 at
AWS. Thus, each machine has 50 GB with CPU 4 cores and 16 GB of memory.
The operating system of each machine is Ubuntu 14.10 server 64 bit. To evaluate
the performance of our approach, we used on the following different data sets:

– KDD Cup data set (KDD:1) A real data set with normal and attack
connections obtained in a military network. Treated into five connections in
intrusion detection. The concerned data set contains 4, 985, 000 data points.
In this case, the clustering aims to detect the attacks nature.

– Household data set (House2): Household data set resulting from the mea-
surements of electric power consumption in household. It contains 2, 075, 259
data points, where each one of the data points is described using 7 attributes.
In this case, the clustering identifies the nature of electric consumption in
household.

– Poker-Hand:3 A normalized data set including five playing cards in a hand
from a deck of 52. Every card is represented with two attributes. The data
set is composed of 1,000,000 instances and 5 attributes [18].

1 https://archive.ics.uci.edu/ml/machine-learning-databases/kddcup99-mld/.
2 https://archive.ics.uci.edu/ml/machine-learning-databases/00235/.
3 https://archive.ics.uci.edu/ml/machine-learning-databases/poker/.

https://archive.ics.uci.edu/ml/machine-learning-databases/kddcup99-mld/
https://archive.ics.uci.edu/ml/machine-learning-databases/00235/
https://archive.ics.uci.edu/ml/machine-learning-databases/poker/
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– Simulated data set: We will note Sim10M and Sim20M, to design a sim-
ulated data set containing 10 and 20 millions data points respectively. They
represent four series of numerical large data sets that are generated. Each
data point is represented using 10 numeric attributes.

5.3 Evaluation Measures

In order to evaluate the quality of the proposed method, we use Sum Squared
Error (SSE) [19]. It is one of the most common parallel clustering criteria which
aims to measure the squared errors between each data point and the cluster
center to which the data point belongs to. SSE can be defined by:

SSE =
n∑

i=1

k∑

j=1

dist(Xi, Cj) (7)

where Xi the data point and Cj the cluster center.
In order to evaluate the ability of the proposed method to scale with large

data sets, we use in our experiments two measures to evaluate the performance in
terms of running time in Big Data: Speedup and scale-up measures. The Speed
up measure [20] the ability of the designed parallel method to scale well when
the number of machines increases and the size of data is fix. Given the execution
time using 1 node and the execution time using m nodes on the same data, the
speed up is formally described as follows:

Speedup =
T1

Tm
(8)

However, the scale up measure the capacity of the designed parallel method
to perform when we increase both the data set size and the number of machines.
The scaleup measure is given by the following formula:

Scaleup =
T1s

Tms
(9)

Therefore, the clustering is performed with given T1s the time execution in one
machines with S the size of data and Tms the time execution using m machines
with mS the size of data.

5.4 Discussion

Comparison of the Performance of S-KMDRS Versus K-Means
Method. In this section, we studied the efficiency of the proposed methods
with different number of clusters 10 and 20 on simulated data sets and real data
sets. In the Tables 1 and 2 we show our results obtained and the best values are
boled.

The purpose of this study is to compare the computational time of our pro-
posed approach S-KMDRS and the existing method. We assimilate the quality
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Table 1. Comparison of running time and the quality of S-KMDRS versus K-means
method on real data sets

Data set K Method Running time (seconds) SSE

House 10 K-means 77.867 4.4268E+07

MR-KM 68.27 4.4268E+07

S-KMDRS 55.744 1.6195E+08

50 K-means 78.356 4.4268E+07

MR-KM 66.24 4.4268E+07

S-KMDRS 51.669 1.6119E+08

Poker 10 K-means 29.046 3.1820E+07

MR-KM 31.24 3.1820E+07

S-KMDRS 16.834 1.5947E+07

50 K-means 27.170 3.1820E+07

MR-KM 33.78 3.1820E+07

S-KMDRS 12.370 1.5957E+07

KDD 10 K-means 576.569 6.8358E+17

MR-KM 246.37 3.1820E+07

S-KMDRS 96.000 5.5193E+17

50 K-means 504.704 6.8350E+17

MR-KM 280.74 3.1820E+07

S-KMDRS 95.920 5.5193E+17

of our proposed method and the traditional K-means methods. In addition, the
results are summarized in Table 1. We can see that our proposed method always
finishes several times faster than the existing one and provides us with better
results.
We can deduce that Spark framework is more suitable to cluster large scale
data. Concerning the quality of clustering results, S-KMDRS converges to better
results of the conventional k-means method which allows to maintain a good
quality of partitioning.

This progress is induced by the efficiency of proposed methods to deal with
large scale data on simulated. While k-means method takes many times before
building clusters. On the other hand, obtained results show that S-KMDRS can
reduce the running time of K-means method and we distinguish this method is
truly executed in in-memory. This observation explains the benefits of memory
computations of Spark framework when processing large scale data.

Study of the impact of Time-To-Start parametre on the performance
of S-KMDRS. From these experiments, we want to follow the impact of
the variation of the Time-To-Start parameter on the quality of our S-KMDRS
method. The different values in Table 3 show the results of the change in Time-
To-Start (TTS). We notice an increase in quality using different data sets. In
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Table 2. Comparison of running time and the quality of S-KMDRS versus K-means
method on simulated data sets

Data set K Method Running time (seconds) SSE

Sim10M 10 K-means 1374.371 7.8592E+12

MR-KM 380.55 7.8592E+12

S-KMDRS 9.280 8.5691E+10

50 K-means 1329.652 7.8592E+12

MR-KM 394.11 7.8592E+12

S-KMDRS 9.796 8.5969E+10

Sim20M 10 K-means 2789.751 1.5715E+13

MR-KM 789.27 8.384+12

S-KMDRS 6.690 5.3409E+10

50 K-means 2450.656 1.5715E+13

MR-KM 799.27 8.187+12

S-KMDRS 12.367 5.3584E+10

fact the more the TTS value is small, the faster the algorithm becomes and the
less the quality is.

The purpose of these tests is to study the impact and influence of the Time-
To-Start (TTS) parameter on the performance and results of the S-KMDRS
method for large scale data set. For this, we have varied the values of the param-
eter TTS knowing that k varies with time to start which the results are stored
in Table 4.

Based on the array values, we can notice a considerable decrease in run time
and better quality.

5.5 Scalability Analysis

To demonstrate the scalability and the ability of our method and to deal with
large data sets, we evaluate the scalability of the proposed method when the
machines and the size of data set are increasing at the same time. Figure 3
illustrates the scale up results on simulated and real data sets. From this Figure,
we can observe that proposed methods scale very well when we execute House,
KDD, Sim10M and Sim20M datasets on 1, 2, 3 and 4 machines respectively. The
scale up results have almost a constant value between 0.82 and 0.86.

In addition, we measure execution time on simulated and real data sets by
growing the size of the data set in terms of number of instances and the number
of used nodes.

Figure 4 presents, respectively, the execution time on house, KDD, 10 mil-
lions and 20 millions of instances. We can see a down trend of running times
with the rise of available machines in all experiments using at first a single
machine and then we added additional machines. However, we can observe that
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Table 3. The impact of time to start parameter on the quality and running time on
real data sets

Data set K TTS Running time (seconds) SSE

House 10 2 47.773 1.6136E+08

5 50.066 1.5785E+08

10 55.744 1.6119E+08

50 2 16.856 1.5875E+07

5 55.993 1.5785E+08

10 51.669 1.6119E+08

Poker 10 2 18.616 1.6112E+07

5 18.954 1.5992E+07

10 16.834 1.5947E+07

50 2 16.634 1.6135E+08

5 18.541 1.5807E+07

10 12.370 1.5957E+07

KDD 10 2 91.478 5.5197E+17

5 94.598 5.5194E+17

10 96.000 5.5193E+17

50 2 94.974 5.51941E+17

5 95.920 5.51939E+17

10 98.070 5.51937E+17

Table 4. The impact of time to start parameter on the quality and running time on
simulated data sets

Dataset K TTS Running time (seconds) SSE

Sim10M 10 2 9.277 8.5916E+10

5 10.686 8.5900E+10

10 9.399 8.5691E+10

50 2 11.019 8.5949E+10

5 9.830 8.5921E+10

10 6.880 8.5969E+10

Sim20M 10 2 6.503 5.3403E+10

5 6.254 5.3444E+10

10 6.690 5.3409E+10

50 2 6.503 5.3403E+10

5 5.609 5.3515E+10

10 12.367 5.3584E+10
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Fig. 3. Scaleup results of S-KMDRS on different data sets

Fig. 4. Speedup results of S-KMDRS on different data sets

the speedup results showing approximately linear speedup becomes important
when we increase the number of machines because it performs clustering in mem-
ory. At the same time, the decrease degree in running times differs from one data
to another one.
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6 Conclusion

In this paper, we have proposed a New Spark Based K-means Clustering With
Data Removing Strategy to deal with large scale of data. The proposed method
is based on data removing strategy which tries to reduce the number of distance
computations by removing at each iteration data points that have not a chance
to change the clusters thereafter. In addition, we propose to fit the clustering
process using Spark framework in order to distribute computing over a cluster
of machines rather than using a single machine. Although the attested perfor-
mance of the proposed method, some shortcomings can be noticed. For example,
S-KMDRS method performs several iterations to converge to the optimal local
solution. An exciting direction of future work is to propose a scalable initialisa-
tion techniques in order to reduce the number of iterations and then may be the
improvement of the scalability of S-KMDRS method.
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Abstract. Due to the numerous advantages of the Learning Manage-
ment System (LMS), such as the facility to distribute and update the
course, their use has become popular not only in the education field but
also in business training. In order to improve the efficiency of online
courses, previous works adapted LMS to learners preferences based on
their learning styles. In the other hand, Game elements had been added
to LMS to increase students motivation in achieving a learning goal. In
this paper, we are interested in adapting GLMS to student profiles using
Q-learning algorithm to attribute an adapted gamified learning path to
the user. Our work allows to deal with the users profile as a learner and
player at the same time.

Keywords: Reinforcement learning · Q-learning · Learning styles ·
Gamification · Player types ·
Adaptive gamified learning management system

1 Introduction

During the last decade, the number of individuals with regular access to Internet
saw an exponential growth. At the same time, technological devices become more
affordable and practically essential. This contributed in making people more and
more interested in on-line courses. This trend is due to the numerous advantages
of the e-learning platforms such as the liberty to access the desired courses, not
having to go to school to learn, spending less money than in traditional campus.

Thus, in a virtual environment the experience can be boring and not motivat-
ing since there is no human interactions. This increases the risks of easily giving
up courses. Hence, the idea of using games elements in non-game systems such as
e-learning in order to motivate learners, engage them and make the experience
more enjoyable [1].

In our work, we aim to determine the user characteristics based on his Learner
Player Type (LPT) by combining learning styles and player types. In this way,
students preference concerns not only his learning style but also his player type
at the same time which enhances the depiction of his preferences.

c© Springer Nature Switzerland AG 2019
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In the rest of the paper, we will start by presenting the state of the art
followed by the proposed course structure, the new learner player typology then
the proposed algorithm for adapting gamified learning management systems.

2 State of the Art

We are interested in adapting gamified learning management system (GLMS)
to users profiles. Previous works proposed several profiles models on which they
base their adaptation. Among them, learning styles [2], personality traits [3],
player types [4]. In our work, we are interested to learning styles and player types.
Since learning styles represent student behaviour and preferences in learning
environment and player types represent users behaviour and preferences in game
environment as a player which concerns us since we are interested in GLMS. For
this aim, we will use a reinforcement learning algorithm to adapt GLMS to the
users learning styles and player types. Hence, in what follows, we will present the
state of the art of adaptive GLMS more precisely learning styles, gamification,
gamer types and finally the reinforcement learning.

2.1 Adaptive Gamified Learning Management System

Learning management system (LMS) is a platform allowing registration or
administration for providing learning materials in all aspects of learning pro-
cess, thanks to different course elements. It aims to identify and assess individual
learning goals, tracks their progress while looking for achieving a goal [5].

In order to ameliorate LMS products, new concepts was proposed among
them gamified LMS (GLMS) [6] based on gamification [7] which is the use of
game design elements in on-line courses to engage participants and encourage
desired behaviors. Obviously, students are generally more motivated and engaged
to accomplish their tasks when the proposed curriculum is adapted to their
preferences and expectations represented by their learning player types.

Learning Styles: During more than 30 years, the literature presented several
definitions and interpretations. Among these definitions, [8] reported that learn-
ing styles are “Characteristic strengths and preferences in the ways they [learn-
ers] take in and process information”. In this field, numerous learning styles
models were proposed such as: Myers-Briggs Type Indicator (MBTI) [9], Kolbs
Learning Style Model [10], The Dunn and Dunn learning style model [11] and
Felder-Silverman Learning Style Model (FSLSM) in which we are interested for
several reasons such as its important use in learning domain [12], its rich descrip-
tion of 8 learners styles based on 4 dimensions and the possibility of having more
than one style at the same time based on these 4 dimensions:

– Active/Reflective: Describes the way of processing information or how to
transform an information into knowledge.

– Sensing/Intuitive: Deals with the preferred source of informations.
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– Visual/Verbal: Describes the perception of the information by a learner.
– Sequential/Global: Based on the difference in the way of understanding and

having difficulties explaining how learners achieve their work.

Player Types: Numerous player types have been proposed such as Bartle typol-
ogy [4] which is the origin of player type theory, [13] has identified 10 components
for players grouped into three categories. In our case, we are interested in The
BrainHex model [14], one of the most recent players typologies. This typology is
an extension of the Bartle model where player types are not mutually exclusive.
Four categories of players types are added:

1. Seeker: enjoys being curious about the game world.
2. Survivor: enjoys experiencing terror and flee danger.
3. Daredevil: enjoys taking risks and playing on the edge.
4. Mastermind: enjoys solving puzzle and putting strategies.
5. Conqueror: enjoys defeating difficult opponents.
6. Socializer: enjoys interacting with other users associated to the oxytocin.
7. Achiever: enjoys achieving tasks and complete them.

To develop an adaptive GLMS, we are interested in machine learning algo-
rithms especially reinforcement learning [15] thanks to its ability to learn from
mistakes and optimize results based on what he observes in his environment.

2.2 Reinforcement Learning (RL)

In RL, an agent learns by interacting with an environment [15], from the
consequences of its taken actions A = {a1, a2, a3, ...an} given states ∈ S =
{s1, s2, s3, ...sm} in order to maximize numerical rewards R = {r1, r2, r3, ...rk}
of taken actions. The Agent and environment interact at discrete time steps
t = 0, 1, 2, 3...T where the agent observes a state st at time step t it produces an
action, at ∈ A(st) and gets a reward rt+1 ∈ R, resulting next state: st+1.

In RL, the exploration-exploitation problems are the two principle possible
situations: The first one consists in selecting actions to perceive their conse-
quences on the environment and rewards. Based on the received reward, the
agent builds a policy. This type of RL is also called “Trial and error learning”
[15]. During exploitation, the agent will select his actions based on its past expe-
riences. This allows the agent to improve its policy if possible.

RL can be categorized in four categories: Value-based, model-based, actor-
critic and policy-based. We are interested in the last one where we distinguish
two principle algorithms: SARSA algorithm [16] as an on-policy algorithm and
the Q-learning as an off-policy algorithm [17]. This choice is made on the basis
that the algorithm tries to learn the policy from experience sampled from the
succession of a and s, a behavior policy that the agent can follow, in a way to
utilize different policies at the same time, one for exploration and another for
learning. The agent is then able to learn about the optimal policy during its
exploratory phases, with off-policy learning [15].
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Q-learning algorithm [18], is based on the Bellman updates on Q-values which
allows the optimization of reward. For a state s, an action a, and a constant
learning rate per episode α, for a discount factor γ, and a policy π as illustrated
in Eq. 1 and Algorithm 1.

Q(st, at) ←− Q(st, at) + α[rt+1 + γmaxaQ(st+1, a) − Q(st, at)] (1)

Algorithm 1. Q-learning off-policy algorithm
1: Initialize Q(s,a), for all s ∈ S+, a ∈ A(s), arbitrarily, and Q(terminal-state,.)=0
2: Repeat(for each episode):
3: Initialize S
4: Repeat (for each step of episode):
5: choose a from s using policy derived from Q
6: Take action a, observe r, s’
7: Q(s, a) ← Q(s, a) + α[r + γ maxa Q(s′, a) − Q(s, a)]
8: s ← s′

9: Until s is terminal

3 New Learner Player Typology

Since we are interested in gamified learning environments, we defined a Learner
player typology (LPT) by merging the two typologies (learning styles [2,8] and
player types [19] and [14]) in one typology. Then we propose to adapt the system
based on this new learner player typology. This approach optimizes the efficiency
of the adaptivity of a gamified learning platform since it allows an adaptation
of the learning and gamification functionalities at the same time. We noticed
that these two methods complete each others in three ways they both aim to
learn on-line learning users behavior, ameliorate users experience by enhanc-
ing motivation and engagement in the learning platforms and they both use a
likely description of different types (social description, self challenges, the way to
achieve a goal). As a learning style model, we conclude to use the FSLSM typol-
ogy [8] and the Brainhex model which are similar in two ways: they are both
based on the psychological characteristics [2] and [14]. Users types are detected
using questionnaires (Index of Learning Styles (ILS) for FSLSM and Brainhex
questionnaire for Brainhex).

3.1 Learner Player Types Identification and Description

For each FSLSM type we cross appropriate Brainhex type based on the descrip-
tion of characteristics of each model [2,8,14,19]. Proposed combinations were
confirmed through questionnaires results by asking 40 participants to answer
ILS and Brainhex questionnaires. We obtained 77.5% of consistent results con-
form to proposed typology. Some participants confessed that they don’t have
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the same behaviour of learner as player. In addition to the possibility of lack of
concentration while doing the questionnaire or the lack of interest, results are
hence satisfying. Based on common points between FSLSM and BrainHex model
to give birth to 8 new learner, player types to which course elements and game
elements will be adapted as follows:

1. The Sensing /seeker (denoted by SS) profile prefers a gamified learning path
focusing on concrete material such as exercises and examples. Diagrams,
forums and conclusions to feed their curiosity, the walker feature is the cor-
respondent game feature to enjoy moments of wonder and represent real user
advancement [8] and [1].

2. The intuitive/mastermind (denoted by IM) enjoys challenges and collecting
stars, added to tasks like self-assessment tests and exercises. he prefers less
number of diagrams and examples since the interest of this profile is to learn
with abstract materials and solve challenges to enjoy entrancement in leader-
boards [8] and [1].

3. The visual/Survivor (denoted by VSS) likes courses elements where he can
use diagrams, videos, and images to understand objects. Uses diagrams and
videos everytime to attract the visual memory and check leaderboards to
check his rank comparing to other users and ensure the satisfaction of the
survivor by making him enjoy the intensity of experiences [8] and [1].

4. The verbal/survivor (denoted by VRS) enjoys maximum of explanation, so
the number of learning sections, conclusion, resumes and examples must
increase. As a survivor the user has to deal with numerous written expla-
nation, achieve QCM without training through tests and exercises. See his
evolution comparing to others following a leaderboard as a game feature while
[8] and [1].

5. The active/socializer (denoted by AS) prefers to learn by trying things out
and doing something actively. The number of exercises should be increased
after presenting few examples to try things himself. Promote tips feature
to enjoy sharing and interacting with others. This profile enjoys the group
working tests and forums to share experiences. [8] and [1].

6. The reflective/conqueror (denoted by RC) enjoys thinking via learning mate-
rials such as exercises and examples elements right after learning sections
and content objects followed by diagrams to reflect on processes and think
of learned concepts. Exercises and self assessment test are ideal steps before
passing the QCM for the RC [8] and [1].

7. The sequential/achiever (denoted by SA) prefers taking time to learn mate-
rials and applies what he learned step by step he should then pass by exer-
cises, self-assessment test and conclusion. SA enjoys being limited by a timer,
encouraged and motivated by collecting stars and finally see his advancement
through the walker game feature [8] and [1].

8. The global/daredevil (denoted by GD) profile prefers what resumes the course
content without having to pass all steps. He prefers taking risks to skip steps
and challenges himself. That is why the number of examples and diagrams
have to be increased added to the QCM test directly with timer game feature
which ensures a challenge in every taken step [8] and [1].
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4 Reinforcement Learning for New Adaptive GLMS

We propose to model a gamified course C composed of course elements CE and
game features GF :

– C = {Ch0, Ch1, Ch2, ..., Chn}
– Chi = { Ch1, Ch2, ..., Chm }
– CE = {ce0, ce1, ce2, ..., ce12}
– GF = {ce0, ce1, ce2, ..., ce5}
In this paper, we adopted 12 course elements (CE) and 5 game features (GF )
[1]:

CE = {Resume, Content object, learning section, Example, Video, Exercise,
Diagram, Conclusion, Group test, Self-assessment test, Forum, QCM}
GF = {Walker, Leaderboard, Timer, Star, Tips}

We assume that a course is gamified by adding game features to each course
element to obtain a set of 12 possible gamified course elements as states si during
the course. In the aim to have a coherent course, we proposed 10 conditions
based on the general rules of a course to limit repetition and inconsistent courses
without tests as follows:

– C1: A chapter should begin with a resume (s0) followed by the content objects
elements (s1).

– C2: A chapter should end with a QCM (s11).
– C3: A test element (s8/s9) can only have place after conclusion (s7).
– C4: Number of occurrence of s2, s3, s4, s5, s6 and s10 must be less than 3.
– C5: Learners attend at least one test (s8/s9).
– C6: A chapter should have one conclusion s7.
– C7: Learner must pass by at least 6 elements before QCM (s11).
– C8: Conclusion (s7) can have place only after at least one learning section(s1).
– C9: Chapter must contain only one test element (s8/s9).
– C10: Only QCM (s11) and forum (s10) can take place after a test (s8/s9).

Our main objective is to adapt a gamified on-line course to students based
on their learning style and gamer type. Using Q-learning algorithm due to his
numerous advantages presented previously. Q-learning is based on three sets of
variables, S, A and R. For this aim, we take into consideration the set of states
of gamified course elements S as the set of states of the algorithm. In addition,
a set of actions A to represent the passage from a state si to another by taking
an action aj . Finally, a set of R to represent the reward of every chosen action
aj while state si.

Therefore, the considered sets of S, A and R are as follows for all the learner
player types:
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S = { A = {
s0 : Reading resume, a0 : Load content objects,
s1 : Reading content objects, a1 : Load example,
s2 : Learning section, a2 : Load video,
s3 : Reading example, a3 : Load exercises,
s4 : Watching a video, a4 : Load diagram,
s5 : Doing exercise and consulting the stars and
timer feature,

a5 : Load conclusion and the walker feature,

s6 : Checking a diagram, a6 : Load exercice, the stars and timer features,
s7 : Reading conclusion and consult the walker
feature,

a7 : Load the group test, the walker and the
timer features,

s8 : Attend a group test and consulting the walker
and the timer feature,

a8 : Load self assessment test, the walker and
the timer feature,

s9 : Attend a self assessment test and consulting
the walker and the timer feature,

a9 : Load forum and the leaderboard feature,

s10 : Checking forum and consulting the leader
board feature,

a10 : Load QCM and the walker, the walker and
the timer feature,

s11 : Passing a QCM, writing tips, and consulting
the walker and the timer feature,

}

}

R = {
r0 : -1,
r1 : 0.5,
r2 : 1,
}

In our case, the Q-learning is based on three tables: Stable, Rtable and Qtable.
The Stable represents the corresponding state at each taken action, the Rtable

represents reward of each taken action in each state and Rtable represents the
Qvalues of each taken action in each state.

Stable and Qtable are the same for all the profiles. Rtable is specific for each pro-
files according to its preferences and corresponding course elements. The Qtable

contains the updated Qvalue of each possible combination of states and actions,
based on the Eq. 1. Its content is first initialized by zeros in the possible combi-
nation of states and actions and updated each time the algorithm takes a new
action in each episode by computing QV alue. Rtable represents the corresponding
reward R = {r00, r11, r12, ..., ri,j} where i is the number of states and j is the
number of actions.
Each taken action ai in a specific state sj has a correspondent reward ri,j :

ri,j = −1 corresponds to an action which does not represent a valued results
which means that does not fit with the profile preferences.
ri,j = 0.5 corresponds to an action which fits with the profile preferences with a
medium reward.
ri,j = 1 corresponds to the most preferred action and generally represents the
objective.

4.1 Algorithm Process

The algorithm unfolds on a number of episodes, in each it proposes a gamified
learning chapter path. At a certain number of episodes, it converges to the best
path that corresponds to the profile in concern following these steps in each
single episode from the first state until the last one.
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For our experimentation, we followed these steps:

1. Choose an action ai, according to the maximum and not null value in Qtable

or randomly from Stable if all the Qvalues are null or negative.
2. Determine the corresponding reward and the next state.
3. Calculate the new Qvalue using Q-value Eq. 1.
4. Update the Qtable with the new Qvalue.
5. Update the Qtable and Stable to satisfy conditions.

4.2 Results

Q-learning algorithm proposes a gamified learning path until he converges to the
optimal one based on the profile preferences and characteristics. For the 8 new
learner player types we generated 20 random Rtables for each profile to deduce
the average of convergence of the algorithm for each case to obtain results in
Fig. 1. The algorithm convergence varies between 4.8 and 8.45 episodes, where
the most important average of convergence is GD which can be explained by
the numerous possibilities of actions with positive rewards in one state. For each
random Rtable, the Q-learning algorithm proposes an adaptive gamified learning
path based on the learner player preferences in the correspondent Rtable, by
modifying the course sequencement according to the users preferences expressed
in the corresponding Rtable.

We present below examples of optimal learning paths Pc for each LPT at
convergence:

Fig. 1. Q-learning convergence for each LPT

– Sensing/seeker (SS): Pc= s0, s1, s2, s3, s5, s3, s5, s3, s5, s7s10, s11.
– Intuitive/mastermind (IM): Pc= s0, s1, s2, s2, s2, s2, s7, s8, s11.
– Visual/survivor (VSS): Pc= s0, s1, s2, s4, s6, s2, s4, s6, s2, s4, s6, s7, s8, s11.
– Verbal/survivor (VRS): Pc= s0, s1, s2, s2, s2, s3, s10, s7, s8, s11.
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– Active/Socializer (AS): Pc= s0, s1, s2, s3, s5, s5, s5, s7, s8, s10, s11.
– Reflective/conqueror (RC): Pc= s0, s1, s2, s3, s2, s3, s2, s3, s6, s5, s9, s11.
– Sequential/achiever (SA): Pc= s0, s1, s2, s5, s2, s5, s2, s5, s7, s9, s11.
– Global/daredevil (GD): Pc= s0, s1, s2, s6, s6, s6, s7, s9, s11.

5 Conclusion

In this work, we have proposed a new adaptive gamified learning management
system using Q-learning algorithm. The adaptation was based on the proposed
new learner player typology, which enhances the students characterization due to
the fact that it is based on his learning styles and player type at the same time.
The proposed LPT was validated through FSLSM and Brainhex questionnaires.

As future works, we can add a detection phase before the learning phase,
using a machine learning algorithm to detect learner player profile of each user
of a GLMS.
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Abstract. Recent advances in artificial intelligence have provided exciting new
tools for scientific research that have been applied in many domains, including
medicine, engineering, finance, the physical sciences, and online consumer
analytics. Although text analytics is now quite a mature approach, image ana-
lytics is still developing as research approach and its use is not widespread in the
social sciences, particularly owing to the specialized knowledge required in
visualization and machine learning. In this paper, we demonstrate how facial
image analytics research can be expedited in the social sciences by introducing a
simple research framework for integrating facial image classification data into
studies. We explain the steps of the framework, including data collection,
processing, collation, and analysis. This is accompanied by an example piece of
research examining the influence of hosts’ facial expressions on review scores in
Airbnb.

Keywords: Faces � Classification � Data fusion � Deep learning �
Social sciences

1 Introduction

Big data analytics and machine learning provide significant new research opportunities
for social scientists focused on the digital economy, offering large volumes of rapidly
accumulating data, such as text, audio, image and video, from varied sources, e.g.
mobile devices, sensors (including internet of things), open or public data, online social
networks, and organizational information systems (Baesens et al. 2016; Goes 2014).
The majority of big data is unstructured (with estimates ranging from 80% to 95% or
more; see Gandomi and Haider 2015), including much that is audio, images and video.
Although big data research with text analytics has reached maturity and is being widely
applied in the social sciences (e.g. see Villarroel Ordenes et al.’s 2017 paper on the
examination of customer sentiment), research utilizing images seldom used, being
confined to a niche of experts with knowledge of computer visualization and machine
learning. A few rare examples include Zhang and Luo (2018) and Wang et al. (2018).
This paper aims to provide social scientists with a simple framework to enable
advanced facial analytics in new academic investigations.

Academic social science research utilizing machine learning is a very different
proposition to typical business applications of the methods, which are typically
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employed to solve practical problems without mentioning theory. Such problems
include predicting customer demand to enhance the efficiency of supply chains, pre-
dicting customer propensity to churn to improve approaches to customer retention,
examining preferences to make customer product recommendations and increase sales,
optimizing pricing to grow profits, fraud detection to lower risk, and personalization to
improve customer loyalty. In the next section, we introduce steps in the research
framework, illustrating its application to examine the impact of facial expressions of
emotion on online reviews for Airbnb, using a freely available online data source. In
the final section we draw conclusions on the opportunities and limitations for the future
application of the research framework in social science research.

2 Research Framework

In this section, we examine the recommended research framework for facial image
analysis in social sciences by outlining six key steps in the research process (illustrated
in Fig. 1). The research framework generally fits with other generalized processes for
big data analytics (e.g. Gandomi and Haider 2015). We examine each step, in turn,
focusing on an example application.

2.1 Research Problem

A key step in developing facial analytics research that makes a clear contribution to
knowledge is outlining the research problem, including its motivation (both academic
and practical), and articulating the research question to be answered. This should be
theoretically and conceptually embedded through background literature, clear

Research
Problem

•Define research problem to be inves gated and research ques ons.
•Provide underlying theore cal and conceptual background and define hypotheses.

Iden fy &
Source Data

•Iden fy source of images, e.g. via direct contacts or scraping URLs, and other data.
•Source data, e.g. receive via direct source or scrape image data from websites.

Preprocess
Images

•Apply algorithm to detect presence of faces in images and reject non-facial images.
•Crop faces to improve accuracy in deep learning model and create new data set.

Deep
Learning
Model

•Input faces into deep learning model (e.g. pre-trained or transfer learning).
•Examine validity of model processing results, modify if necessary.

Assemble
Data

•Combine facial data with addi onal data sources required for analysis (via key variable).
•Reformat data for selected sta s cal tool and method of analysis (e.g. SPSS, Matlab, or R).

Analyse
Data &
Test

Hypotheses

•Apply appropriate analysis to the combined data set (e.g. SEM, regression, or ANOVA).
•Report research results, test hypotheses, juxtapose with literature, and define contribu on.

Fig. 1. Steps in the recommended process for facial image analysis
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definition and justification of research hypotheses to be empirically tested, and often
the development of a summary research model.

In our example application, we seek to answer the research question, “Are cus-
tomers’ online reviews influenced by facial expressions of emotion of accommodation
hosts?” When writing an online review after experiencing accommodation, customers
are typically presented with an image of the host. According to emotional contagion
theory (Hatfield et al. 1993), we would expect facial expressions of emotion to provide
a non-verbal form of communication that could indirectly and automatically (Hatfield
et al. 1993), influence the customer in their evaluation of the accommodation. We
therefore hypothesize that:

H1. Customers’ overall review evaluations will vary according to the emotion of the accom-
modation host.

2.2 Identify and Source Data

Suitable sources of data to provide the empirical basis for testing the research
hypotheses should be identified – high quality data that will enable clear extraction of
facial features using available algorithms. In some cases, this data may be provided by
open access or via public sources, or requested from researchers or organizations, in
others, the data may be commercially available or potentially scraped from websites. If
the images are not easily available then it may be possible to identify images using
scraping software from R, Python, MATLAB and others. Once the image URLs are
found, they can be downloaded using a bulk images downloader in most browsers.

In our example piece of research, we identified Airbnb as a potential example that
could be used to test our hypothesis. The website includes accommodation and host
information and images, as well as reviews and ratings. From a pragmatic point of
view, all of the data is provided for many cities in a processed format with additional
tools on the website, insideairbnb.com. The data is available under a Creative Com-
mons CC0 1.0 Universal (CC0 1.0) Public Domain Dedication license. We decided to
focus on the city of Amsterdam (the first city listed on InsideAirbnb) and used the
provided URLs to download host images for approximately half of the available
properties as of 5th October 2018 (n = 8056).

2.3 Preprocess Images

All of the data used in machine learning typically needs to be examined and, if
necessary, preprocessed, including numbers, text, images, and so on. Traditional
numeric data can be examined via visualization and statistical analysis, and may need
treatment for missing values, outliers, standardization/normalization, or reclassification.
It may also be necessary to sample the data. Text analysis often requires preprocessing
to improve computation, including changing to lower case, tokenizing, and removing
punctuation and infrequent words. In the case of images, data that is not suitable for
analysis needs to be screened out, and the images need to be formatting in a way that
facilitates analysis, such as cropping the face. For faces, this procedure was facilitated
by applying the Viola-Jones (Viola and Jones 2001) algorithm, which systematically
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examines parts of the image with a cascade of binary classifiers for the face and sub-
features and rejects if facial features are not found. By applying a classification model
that is based on upright and forward-facing facial features, such as Haar, with a
classification and regression tree (CART) analysis, we are able to screen out images
that do not contain faces or that are obscured, e.g. via lighting or objects. Other types of
analysis such as local binary patterns are more forgiving and could potentially detect
more detail at the expense of false positives (Ojala et al. 2002). Python and MATLAB
both include implementations to allow automated image processing using the Viola-
Jones algorithm and cropping. A total of 2079 images were screened out as not con-
taining faces in this process, resulting in 5977 images. After removing listings without
review ratings, this fell to 5481 images.

2.4 Deep Learning Model

A plethora of methods are available for facial image analytics, including some of the
most successful methods that are appearance-based and involve statistical analysis and
machine learning to find key characteristics of facial images, such as Eigenface, support
vector machines, principal components analysis with Fisher’s discriminant, and neural
networks (Masi et al. 2018). For example, Levi and Hassner (2015a, b) develop
convolutional neural networks (CNNs) for accurately classifying facial images
according to gender, age and emotional expression. Although it is possible to train a
CNN to identify facial emotions from an image data set entirely from scratch,
numerous pretrained models are available for facial emotion classification, including
network structures and pretrained weights. Many advanced CNNs for image analytics
are freely available in statistical software packages (e.g. GoogLeNet, ResNet-50,
VGG19, and Inception-ResNet-v2) or via internet sources such as Github or the Caffe
Model Zoo. CNNs are the most advanced, accurate methods for face recognition (Masi
et al. 2018).

If the images for a piece of research are similar to those used for training the
original network model being used, and the classification is identical, it can often be
employed successfully ‘straight out of the box’ as a fixed feature extractor. If the
images and/or classes are different, however, then the model will need to be retrained
and/or retuned using transfer learning. Results must always be checked for accuracy
and it may also be necessary to test various CNNs using training and validation to
identify the most accurate classifier for a data set.

As an example, we focus on one of the CNNs that is freely available via the Caffe
Model Zoo for facial emotion detection (any other face detection model could be
substituted). One of the most accurate networks in Levi and Hassner (2015b) was found
to be the CNN with local binary patterns at a radius of 5 (LBP5) coded for cyclic codes
when using the VGG_S network. The pretrained CNN consisted of 24 layers for
classifying the seven facial emotions examined in this study (neutral, happy, sad, fear,
disgust, anger and surprised). Color (RGB) images needed to be resized to 224 x 224
pixels for the input layer. Applying the deep classification model to our data set
resulted in a large number of faces classified as neutral (4077, 74.4%), with a good
number of happy faces (1103, 20.1%) and sad faces (225, 4.1%). However, the other
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emotional classifications had very small incidences: fear (42, 0.8%), disgust (29, 0.5%),
and anger (5, 0.1%). No faces were classified as surprised.

2.5 Assemble Data

Once the deep learning data has been created it needs to be combined with other
research data before the analysis can begin. If the traditional data set includes the URL
or name of the image, then the name of the image can be used as a key for joining the
facial emotion data set with the traditional data, e.g. host profile, review text, and
review scores, in statistical packages such as SPSS, Matlab or R. In the case of our
example, the Airbnb data from InsideAirbnb include the host image URL from which
the image name was extracted to enable merging the data sets. Further to joining the
data sets, the data may also need a further round of reformatting, depending on the
intended type of statistical analysis. In our example, the variable with the strings for the
dominant identified emotion in images needed to be converted to binary variables for
the regression analysis.

2.6 Analyse Data and Test Hypotheses

Many forms of analysis can potentially be used to test the research hypotheses,
depending on the nature of the hypotheses and the data being used. For example,
testing for difference might employ ANOVA, whilst examining the significance of
statistical relationships could use a suitable form of regression or structural equation
modelling.

To analyze the assembled data set and test the research hypothesis regarding the
impact of facial emotions on review scores, we used stepwise linear regression
(probability-of-F-to-enter <=0.05 and probability-of-F-to-remove >=0.10) with the
average review score as the dependent variable and each of the facial emotion binary
variables as independent variables. Only a single variable was found be significant in
the model (constant, b = 95.454, p < .001): the neutral emotion had a coefficient of
−0.396 and a p-value of 0.035. This appears to suggest that host images without
emotion (neutral) tended to fare less well in reviews than those with some form of
emotion (positive or negative, although the issue of valence is not clear). Thus, we can
state that the data supports H1. However, this finding represents a very small contri-
bution to review scores (R = 0.028).

3 Conclusions

The framework for facial image analytics using deep learning discussed in this paper
provides a simplified, workable process for integrating advanced image analytics into
social sciences research. The research approach is not without its limitations. Deep
learning can be time-consuming and computationally intensive. In addition, classifi-
cation accuracy can vary significantly according to data set and network employed,
suggesting that it is often prudent to use transfer learning for new data sets and to
compare the performance of different networks, including new ones that may emerge.
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Further, the host images were not necessarily uploaded from the beginning of the
posting. To increase accuracy, the upload date could be used to filter the review date.

This research was preliminary by design and conducted on subset of data. The full
study will include a more comprehensive dataset. The level of accuracy of recognition
is reliant on the level of accuracy within the trained networks used. A larger scale study
could therefore be used to train a new or existing network and increase accuracy.
Further, this research was conducted on images only and did not take into account any
lexical information. A further study is planned to analyse textual data to develop greater
understanding of the relationship between facial images and text (for example, the
sentiment of reviews). Further, more flexible approaches to image analytics might also
provide better task accuracy, e.g. MaskRCNN could be used to conduct combined face
detection and analysis. We hope that this research encourages other researchers to
being exploring the potential for these new, advanced techniques in digital economy
research in the social sciences.
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Abstract. The recent growth of IoT and connected objects has given birth to a
market characterized by innovative offerings and new consumer behaviors. In
this framework, this paper considers the specific case of the adoption and
continuous use of IoT wearable devices. The literature proposes three main
theoretical models: Diffusion of Innovations theory (DOI), Theory of Planned
Behavior (TPB), and Technology Acceptance Model (TAM). Through a qual-
itative exploratory research based on 51 in-depth interviews, we try to under-
stand the motivations and inhibitions behind the adoption and continuous use of
these new products. The findings of qualitative interviews allowed us to com-
pare the main theoretical models available in the literature and to propose an
enhanced framework adapted to the specific case of IoT wearable devices.

Keywords: Internet of Things � Connected objects � DOI � TPB � TAM �
IoT acceptance

1 Introduction

Recently, a new type of IT devices has gained rapidly popularity: connected objects.
Several decades of technological development going from the initial conception of
connected computers to wearable devices allowing more and more connectivity and
communication, Internet of Things technologies revealed to be able to integrate and
extend the functions of traditional computers, smartphones and tablets to a more
intimate level (Choi and Kim 2016; Rawassizadeh et al. 2014). Wearable devices and
connected objects have rapidly been qualified as the ‘next big thing’ liable to pro-
foundly change consumers’ daily lives and habits (Cecchinato et al. 2015). Both the
interest in these devices and the heavy investments made by giants like Apple, Google,
and Samsung reveals the promising character of this industry. The Internet of Things
(IoT) comes indeed today at the intersection between the physical and digital worlds,
and makes it possible to provide a wide and diversified range of Internet services
through everyday objects (Carillo et al. 2017). This research study focuses mainly on
wearable IoT devices, an industry with a turnover expected to reach $3.7 billion in
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2020, and $6.2 trillion in 2025 (Manyika et al. 2015). These devices are embedded
computers and advanced electronics that users can carry and wear, while allowing for
interactions not only between individuals, but also with the environment (e.g., smart
home appliances and smart cities). Consumers can use these devices anytime and
anywhere giving an impression of ubiquity (Piyare 2013). Our research objective is to
understand the motivations and inhibitions behind the adoption and continuous use of
IoT wearable devices. In this perspective, we refer to the major technology adoption,
acceptance, and diffusion models. To our knowledge, the literature on connected
objects does not provide an overview of the most suitable model for the adoption and
continuous use of wearable IoT devices (Mital et al. 2018). However, the broader
literature on IT highlights three main theoretical frameworks, namely the Diffusion of
Innovations theory (DOI), the Theory of Planned Behavior (TPB), and the Technology
Acceptance Model (TAM). In this research, we confront and compare these frame-
works through a qualitative survey based on in-depth interviews, and propose an
enhanced model better adapted to IoT wearable devices.

2 The Major Theories of Technology Acceptance

In order to better understand the adoption and continuous use of IoT wearable devices,
it may be helpful to move through the major technology adoption, acceptance, and
diffusion models. The literature highlights three main theoretical frameworks (Vish-
wanath and Barnett 2011; Zhang et al. 2012): The Diffusion of Innovations theory
(DOI), the theory of planned behavior (TPB), and the Technology Acceptance Model
(TAM). These theories show that an information system adoption and usage rely on
users’ perception of the characteristics of an innovation (DOI), their personal beliefs,
and attitudes toward the technology (TAM and TPB). This section presents the three
major theories and compares them, in order to move towards a more holistic approach
of the IoT wearable devices.

2.1 Diffusion of Innovation Theory

Initiated in the 1960s and derived from the social sciences, Rogers’ theory of diffusion
of innovation (Rogers 2010) identifies several general variables finding application in
various disciplines such as sociology, anthropology, communication, management,
marketing, organizational studies, development studies, health sciences, education,
digital commerce, and information systems. An important contribution of this theory
consist in highlighting five categories of adopters of an innovation: innovators, early
adopters, early majority, late majority, and laggards (Rogers 2010). These categories of
adopters differ in terms of their enthusiasm to accept (or not) new products or ideas,
and hold different profiles. Managers usually consider them as potential segments to
target with specific positioning and offerings (Sood and Kumar 2017). These five
categories of adopters are not independent: innovators and early adopters usually
engage in interpersonal communication to influence the other members of the social
system to adopt innovations (Rogers 2010). DOI also identifies five key characteristics
of an innovation: relative advantage, compatibility, complexity, trialability, and
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observability (cf. Fig. 1). The definitions of these constructs are given in Appendix 1.
These characteristics influence both diffusion, success and the relative speed with
which users adopt innovations (Rogers 2010; Dong et al. 2017).

The relative advantage of the IoT is materialized through the value it brings to
users’ lives, and to the whole society. Indeed, they integrate several functionalities
allowing to enhance the utilitarian, hedonic, and social value of objects (Kim et al.
2017; Touzani et al. 2018). The concept of Internet of Things and the related tech-
nologies are more and more diffused all over the society, and more and more connected
objects bear these technologies. This leads to increase the compatibility and to decrease
the complexity of such devices (Kim et al. 2017). Technology diffusion being the result
of the complex interactions and feedback occurring within the social environment,
users are less and less unfamiliar with the IoT concept (Hwang et al. 2016). In the case
of IoT wearable devices, trialability is very high, which facilitates the process of
innovation adoption by users. Indeed, the existing products available are at the same
time diverse and easily accessible, such as various wearable or mobile devices (Kim
et al. 2017). The observability of IoT wearable devices is also high. Users often become
familiar with their features functionalities and uses, through the media, promotional
campaigns, and in-store possibilities to use the products.

Although considered the founding model, the diffusion of innovation theory is
proving to be too generic for an application to the IoT wearable devices (Adhiarna et al.
2013). This model focuses on the concept of “social system” and rather locates itself at
the global level of the social environment. This makes its operationalization difficult in
studies that take the individual as the unit of analysis.

2.2 Theory of Planned Behavior

The second major theoretical framework is the Theory of Planned Behavior (Ajzen
1991). Resulting from the Theory of Reasoned Action (Fishbein and Ajzen 1975), this
theory is widely used in information systems research. The theory of planned behavior

Relative Advantage

Adoption

Compatibility

Complexity

Triability

Observability

Fig. 1. The diffusion of innovation theory framework
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considers behavioral intention to be a major determinant of behavior, and in particular
adoption (Arpaci 2019). It highlights three determinants of the intention to adopt a new
product: attitude toward act or behavior, subjective norms - with a focus on social
influence - and perceived behavioral control (Ajzen 1991) as highlighted in Fig. 2.
Appendix 1 shows the definitions of these constructs. One of the basic assumptions of
this theory is that attitudes strongly influence behavior.

Based on the assumption that the theory of planned behavior is often criticized,
several authors argue that attitude cannot predict behavioral intentions (Bagozzi 1992).
Moreover, even though this model revealed to be effective in predicting acceptance and
use of different technologies (Harrison et al. 1997), to date little research has used this
theoretical framework to explain the adoption of connected objects (Kim and Shin
2016).

However, TPB reveals to be a good theory to predict IoT wearable devices users’
attitudes and behaviors, even when these rely on a set of entangled motivations. This
model can integrate a wide number of factors such as quality, satisfaction, attitude, and
customer intention. The TPB model provides a relevant explanation of the sequence of
these factors succeed and are interrelated. Previous research studies have used TPB to
predict and explain attitude formation and to predict behaviors in a wide range of
products and technologies providing the framework a wide applicability and validity.
TPB has been used in the fields of IoT wearables personal informatics confirming the
causality between attitudes towards behavior and behavioral intentions (Li et al. 2015).
Besides, as Shin (2017) puts it, the relationship between attitude and intention con-
stitutes an interesting base to understand IoT wearables users’ and especially the ele-
ments related to the quantified self.

2.3 Technology Acceptance Model

The third major theoretical framework is the Technology Acceptance Model: TAM
(Davis 1989). This model relies on Ajzen’s (1991) theory of planned behavior, but

Attitude Towards 
Behavior

BehaviorBehavioral Inten-
tionSubjective Norms

Perceived Behav-
ioral Control

Fig. 2. The theory of planned behavior framework

326 M. Touzani and A. A. Charfi



attempts to improve it. This model is the most used to explain the adoption of inno-
vations (Chau and Hu 2001). TAM indeed dominates the extant research on technology
adoption and use, and applies to many fields (Svendsen et al. 2013; Marakhimov and
Joo 2017). This model focuses on extrinsic motivational factors pertaining to the util-
itarian aspects of technology (Choi and Kim 2016). According to the TAM, perceived
usefulness and perceived ease of use are the two key factors that will gradually lead the
user to adopt a technology. Perceived ease of use is also seen as directly impacting
perceived usefulness. Both factors influence behavioral intention to use technology (see
Appendix 1). Even if TAM was originally intended to predict information system use in
organization, its fields of application are varied and cover e-commerce, mobile appli-
cations, involvement in online communities, e-banking, e-health and e-learning (Wang
et al. 2012). The main strengths of this model lie in its simplicity, robustness, predictive
power and parsimonious nature (Gao and Bai 2014) (Fig. 3).

Extensions of TAM rely on three approaches: adding factors from other models,
adding alternative or additional belief factors, and examining moderators and predictors
of perceived ease of use and perceived usefulness (Wixom and Todd 2005). TAM 2
integrates social influence and instrumental cognitive processes (Venkatesh and Davis
2000). The Unified Theory of Acceptance and Use of Technology (UTAUT) relies on
four central constructs: performance expectancy, effort expectancy, social influence and
facilitating conditions (Venkatesh et al. 2003). TAM 3 includes trust and perceived risk
as additional determinants (Venkatesh and Bala 2008). Several authors call today for
the use of TAM in explaining the adoption of the Internet of Things (Harris et al. 2015).

TAM serves as a useful foundation for investigating users’ acceptance of wearables
devices and globally IoT technologies (Gao and Bai 2014). However, there is a need of
enriching TAM to make it fit to IoT technology. Gao and Bai (2014) add trust, social
influence, perceived enjoyment, and perceived behavioral control as predictors inten-
tion to use IoT wearable devices. Park et al. (2017) add perceived enjoyment, con-
nectedness, and control to TAM to take into account the specificities of IoT wearable
technologies. Other attempts to apply TAM (original or extended) focus on users’
intrinsic motivations, notably perceived enjoyment, vanity, need of uniqueness, and

Perceived 
Usefulness

Usage Be-
havior

Behavioral
Intention Use

Perceived 
Ease of Use

Fig. 3. The technology acceptance model framework
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perceived self-expressiveness. These motivations play a major role when IoT devices
are hedonic and more specifically for wearables (Choi and Kim 2016).

2.4 Comparison and Limits of the Three Major Frameworks

The three theories here considered examine individuals’ behaviors and their acceptance
ability of a new technology through specific constructs. DOI, TPB, and TAM focus on
the psychological, attitudinal and behavioral aspects of the users of the technology
(Table 1).

These theories have limitations it comes to understand user’s adoption of a new
technology. TPB and TAM are extensions of the theory of reasoned action (TRA).
However, there are still areas of improvement within these theories. TPB and TAM
only concern the short-term beliefs and attitude before or after the acceptance or the
adoption of the technology (Wu and Chen 2017). TPB and TAM are also poor to
identify dimensions that affect the behavioral intentions of users, to improve the the-
ories ability to explain and understand users’ behaviors (Venkatesh et al. 2003). For
these reasons, several models enrich and extend the factors explaining the use of a
technology. For example: Model of PC Utilization (MPCU) (Thompson et al. 1991);
Motivational Model (MM) (Davis et al. 1992); C-TAM-TPB (Taylor and Todd 1995) a
hybrid model combining constructs from TAM and TPB; Social Cognitive Theory
(SCT) (Compeau and Higgins 1995); Innovation Diffusion Theory (IDT) (Moore and
Benbasat 1996); Technology Acceptance Model (TAM2) (Venkatesh and Davis 2000);
Expectation-confirmation model of IS continuance (Bhattacherjee 2001); and Unified
Theory of Acceptance and Use of Technology (UTAUT) (Venkatesh et al. 2003).

UTAUT provides a comprehensive examination to explain better intention. It
postulates that four constructs act as determinants of behavioral intentions and usage
behavior: (1) performance expectancy, (2) effort expectancy, (3) social influence,
(3) facilitating conditions. In addition, this model posits the role of four moderators:
gender, age, experience and voluntariness of use.

DOI explains the adoption of an innovation and highlights the characteristics of an
innovation predicting its adoption. However, DOI does not take into account users’

Table 1. Comparison of the three major frameworks

Core construct DOI TPB TAM

Relative advantage/Perceived usefulness
p p

Compatibility
p

Complexity/Perceived behavioral control/Perceived ease of use
p p p

Trialability
p

Observability/Subjective norm
p p

Attitude toward behavior
p

Behavioral intention to use
p p

Adoption/Behavioral use
p p p
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perceptions and individual characteristics. Neither does it mention how the attitude
affects the acceptation or the rejection of the products and the decision to use, or how
innovation factors affect these decisions (Karahanna et al. 1999).

As mentioned earlier, wearable devices are today key offerings of the mobile device
industry and prospectively predicted to induce significant impact on individuals’ daily
lives (Cecchinato et al. 2015; Choi and Kim 2016) and behaviors. It would therefore be
relevant to know the determining factors of the decision to adopt or not these tools. The
purpose of our empirical study is to identify the motivations and inhibitions behind the
adoption and continuous use of IoT wearable devices analyzed through the lens of a
comparison of the three major frameworks presented above.

3 Methodology

In order to compare the major frameworks of the adoption and continuous use of IoT
wearable devices, we used an exploratory qualitative approach. Qualitative research
offers indeed a good ground for advancing conceptual understanding, theory building,
theory comparisons and revisions (Stiles 2010). Mobilizing a single theoretical
framework limits theoretical reflection and runs into difficulties during the analysis
stage (Bryman 2003). Comparing theories with a qualitative approach is a way of
grounding theory development in different versions of the reality and creating stronger
and more detailed theory (Pasian 2015). It also allows to broaden perspectives by going
beyond the simple requirement of assigning credibility only through repeated testing
(Somekh and Lewin 2005). Comparing theories with qualitative research aids to extend
existing theory, offering new insights into the complex set of relationships between
concepts (Denzin and Lincoln 2005; Eisenhardt and Graebner 2007). Besides, we
believe that the concepts developed in the different models are not equivalent (Zhao
et al. 2018). Indeed, important nuances lie in their definitions. Consequently, we have
decided to adopt a face-to-face interviewing inductive methodology to go more in-
depth into these nuances and distinctions. This type of study is also suitable when the
phenomena are complex as it provides the most complete possible view of the problem.
We have written and used an interview guide to help the researchers during the data
collection. It included four themes: 1/ The opportunities related to the IoT 2/ Attitudes
and perceptions about wearable IoT devices 3/ Motivations and inhibitions for the use
of IoT devices in general 4/ Motivations and inhibitions for the use of IoT wearable
devices. We have conducted 51 semi-directive interviews with users of IoT wearable
devices. We asked informants (range 15–76 years; mean = 36 years) to participate in
our study. The sample includes 21 males and 30 females with various profiles in terms
of education levels (from High School to PhD), gender, age, and IoT use. Details of the
participants are presented in Table 2.

We stopped gathering data when we reached the saturation threshold. The sample
size complies with the standards for qualitative research: it guarantees data variability
and thematic saturation (Guest et al. 2006; Boddy 2016).

We have progressively transcribed all interview recordings and imported them into
Nvivo 11. The starting point for our analysis was a nodal structure drawn from the three
major frameworks presented in the literature review: DOI, TPB, and TAM. We have
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enriched the initial nodal structure, including the concepts presented in the three
models, during the in vivo coding stage following the recommendations of Miles and
Huberman (1994). The authors read the corpus dragged and dropped the sentences into
the nodes, adding a new node each time they identified a new concept or a new
relationship. The possibility in Nvivo to run coding queries per attribute allowed to
implement a continuous process of comparison (Glaser and Strauss 2017). Continual
discussions between the authors allowed them to settle minor disagreements related to
categorization/coding, to beyond go facts and sayings and progressively highlight
profound concepts and meanings. Next section compares the three retained frameworks
and develops the emerging themes with detail.

4 Results and Discussion

4.1 Back to the Three Major Frameworks

The literature often presents the three major frameworks, namely the Diffusion of
Innovations theory (DOI), the Theory of Planned Behavior (TPB), and the Technology
Acceptance Model (TAM) as competing and not necessarily complementary
(Mathieson 1991; Momani and Jamous 2017; Wixom and Todd 2005). Some com-
parison studies often conclude by asserting than one model is superior to the others
(Gentry and Calantone 2002; Zhao et al. 2018) while some others try to propose more
integrated frameworks combining two or more models (Lin 2007; Moore and Benbasat
1996; Sun et al. 2013; Wixom and Todd 2005). In this respect, some research studies
draw the variables liable to better contribute to the explanation of their specific case
from the dominant models (Riffai et al. 2012). Our research takes a specific approach as
it adopts a qualitative approach allowing to apprehend the nuances between the key
concepts of the previously proposed frameworks. Our findings that, in the specific case
of wearable technologies, the key concepts of the three major frameworks are definitely
not substitutable. Indeed, our informants reported situations where some of there were
presented while others are not. For instance, acceptance was rather considered as a

Table 2. Details of the participants

Number of
participants

51

Gender Female: 30, Male: 21
Age <36: 29; >36: 22
Wearables
devices

Smart balance, Smartphone, Smart Watch, Smart speakers, Smart locks;
Tablet; Smart Cooker, Smart wristlet, Smart Shoes, Smart toothbrush,
Drone, Smart Shutters, Connected sensor, Smart Sofa, Smart cigarette,
Sleep Tracker, Smart glucose monitoring, Connected insoles, Smart
Coach

Use frequency Daily: 32 (62.75%)
Several times per week: 16 (31.38%)
Once per mouth: 3 (5.87%)
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psychological state where potential users went through a cognitive/affective process
leading to the readiness to possibly use the wearable device. This process may lead (or
not) to the behavioral intention to buy and use the product. The factors underlying this
decision are presented in the above sections. Once the product bought, here again,
consumers may (or not) use it, and express the intention to use it continually. Con-
sequently, our findings show that several stages should be crossed to reach the
adoption, i.e. the IoT wearable continuance intention of the wearable devices as
summarized in Fig. 4.

4.2 Iot Wearables Characteristics

Perceived Ease of Use: According to TAM, behavioral intention can be determined
especially by perceived ease of use (Davis et al. 1992). PEOU is the extent to which a
person thinks that using a new system will not be and save effort (Davis 1989). It is
inversely associated with the amount of effort needed to learn and use a technology as
“the extent to which a person believes that using the system will be free of effort”
(p. 187) (Venkatesh and Davis 2000). The analysis of the interviews shows that when
sensor is intuitive, there are fewer obstacles to its use “It’s convenient and easy to use,
intuitive and with a fast answer. I find easy to get this IoT device to do what I want it to
do” (M, 62 years old, Smart sensor, Sleep Tracker). In the other hand, more technology
is complex, more it is tedious (Rogers 2010). PEOU seems essential for adoption and
continuance to use of wearable IoT devices. Replacing this finding, in terms of the
three frameworks presented above, it is important to mention that all models integrate
this concept even though in DOI, it is presented differently, through “complexity”, and
in TPB, it is referred to as “perceived behavioral control”.

Perceived Ubiquity: This characteristic refers to the possibility of using the IoT
device at any time and above all, anywhere (Carillo et al. 2017). The analysis shows
Perceived ubiquity as one of the most important characteristics. The ubiquitous char-
acteristic of the wearables influence at the same time usefulness and enjoyment: “I often
use smart products and several times a day… it is very useful and fun at the same time:
when I wait for the bus thanks to the Smartphone I can know the waiting time or chat
with my friends. When I play sports, I know the distance I traveled and the number of
calories burned. When I’m at home, I can control my window blinds, my coffee
machine, my TV, my heating from my sofa …” (M, 27, Master, Engineer, Smartphone,
Smart Watch, Smart Sofa, Smart Heating, Smart window blinds, Smart TV). Ubiquity
is generated by the continuity, immediacy, and portability developed during use.
Ubiquity is a one of advantages of IoT wearable devices compared to traditional

Acceptance
Behavioral 
intention 

IoT wearable contin-
uance intention

Fig. 4. Stages underlying the effective adoption of IoT wearables
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devices. It frees users from the spatial and temporal limitations and enables them to
conduct ubiquitous tasks. If we want to use this result to compare the three major
frameworks, we should mention that this concept is not literally mentioned as such in
any of the models. However, DOI seems broad enough to encompass perceived
ubiquity since it constitutes a meaningful relative advantage to potential and real users.

Privacy Features: In the interviews, several informants are concerned about threats to
privacy, stemming from IoT wearable devices and the unlimited exchange of electronic
information. Privacy features involves protecting the user from the risks of fraud and
financial loss (Brown and Muchira 2004; Eastlick et al. 2006). Respect for privacy
implies the protection of personal data and does not stolen by others: “The tricky thing
is the lack of security, It’s stressful because I’m not sure it’s 100% secured. It is too
easy to enter for strangers; we can be followed, be tapped and we are geolocated
everywhere…It can be a brake to my use. You can steal my smart watch which is
synchronized with my smartphone, it can be more dangerous, if you know a little in
hacking, you can access to my phone, my bank accounts … We are sure of nothing” (F,
21, Student, Smart cigarette, Smartphone, smart Watch). Some informants take care to
not to divulge important information through smart objects in order to feel safe during
the use. Similarly to perceived ubiquity, concerns about privacy are mentioned in any
of the predominant frameworks we presented in the literature review. However,
informants’ testimonies show the privacy concerns constitute a major inhibition to
feeling that the Iot wearable is consistent with users’ existing values, past experience
and needs. This is what Rogers (2010) call compatibility.

4.3 Individual Characteristics

Individual traits are an integral part of new technology acceptance (Agarwal and Prasad
1998; Cecchinato et al. 2015; Yang 2005; Rogers 2010; Yang et al. 2012).

Personal Innovativeness: The interviews highlight the importance of personal inno-
vativeness in motivating the use of IoT wearable devices. Rogers and Shoemaker (1971)
and Rogers (1995) explain that individuals are characterized as “innovative” if they are
early to adopt an innovation. Agarwal and Prasad (1998) conceptualized the Personal
innovativeness in information technology (PIIT) construct and implemented it in the
original TAM (Davis 1989). In this case, it is explained by searching for information
about IoT technology or by purchasing new IoT products: “I am always the first of most
other people to know of any new IoT technologies or to buy a new IoT when it appears… I
am really up to technology, trying to get the last stuff. however, I can stop using these items
if it doesn’t work as I want or if I don’t find it fun, in which case I offer or sell it and I buy a
new item” (M, 29, Executive manager, Master, Smartphone; tablet; Smart TV; Smart
Fridge; Smart Activity Monitor). Interviews shows that innovative users in their social
networks are most likely to perceive pleasure and usefulness when using these products.
Personal innovativeness is an influencer of perceived usefulness, and perceived enjoy-
ment. Innovative people are more likely to have risks, to accept the changes induced by
connected objects, and to take advantage of their benefits (Touzani et al. 2018). Even
though not present in the traditional models representing DOI, TPB and TAM, this
concept is an underlying key variable in all these frameworks.
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Fear of Addiction: Addiction is defined as a user’s psychological state of dependence
on the use of a technology. This state takes place at the expense of other important
activities, ultimately infringe normal functioning, and result in a range of negative
consequences (Turel and Serenko 2012). Technology addiction is assimilated to a
behavioral addiction, which encapsulates a psychological dependency on the use of
technology (Turel et al. 2011). The analysis shows that addiction to wearable IoT
devices is manifested by absorption, to feel worry, and mood modification: “We
became quickly very dependent, we spend a lot of time there and we lose the habit of
communicating directly with people. I will not be able to live without these devices, my
life would be too boring and it will disturb me” (M, 26, PhD Student in biology (Smart
toothbrush; drone; Smart Shutters). Addicted users develop inflated system evaluations;
they perceive technology more positively than non-addicted users (Huh and Bowman
2008). Addiction is manifested through an obsessive pattern of using and reusing the
device. This state intensifies perceptions, like perceived usefulness and perceived
enjoyment. The literature studying the relationship between fear of addiction and the
three major acceptance theories are rather scarce. As for previous constructs, the broad
character of DOI allows to integrate it easily as this aspect may be part of compatibility
(Rogers 2010). Turel et al. (2011) propose the integration of addition to technologies to
TAM making it more specifically adapted to wearable devices.

Anxiety-Provoking Characteristics: Anxiety is a psychological state of mind char-
acterized by affective response, such as fear and apprehension. Anxiety when using
technology specifically focuses on the user’s state of mind regarding his ability and
willingness to use technology-related tools (Meuter et al. 2003; Yang and Forney 2013).
Several informants explain that they became anxious about using IoT wearable devices:
“Manual terms are confusing jargon and I hesitate to use IoT for fear of making
mistakes. For example: I’m afraid using a connected watch, it risks to start recording
intimate conversations, and sharing it on social networks. If this scenario happens, I
could not fix it. These products scare me. Besides, my children gave me a smart watch
that I never used for fear of doing stupid things with it. I’m afraid of being annihilated
by all that” (F, 26, Housewife, Smartphone, Smart watch). The anxiety takes form in the
way users manage the Iot device and they are very sensitive to the risk to be wrong in
using it. The feeling of losing control causes some respondents to minimize their use of
IoT. they claim that these products can physically harm them psychologically to
themselves if they become addicted: “it was bringing me control over a part of my life.
I think that there is things that we should do without these devices. And I think that
Google glasses would make us stupid in a way…I am scared of becoming very lazy and
not able to think by myself if I use Google glasses because it would give me access to so
much information so easily” (subject 43, F, 30 years old, unemployed, Smart Wristlet,
smartphone). The fear generated by some respondents leads to a negative perception of
usefulness and enjoyment during use. DOI seems the only framework where anxiety
may find its place, notably through “compatibility”: when wearable connected devices
are compatible, they better fit consumers’ background and experience, and consequently
they are less liable to generate anxiety among them.

Social Norms: Social norms is the degree to which individuals have the impression
that important others believe they should (be able to) use a new system, in our case IoT
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wearable devices (Verkasalo et al. 2010). This definition implies that consumer’s
behavior is influenced by they believe that others thinks that they have to be able to use
the wearable. The interviews reveal that the use of IoT can respond to a need for
conformity, for belonging, or adhering to a community: “I bought my smart speaker
because all my friends have one. Also this summer at the beach I was happy because I
wasn’t the only one who didn’t have one, and it allows me to enjoy the beach. Likewise,
at the gym, it’s the people with who I do sport who advised me to use this model of
smart wristlet… and when I forget it in my bag and see theirs, I go to get mine to put it
on to know my performance” (F, 23, Student, Smart Wristlet, Smart Speaker). Users
value what the group think and the importance of its opinions belong to in forming
enjoyment and usefulness. The acceptance and persistence of using IoT wearable
devices depend on the behavior of the other members of people around. Even though
this variable may be considered as close to Rogers’ observability, in the wearable
devices case it TPB and “social norm” that really fit with this construct.

4.4 Users’ Perceptions

Perceived Usefulness: The analysis shows that subjects are looking for usefulness or
the degree to which a person believes that using a particular system would enhance his
or her job (Davis 1989). In other words, the perceived usefulness of the technology is a
strong determinant of user acceptance, adoption, and usage behavior and a high pre-
dictor for the continued use of technology (e.g., Davis 1989; Bhattacherjee 2001;
Limayem et al. 2007; Koo et al. 2015). The informants perceive an utilitarian advan-
tage when they use IoT wearable devices it in everyday life associated to ease of use,
convenience, organization and of time management: “Smart devices allow you to learn
cooking from distance which are more technical objects, are very useful. I think it’s not
only gadgets because my dishes have never been so successful … my Smart Strips
Vibes uses low level electrical pulses to stimulate or calm neural pathways through the
skin. It helps me to manage my stress level by giving me a boost of energy, or inducing
a sense of calm. That’s a really useful stuff because I’m always stressed. There’s not
waste of time, especially when I’m very tired” (F, 45, Brand manager, Master,
Smart Headphones; tablet; Smart Strips Vibes). IoT wearable devices increase the job
performance and everyday tasks. Perceived usefulness is an important determinant for
continuance of use. From this point of view, following TAM researches has shown a
high link between perceived usefulness and continuance of use. “Perceived usefulness”
is a terminology drawn from TAM. The analyzed testimonies particularly fit with this
model. However, it is important to note that this dimension is also present, even though
with less acuity, in DOI (through relative advantage) and TPB (through attitude toward
the behavior). It remains however, a core construct of TAM.

Perceived Enjoyment: Subjects interviewed argues that higher enjoyment associated
with the use of an IoTwearable devices, leads to favorable intentions toward continuance
using it. Perceived enjoyment serves as a type of fun that affects an individual’s attitude
and intention toward using information technology (Van Der Heijden 2004). The
pleasure associated to the use of the smart object is an important motivation to intention
to use it again. It refers to its design and emotions generated: “It gives me pleasure to
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communicate with my friends and to challenge them with the watch. For the smart
balance, it’s fun to see the progression of my weight, which decreases, compared to that
of my boyfriend. I also have smart speakers and it’s too good to listen music on it” (F, 30,
Real estate agent, Smart balance, Smartphone, Smart Watch, Smart speakers, Smart
Box). The pleasure factor was not part of the early work on TAM, but a few researchers
explored it. Davis et al. (1992) concluded that enjoyment was one of the primary con-
structs through which other factors influenced usage intentions. In IoT usage, interviews
appear that perceived enjoyment had effects on user’s continuance intention. The
hedonic dimension of the acceptance wearable devices is not directly integrated in any of
the considered modeled. Nevertheless, a deeper look at the definition of the “relative
advantage” show, once again, that DOI is broad enough to include such a construct.

4.5 Synthesis and Proposed Framework

As indicated earlier, the three major frameworks available in the literature, the Diffusion
of Innovations theory (DOI), the Theory of Planned Behavior (TPB), and the Technology
Acceptance Model (TAM) are not really competing since there are crucial nuances
among them. Indeed, the analyzed interviews show that in the specific case of wearable
devices, consumers go through a succession of stages moving progressively from
acceptance to adoption (cf. Fig. 4). Besides, several factors may contribute to explain
how consumers move from the initial to the real adoption. Below, we present a model
summarizing the key concepts that emerged from our qualitative data analysis (Fig. 5):

Perceived ease of 
use 

Perceived ubiquity
Privacy features 

IoT wearable 
Characteristics 

IoT wearable 
Continuance 

Intention
Individual 

Characteristics 

Personal innova-
tiveness 

Fear of addiction 
Anxiety

Social norms

Perceived usefulness 
Perceived enjoyment

Users’ Perceptions 

Fig. 5. Proposed framework for the wearable continuance intention
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5 Contributions

From a theoretical perspective, our results include two main aspects: 1/ the comparison
of three main theoretical frameworks mentioned below 2/ the proposition of a new
model going beyond these three frameworks and adapted to the specific case of
wearable devices. Our results show that the three considered frameworks bring inter-
esting highlights in understanding and explaining the adoption and continuous use of
IoT wearable devices. They also reveal that there is not really a more appropriate and
adapted model to predict the adoption and the continuous use of IoT wearable devices,
even though DOI includes broad factors liable to encompass several of our findings.
However, our qualitative data highlights the importance of going beyond these three
models by adding new constructs and new relationships. Our second section proposes a
new model including these motivations and inhibitors related to the IoT continuance
intention. The thematic analysis reveals the following motivations: users’ perceived
ubiquity allowing them to browse between several places at the same time, and con-
nectedness as individuals use wearable devices as a mean of building a “social link”
and connect more to their social system. The inhibitions reveal the dark side of the use
of IoT wearable devices. These are the fear of addiction (as informants report that these
devices stick to the body and generate absorption), anxiety-provoking characteristics,
and privacy concerns taking various forms. Figure 5 shows the model resulting from
these findings.

From a managerial perspective, this study first highlights the characteristics leading
to the adoption and continuous use of IoT wearable devices: perceived ease of use,
perceived ubiquity, and privacy features. By improving these characteristics, compa-
nies may enhance perceived usefulness and enjoyment, and therefore, better reach
potential users of IoT wearables and meet their expectations. The study also shows that
social norms have a significant impact on users’ perceptions and behavioral intentions.
By reducing the “risks” and the fears of consumers, companies may minimize negative
attitudes and avoid negative word-of-mouth. Manufacturers have an interest in com-
municating with reassuring information about the IoT wearables they market to lead
consumers to adoption and continue use. Highlighting the inhibitions of the use of IoT
wearables also has significant implications for the manufacturers of these products. The
results indicate that consumers may consider these objects as a source of risk and loss
of control. People who seek personal data privacy, ubiquity, ease of use, and reas-
surance are more liable to become potential consumers of IoT wearable devices.
Therefore, companies can make efforts at the level of the confidentiality charter. It must
be clear and concise, so that users can easily assimilate all terms and conditions of use.
Besides, to facilitate the use of these devices, it is important to provide an easy-to-
understand user guide. Companies commercializing these objects can also use tutorials
to help consumers get started. IoT wearables should be conceived in a way to avoid to
consumers to continually parameterize them: after a period of adaptation, these devices
should accommodate themselves to user preferences to significantly contribute to
continuous use.
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Appendix 1: The Constructs Mentioned in DOI, TPB and TAM

Theory Factor Definition

DOI Relative
advantage

“The degree to which an innovation is perceived as better
than the idea it supersedes” (Rogers 2010, p. 15)

Compatibility “The degree to which an innovation is perceived as being
consistent with the existing values, past experiences and
needs of potential adopters” (Rogers 2010, p. 15)

Complexity “The degree to which an innovation is perceived as difficult
to understand and use” (Rogers 2010, p. 16)

Trialability “The degree to which an innovation may be experimented
with on a limited basis” (Rogers 2010, p. 16)

Observability “The degree to which the results of an innovation are visible
to others” (Rogers 2010, p. 16)

Adoption “A decision to make full use of an innovation as the best
course of action available” (Rogers 2010, p. 21)

TPB Attitude toward
behavior

“An individual’s positive or negative feelings (evaluative
effect) about performing the target behavior” (Fishbein and
Ajzen, 1975, p. 216)

Subjective norm “The person’s perception that most people who are important
to him think he should or should not perform the behavior in
question” (Fishbein and Ajzen 1975, p. 302)

Perceived
behavioral control

“The perceived ease or difficulty of performing the behavior”
(Ajzen 1991, p. 188), In the context of information systems
research, “Perceptions of internal and external constraints on
behavior” (Taylor and Todd 1995, p 149)

Behavioral
intention to use

“The strength of one’s intention to perform a specified
behavior” (Fishbein and Ajzen, 1975, p. 288)

TAM Perceived
usefulness

“The degree to which a person believes that using a
particular system would enhance his or her job performance”
(Davis 1989, p. 320)

Perceived ease of
use

“The degree to which a person believes that using a
particular system would be free of effort” (Davis 1989,
p. 320)

Behavioral
intention to use

“The strength of one’s intention to perform a specified
behavior” (Fishbein and Ajzen, 1975, p. 288)
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Abstract. With the rising recognition of major technology related trends,
marketers are reorganizing or regenerating their strategies and practices to meet
the new challenges. The aim of this paper is to highlight new strategic thinking
and to accommodate the fact of such an accelerating speed of technology. The
method is to analyze five selected trends and observe their possible influence on
designing marketing strategies, where winning strategies in prospect will need to
be receptive and adaptive rather than permanent and rigid. Close to the end of
the paper is a finding and reflection section of the work. The paper concludes
with two new notions discussed in literature, social customer relationship
management (CRM) and Gamification that are affecting marketing strategies
with related research avenues suggested. It proposes that, in today’s dynamic
and digitally disruptive market, it is essential to implement entrepreneurial
marketing to meet the simulations of the twenty first century.

Keywords: Technology � Digitization � Marketing strategies �
Green technology

1 Introduction

“A good hockey player plays where the puck is; a great hockey player plays where the
puck is going to be” Wayne Gretzky. Understanding internal and external factors at a
specific time and equally important anticipating future events, trends, and conditions is
crucial to creating and progressing effective strategies (Mooradian et al. 2012).

Currently, both marketplace and market space transactions are taking place. Some
companies operate solely in the marketplace, yet others, have begun to include the two
realms. The fast growth of market space is due to the transformation power of tech-
nology. Activities that use electronic communication in inventory, exchange, adver-
tisement, distribution, and payment is often called electronic commerce (Kerin et al.
2015). Consequently, market space is affecting the trends discussed but with varying
degrees.

Although this is relatively broad, the aim of this paper is to concentrate on the
context of five specific trends. After perceiving the changing environment and trends,
especially with the tremendous change of technology in which marketing takes place, it
is essential to develop and implement some nearly accurate marketing strategies.

Therefore, the purpose of this paper is to identify the trends that are shaping new
marketing strategies; those that are creating uneasiness for companies currently and in
the future, and to support those findings with examples.
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Approaching the end of the paper, the findings and reflection section is discussed
followed by the conclusion section where related research avenues are suggested.

2 The Problem

Companies and marketing departments, specifically, are facing serious concerns due to
the progress of technology and digitization. According to Lipiäinen (2014), many
companies are struggling with the new rules and tools. This paper seeks to understand
how technological pressure has created new trends and has altered marketing strategies
in many ways. It intends to show how companies can use digitization and technology
more efficiently to guarantee competitive advantage, supported by examples.

It is set to find the necessary role of businesses in adapting to technological
improvements. What is the role of marketing specifically? Is it incorporating tech-
nology effectively and creatively?

The research methodology used is mainly desk research where sources of published
information methodology are used in a conceptual framework.

3 Trend Analysis

The plan is to recognize and concentrate on the context of five specific technology
related trends, in which new demanding marketing strategies are shaped. Analyzing
five essential trends (1. The rise of sharing economy, 2. Globalization, 3. Digitization,
4. Accelerating technological change and 5. Green technology, ethical consumption,
and sustainability aspects) will aid in answering and reviewing marketing strategies.
There may be several trends affecting marketing environment; however, the process of
selecting these specific trends was from in depth readings of The Consumer sector in
2030 trends and questions to consider (Benson-Armer et al. 2015) as well as scanning
the marketing environment by Kerin et al. 2015 (Chapter 3). These trends are partic-
ularly chosen because they are related to technology (Hamari et al. 2016; Qadri and
Bhat 2018; Newman 2017; Kerin et al. 2015; Ottman 2017). Moreover, these trends
were identified in marketing literature (Kerin et al. 2015; Kelly 2015; Hamari et al.
2016; Zuhairah and Noor 2015; Benson-Armer et al. 2015; Patrutiu-Baltes 2016).

For this reason, strategies and new tactics that address technological improvement
are discussed keeping in mind that marketing, like other areas of business, has a
function to change business practices for successful development, and help reduce the
negative effects of digitization on businesses.

3.1 The Rise of the Sharing Economy

Sharing economy is an economic model based on sharing underutilized assets from
spaces to skills to stuff for monetary or non-monetary benefits (Cohen and Kietzmann
2014). In 2011, TIME nominated sharing economy as one of “10 ideas that will change
the world” (Teubner 2014).
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Information and communications technologies (ICTs) have facilitated the increase
of Collaborative Consumption (CC) which is the peer-to-peer-based activity of
obtaining, giving, or sharing the access to goods and services, synchronized through
community-based online services (Hamari et al. 2016). Moreover, “the sharing econ-
omy is an emerging economic-technological phenomenon that is fueled by develop-
ments in information and communications technology (ICT), growing consumer
awareness, proliferation of collaborative web communities as well as social
commerce/sharing” as quoted by (Hamari et al. 2016).

Such developments started to tackle and challenge traditional (ownership-based)
thinking, about how resources can and should be offered (Cohen and Kietzmann 2014).
Mercedes Benz, for instance, entered the car-sharing business and adjusted its strategies
to fit to the new trend. Home Depot has introduced product rental in about half of its
stores. Consumers have greater interest in sharing, when the cost is minimized and the
benefits are maximized, and marketers have access to consumer previous usage pat-
terns, for example cell phone. If consumers’ personal usage pattern information pre-
dicts sharing as an appeal, then marketers should be able to target customers, with a
high possibility of success (Lamberton and Rose 2012). Smartphone apps allow sharers
to transact wherever, to see what is being shared close by and use on the spot (Geron
2013). According to Geron (2013), at least 100 companies have sprouted up to offer
owners a tiny income stream out of dozens of types of physical assets, without needing
to buy anything themselves. This trend has created markets out of things that would not
have been considered income-generating assets before. The share economy threatens
the industrial model of companies owning and people consuming, and allows everyone
to be both consumer and producer (Geron 2013). In the next section, globalization will
be discussed stressing on its impact on marketing strategies.

3.2 Globalization

According to Qadri and Bhat (2018), globalization is highly correlated with technol-
ogy. In addition, globalization includes a series of technological developments facilities
and novelty in many forms. They include physical, human, and social capital services,
and Information and Communication Technology services to bring positive changes in
the economy, advance standards of living, quality of life and skills of its citizens, and
develop the awareness base of the economy. Globalization, as a trend and as related to
technology, has affected marketing strategies of companies; thus, it is essential to
consider in this analysis. For example, more than half of Google’s revenues (57%) now
come from outside the United States. While some companies are very successful in
growing global, others are constantly facing great effort (Kelly 2015).

Nataly Kelly, the VP of Marketing at HubSpot, observed traits that distinguish
companies with increased global growth. Global companies have an innate global bias,
most have a member of the executive team from a foreign country or first generation
American. A second trait is that they favor the web, which makes the company more
capable of entering the international markets. Working with the right partners is the
third trait; cautiously choosing international partners is important at the beginning of
entering markets overseas.
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Businesses with global success put customers first although customers live outside
their home markets. Their strategy is to attract customers, better serve them and ren-
ovate them into supporters to their brand. Taking international strategy seriously,
companies assign executives who help drive strategy for international markets. In that
way, companies will create a “global first” where, employees display a globally minded
attitude, and engineering teams build software with international users in mind (Kelly
2015). In addition to that, understanding cultural, economic, and political-regulatory
that affect global marketing practices is crucial (Kerin et al. 2015). Understanding
values, customs, cultural symbols, cultural ethnocentricity, and language are signifi-
cant. Mc Donald has respected the Indian values of sacred cows, and introduced
chicken Maharaja Mac. Another example on cultural symbols evoke deep feelings, for
example, when the white marble columns in the Parthenon that crowns the Acropolis in
Athens were turned into Coca-Cola bottles, the Greeks were outraged and Coca-Cola
apologized for the advertisement. Global marketers know that the best language to use
in communicating with consumers is “their own”. Vicks brand name common in the
United States is German slang for sexual intimacy; therefore, Vicks is called Wicks in
Germany. Economic consideration also affects global marketing, such as stage of
economic development, economic infrastructure, consumer income and purchasing
power, as well as currency exchange rate. Marketers also look at political regulatory
climate, political stability, and trade regulations. In addition, the company going global
should select the means of market entry from exporting, licensing, joint venture, and
direct investment (Kerin et al. 2015).

Moreover, marketers are constructing product and promotion strategies based on
the need of the global market. They are adapting distribution strategy based on the
country’s stage of economic development, as well. Pricing strategy may vary also
where the company, in some cases, might sell the product at a dumping price, which is
subject in many cases to severe penalties and fines (Kerin et al. 2015).

After clearly observing the changes in marketing strategies due to globalization,
digitization is the third trend to be analyzed.

3.3 Digitization

Digitization is the process of converting continuous, analog information into discrete,
digital and machine-readable format (De Mauro et al. 2015). According to a research of
the Fletcher School at Tufts University’s Institute for Business in the Global Context,
digitization varies with countries. The study analyzed 50 countries, sorted into four
trajectory zones. The countries that are moving the fastest include stand-out countries
like Sweden, UK, USA, Korea, Canada, Singapore, and Hong Kong. With an upward
trajectory today, these countries are highly innovative and seek new growth markets
beyond their borders. Stall out countries have achieved high levels in the past but are
losing momentum such as Finland, Demark, France, and Spain. One challenge could be
the aging of stall out countries, yet, attracting talented young immigrates could help
provide innovation rapidly. As for the break out countries such as Turkey, India, Brazil,
and China, they have the potential, and are moving upward towards improving their
digital readiness rapidly. The last is watch out countries that suffer and score low on
development and improvement and institutional uncertainty and low commitment to
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reform. These include countries like Nigeria, Philippine, Egypt and Saudi Arabia
(Chakravorti et al. 2015) (Video HBR, 2015).

Digitization has created worries on marketers. Recent research shows that social
media has strong influence on purchasing decisions. So, as smart phones get smarter
and networks become more sophisticated, consumer share opinions about products and
services. Consequently, companies are not ignoring this fact. Actually, some invest “in
ways to listen in - on and generate-social media buzz” (Benson-Armer et al. 2015).

Involving consumer in brand innovation is equally important. For instance, LEGO
and Pepsi use crowdsourcing to develop and test new products. Other companies
provide seamless Omni-channel experience to insure consumers have every opportu-
nity to interact with the brand. In another case, Nordstrom customers can buy products
not just in stores and on the web, but also on a mobile app, on Instagram, or via text
messages. They can pick up, return, or exchange their online purchases at Nordstrom
stores (Benson-Armer et al. 2015).

Digital data helps smart targeting and personalization. As in the case of Harley
Davidson which was selling one or two bikes per week, and, when they applied
marketing software powered by artificial intelligence (AI) and analytics, they sold 15
bikes in one weekend (Newman 2017). This was possible by using existing customer
data where an analytics platform searched the company’s customer relationship man-
agement (CRM) system to define the qualities of “high value” customers. AI even
tested words in emails that lead to higher response rates. This is aiding marketing teams
use data intelligently to map customers.

Daniel Newman explains that companies need smart application of technologies
with strong analysis from a committed team to be digitally intelligent. “This is no
longer an age where leaders can afford to make gut-based decisions or throw something
at the wall to see what sticks. In this age, leaders are communicators at every level.
They need marketing technology, data and finance with the CEO working together to
take the company to the best destination” (Newman 2017).

Patrutiu-Baltes (2016), considered inbound marketing as the most important digital
marketing strategy in a competitive environment such as the online environment. It is a
form of marketing that connects with probable customers through materials they find
useful, using media similar to blogs, social networking, search engine optimization
(SEO) and viral videos and so on. The purpose of inbound marketing is to attract online
customers, and it is the most advanced field nowadays when it comes to big data
(Opreana and Vinerean 2015).

3.4 Accelerating Technological Change

We are in an era of dramatic technological change. Predicting technological change is
difficult because it is a result of research. Yet, main changes occurring today include
connectivity, internet, and computers will develop five senses to create intelligent data
and green technologies. 3D technologies will alter from movie theaters and televisions
to many new and useful applications (Kerin et al. 2015). Tools and strategies that were
cutting-edge only some years ago are becoming obsolete (Van den Driest and Weed
2014).
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Accelerating technology has a crucial impact on marketing strategy. First, customers
nowadays value assessment of technology-based products, and focus on dimensions like
quality, service, and relationship. Many US mobile vendors, who charge little for the
phone if the purchase leads to long-term telephone service contracts, use this approach
to reduce the challenge (upgrade purchases will generate revenue). Second, companies
provide value through the development of new products. For example, new products
expected to be available soon include injectable health monitors that send glucose,
oxygen, and other clinical information to a wristwatch-like monitor and robots that use
artificial intelligence to master specific task (Kerin et al. 2015). Additionally, companies
are benefiting from technological development to recycle products. For example, Tomra
Systems has installed more than 67,000 reverse vending machines in North America,
Europe, Japan, South America, and the Middle East, facilitating the collection of more
than 30 billion cans and bottles annually. Another approach marketers use is the pre
recycling by reducing the amount of packaging for manufacturers and sinking the waste
for consumers. Technology has also increased the marketplace, and electronic com-
merce. It is useful to use network technologies for monitoring daily sales, sharing
information with employees as well as communicating with suppliers, distributors, and
advertising agencies (Kerin et al. 2015).

Another important strategy is that companies can use technology to open labs and
help “experiment with emerging technologies before they are ubiquitous” (Benson-
Armer et al. 2015). The advancement in technology is so imaginable that some com-
panies are using real-time decision-making. For example, Chico are using advanced
analytics to process customer information taken from social web and stores to produce
clear customer profiles for smarter marketing. This allows machines to process and
make decisions faster based on real data (Newman 2017).

The financial services are making use of technology acceleration and digitization;
studies show that 58% of American use their mobile devices to access their bank
accounts. Major Banks have joined the “cardless ATM” field allowing customers to
withdraw using a smart phone (Newman 2017). Hence, as technology continues to
change, incorporated redesigned market strategies are vital.

The fifth trend analyzed shows the effects of green marketing, ethical behavior, and
sustainable aspects (empowered with technology) on marketing strategies.

3.5 Green Technology, Ethical Consumption, and Sustainability Aspects

Technology is getting green. The technological progress, nowadays, is to produce
greener and sustainable products whose impact is lighter on the globe than its sub-
stitutes and include a social dimension such as fair trade. Both greener and sustainable
are working fine and are likely to work better and more efficiently than “brown”
equivalents. In addition, over $4 billion in venture capital is being devoted in clean tech
industry to maintain the development of solar and wind, bio-fuel, geothermal, and other
renewable substitutes to fossil fuels. Cleantech is now the largest U.S. venture capital
category representing 27% of all venture funds (Ottman 2017). Ottman (2017), adds
that a particular White House office for green jobs vigorously works to instruct, train,
and organize a labor force prepared for tomorrow’s green technologies. Moreover,
“proactive companies are inventing new greener technologies, new business models,
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and new designs that are capturing media attention, grabbing new customers, and
establishing a competitive advantage – if not changing the rules of the game alto-
gether.” For instance, Cargill’s Nature Works is showing that plastics do not have to
depend on fossil fuels and can be recyclable and compostable as well (Ottman 2017).

According to Chen et al. (2006), green innovation, whether software or hardware
innovation, may be separated into green products and processes. Green innovations
consist of innovation in technologies, which are concerned in the design of green
products; using energy saving, waste recycling, and technology to avoid pollution (Chen
et al. 2006). Zuhairah and Noor (2015) state that “the literature enables to provide results
on the role of green innovation and green promotion as a marketing strategy”. Setting
the concept of environmental protection into the design of products is green innovation,
then building a green promotion, which refers as the communication that promotes the
product and the services. Therefore, promoting a green advertising campaign ought to
have also the distinctiveness to enhance the corporate image of social responsibility.
Accordingly, “the success of the green innovation and green promotion is a success
factor to influence the firms’ performance” (Zuhairah and Noor 2015).

Undoubtedly, ethical consumers have influenced businesses and marketers. Con-
sumers concern of animal welfare, fair market, and social aspects such as labor stan-
dards increased, thus, creating a trend that is probably changing the minds of
businesses (Carrigan et al. 2004). According to Howie et al. (2018), marketing man-
agers have employed a variety of strategies to differentiate their programs. Numerous
companies now structure their campaigns to require active participation from the
consumer. For instance, Nature Valley started their “Preserve the Parks” campaign in
2010 to benefit the National Parks Conservation Association (NPCA). By entering their
Universal Product Code from their packaging on the company’s website, a $1 donation
will be granted in return (Cone, 2011) cited by (Howie et al. 2018). The website gave
customers links to volunteer, make a personal donation, and to share program infor-
mation on social media platforms. The company has used cause-related marketing
(CRM) expected to benefit the company, the cause, and consumer (Howie et al. 2018).
Nike is another example; it has been a leader in improving workplace conditions in
Asian factories. It imposed codes of conduct to reduce unsafe, harsh, or abusive
working conditions at offshore manufacturing facilities (Kerin et al. 2015).

Green technology has raised the concern of ethics and sustainable aspects as well as
economic concerns, and as seen, many companies have altered their marketing
strategies to meet the needs of the discussed trend. While companies cannot use the
same marketing strategies in all cases and trends analyzed in the paper, they can
generate synergies by treating different trends as part of a system.

4 Findings and Reflection

This paper has analyzed and explained the changes in marketing strategies due to
technological influence. It stressed on the shiny end of the five basic trends; yet, there
may be other perspectives to the situations. For instance, digitization that was previ-
ously explained as a revolution and innovation, might not be the gleaming end of
organization. Digitization is not necessary overwhelming, it is moderately or massively
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disrupting some businesses (Grossman 2016). Digitization is even changing titles
(Newman 2017). For example, the chief marketing officer (CMO) is becoming a central
focus of digital transformation as companies look for stronger customers by under-
standing demands. This means that the CMO is more involved in technology purchases
since he/she is responsible for achieving the next generation of customer experience.

Moreover, the positive side of technology was discussed; yet, what about its
negative consequences? Actions are being tracked on the web to determine which
advertisements appear on our screen. Each of the major browser makers Microsoft,
Google, Mozilla, and Apple can keep a record of the web pages you visit or the topics
you discuss in your e-mail, which raises the issue of privacy. The Federal Trade
Commission (FTC) lately issued a report calling for better self-regulation of infor-
mation collection when online, suggesting a “Do Not Track” option on the browser.

Of course, there are complex perspectives and approaches to the situations discussed
in the paper consisting of many different aspects. It is important to consider that the trends
discussed will not affect all customers and markets equally. For example, advanced
robotics is making progress in Asia but is to take off in South America and Africa
(Benson-Armer et al. 2015). Therefore, the context of the trends is not all the same.

The paper discussed the threats of five very important aspects affecting marketing
strategies; yet, there may be several other technology aspects affecting the marketing
strategies not covered at this point.

5 Conclusion

It was proposed that marketing, like other disciplines in business, is affected by
technology and digitization. Marketing, therefore, has an important function in
searching for new strategies for better successful plans. Particularly this paper suggests
that marketing strategies, influenced through the rise of the sharing economy, global-
ization, digitization, accelerating technological change, green technology, and ethical
consumption, is tackling the challenge with optimistic results of improved organiza-
tional performance.

Marketing managers are incorporating promising technologies – specifically social
media applications – with existing methods to develop new means that promote
stronger relationships with customers. The combination of existing CRM systems with
social media technology has set way to a new concept of CRM that incorporates a
network-focused approach to managing customer relationships described as social
CRM (Trainor et al. 2014). This opens other research avenues where there is somewhat
modest scholarly research on integrating social media and traditional media in mar-
keting campaign (Whiting and Deshpande 2016). A secondary avenue of research,
identified by Whiting and Deshpande (2016), is the motivations of social media users.
A third avenue could be the various mechanisms that potentially explain earned media
effects on sales (Stephen and Galak 2012).

Another interesting idea and opportunity is gamification, which particularly appeals
to mobile consumers. Gamification is the use of game design elements in order to
positively influence motivation, productivity, and behavior of users (Blohm and
Leimeister 2013). For instance, Daily Challenge from MeYou Health drives its
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consumers a challenge to engage in a healthy action every 24 h, earning points for each
challenge finished. They are then encouraged to share their achievement with their
associations who, in turn, are encouraged to provide supportive posts. By giving social
and motivational benefits by product usage rather than expenditures, gamification will
possibly be notable from traditional loyalty programs. (Blohm and Leimeister 2013) as
quoted by (Hofacker et al. 2016). There are several avenues with respect to gamifi-
cation that may be explored. Researchers may look in more detail into the role of
technology in gamification (Bui et al. 2015). Moreover, Bui et al. (2015), encourage
researchers to combine the present gamification literature with the associated research
areas of hedonic, persuasive, and intrinsically motivating systems.

With all these advancements and innovations, marketing is being entrepreneurial
where the focus is no longer the customer and his needs as traditionally being prevalent
in literature. Studies have integrated the business entrepreneur into analysis. The
entrepreneur recognizes, explores opportunities, and directs strategic decisions all of
which affect the dynamics of the market. Entrepreneurs start with an idea and then set
out to create a market. The notion of Facebook started without market research or
testing where Mark Zuckerberg used his knowledge to create a social networking site,
thus, creating a new market. With an entrepreneurial mindset, firms will favor inno-
vation, risk taking (by creating new products that they think customers want), and will
be proactive (Morrish 2011).

To end, strategy gives direction, technology lights the process, and consequently,
adaptive and receptive marketing strategies discussed in this paper pave a new route in
the beam of technology.
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Abstract. The traceability enables consumers to have the history of products,
leading back to knowing the food origin. In this way, the consumer can get more
information to make the right decision. One of the challenges in traceability
systems is means of storing and transferring data for the consumers. Smart
packaging such as Barcodes, QR code and radio–frequency identification tags
offer consumers additional information including production methods, promo-
tion, links to website, videos, transport track, certification label…
This paper aims to discuss the factors influencing consumer’s perception and

how they evaluate the information provided by traceability, while emphasizing
the role of smart packaging. An exploratory study through individual interviews
develops a theoretical model for consumer behavior that integrates the percep-
tion of Tunisian consumer about smart packaging as an antecedent of infor-
mation diagnosticity.

Keywords: Smart packaging � Traceability � Information diagnosticity �
Food involvement � Knowledge about traceability

1 Introduction

In the near past, the quality and safety have been concerned all over the world. With the
development of agri-food crises like the scandals of bovine spongiform encephalopathy
and avian flu scares to melamine-tainted milk, consumers lose their landmarks and
confidence in the supply chain. To increase safety and quality of products, food
industries have made technological innovation exemplified by the Internet and the
information-technology hardware (electronic data, computer processor speeds…).
Parwez (2014) described information technology as a system that provides an easy
solution to farmers, manufactures and even consumers in short period.

Among theses techniques, the food traceability system is an important component
that used to restore consumer confidence (Kher et al. 2013) by providing them more
information about products (Badia-Melis et al. 2015). In the mid 1930s, European
countries emerged this system as a way to promote the authenticity (Setboonsarng et al.
2009) and assuring safety and quality of food (Bertacchini et al. 2013).

In Tunisia, with the increase of trade with Europe and the opening of the Euro-
Mediterranean Free Trade Area, it is necessary to comply with their standards (Reg-
ulation EC 178/2002) in the field of traceability. This regulation defined this latter as
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“the ability to trace and follow a food, feed, food-producing animal, or substance
through all stages of production and distribution”. This system provides detailed
information of food production such as, transfer, distribution, processing even the
birthplace of animals, feeding, date of sale… (Chang et al. 2013).

Consumers research on traceability has been focused on exploring information
asymmetry, the role of traceability systems (Hobbs 2004; Golan et al. 2004), consumer
perception (Dickinson and Bailey 2005; Choe et al. 2009; Van Rijswijk et al. 2008) and
consumers’ willingness to pay for traceability systems (Dickinson and Bailey 2002;
Wu et al. 2015; Jin and Zhou 2014). From the perspective of supply chain, some
studies has been concentrated on analyze the economic motives and benefit of the
traceability system (Hobbs et al. 2005; Aung and Chang 2014; Menozzi et al. 2015).
Others focused on how to develop this technique.

One of the challenges of traceability is storing data and communicating information
to consumers, which can be achieved via traditional food labels (Kehagia et al. 2007)
that dominate the market but have a limited space to store the amount of information
(Jin and Zhou 2014) and the increasing of modern technology (Barska and Wyrwa
2017) like: Barcodes, Radio Frequency Identification, Wireless sensor networks, Quick
Response that possess the capacity to provide food quality information via traceability
systems (Jin and Zhou 2014). As a result, the emerging of Smart packaging as an
innovative solution that maintains, improves and monitors the food quality and safety
(Ahmed et al. 2018). The terms of “smart”, “intelligent” or “Active” packaging have
appeared in the literature (Schaefer and Cheung 2018). In this sense, many studies have
demonstrated the importance of perceived benefits for the acceptance of novel food
technologies (Frewer et al. 1997, 2003). Other researches focused on these technolo-
gies as a tool that ensures food quality and safety, extends product shelf life, and
reduces environmental impact specially in meat products (Quintavalla and Vicini 2002;
Arvanitoyannis and Stratakos 2012; Realini and Marcos 2014). Lloyd et al. (2019)
suggested that understanding consumer perception will enhance the development of
products with the new technologie advancement. On the part of supply chain, Bosona
and Gebresenbet (2013) identified technological innovations applied for product
traceability such as product Identification, Quality and Safety Measurement, Genetic
Analysis, Environmental Monitoring, Geospatial Data Capturing, Data exchange, and
information integration have been identified. These authors suggest that the traceability
system should improve technological aspects. However, the application and success of
these techniques depend on consumer’s acceptation (Siegrist 2008) and behavioral
responses to the innovation (Chen et al. 2013). Ghaani et al. (2016) argued that the
application of intelligent systems in the food packaging industry should take into
consideration two factors such as consumers’ perceptions and legislative aspects.

According to Spence et al. (2010, p. 146), there has been little studies that iden-
tifying the factors influencing consumer’s perception and acceptation of technologies
that provide traceability information (Chrysochou et al. 2009). Consequently, future
research could provide a better understanding of the potential success of the QR code to
convey traceability information to the final consumer.

Hence, the aim of this study is to understand how consumers react to the new food
technologies and how such technologies may influence consumer perception and
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diagnostic of traceability information. The contributions of this paper are theoretical,
methodological and practical. Theoretically, we aim to explain the consumer’s per-
ception on smart packaging of food products. Therefore, we explore determinants
among variables from consumer behavior, such as knowledge about traceability and
food involvement. In a methodological side, we applied an exploratory study allowing
a deeper understanding about the factors influencing consumer’s perception and the
degree of helpfulness. To enrich our research, we used a materiel support: image of
different smart packaging and asking the subjects to express their impressions in
relation to their mental representations.

The structure of this paper is as follows. The first part provides a brief overview of
the factors that influence consumer’s perception toward smart packaging. In the second
part, we will make a review of how this new technology can influence the diagnostic of
traceability information. Then, the method and research design used in this study are
described, followed by the research findings. Finally, conclusions and implications for
the food industry are provided.

2 Literature Review

The concept of Smart packaging was used by Yam in 2000 to identify the role of
packaging as an information source. Schaefer and Cheung (2018, p. 1023), found that
smart or intelligent packaging allows “to track and trace a product throughout its
lifecycle and to analyze and control the environment inside or outside the package to
inform its manufacturer, retailer or consumer on the product’s condition at any given
time”. In the present work, we focused on the smart packaging emerging as a novel
technology that helps consumers to evaluate the product quality based on traceability
information. Also, this research aimed to find what the consumers know about such
packaging and how they feel about them?

2.1 Consumer’s Perception of Smart Packaging

Prior Knowledge of Intelligent packaging
Prior research on consumer behavior (Bettman and Park 1980) indicated that con-
sumers’ prior knowledge and experience influence the choice process. When it is about
new product, Rogers (1983) indicated that beliefs and perceptions of new product’s
relative advantage are one of the key determinants of innovation adoption. In line with
findings reported in Siegrist’s study (2008), which argue that consumer acceptance is
important to the success of food product innovations. Barska and Wyrwa (2017)
highlighted that the knowledge of consumer attitudes towards the modern packaging is
a source of information for producers when developing marketing strategies. These
authors carried out a study to investigate consumers’ perception of active and intelli-
gent packaging. Only 17% of respondents know the term of “intelligent packaging”.
Consumers admitted that the society needs to popularize the new generation of
packaging. O’Callaghan and Kerry (2016) explored the consumer knowledge and
attitudes towards the incorporation of novel packaging technologies to cheese products.
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The results showed that consumers are interested and knowledgeable about the intel-
ligent packaging and would be willing to adopt it. However, active packaging is less
known for consumers of cheese. According to Yener (2015), “In Europe, legislative
restrictions, a lack of knowledge regarding the consumers’ preference, economic and
environmental issues limit the commercial success of active and intelligent packaging
technologies”. Lloyd et al. (2019) concluded that consumers should have a basic
knowledge into the technologies employed in smart packaging, to eliminate the anxiety
about the science used to improve food packaging. Loučanová et al. (2018) admited
that the majority of respondents do not know what intelligent and active packaging is.
By increasing awareness of these innovations, customers’ perception can be improved.
Stand on the theory of reasoned action (Ajzen and Fishbein 1980) and theory of
planned behavior (Ajzen 1985), Davis (1989) developed the technology acceptance
model (TAM), that explain the way consumers develop perceptions toward smart
packaging. Indeed, TAM suggests that people beliefs about technology’s pros and cons
influence his attitudes and, as a result, his intention and behavior toward it. In this
technology adoption model, individual beliefs present his perceptions toward the
technology usefulness and ease of use. As a matter of fact and based on theory of
reasoned action, individual beliefs are based on his knowledge. Accordingly, con-
sumers’ prior knowledge toward new technologies related to food packaging influence
his perception toward the smart packaging. Therefore, the following hypothesis is
proposed:

H1: Prior knowledge of food technology is likely to influence consumer’s perception of
smart packaging

Credibility of Product Information
The source credibility is an important element that ensures, on the one hand, the
authenticity and reliability of the information displayed on the products. And on the
other hand, a guarantee in case of a security incident has occurred. As a result, a
certification authority provided consumer with authentic and understandable informa-
tion that enhance their trust in the product information.

Based on the theories of Cue Utilization Theory (Olson and Jacoby 1972) and
Signaling theory (Spence 1973), the consumer count on intrinsic and extrinsic indi-
cation to evaluate the product quality (Richardson et al. 1994). The theories explain
how consumers use product information to distinguish between better and less products
quality when they have no direct experience with the products. The credibility of
product information such as government, retailers and manufacturers might act as
signals of quality for consumers.

Also, the consumers perceive that a smart packaging and traceability as a signal of
higher product quality. However, people can rely on signals and making the purchase
decisions (Richardson et al. 1994).

Chrysochou et al. (2009) pointed out that Consumers’ perception of traceability
depends on its ability to enhance consumer confidence in the product information given
by the retailer. To accept labels, the reliability and credibility of product information is
an important element (Salaün and Flores 2001). These authors concluded that con-
sumer’s show a higher level of confidence toward the technologies provided infor-
mation traceability such as RFID and the barcode system, if they believe it has less
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chances of being counterfeited. These systems give consumers a sense of reassurance
about the credibility of information offered.

Ghaani et al. (2016) concluded European consumer desire a clear regulatory
framework which led to know the new packaging solutions into the market. In the same
vein, O’Callaghan and Kerry (2016) identified several Barrier in the application of such
technologies like: unclear regulatory guidelines, and acceptance by retailers and con-
sumers (Coles and Frewer 2013). Consumer attitudes towards food technologies are
critical as they can lead to market success or failure. However, to increase consumer
confidence about the safety of packaging, the government should implement regula-
tions that assure the public safety and the reliability of information (Chen et al. 2013).
Accordingly, we hypothesize:

H2: The credibility of product information will positively influence consumer’s per-
ception of smart packaging

2.2 Information Diagnosticity

Food crises are steadily increasing and the consumer has become aware of food quality
and safety. He only wants to consume products that meet his demands and preserve his
health (Henriëtta and Gerrie 2012, p. 210). Traceability is the tool that gives consumers
a sense of reassurance and control. Therefore, the diagnostic of information is meant to
help consumers to assess the quality of the products. It also obliges the seller to provide
the buyer with more relevant information (Choe et al. 2009), which mitigates the
quality of products and reduces the asymmetry of the information. In fact, diagnostic
has become one of the most important criteria that motivate consumer’s behavior
(Beemer and Gregg 2013).

Kempf and Smith (1998, p. 328) indicate that perceived diagnosticity is defined “as
the degree to which the consumer believes the trial is useful in evaluating the brand’s
attribute”. Jiang and Benbasat (2004, p. 117) defined it as “consumers’ perceptions of
the ability of a website to convey relevant product information that can assist them in
understanding and evaluating the quality and performance of products sold online”. In
the context of traceability, the term was developed by Choe et al. (2008), Chen and
Huang (2013) and Buaprommee and Polyorat (2016). These authors describe diag-
nosticity as “the degree to which the traceability system is believed to be helpful in the
evaluation of a product” (Choe et al. 2009, p. 171). The main purpose of product’s
evaluation is to help consumers to make the proper decisions. The present research
focuses on the diagnosticity of external information such as the information provided
by traceability. The latter, in fact, helps consumers to evaluate or get a real feel of
product for its quality and performance.

Filieri (2015, p. 2) found that diagnosticity is determined by the perceived corre-
lation between the information available to a consumer and the decision-making pro-
cess and is often conceptualised as the degree of helpfulness of information (Dick et al.
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1990; Qiu et al. 2012; Skowronski and Carlston 1987). Moreover, consumers counted
on informational cues to judge product’s quality. However, when the information is not
diagnostic, people rely more on inferences and intuitive reasoning (Tsai and McGill
2011). The more retailers provide signals that help consumers, the more that the
information provided will be perceived as diagnostic because it enables an adequate
evaluation of the quality of the products. In this sense, we conclude that traceability
represents a good means that aids consumer to evaluate information by different
technologies such as radio frequency tags (RFID), barcodes and QR codes. In the same
respect, Spence et al. (2010) described that the quick response (QR) code as a trace-
ability label helps consumers easily to access to traceability information through their
smart phones. Huang (2016) showed that the consumers build the cognitive structure
from their consumptive needs, before searching for products information. To create
their attitudes and knowledge, they should collect product information before making
purchase decision. Regattieri et al. (2013) focused on the radio frequency identification
as a system that can identify people or objects tracked in the system and collects data in
order to communicate information to the final customer. Majid et al. (2016) proved that
the new generation brings knowledge about food characteristics and helps in providing
basic idea to the retailer, customer and manufacturer (Restuccia et al. 2010). Based on
the European Commission (2004), “consumers and food packaging companies must be
informed on how to use the active and intelligent materials and articles safely and
appropriately”. To boost consumer’s perception of food safety and quality, the con-
nection of traceability system with the whole documentation and control system rep-
resents an effective means. Such technologies could be successful if, consumers’
perceive its functional qualities (Cantwell 2002). Consumers having an idea about the
intelligent packaging are more likely to find the traceability system helpful for the
evaluation of product quality and safety. Based on this, the following hypothesis is
proposed:

H3: Consumer’s perception of smart packaging is likely to influence the diagnosticity
of information provided by traceability.

3 Description of the Qualitative Study

Our research focuses on smart packaging and traceability which has not been suffi-
ciently explored in Tunisia by the Marketers. An exploratory methodology was
employed to investigate a new concept for consumers and the study of perception.
According to Mack (2005, p. 1), “Qualitative methods provides information about the
“human” side of an issue that is, the often contradictory behaviors, beliefs, opinions,
emotions, and relationships of individual”. Following these criteria, we chose to adopt
a qualitative research using the semi-structured interview and the analysis phase was
limited to a thematic treatment by the NVIVO 11 software. The interview guide was
prepared following the four phases suggested by Giannelloni and Vernette (1995,
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p. 78): introduction phase, central phase, in-depth phase, and conclusion phase
(Appendix 1). The first theme is focuses on food crises especially the awareness about
food change and the importance of health to the consumer. Second theme is the risk
reduction strategies such as research information (reading labels, detailed information
…). The third is the traceability of food product and lastly consumer’s perception
toward smart packaging.

3.1 Population and Sample

The purpose of this research step is to explore some specific behaviors in the context of
the diagnostic of traced products. Qualitative approaches bring detail to explore view
points in early stages of the research allowing the researcher to gain a better initial
understanding of issues (Healy and Perry 2000). Semi-structured interview is a good
tool for generating proposals and interpreting consumer’s way of thinking, aimed at
understanding consumers’ perceptions of the concept of smart packaging, and how they
evaluate the traceability information through this new generation.

The sampling unit was people above 18 years old who are responsible for food
purchases. These individuals are supposed to provide us with useful answers relative to
our context whose characteristics are summarized in Table 1. The selected sample,
which was not representative of the whole population, satisfied the diversity and sat-
uration conditions (Pires 1997) (Table 1).

3.2 Data Collection

We collected data through interviews of fifteen people, lasting from 30 to 45 min.
There was a guide to facilitate the communication. It included four themes to be
discussed. We approached our analysis thematically by following the steps recom-
mended by Bardin (1977). To achieve this thematic analysis, we assigned to the
program called NVIVO.11 in order to facilitate categorizing and coding the data. This
software helps us to make a link between the themes and sub themes. Also, we put a
vertical and horizontal grid summarizing the emerging theme and sub-theme, some of
the interview’s verbatim transcription (Gavard-Perret and Helme-Guizon 2008) and we

Table 1. Sample characteristics of semi-structured interviews

Criteria Number of interviews

Gender Female 9
Male 6

Age <30 6
30–50 6
More then 50 3

Number of children 1 child 4
2 children 4
3 and more children 1
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calculated the occurrences of appearance for each theme in the aim of interpreting its
level of importance in the interviewees’ speech (Appendix 2).

4 Results

The participants identified intelligent packaging as the main factors in their diagnostic
among this; were Qr code, barecode, and RFID. These innovative technologies were
seen as important by most participants. They help them to do the diagnostic of
information due to traceability. In the following discussion, we examine in details these
elements and the impact of moderating variables like food involvement and knowledge
about traceability.

4.1 Smart Packaging: Knowledge and Tool to Evaluate the Information

With the rapid development of food production, a considerable attention in recent years
has been devoted to the nature and types of information desired by consumers on food
product labels. We found that consumer want to know more about the food, including
manufacturing, ingredients, and freshness.

“We should have a clear idea about the product: by reading ingredients, geographical origin…
it’s also a useful element that can help us to identify the quality of the product. For example for
us as a Tunisian consumer we know the quality of oranges of cape bon, or the olive oil…”

In this research we aimed to examine consumer knowledge about the intelligent
packaging and his perception. The conducted research shows that there are two levels
of knowledge of the term “intelligent packaging”: lack and good knowledge of the
concept. The term was known by 47% of respondents.

“Yes of course, I am an active technology adopter; I think that I’m familiar with scanning QR
codes located on magazines or products. It’s useful and it informs me about product’s history
and conditions”

“Yes for example, In Tunisia, I see the RFID only on clothes but I think the information is not
accessible. In Europe, there are many functions of this technology, for example: one of the
largest European amusement parks, where approximately 1,600 children are separated from
their parents each season, this park rents child RFID location tags”.

“Yes I know it. It gives us the possibility of easy access to information or additional content.
I know the QR code or barcodes…the intelligent packaging is a good tool, I like it…”

Then, after defining the term, we found that the consumers have a positive per-
ception about the new technology. They liked the idea of being able to use intelligent
packaging systems easily and immediately to determine the condition of the food.
These results are suited with the study of O’ Callaghan and Kerry (2016) who found
that intelligent packaging is functional and give the consumers an easy access to the
information of food.

In addition to investigating consumer’s preferences for information availability,
participants were further asked about some tools that help them to evaluate the
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information provided by the traceability. As a result consumers want easy and acces-
sible information. They don’t have plenty of time for shopping. Therefore, they need
more detailed information but in a very limited time.

“As the consumer does not have much time, it is better to have information labeled on the
product’s package. For example today, all people have a smart phone, so the diagnostic of
detailed information will be easier. I speak here about the QR code as tools to have information
which is a very simple as new technology”

“The QR code can be used to read the instructions on how to use a pharmaceutical product
without the necessity to open the box and flip through the leaflet. Or if we want to know about
the date, place of production, the harmful additive… of a food product. This system can also
save costs for the manufacturing: less paper to print and stick for the description of their
product”

A number of participants also indicated that barcode scanners would be useful tools
for providing additional information on products like information regarding food
packaging date, lot number, package weight, nutritional profile, cooking instructions,
and the address of manufacturer’s websites can be encoded in the barcodes, but they
think that it’s not accessible for consumers.

“I know the barcodes “the black-and-white” but I think we don’t have access to the database
where additional information is stored”

“We are now more concerned than ever with the provenance and nutritional value of our food
with this technology… We are more familiar with the barcode but this technique has a limited
amount of data that needs to be stored in the code”

As far as one can see, the majority of respondents request the Quick Response Code
as a tool that helps them to do the diagnostic of information. This smart packaging is
the best solution to communicate the food conditions. Particularly, it provided useful
information for consumers and helps them to make their decision. Intelligent packaging
can play an important role in facilitating the flow information between the supply chain
and the consumer. Such information is helpful in assessing the quality and performance
of products. As a conclusion, smart packaging allows to track and trace a product
lifecycle. It also analyses and controls the environment inside or outside the package to
inform its retailer, manufacturer, or consumer on the product’s condition at any time.

4.2 Knowledge About Traceability

Consumer knowledge is an important factor in the consumer decision-making (Pieniak
et al. 2013). It influences the consumers’ choice and the organization of the information
to purchase products (Alba and Hutchinson 1987).

Consumers with a higher level of knowledge about traceability are more frequently
to consume healthier food and to look for information. In our study, we speak about the
subjective knowledge that is defined as people’s perceptions of what or how much they
know about a product, based on their subjective interpretation making (Pieniak et al.
2013, p. 26). We asked the interviewees about the definition of the traceability.
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“The role of traceability is to give the maximum of information to the consumer. It’s really
interesting as a tool…”

“I think that it’s a technique to know from where the product comes, and if he follows the modes
of hygiene…”

“Yes, I know it because I’m an engineer in agricultural and agri-food management and
traceability is a part of my training. So, that it means the history of the product from the farm to
the table”

The present statements show that, the interviewees had a quite knowledge of what
is traceability. They define it as “ability to trace”, “history”, “give information about the
food product”. Our results are different from those which state that traceability is a hard
notion for consumers and they were not able to define or to describe it (Chryssochoidis
et al. 2006, Van Rijswijk et al. 2008, Van Rijswijk and Frewer 2008). Barcellos et al.
(2012) indicated that consumers had insufficient knowledge on traceability, as its
concept is directly associated with health issues (Fig. 1).

Also, participants want to have information about the composition like ingredients
or healthiness. Others are attached to the sensory factors of the food product (freshness,
taste) as is shown by the following statements collected in the interviews:

“Before I don’t understand what it is written on the labels. But based on my studies, I realized
that it is very important to know the nutritional value of the product whether there is more
magnesium or less fat…”

“If I find unknown additives, I will not buy the product”

Fig. 1. Text search query (Traceability)
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“I am not a simple consumer I always try to find information. I think that this system provide us
with more information that help me to evaluate my product.”

We achieve also, that consumers with high level of knowledge about traceability
may rely on smart packaging in information evaluations. More explicitly, the knowl-
edge about this system makes easier to consumers to use the smart packaging.

“If I have an idea about traceability, I’m going to explore the technological development. It’s
easy, an app is downloading, and the code is scanned with my smartphone to call up additional
information about the product, for example information for allergy sufferers”

“If you do not have an idea about this system, you will not use it. So, the role of campanies is to
create a connection with consumers. Today is the age of technologie, you should make people
aware about the importance of the traceability and how they can get the information? Seri-
ously, it’s very important”

This allows us to state the following proposition:

P1: A higher level of knowledge about traceability will significantly influence the
relationship between consumer’s perception of smart packaging and information
diagnosticity.

4.3 Food Involvement

Chen (2007) showed that food-related personality traits, defined as food involvement or
the level of importance that food has in a person’s. Bell and Marshall (2003) define
food involvement as the level of importance of food in the life of a person.

According to Mollet and Rowland (2002), consumers believe that food products
influence their health, so they are more interested in the information on ingredients,
nutrition, fats, calories… Indeed, food involvement and information are the key
determinants of consumers to make purchase decisions.

“I love food and I like speaking about it, but I want a safeguard food quality. I find that the new
technologies like QR code and Near Filed Communication are materials that monitor the state
of the product and provide me a lot of information that helps me to make my decision”

“Food is usually an enjoyable and necessary part of life. I talk too much about food, my friends
get angry at a certain time … but I want a healthier food with more information. I think that
traceability provide us with more detailed information”

The study found that food involvement plays a moderating function in the rela-
tionship between smart packaging and information diagnosticity. Therefore, the higher
a person’s degree of involvement, the greater they find the smart packaging is useful for
the traceability system. Accordingly, the proposition is proposed as follows:

P2: A higher level of food involvement will significantly influence the relationship
between consumer’s perception of smart packaging and information diagnosticity.

Finally, from the literature review and the qualitative research, we propose the
following preliminary conceptual model (Fig. 2):
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5 Managerial Implications

The results of this study may have practical implications for e-marketers and business
practitioners. As the findings suggest that consumers consider smart packaging to
provide helpful information about foods. It recommends that companies must focus on
the application of technologies on product packages and think outside the box by using
nontraditional packaging to meet new challenges. What’s more is that this study takes
into account consumers’ personality traits (food involvement) and cognitive psychol-
ogy (Knowledge about traceability) factors, to explain what could affect individuals’
evaluations regarding traceability information. Food marketers should encourage
consumers to accept food traceability system to enforce and protect their rights. Also,
the findings of this work contribute to a better understanding the reasons of why
consumers would perceive positively the new generation technologies. To clarify and
popularize the packaging innovation, the society should adopt a commercial success to
include and accept this technology with their current information infrastructures.

6 Conclusion

This paper can be considered as an exploration of consumer behavior toward traced
product. A particular attention is given to the need for additional information for the
consumer by the novel technologies such as intelligent packaging. We proposed a
conceptual model combining the results of a qualitative study and a literature review. In
this model, the smart packaging such as QR code, barcodes and RFID appears as a
principal guide for consumers to evaluate the traceability information. In spite of its
theoretical and managerial contributions, this study has some limits, notably:

• The semi structured interview generates a number of proposals that cannot be
quantitatively validated because of their exploratory effects. Therefore, It will be
more appropriate to tested and validate the relations during a quantitative survey.

• Socio demographic and psychosocial factors (Menozzi et al. 2013) are not included
in the interpretation of consumer’ behaviors. Our exploratory model can be

H3

H1

H2 P2

P1

Concumer’s 
perception of Smart 

packaging 

Information 
diagnosticity 

Food involvement

Prior knowledge of 
food technology

Credibility of 
product information

Knowledge about 
traceability  

Fig. 2. The proposed research model
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improved by further incorporating a number of these constructs such as: education,
age, marital status, attitude, trust, and habits.

• The success of an innovation depends on the type of food products (Murray and
Delahunty 2000). In the administration of my interview guide, I did not cover one
specific product for the reason that some technologies are not available in the
Tunisian market.

Appendix 1: Interview Guide Extract

Theme 1: Food Crises

• For you, which apple is more captivating than the other?

• Do you think that food can affect your health?
• What do you think when we say food and crises?
• Can you give me some examples of crises that you heard about?
• Do you control the products you eat? What exactly you do?
• Which of the following criteria are the most important to choose a product?

(Information about the place of production, information on the origin, price, labels,
brand, address and telephone number of the producer).

Theme 2: Information Research

• What kind of information do you prefer in the product? (simple information or
detailed?)

• Do you often read the label on the packaging when you buy a food product? Did
you find this information is sufficient and useful?

• In your opinion, what are the tools that provide you with detailed information on the
products?
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• Where do you want the information to appear? (on the packaging, at the shop next
to the product, a scanner, or with the internet)

• Is information about geographical indication, ingredients, production method (or-
ganic or farmer’s milk) are buying criteria for you as a consumer? if yes, why?

Theme 3: Traceability of Food Products

• Can you describe this photo? What do you see?

• What does traceability mean to you?
• In your opinion, what extent do you think that detailed information helps you

evaluate the product?
• Have you an idea about a system able to trace food products?
• What do you think of this labeling system?

Theme 4: Smart Packaging: Consumer’s Perception

• What is the first thing to get your attention in food packaging?
• Have you ever heard of the word smart packaging in the context of food produc-

tion? What does it mean to you?
• Can you give me some examples of smart packaging?
• Why you choose products with smart packaging over traditional packaging?
• Do you consider smart packaging to be a way of communicating information about

food traceability?
• What should be done in order to increase public acceptability of innovative

packaging?
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Appendix 2: Vertical and Horizontal Analysis: An Extract
from the Grid

Theme Interview number Occur-
rency 

Statements

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Abso-
lute

Food crises I9: These problems related to 
food crises are a big danger 
because eating contaminated 
food can destroy our health.
I9: Really it’s horrible, the 
question here is: where is the 
control or the government, are 
they aware that these crises 
affects the human being?

Awareness of 
food change

3 2 5 4 1 1 1 1 3 1 3 1 2 3 1 32

Consumption 
of organic 
products

1 1 0 0 4 3 1 0 0 0 0 0 1 1 0 12

Total 4 3 5 4 5 4 2 1 3 1 3 1 3 4 1 44

Information research I2: yes I read the label ... I 
trust information communi-
cate on the packaging, I 
believe they are sincere and 
sufficient whatever be a 
Tunisian or foreign product. 
I11: the label or the word of 
mouth. If I hear that it is a 
good product I buy it. 
I15: I check everything that is 
written on the packaging 

Word of mouth 1 2 4 0 1 3 2 0 6 1 1 0 0 1 2 23
Information on 
the packaging 

0 5 1 1 2 1 1 0 0 0 1 0 0 0 2 14

Total 1 7 5 1 3 4 3 0 6 1 2 0 0 1 4 38

Traceability of 
food products 

I4: Yes I know it, following 
or have the trace of a product
I4: Very important tool yes, a 
good and clear information 
influences the evaluation and 
the diagnostic especially for 
fresh products. 
I1: In health applications 
when we click on the QR 
code we get the detailed 
information about the cheese 
for example. 

Knowledge 
about traceabil-
ity 

1 0 1 1 0 1 1 1 1 0 0 1 0 1 1 10

Information 
diagnosticity 

2 0 1 1 0 2 3 2 1 0 1 0 0 2 2 16

Smart packag-
ing 

2 0 1 1 0 1 1 1 0 0 0 1 0 0 0 7

Total 
5 0 3 3 0 4 5 4 2 0 1 2 0 3 3 34

Smart Packag-
ing : consum-
er’s perception 

I6: the future belongs to 
intelligent packaging
I8: the Smart packaging has 
an informative role and is 

Prior 
Knowledge  

1 0 1 1 0 1 1 1 0 1 0 0 1 0 1 9

intended to supplement in-
formation indicated on the 
label, for example the preser-
vation of the product.
I7: It allows authenticating 
the origin of the product and 
reassuring the consumer about 
his purchase. 
I3: I do not trust the infor-
mation provided by the pro-
ducer himself…. Well, I 
would like to have infor-
mation from experts aggregat-
ed by the State or by non-
governmental organizations 
that defend the right of the 
consumer.

Credibility of 
product infor-
mation  

3 2 2 2 3 1 1 1 0 2 0 1 3 0 1 21

Total  4 2 3 3 3 2 2 2 0  3 0 1 4 0 1 30
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Abstract. In the digitization era, multi-sided platforms (MSPs) have evolved to
powerful business models. Companies from the Sharing Economy (SE) use such
business models to act as intermediaries between suppliers and customers
through implementing specific functionalities on their platforms. This paper uses
a case study methodology and analyzes the platform functionalities of five
companies: Airbnb, Uber, Couchsurfing, BlaBlaCar and TaskRabbit. The
analysis shows that these companies exhibit similarities and differences in the
design of their platform functionalities. Subsequently, the results obtained here
are used to elaborate a generic concept for the design of digital platforms in this
field. The identified functional areas are: tendering, search for offers, booking of
services and associated fees, rating systems and safety, as well as trust functions.
As such, the paper contributes to the scientific discussion in the field of
platform-based business model design in the SE.

Keywords: Sharing economy �Multi-sided platform � Platform functionalities �
Case study analysis � Generic concept � Platform design

1 Introduction

Advances in digital technologies, changes in consumer behavior, reduced need for
ownership, and easier access to digital data and information are all factors that have led
to changes in traditional market structures [1, 2].

As a result, companies are increasingly using digital platforms, which are integrated
in websites and apps, as a ‘backbone’ for their business models [3, p. 50]. These
platforms connect two or multiple independent groups for the purpose of direct
interactions [4]. Platform rules and functionalities support these direct interactions.
They allow for an efficient exchange of information, products, services and currencies
between user groups [5]. Basically, a multi-sided platform (MSP) can be considered as
a physical or virtual marketplace [6].

Indirect network effects and asymmetric pricing structures are key characteristics of
MSPs. Indirect network effects imply that the platform value for one user group
increases with the number of participants of a complementary user group. The credit
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card market is a prominent example that illustrates these indirect network effects.
Cardholders only benefit from the advantages of credit card payment, if there are
enough merchants that accept this kind of payment. Merchants, however, only benefit
from this service, if enough customers use credit cards for their payment [7]. Platforms
are thus able to increase their overall value by fulfilling the demands of different user
groups [7–10]. In addition, MSPs implement asymmetric pricing structures to control
the level of transaction and interaction over the platform. Different subscription and
transaction fees influence the overall market outcome. For instance, platforms can
subsidize price-sensitive user groups by charging them low or even no fees. This may
lead to higher prices or more participation on the side of the complementary user group
[11]. In contrast, the market outcome of one-sided markets is only determined by the
price level [7, 12].

In the Sharing Economy (SE), companies use such platform-based business models.
In recent years, SE has gained increasing attention in the scientific and public discus-
sion. However, the scientific community has not yet agreed on a single definition of the
term [1]. In this paper, SE describes digital networks, in which users share, exchange, or
sell resources, products, and services with the help of internet-based digital and func-
tional platforms [13, 14]. The SE has further contributed to the emergence of new
organizational structures: consumer-to-consumer or peer-to-peer (P2P) interaction
models [15]. These models enable an efficient internet-based exchange between stran-
gers in a peer group [16]. Thus, SE companies especially need to deal with asymmetric
distribution of information and endow their platforms with functionalities to support
trust during digital interactions. Rating and feedback systems or specific certifications,
such as brand, platform or profile certifications, are all useful functionalities to establish
trust between the individual platform users [1].

Users of SE platforms only receive rights of usage, but no rights of ownership after
the execution of the transaction process. In contrast to companies in traditional markets
such as car rental companies or taxi companies, with their own car fleets, SE companies
do not own the objects that are shared, given that they are bought by users [17]. When
operating platforms, SE companies must acquire enough users. This objective is dif-
ficult to achieve due to the chicken-egg problem.

In general, the scientific literature is lacking research on platform design. This paper
contributes to filling this gap by answering the following question: ‘What are the
platform functionalities that make SE companies successful in the market?’ This leads
to the following theses:

1. SE companies follow a similar concept in the design of their platform functionalities.
New SE companies may consider these common functionalities when designing
their platforms.

2. A generic concept can be developed by using best practices of successful SE
companies.

These theses will be verified based on a descriptive case study analysis of five
successful SE companies with platform-based business models. The platforms are
examined with regard to their functionalities. A cross case analysis is then used to
identify the similarities and differences among the platform functionalities. The results
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of the cross case analysis are leveraged to develop a generic concept that summarizes
the main functionalities of the MSP concept applied in the SE.

2 Literature Review

MSPs have been an important business model concept in many industries such as
telecommunication, finance and computer game industries since several decades.
Platforms, such as the ‘yellow pages’, facilitate direct interactions between specific
groups by providing a way to match buyers and sellers [18]. The concept of MSPs is
therefore closely related to the concept of marketplaces [19]. Platforms leverage two-
sided network effects, leading to an increased value of the platform for any user, as the
number of users on the opposite user side increases [7–10]. Consequently, the overall
value of the platform highly depends on the efficiency of matching supply and demand.

Digital platforms have become prevalent [10]. They allow companies to offer their
services by means of user-friendly apps or websites that are time- and location-
independent. Furthermore, they enable customers to have access to a variety of offers and
services [20]. Transactions can be executed easily and at low costs (in particular search
costs) [21]. Additionally, strong indirect network effects enable company’s growth
through a constant increase in the number of users. Asymmetric pricing structures make
it possible to adapt to different needs of the user sides. The SE success can, therefore, be
mainly attributed to the use of digital platforms as part of the business model. SE
companies consider the changes in consumer behavior by implementing novel platform
features that create added value for the actors involved [22]. Depending on the design of
these platforms, several new SE business models such as P2P-interaction models have
emerged. They compete with established companies on the market. Digital platforms,
MSPs in particular, are changing the structures of entire industry sectors [3, 23]. This
confirms the importance of platform-based business models and carefully designed
platform functionalities.

3 Research Design

A case study analysis will allow for identifying SE platform functionalities. Conducting
a case study analysis is always appropriate, if three basic conditions are met: if a ‘how’
or ‘why’ research question should be answered, if a current phenomenon is addressed,
which is not clearly distinguishable from external conditions due to its novelty, and if
the external researcher has little or no influence on the subject of investigation [24, 25].
These requirements apply to the present research design.

In the following case study analysis, the companies, and both their service expansion
and functionalities are described by means of specific criteria. The functionalities can be
categorized according to five areas: tendering, search for offers, booking process, fees
and rating, security and trust functions. These areas and the corresponding platform
functionalities have been identified on the websites of the companies. Moreover, the
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investigations of Sundararajan [1], Parker et al. [5] and Täuscher et al. [26] are con-
sidered in proposing and validating the developed set of criteria. For instance, Sun-
dararajan [1] developed a method for the categorization of platform-based companies by
means of 22 dimensions. These dimensions describe platform features, such as ‘provider
chooses pricing’ or ‘platform assigns provider to customer’ [1, p. 78-79], which enables
the categorization of platforms in the range between hierarchy and market-like com-
panies. On the other hand, Parker et al. [5] developed principles for the design of
successful platforms. The authors outline in detail how to carefully design a platform
with regard to core interaction and pull, facilitate and match functions. The design of the
features need to facilitate the exchange of information, goods or services and traditional
or intangible forms of currency for consumers and producers. Täuscher et al. [26]
developed a framework for design and analysis of business models for digital service
market places. The authors identified 23 business model elements for digital service
market places such as confidence building, pricing mechanisms, and selection of
transaction partners. They applied them to the special case of Airbnb’s business model.
Elements and dimensions used in these scientific papers have been carefully selected by
their relevance for the design of platform functionalities for SE companies and have
been compared to the findings on the websites of the companies analyzed in this paper.
They have then been considered in the set of criteria (Appendix 1).

The websites, apps, and blogs of the companies constitute the data sources for the
data collection. These data sources provide the most recent information. When avail-
able, this data basis was extended by further findings from the scientific literature.
Subsequently, a comparison of the results shall identify the similarities and differences
among platform companies.

Companies selected here are: Airbnb, Uber, Couchsurfing, Blablacar, and
TaskRabbit. These companies emerged during the time period between 2004 and 2009
and allow for a P2P-based exchange, either partly or exclusively. The selection of the
platform companies for this paper is justified by their strong disruptive market
potential. In recent years, they could achieve a high user reach, while extending their
services to numerous cities and countries worldwide (Table 1).

Table 1. Selected Sharing Economy Companies

Companies Founded in Sector Coverage Availability

Airbnb 2008 Accommodation 300 million guests 81 000 cities,
191 countries

Uber 2009 Short-distance
mobility

78 million members 632 cities, 78
countries

Couchsurfing 2004 Accommodation 14 million members 200 000 cities
BlaBlaCar 2006 Long-distance

mobility
60 million members, 54
million travelers per year

22 countries

TaskRabbit 2008 Home services 50 000 providers 40 cities, 2
countries
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4 Empirical Analysis

4.1 Case Studies

In the following, all five selected companies are analyzed according to the same set of
criteria. First, the company is presented. Subsequently, the extended range of services,
as well as special platform functionalities in the functional areas of tendering, search of
offer, booking process, fees, rating, security and trust functions are discussed in more
detail. Unless otherwise stated, data used for this analysis is based on the information
available on the websites and apps of the companies.

Airbnb. Airbnb describes itself on its website as a trustworthy community market-
place, on which people can advertise, discover and book unique accommodations all
over the world. Thus, Airbnb is a two-sided online platform that connects peers, who
want to rent out their space to others who are looking for affordable accommodations
[27].

Airbnb is constantly developing its existing range of services through comple-
mentary offers. For example, the platform recently introduced new accommodation
options for business trips as well as the possibility to book local ‘experiences’, such as
sightseeing tours or cooking classes. Moreover, Airbnb has recently expanded the
product category to Airbnb Plus, which includes hotel-like luxury accommodations
with quality certifications issued by the platform itself.

Airbnb offers several platform functionalities to ensure an efficient transaction
between hosts and guests. It provides a website and an app for this service. First, hosts
are required to create an Airbnb profile in order to be able to offer a listing on the
platform [28]. In this case, hosts can make use of selection criteria and add informative
pictures and descriptions to further individualize their listings. Additional functional-
ities such as a calendar function efficiently assist hosts when creating listings. Hosts are
then required to propose an appropriate price for their listings [29]. The platform also
offers a smart pricing tool for hosts, which automatically adapts the price of a listing to
the actual market demands [30]. Moreover, hosts can choose among three standardized
cancellation fees for guests. However, this platform charges higher cancellation fees for
platform hosts.

The search function constitutes the core function of the platform, because it con-
nects hosts and guests. Guests can further customize search requests with the help of
additional filter functions. A smart algorithm then lists appropriate accommodations
and experiences with regard to individual search requests. Guests can choose a
transaction partner according to their preferences, given that they have created a profile
in advance. Following a successful booking process, the platform itself executes the
payment process and charges hosts and guests with transaction fees at varying levels.

To reduce information asymmetries between users, the platform offers several
additional functionalities such as e.g., a messaging service. Moreover, users need to
verify their profile, e.g. with a telephone number, in order to interact on the platform.
Additional community standards define the desirable code of conduct for interaction.
Further the platform offers hosts a warranty for possible damages or losses. A mutual
and public rating system and a special distinction of superhosts shall guarantee a high
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level of transaction quality. Superhosts are those hosts with an excellent overall rating
and a high level of activity on the platform. The platform also performs risk analyses
for every transaction and provides a customer service with non-stop operation.

Uber. Uber is a global intermediary platform for transport and logistics services. The
platform’s core competence is to provide a market place for arranging car rides. It
connects private drivers and potential passengers for short distance rides through a
mobile app. The platform does not own car fleets, but creates a significant benefit for
customers by reducing transaction and search costs [31]. Due to regulatory issues and
the competition with traditional taxi companies over recent years, Uber constantly
adapted its own business model in numerous countries to local conditions [32].

The platform’s range of services includes various levels of service, which mainly
differ in the qualification of the driver, as well as the type, size and equipment of the
vehicle used. The platform has recently established new service options in selected
countries, such as business trips and logistics services (Uber Freights) as well a delivery
service (Uber Eats and Uber Rush).

Interested parties can register directly as drivers in the Uber app or website and
create a profile. To complete the registration process, drivers must go through country-
specific screening and identity checks [32]. After a successful registration process,
drivers are entitled to log in to the system and are then automatically assigned to
passengers’ booking requests in the surrounding area [32]. Potential passengers must
also create a profile in order to use the platform and search for a ride. Uber offers a
search function for this purpose, in which users can enter information on the desired
route and choose from different vehicle options and drivers. The platform determines a
price range for each selection option based on a fare estimation tool. Uber uses a surge
pricing method to adjust the price range to a final fare. It uses several criteria such as
e.g., the actual level of demand for this method. Moreover, the platform uses a central
matching algorithm to connect drivers and passengers: if a user makes a booking
request via the platform, this request is directly forwarded to a driver selected by Uber
[33]. Recently, Uber started providing an additional option to book rides in the Google
Maps service app. Nevertheless, the payment process takes place over the Uber plat-
form itself. Uber then charges transaction fees on drivers and retains about 20% of the
fare for its profit [32], whereas possible cancellation fees are paid by passengers.

To protect its users, Uber offers a detailed code of conduct ensuring that users act in
accordance with the platform rules. Moreover, drivers’ driving status and GPS data can
be shared in real time by using additional platform functionalities. GPS data and
customer information for each trip are stored for safety reasons. This procedure shall
prevent unnecessary detours or inappropriate behavior by the platform users. Uber
further provides a mutual and anonymous rating system and a customer service with
non-stop operation.

Couchsurfing. Couchsurfing is a global travel community platform. It provides,
similar to Airbnb, an app and a website in order to connect providers of private
accommodations and travelers. The platform aims to build a global network that allows
users to share their accommodations and experiences with other travelers based on
social incentives. Incurred costs are borne by advertising revenues. Furthermore, the
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platform offers the possibility to organize community events and a ‘friend function’,
through which users can communicate and stay in contact.

In order to interact over the platform, users need to create a Couchsurfing profile in
advance. Hosts can then create listings interdependently and with the help of additional
functions such as standardized selection criteria and calendar functions. Potential guests
can search for accommodations by using the search function. Additional filter functions
further allow for an individualized search query. Guests can then select potential hosts
based on their profile information or the description of the potential accommodation.
Guests can further personalize booking requests. A message function enables commu-
nication among users. The platform generally does not charge for intermediation
between travelers and hosts due to its non-for-profit orientation. For this reason, there are
no cancellation fees. However, since 2017, there is the possibility to verify user profiles
for a one-time contribution. This intends to increase the overall brokerage rate, as the
authenticity of the users can be guaranteed. Moreover, the platform subsidizes hosts.
They receive a free verification for a period of three months for every guest they accept.

The Couchsurfing platform also offers many security and trust functions to reduce
information asymmetries. Among other functions, users have access to a public rating
system that allows mutual evaluation within 14 days of a stay. This shall enable users
to benefit from the experience of other members in the network. The Couchsurfing
platform continues to select the most active and well-rated users to award them with a
participation possibility in an Ambassador Program. These ambassadors serve as
moderators of the platform. A community guideline ensures compliant behavior of the
user groups. A user profile must also be complete to a certain percentage to take
advantage of the offered functions.

BlaBlaCar. BlaBlaCar is a platform-based carpooling company that provides direct
contact between drivers and potential passengers. The offered services on the platform
are –in contrast to Uber—in the area of long-distance mobility. The platform provides a
website and an app to deliver the services as an intermediary without having a fleet of
cars [34]. Its own range of services has not yet been extended with complementary
services. Nevertheless, BlaBlaCar embarked on a cooperation with Google in 2017, so
that the rides offered on the platform are also proposed in the Google maps service app.

Drivers can submit offers via BlaBlaCar using a standardized application, provided
that they have a user account. Drivers need to propose a price per passenger. This price
must be based on a price range that has been specified in advance by the platform. The
search function enables potential riders with a user account to search for suitable offers.
The search can also be personalized by using filter applications. A message function
enables communication among users. Riders can search for rides via the app or website.
In Germany, the platform offered its services free of charge until 2016. BlablaCar then
introduced a transaction fee paid by passengers, depending on the traveled distance and
the price of the journey [34]. Since March 2018, BlaBlaCar uses a new pricing model.
This corresponds to a contribution fee and is intended to increase customer loyalty.
Payment is possible in cash and electronically via the platform. Both user groups are
allowed to cancel the trips, whereas cancellation fees are only incurred for passengers.

BlaBlaCar also offers its users the possibility to evaluate each other. Thus, the
problems of asymmetric information distribution are solved. Ratings can be provided
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up to 14 days after the ride. BlaBlaCar additionally rewards active platform users that
got sufficient positive reviews with special awards. A code of conduct for platform
users should allow for a smooth ride. Furthermore, BlaBlaCar drivers are protected by
an insurance for the duration of the ride. In case of problems, a member service
supports both sides of the platform.

TaskRabbit. TaskRabbit is a communication platform that connects customers and
so-called Taskers. Taskers constitute the supply side of the platform. They can offer
any kind of household work or smaller services that do not require a professional
license on the platform. TaskRabbit is currently available as a website and as an app in
the U.S. and the UK and was taken over by the global furniture company IKEA. It can
be assumed that the platform’s offering will expand globally in the future [35]. Since
the takeover of the platform in 2017, the service offering has been expanded to include
an official IKEA TaskRabbit Assembly Portal. Customers can have their furniture
purchased and delivered by IKEA. The assembly service of the furniture can be booked
directly via IKEA or via the TaskRabbit’s platform [36].

To create an offer on the TaskRabbit platform, a Tasker must be registered. This
registration process underlies a comprehensive review process involving identity and
criminal background checks. Taskers can then place individual offers on the platform
and independently set the hourly rate of the service offered. Specific additional func-
tions such as a Work Area Map make it easier for Taskers to submit their offers. In
order for potential customers to book a Tasker, they also need a profile account. By
means of a standardized search application and filtering functions, users can then find a
suitable service provider. For time-critical searches such as tasks that have to be carried
out on the same day, the platform offers the ‘Quick Assign’ capability in some cities. In
this case, the next possible Tasker can be automatically assigned by the platform for a
set price. The involved parties can communicate via a messaging system as well as via
an in-app call function of the platform after a terminated booking process. Service
providers can cancel a booking, if a customer has not responded to a message.
However, the platform charges cancellation fees for customers under certain condi-
tions. A payment process is handled exclusively over the platform.

TaskRabbit charges Taskers a one-time fee for registration. For customers, regis-
tration on the platform is free of charge. Customers pay a service fee as well as a trust
and safety fee to the platform. TaskRabbit also provides many features on the platform
to reduce problems of asymmetric distribution of information and ensures smooth
service delivery. Users of the platform have access to a customer support team when it
is necessary. The platform also has limited liability for any damage or loss that occurs
or may occur to a customer or service during the execution of the order. TaskRabbit
also offers the function of mutual evaluation within 30 days after completion of
the order.

4.2 Cross Case Analysis

In the following, the results of the individual case study analyses are used to examine,
whether the SE companies show similarities or differences in their type of company and
service expansion as well as in the design of their platform functionalities.

380 C. Vienken et al.



Company. The analyses of the five companies from the SE show that all of them,
except for Couchsurfing, are commercially-oriented. All companies offer intermediary
services through their platforms. They use the resources of others to match between
both sides of the platform. The platforms also enable transactions in a simple way and
with transparent offer overviews.

Service Expansion. The prerequisite for companies to deliver intermediary services
by matching at least two sides of a market is the establishment of a website and an
app. The creation of a user account, as well as the assessment of the interaction risk for
the customers is an additional condition. Apps and websites enable companies to scale
up their businesses and to provide their services in different countries. Uber is the only
platform that offers its services exclusively via an app. The website is only used as a
source of information, for instance to display the prices of a ride. To submit offers and
take advantage of the services, all users have to create an account. A verification of the
user account confirms the user identity, which in turn guarantees security for the
platform user. Further testing procedures by the platform additionally support security
issues. By comparing the developments of the range of services offered by the plat-
forms over the past years, it has turned out that, except for BlaBlaCar, four of the
companies have expanded their ranges of services to complementary ones. Platforms
expand their service as a strategy to provide added value to customers, while staying
competitive and, ideally, forcing competitors out of the market. A larger access to users
can also be achieved through collaboration with other companies outside the industry.
For this reason, BlaBlaCar and Uber cooperate with Google (GoogleMaps). The
acquisition of TaskRabbit by IKEA will probably increase the acceptance and uti-
lization of this platform. Cooperation and acquisitions are thus considered to be
effective measures to strengthen the market position of platforms.

Platform functionalities play a central role in transaction brokerage and can be
divided into five areas: tendering, search for offers, booking process, fees and contri-
butions, as well as rating, security and trust functions. In these areas, successful
interactions lay the foundations for positive network effects.

Tendering. The submission of offers over the platforms takes place by the provider of
the service for all companies, except for Uber. These companies offer a standardized
application for this purpose. The service providers active on the platforms of Airbnb,
BlaBlaCar and TaskRabbit can also set the price for the service on their own, whereas
specific features such as ‘smart pricing’ are only provided by Airbnb and BlaBlaCar.
Reference prices can be displayed by the platform to the user to optimize the pricing of
the offerings. One exception is Uber, over which offer submissions by providers
automatically take place. Moreover, the price for a ride is always adjusted by the
platform according to the current state of the demand in order to motivate the profit-
oriented service providers to continue working with Uber. The use of automatic bid
submissions and demand-based pricing are important for time-critical services. Fur-
thermore, platforms generally provide additional functions to make it easier for the
service providers to submit their offers.
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Search for Offers. Search functions enable platforms to match supply and demand
efficiently and are used by all platforms. The search functions can be adapted to
individual customer needs by using filter options. The efficiency of a search function
depends on the number of filters and varies among the platforms studied. Following a
search request, apart from Uber, potential customers will receive a list of suitable
listings. On platforms such as Uber and TaskRabbit, time-critical customer requests are
automatically assigned to providers. In general, search functions require the use of
service-related filters that can be personalized by the customer. The higher the number
of possible filters, the better the service for the customers to find optimal transaction
partners according to their specific needs.

Booking Process. After a successful matching of vendors and customers, all platforms
allow for further communication possibilities between users through in-platform
messaging. Messaging systems simplify the exchange of service-related information
and support the execution of the transaction. In effect, the communication between the
involved transaction partners is of special importance to guarantee the success of a
transaction. The processing of payment modalities is a fundamental function of plat-
forms and enables a trouble-free and secure payment process on four out of five
platforms. Couchsurfing mainly offers non-commercial services on its platform.
Therefore, payment functions are only provided for the process of account verification.
Online payment modalities are generally among the special service tasks. This also
allows the platform to charge for the brokerage service.

Fees and Contributions. Fees contribute significantly to the turnover of the SE
companies. These include transaction, subscription, membership, cancellation and
service fees. However, platforms do not charge the same rates. Note that Couchsurfing
charges no fees for the use of the brokerage service due to the community nature and
the non-for-profit orientation of the platform. Nevertheless, Couchsurfing users can
make use of a temporary fee-based account verification option, which shall guarantee a
supposedly better brokerage rate. Thus, platforms charge vendors and customers dif-
ferently. In general, platforms subsidize more price-sensitive user groups by charging
lower fees. Another strategy constitutes charging lower fees for user groups that are
crucial to provide the service offered by the platform. For instance, Airbnb charges
hosts lower transaction fees than guests. All platforms further use cancellation fees and
predominantly charge customers for cancellation.

Ratings, Security and Trust Functions. Security and trust functions are essential
platform features to overcome the problem of anonymity between service vendors and
customers and to minimize mutual risks associated with the transactions. All platforms
use a mutual rating system. Airbnb, BlaBlaCar and Couchsurfing also use the award
feature such as superhosts to reward the most active users of the platform. Platforms
also define code of conducts to guarantee compliant behavior of the users on the
platform. This function is available on all platforms except for TaskRabbit. The plat-
forms also offer customer services and, with the exception of Couchsurfing, offer
compensations to users in the case of accidents or damage.

382 C. Vienken et al.



5 Results and Discussion

The cross case analysis shows that platforms have similarities as well as differences in
their functionalities. Consequently, specific requirements for the design of platform
functionalities in the SE and design recommendations can be derived. This provides the
basis of the following generic concept.

The fundamental element of a successful service is the provision of location-
independent apps and websites. They constitute the basis for the digital business model.
The design of the platform functions has a large impact on the transaction process and on
the communication options among users. Standardized offers with predefined selection
criteria and additional personalization options is the prerequisite for fast and efficient
transaction processing. Such a functionality combined with the possibility that vendors
set their own prices, is particularly suitable for such platform services. Smart pricing
algorithms and a predetermined price range by the platform serve as help for vendors on
the platform and can improve the rate of successful transactions. The more time-critical
the individual service request, the more should a platform automate these functions. The
use of additional service-related functions such as card and calendar functions supports
and facilitates bidding for the provider. If possible, such additional services should
always be used when it comes to improving the planning basis for service providers.
Search features should include a sufficient number of services and personal filters.
Automated algorithms can also support the search process, thus improving the success
rate of transactions. The automatic assignment of transaction partners by means of
algorithms is advantageous for services that have to be fastly executed.

Moreover, the integration of execution and communication features reduces user
efforts, thereby increasing the level of customer loyality. Additionally, an integrated
message system optimizes the exchange of information between vendors and customers
before and after the transaction. Functional platforms must also offer an integrated
payment function. This allows the company to act as a payment intermediate, thus
ensuring secure and low-effort payment processing. Furthermore, integrated payment
functions enable the company to monetize their services by the use of fees. The fees
should be lower for that user group of the platform from which the platform benefits the
most. Additional cancellation fees have a signaling effect on potential users, leading to
higher planning accuracy. Platforms predominantly charge customers for cancellation,
but the amount of fees charged by the platform should be proportionate to the total
price of the service. Customer reviews as well as security and trust functions increase
the willingness to interact over the platform. A rating system to evaluate vendors and
customers strengthens the trust among users on the platform. The submission of a
rating, however, must be limited to a certain period after the completion of the
respective service. Additional functions, such as the award of particularly active users,
also improve the quality of the offered services. Prescribed codes of conduct also boost
users’ trust in the platform. Furthermore, individual and service-related insurances can
reduce the perceived risk of a transaction. A risk assessment function before the
execution of the transaction further has a positive effect on users. A user account that
enables access to the platform reduces the risk of undesired user behavior. Thus, the
quality of the service and trust in the transaction process can be increased. Conse-
quently, the general willingness to use a platform is improved.
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6 Conclusions and Directions for Future Research

Due to a dynamic and rapidly evolving market environment, SE platforms constantly
need to adapt their functionalities, technology and coverage. The platform functions
identified in this paper define a generic concept for the design of a multi-sided platform
in the Sharing Economy. However, this concept should solely be considered as a
guideline for this purpose. Companies investigated in this study only represent a
selection of best practices and should not be considered representative. Moreover, the
identified criteria only represent a selection out of a larger range of platform func-
tionalities. Further criteria could be considered for future extensive investigations.

Appendix

Appendix 1. Criteria used for the case study analysis

Functional Areas Criteria

Company - Type and characteristics
- Range of services

Service expansion - Type of expansion
Tendering - Prerequisities of tendering

- Process of offer creation
- Price determination
- Additional service-related functionalities

Offer search - Search prerequisities
- Search function design
- Filter function design
- Aditional service-related functionalities

Booking process - Selection of transaction partners
- Booking function design
- Communication systems
- Payment process
- Cancellation process
- Additional service-related functionalities

Fees - Pricing structures
Rating, security and trust functions - Rating system

- Customer service
- Warranties
- Code of conduct
- Additional service-related functionalities
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Abstract. Platforms change numerous industries in a very short time. Many
companies therefore want to become platforms themselves. Our paper gives a
brief overview of the most important concepts in the area of platform-based
business models and business ecosystems. In addition, from three approaches to
transforming traditional business models into platform companies, we derive
recommendations on how companies should position themselves to become
platform companies.

Keywords: Platform business model � Ecosystem �
Business model transformation

1 Introduction

For years and decades, product-oriented companies have transformed themselves into
service-oriented companies. Customers do not want to buy a product anymore; they
rather want a solution for their problem. This transformation has been widely described
as Servitization (e.g. [1–4]).

The breakthrough of digital technologies and the internet economy is now bringing
about a further fundamental transformation. Value chains are becoming increasingly
complex and are thus transforming into value creation networks. Companies have to
analyze their position in such a network and adapt their business model so that they are
in an advantageous position in the value creation process.

In recent years, some of the most successful companies are involved in platform
businesses. They operate platforms in different industries that bring together various
players and simplify or facilitate transactions or interactions. As platform operators,
they earn a small part of each transaction or finance their platform in other ways, such
as advertising or subscription revenues.

Google’s revenue model, for example, is primarily based on content-targeted
advertising or contextual mobile advertising. In addition, Google uses electronic auc-
tions to allocate key words to advertisers web pages for the highest bidder [5]. Another
example is eBay, which built a platform in the form of a digital market place, where
buyer and seller meet and negotiate the sale of a physical good. It is a digital form of
brokerage where the key process is the price discovery and the profits are generated
based on commission fees for transactions [5].
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Many platform companies have radically changed their respective industries and, in
the process, have driven some established companies out of the market or weakened
them significantly. It is therefore important for companies to evaluate their own
position in the value creation process. Operating a platform can be an attractive option.

As [6] explain, there are three main reasons why companies should consider to
transform their business from a linear value chain based business model to a platform-
based business model. In the following, we want to describe possibilities how com-
panies can develop towards platform companies.

2 Literature Review

2.1 Defining a Business Model

The concepts of business models have become increasingly popular to explain dif-
ferences in companies’ successes and design new value propositions to sustain their
competitiveness.

Business model research suggests that appropriate business models can enable a
business organisation to create more value than its competitors, which results in a
sustainable competitive advantage [7, 8]. Even though the importance of design and
innovation of business models is obvious, researchers still did not agree on a common
definition of the concept itself. An unclear distinction remains between the concepts of
business models, strategies, and operations. While all three concepts address similar
problems such as how to increase market share, they address different levels with
different timeframes.

Strategy focuses on the planning level where a company’s long-term vision, goals,
and objectives are set and devised into action plans [9]. Operations are at the imple-
mentation level, concerned with the organization and workflow of day-to-day tasks and
activities. Consequently, a business model is what connects strategy and operations,
since it is shaped by the company’s strategy and serves as a dashboard that guides the
operational tasks.

Essentially, business models can be understood either according to the value-based
view or according to an activity-based view. The activity-based view considers a
business model as a system of interdependent activities spanning the boundaries of a
company. With this view, business model innovation occurs by adding new activities
or linking already existing ones in a new way or by relocating any activity to one or
more new parties [10]. The value-based view describes how a company generates
revenues and profits by creating and delivering value to its customers [11, 12]. This
view emphasizes the importance of creating value for the customer first, and then
building the model around delivering the product to them [9]. The following definition
outlines our understanding of the concept in the scope of this paper: “A business model
describes how a company communicates, creates, delivers and captures value out of a
value proposition.” [11].
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2.2 Defining a Platform

The term platform is often used differently depending on the context it is used in. One
common definition for “platforms” is that they are technologies, products, or services,
which serve as a foundation for external stakeholders to interact, perform transactions,
or create and commercialize complementary innovations [13, 14]. In recent years, the
term platform has gained popularity, which lead some scholars to declare, that “we are
living in the age of the platforms” [15, 16].

However, platforms have long been known from the physical world. For instance in
the 1970s companies, such Intel or AMD, started to offer computer chips to software
developers as a possibility to build an operating system upon this technological basis.
The video game industry provides other examples. Consoles from Sony (Playstation) or
Microsoft (XBox) became the basis for external developers to build video games for
the different systems. Thus, in this example the console is a platform. The console
producers capture value by charging third-party game developers a fee to release their
games for the console.

The term platform is also commonly used to describe a marketplace, where supply
and demand of stakeholders are brought together (Following [17–19]). Currently
numerous classifications for platforms exist, for instance based on the type of service
they are offering such as matchmaking or exchange ([20, 21]) or as retail platforms
([22]). Moreover, [21] outlined further types of platforms, e.g. collaborative innovation
platforms for companies or investment platforms. All platforms seem to have in
common that they facilitate transactions or interactions between different participators
of a multi-sided market.

2.3 Business Ecosystem

Todays’ firms have supply chains that are more complex and more dispersed. For this
reason, scholars have started using the terms “supply chain networks” or just “supply
networks” (e.g. [23, 24]) to describe the chain of activities from the extraction of raw
materials to selling the final product to consumers [25]. Other terms can also be found
in the literature, such as “value network”, to describe the transactions between enter-
prises, customers, suppliers, and other strategic partners [26]. Whereas supply chain
network and value network perspectives describe operational exchanges between
various types of stakeholders (activities, currencies), they fail to include the strategic
layer that drives the interactions of the system. Consequently, scholars rather use the
term business ecosystem than the value chain or supply chain perspectives because it
encompasses the strategic layer of a network and captures further concepts such as
competition, mental models, or shared vision.

According to [27] a business ecosystem is “an economic community supported by a
foundation of interacting organizations and individuals - the organisms of the business
world. This economic community produces goods and services of value to customers,
who are themselves members of the ecosystem.” [28] stress the importance of describing
the members of the ecosystem as “loosely interconnected” while they need one another
to evolve. Also, [29] describe an ecosystem as a community of loosely connected
participants, which depend on each other for their effectiveness and mutual survival.
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Although companies usually focus on their own manufacturing plants and distri-
bution systems to succeed in a turbulent business environment, the design of a network
of external partners is critical for companies in global competition [30]. In fact, in the
future competition might not only exist between companies but between business
ecosystems, because more and more companies could join forces to benefit from
network effects as well as economies of scale and scope.

In addition, [27] outlined that a central company, which provides leadership and a
shared vision amongst ecosystem participants, characterizes a business ecosystem.
Thus, in platform-based ecosystems, this central firm is called platform leader and
provides a technological foundation upon which companies from the outside can
develop complementary products, services, or technologies [14, 31].

[6] present their understanding of the players in a platform ecosystem, where a
platform is maintained by providers, who develop the technological interfaces for the
platform as well as owners, who control the intellectual property of the platform and
function as an arbiter to decide who and in which way a company participates in the
platform. Moreover, they speak of producers, who create the offerings for the platform
and consumers, who buy or use those offerings. Both, producers and users, exchange
value and data through the platform and give feedback to the platform providers and
owner.

3 Methodology

This paper builds on literature to develop a framework to support companies in
transforming their traditional business model towards a platform business model. While
numerous concepts exist that explain how a company can evolve from a linear value
chain to platform-based business model, the authors consider specifically the three
concepts by [6, 32, 33], worth analyzing, as they are explicitly specific according the
elements needed to establish a platform. The main recommendations of these three
approaches are structured, compared, and integrated into a higher-level framework. The
authors analyse the concepts based on the framework of [34], which supports the
business model innovation process. The meta-level of analysis comprises four phases,
namely, Initiation, Ideation, Integration, and Implementation (see Table 1). For the
integration of the approaches into a higher-level framework, recommendations that
appear in different approaches are consolidated and gaps that exist in the approaches
are filled on the basis of additional literature and the experiences of the authors from
various interviews and workshops on platform business models. The results are pre-
sented in the next section.

4 Framework for Building a Platform-Based Business Model

First, [6, 32, 33] recommend that the platform based business model should be added to
the existing portfolio of offerings a company and can substitute those offerings only
when the platform becomes profitable.
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As shown in Table 1, only the steps of [32, 33] can be matched to the meta-levels
of the business model innovation process by [34]. The work of [6] offers valuable
recommendations with respect to the design of a platform, which are presented below
in Table 1. However, it does not provide practical steps that guide companies to change
into platform companies. Interestingly, all three sources do not provide any steps to
initiate the transformation of linear business models into platform business models.

In addition to these steps, the recommendations of [6] are taken into consideration
as described above to create an integrated framework. These recommendations include
(1) enabling a fluid, safe and reliable transaction of value streams between the par-
ticipants, (2) matching the needs of different participants, (3) making the platform an
inevitable tool for its participants, (4) exploiting possible value-adding business
opportunities that accompany the core business, (5) applying the end-to-end principle,

Table 1. Comparison of the concepts from Choudary (2015) and Reillier & Reillier (2017)

Meta-level Choudary (2015) [32] Reillier & Reillier (2017) [33]

Initiation — —

Ideation 1. Re-imagine your (linear)
business model allocation of
resources and labour for a platform
scale

Integration 2. Leverage interaction-first design 1. Attract (incentivize) potential
participants to join the platform
until it reaches a tipping point

3. Build cumulative value,
Facilitate incentives for
participating, Improve the platform
in iterative steps and minimize
interaction failure
4. Solve chicken and egg
problems. Use the network effects
of a platform to reach a critical
mass of users. Only a sufficient
number of transactions will enable
a platform to persist

2. Match the needs of both
suppliers and demanders to
facilitate a transaction

5. Design viral engines that will
become more and more
indispensable for the platform’s
current and potential participants

3. Combine the information about
participants to improve the
platform service and minimize the
risk for a transactions happening
outside of the platform

Implementation 6. Account for reverse network
effects from, for example, a
receding exclusivity with an
accompanying growth of
participants

4. Maximize the number of value
adding transactions as well as core
interactions to guarantee a direct or
indirect monetization
5. Optimize the platform in
iterative steps to build or maintain
your market share
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(6) designing the platform in a modular way, (7) adapting the platform to changing
circumstances, and (8) improving the platform iteratively.

In the following, the authors build on the three concepts to propose an integrated
framework for the transformation toward platform business model (see Table 2). Based
on the four stages of [34] and the recommendations of [6, 32, 33], six steps are derived
with which companies can transform their business model. The gap in the initiation
stage is filled based on additional literature. For the Ideation and Integration stage, two
steps are identified from the existing approaches as well as one step for the Imple-
mentation stage. The steps are explained below, together with the rationale for their
inclusion in the framework.

1. Analyze the core business
As [33] note, it is important to attract multiple sides of a platform to make sure that the
platform can monetize its value-adding offer. Therefore, a company should analyze its
core business to highlight the current key value proposition that is offered to its cus-
tomers. With re-inventing or implementing a new business model, most executives
think of disruptive change, which necessitates a different strategy. In contrast to this,
[35] explain that analyzing the core business and understanding the underlying prin-
ciples is important to re-invent a business model, which fits to the company’s structure.
Disregarding existing structures of a company also means neglecting advantages that a
pre-existing company setting offered. Moreover, the core business is often the main
revenue driver. By adding a service based on the key value proposition, the “critical
mass” [33] and a possible monetization can be reached as soon as possible. For
example, Amazon build upon their pre-existing platform the Amazon FBA program to
incentivize third party sellers to offer their products through the online store of the
company as well.

2. Ideate services that serve the core business
The platform should be as close as possible to the core business of the company.
Nonetheless, the ideas for adding value with a platform business model can be inno-
vative. One way to accomplish outside-of-the-box ideas would be to initialize work-
shops with customers, experts, and company internals – the participants of the
ecosystem of a company [6]. Apple already practices such a process with its WWDC
congress that invites software developers to not only improve the current products, but
also come up with new ideas for potential business fields that could be explored.

Table 2. Framework for transformation toward a platform-based business model

Initiation 1. Analyze the core business
Ideation 2. Ideate services that serve the core business

3. Evaluate the possibilities for monetization
Integration 4. Do not play an All-In-Game

5. Think global, act local
Implementation 6. Fast realization
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3. Evaluate the possibilities for monetization
In addition to a creative idea for a platform business model, the possibilities of mon-
etization must also be evaluated. As [32] shows, it is not always possible to monetize
the services provided by a platform from the outset. However, in order to be profitable
in the long term, there should be a strong link to the core business. A “platform-as-a-
service” will generally increase a company’s value proposition, generating a compet-
itive advantage.

4. Do not play an All-In-Game
As a platform company, patience is required [33] to minimize the risk of playing a
short-handed game. The platform business model should initially be seen as a powerful
tool to use in difficult situations. As [9] explain through the example of Xerox, new
business opportunities with an underlying business model differing from the former
should be tested first and then integrated into the broader firm context. Step by step, a
company can then replace the linear value chain-based business model with a platform.
Netflix followed this rule, which led it from a video rental service to an on-demand
streaming service.

5. Think global, act local
When companies rebuild their business model, local establishment is initially helpful.
A local, supportive community for a platform business shortens time and distances to
receive feedback from participants. This follows the idea of [36], who described this as
Uppsala Internationalization Model. The model proposes focusing on markets that are
well known for a company first and then expanding to foreign markets that are near
geographically and psychologically. After some early errors and failures have been
erased, expansion can take place, supported by a trusted and reliable user base [33].
This principle was implemented, for example, by the German music retailer Thomann,
who first established its platform on the German market and then expanded throughout
Europe and the United States of America.

6. First come, first serve
More than ever, the era of platforms requires action sooner rather than later [32]. Being
a first mover as a company minimizes the possibility of becoming marginalized or even
obsolete. In the past few years a lot of industries seem to be consolidated, which is
according to [37] an extensive change. Thus, business model innovation is necessary to
keep a firm successful, adapt to costumers needs, and evolve the value proposition [38].
The example of Amazon shows that within a decade an entire economic sector such as
the retail sector was disrupted, mostly by a single company, leading to the closure of
several stationary retail stores in Europe and America.

5 Conclusion

The digital transformation is massively changing many industries in a very short period
of time. In order not to become obsolete, it can be a promising strategy to introduce a
platform-based business model. Literature shows that this should be done step by step
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and that the core business should be retained until a certain time. However, companies
must analyze their position in the value chain in order to not find themselves in an
unfavourable position or even become obsolete.

Our short overview explains the main concepts in the context of platforms and
business ecosystems. Based on the literature, we propose six steps for companies to
develop their business model towards a platform. We tried to combine existing
approaches from the literature and to close gaps that we believe still exist. However,
further research is necessary to test this framework in practice. This could be done
through a comprehensive analysis of corresponding case studies or a series of expert
interviews.
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Abstract. Digital technologies are changing numerous industries in a very
short time, especially the healthcare sector. Many established companies want to
become digital themselves. Our paper gives a brief overview of patterns of
digital business model observed in the big pharmaceutical companies. The
patterns vary in the degree of digitalization of the products and services, the
value creating activities that can be in collaboration with technology firms or
even competitors and the target of the product with regard to main milestones of
the patient’s medical journey. The results of the study are not limited to big
pharmaceutical companies. The authors recommend the application of the
results to other types of companies in the pharmaceutical industry and in other
industries.

Keywords: Digital technologies � Digital business model patterns �
Big pharmaceutical companies � Cluster analysis

1 Introduction

Digital technologies, such as artificial intelligence, sensor technology and mobile
technology have already changed our society in many aspects. Providers of accom-
modation, mobility and communication services do not necessarily need to own hotels,
taxis or telecommunication network infrastructures to be successful [1]. The examples
of Airbnb, Uber and Skype have shown that digital technologies enable companies to
provide best services without needing to own any assets [1]. Successful digital com-
panies were able to develop innovative models to unlock and exploit the latent potential
of the new digital technology and create a unique value proposition for the society.
Because technology per se does not hold the sole power to create commercial success,
it needs to be incorporated in valuable offers, and included in the design of so called
business models [2]. A business model is a company’s mental model that describes
how it communicates, creates, delivers and captures value out of a value proposition
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[3]. Thus, a digital business model makes use of digital technologies in at least one of
the business model’s value dimensions.

Many scholars agree that companies in the digital economy are brandishing for-
midable new business models. The business model pattern called multi-sided platforms
is one of the dominant designs of digital companies (e.g. [2, 4, 5]). However, life
sciences companies have penetrated the digital economy with other business model
patterns. The authors aim at creating valuable business model patterns, which could
provide big pharma companies with new knowledge to enable them to secure their role
in the digital health industry and serve as role models for other types of companies. The
existing business model pattern literature (e.g. [3–5]) describes business model patterns
from a large range of sectors. However this literature is neither easily adaptable for the
specificities of e-health sector [6] nor is sufficient for the design of e-health business
models [7]. Despite the fact that the research stream of business models have experi-
enced a recent increase of interest [8], literature remains limited with regard to the
business model innovation of life sciences companies [6]. A knowledge gap has been
identified regarding the existence of sufficient knowledge to support health care
companies such as big pharmaceutical companies, to create, deliver and capture new
values from the digital technologies. In addition, the authors address a methodological
shortcoming in the literature, especially regarding the methodologies and tools of the
development of industry specific business model patterns.

The authors choose to focus on big pharmaceutical companies because of the
higher challenge they face in transitioning to digital business models as well as the
important role they play in the industry. While new entrants in the industry have more
flexibility to develop innovative business models, established companies are more
constrained by their prevailing business practices or so called path dependent beha-
viours [9]. The path dependent behaviours of established big pharmaceutical compa-
nies hinder their ability to unlock the latent value associated with digital technologies.
Consequently, by identifying digital business model patterns for big pharmaceutical
companies, one can understand how established firms are currently bringing innovative
digital products to the market.

This paper is guided by a main research question: What are the patterns of digital
business models observed for the big pharma companies? The authors conduct a cluster
analysis of digital pharmaceutical products to identify new digital business models
patterns. Based on the results of the cluster analysis pharmaceutical companies should
have a more comprehensive understanding of what business model patterns they should
pursue in the digital economy. The observed digital business model pattern can serve as
guidance to other pharmaceutical companies wishing to venture on the path of
digitalization.

The next section presents a review of the literature regarding the pharmaceutical
business environment, applications of digital technologies in the pharmaceutical
industry and the concept of business model innovation. Section 3 describes the paper’s
research design, the conceptual framework and the cluster analysis methodology. In
Sect. 4, the authors present the main findings and discuss them in Sect. 5. Finally, the
authors conclude the paper by discussing practical applications, indicating study lim-
itations and suggesting further research possibilities.
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2 Literature Review

2.1 Pharmaceutical Business Environment

The pharmaceutical industry consists of a network of companies that ensure the dis-
covery, development, production, distribution and marketing of different types of
medicines [10]. This industry is highly regulated (e.g. patenting, clinical trials, mar-
keting authorization), it shows a long time lag between investment and revenues, and
high financial risks attributed to research and development (R&D) [11]. In fact, health
care payers - agencies or organizations that are responsible for paying for medical
treatments- have a policy of reimbursement of medicines based on performance by
comparing the relative (clinical) effectiveness, safety, and cost of two or more therapies
used to treat the same condition [12]. The pharmaceutical industry is heavily dependent
on innovation and the rapid adoption of new technologies to remain competitive in the
healthcare sector [11, 13] and get high reimbursement rates for its products.

Nowadays, key actors of the pharmaceutical environment are large branded products
multinationals, large generic multinationals, local pharmaceutical companies and
biotechnology companies. Large generic multinationals develop and manufacture
pharmaceutical products after the expiration of their patents. Local pharmaceutical
companies manufacture both generic and branded products under license or contract
basis. Biotechnology companies are the new entrants in the industry since they have a
focus on biotechnology research and drug discovery with limited to absent manufac-
turing capabilities. Finally, large branded products multinationals, also called big
pharma companies, are companies with necessary capabilities and assets for discover-
ing, patenting, developing, manufacturing, and distributing innovative products [10].
Big pharmaceutical companies are investing highly in R&D activities. This type of
company represents 30% of the world top 50 companies in the fiscal year 2017/2018
with a total amount of 84007.9 million euros in R&D investment. The commercial
success of the big pharmaceutical companies is underpinned by the so-called block-
buster business model [13]. It is a business model pattern, which builds on the ability of
a company to make the large share of its turnovers based only on one, or few products
form her portfolio. The blockbuster drugs have an annual global revenue greater than $1
billion [13]. The blockbuster product is more profitable (relatively higher returns) than
lower value drugs while a valid drug patent guarantees a monopoly for the firm.

In the case of the diffusion of biotechnology in the pharmaceutical industry,
business model portfolios of big pharma companies evolved, from only in-house
innovation that builds on secrecy to include open innovation practices that span outside
of the firm’s boundaries [14]. Similarly, the introduction of digital technologies
requires new types of business models of the big pharmaceutical companies.

2.2 Digital Technologies in the Pharmaceutical Industry

The bourgeoning literature stream on the impact of digital technologies on the phar-
maceutical industry has just started to takeoff. In fact these new technologies, such as
artificial intelligence or augmented reality, provide new possibilities to improve the
treatment of diseases that traditional approaches fall short of [15] and are also one of
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the most important factors for growth in health technologies [16]. Especially with the
increasing costs of modern drug development (average $US 2.56B per new medicine)
[17], big pharma companies need to turn to digital technologies to innovate in their
products and keep their competitiveness. For instance, digital therapeutics are a new
type of therapy that either complements traditional treatment, or even offers alternative
treatments to drugs, such as sensory stimuli delivered through mobile devices to treat
psychiatric diseases [7, 16, 17]. So far, recent scientific literature has not yet establish a
precise definition of what digital pharmaceutical products are. Terms like digital
therapeutics and digital combined products are timidly surfacing in the literature.
According to [17 p. 72] “Digital therapeutics represent a new treatment modality in
which digital systems such as smartphone apps are used as regulatory-approved, pre-
scribed therapeutic interventions to treat medical conditions”. For instance, Proteus
Digital Health is a technology firm or so-called digital therapeutics company that
developed a smart pill (Abilify MyCite®) - in collaboration with Otsuka Pharmaceutical
(pharmaceutical company)- that is the first FDA approved digital therapeutic on the
market [18].

Digital technologies can for example facilitate personalized healthcare as well as
dosing and treatment duration. With sensor technology blood pressure, mobility, pos-
ture, skin conductance, oxygen levels, respiration, temperature, sleep, heart rate can be
monitored and medical treatment adjusted accordingly [19]. Monitoring health condi-
tions can result in “…increased accuracy, reduced need for clinical site visits, shift from
treatment to prevention […] streamlined clinical decision-making…” [20 p. 9].

Also purely pharmaceutical processes, like the delivery of drugs, can be made more
efficient by using digital technologies such as deep leaning [16]. According to [16, 21]
43,000 health related apps were found in the iTunes repository in 2013. The apps focus
on treatments for hypertension, obesity, asthma or diabetes as well as supporting
behavioral changes considering smoking, sports and nutrition [16]. Thus digital tech-
nologies are enabling companies to transform from a product focused to more service
oriented business models [19, 22].

Big pharmaceutical companies need to deliver new digitally enabled solutions for
the highly unmet medical needs to remain compatible and to overcome the competitive
threat of new entrants such as technology firms. Therefore, in this paper, the authors
look for new digital business model patterns that can support patients improve in
disease awareness, diagnosis or self-management of their condition across a wide range
of therapy areas.

2.3 Business Model Innovation

Scholars and practitioners attribute the success of companies driven by digital tech-
nologies like Apple, Uber and Amazon to well-designed and executed business models
e.g. [23]. According to [24] “a mediocre technology pursued with a great business
model may be more valuable than a great technology exploited via a mediocre business
model” [24 p. 354]. New technologies like the digital ones need to be commercialized
with a suitable or innovative business model [25]. So far, there is no agreement upon
the definition of the term business model. Existing and frequently cited definitions
reach from “…stories that explain how enterprises work…” [26 p. 87] to “…a
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conceptual tool that contains a set of elements and their relationships…” [27 p. 10]. For
the purpose of this article a business model is “…a representation of a firm´s underlying
logic and strategic choices for creating and capturing value within a value network”
[28 p. 202]. The logic of value creation and value capture can be defined, not only for
companies, but also for business fields or even singular products [29]. Generic
frameworks with a set of business model dimensions are used to analyze and describe
business models. For this article we use the business model dimensions value propo-
sition, value creation, value delivery and value capture [3, 4]. Each value dimension
can be described in terms of one or more elements. For instance, customer segments
and distribution channels are the elements of the value delivery [3, 4]. In a specific
business model an elements can have more than one attribute. For instance in the
framework of [4] customer segments has three attributes, namely: specific new cus-
tomer segment, lock-in existing customers and other companies (B2B). Furthermore,
the authors consider that a business model innovation is any modification or novelty of
at least one the value dimensions’ elements [5, 27].

In spite of the high interest of researchers and practitioners and the acceleration of
publication rate, the fields of business models and business model innovation remains
under-researched and need more scrutiny from the research community (e.g. [8]). More
specific methodologies and tools for the process of business model innovation need to
be developed [30]. According to [4], business model patterns are a powerful tool which
help conducting systematic business model innovation. Business model patterns are
defined in a different way by several authors. In this paper they are defined according to
[2] as “…business models with similar characteristics, similar arrangements of business
model building blocks…” [2 p. 55]. One of the most well-known set of business model
patterns is the one by [5]. They provide 55 patterns of innovative business models like
razors/blades or freemium, which provide orientation and source of inspiration when
designing a business model innovation. Previous research shows that using business
model pattern to innovate in specific e-health service increase their viability [7].
Consequently, business model patterns allow researchers and practitioners to capture
the essence of successful business models and to have possibilities for reuse and
combinations [3, 4, 6]. Managers in the pharmaceutical industry can benefit highly
from business model patterns that are specific to their industry. In the next section, the
authors present a conceptual framework of business model attributes used to assess,
empirically, the digital business models of the big pharmaceutical companies. By using
cluster analysis, the authors structure the data collected and deduce new digital business
model patterns.

3 Methods and Designs

3.1 Conceptual Framework

The conceptual framework is developed based on the existing research of [3, 4, 8] on
business model dimensions and on industry specific elements identified from the
practitioners’ web pages and journals. The authors found that certain elements, which
are essential for pharmaceutical companies, such as the aim of the product along the
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patient journey - Prevention, diagnostic, Treatment- are not included in generic busi-
ness model frameworks. Adding industry specific attributes for the business model
elements is in line with [4, 31]. As shown in Table 1, the conceptual framework has
four so called value dimensions, i.e. value proposition, value delivery, value creation
and value capture as described in the business model elements of [3, 4]. The elements
customer segments, key partnerships and revenue streams are based on [2–4] and the
element degree of digitalization was only mentioned in [4]. Because the element aim of
the product does not figure in the literature but is highly relevant for the pharmaceutical
industry it was added to the framework.

3.2 Data Collection and Analysis

Nine pharmaceutical companies (see Appendix 2, Table 3) were selected among the
top 20 companies with revenue greater than $10 billion [32], on highest global market-
based sales in 2017 [33] and having a market capitalization (NASDAQ Market Cap)
higher than 1billion dollars [34].

The authors used secondary data sources to collect information regarding the name
and description of the pharmaceutical companies’ digital products and the business

Table 1. Conceptual framework for the business model patterns

Dimension Elements Attributes Description

Value
proposition

Degree of
digitalization

Purely digital Only digital software and digital
hardware

Combined
products

Bundle of a physical product (e.g. pill),
digital hardware (e.g. sensor) and digital
software

Digitally
enabled

Bundle of physical product (e.g. medical
device) and digital software

Aim of the
product

Prevention Any manoeuvre intended to minimise
the incidence or effects of disease

Diagnostic Action serving to identify a particular
disease; characteristic

Treatment Combating of a disease or disorder;
called also therapy

Value
delivery

Customer
segments

Patient/potential
Patient

A person who is/might be ill or is/might
be undergoing treatment for disease

Health
professional

One who treat patients and promote
wellness in a clinic environment

Value
creation

Key
partnerships

None
Cooperation Collaboration with other companies

except for competitors
Coopetition Cooperation between competitors

Value
capture

Revenue
stream

Sell To exchange or deliver for money
Free To exchange or deliver for no money
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models used or planned to commercialize them (based on the framework in Table 1).
Data were collected from companies’ websites, practitioner magazines such as
MobilHealthNews that is a publication of the Healthcare Information and Management
Systems Society and both digital stores for smartphone application (app), i.e. Google
Play Store (Android apps) and Apple App Store (iOS apps). A total of 90 sources were
analysed based on the methodology of qualitative content analysis using the conceptual
framework as coding system. The qualitative content analysis is a research method
used to examine qualitative data, such as in documents and communication artefacts, in
a replicable and systematic manner [35]. The sources were coded manually using the
MAXQDA 12 software based on the approach of Directed Content Analysis [36].

The qualitative content analysis led to the creation of a data set of 53 digital
products each described according to the presence or absence of the attributes of the
conceptual framework. Then the method of cluster analysis where used to design the
digital business model patterns in a systematic way.

3.3 Cluster Analysis

Cluster analysis is a multivariate method, which were used to classify the sample of
objects in this case 53 digital pharmaceutical products identified, into relatively
homogenous groups or clusters. Objects in our case are the pharmaceutical products
and classification characteristics are the attributes of conceptual framework. As pro-
posed by [31] a hierarchical cluster analysis is an appropriate method that can be used
to find business model patterns. Cluster analysis is the only quantitative empirical
method used for the identification of business model patterns [31, 37]. Similarly, to
[31] the authors gave N characteristics to each object. The characteristics were
attributed a binary coding (1 for presence of the characteristic in the object and 0 for its
absence). The Euclidian distance was used to measure the homogeneity of the objects.
The ward method was used for creating groups of the objects, which were then
depicted in a dendrogram to discuss sets of suitable patterns. Thus, the business models
are compared concerning their similarities in their industry specific business model
elements.

4 Empirical Findings

The cluster analysis resulted in a dendrogram (see Fig. 1 in the Appendix 1) that shows
the different steps of the grouping process of 53 digital products according to the
similarity index (Euclidian distance). The clustering process resulted in six different
cluster that are described in Table 2. The list of the pharmaceutical products and the
pharmaceutical firms for each cluster is presented in Table 3 (appendix).

Table 2. Descriptive table of the clusters

Cluster number 1 2 3 4 5 6

Number of firms 4 5 5 3 4 6
Number of pharmaceutical products 10 7 11 7 7 11
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The authors decided that at least four clusters out of six were suitable to constitute
business model patterns considering the similarity of the groups’s elements. The
authors decided that similarity showed in the clusters number 3 and 6 are not enough to
devise clear business model patterns. The clusters number 1, 2, 4 and 5 are described in
more details in the following.

4.1 Cluster N° 1: Sell Digital Products to Health Professional
for Diagnostic

The cluster appear relatively heterogeneous and consists of a total of ten products
owned by Abbott, Bayer, MSD and GSK. The range of products include all three
degrees of digitalization from intelligent contrast injectors for radiology use (Bayer’s
MEDRAD® MRXperion) to an app for dentists to update their knowledge (GSK
discovery).

The cluster includes products that target only health professionals with the aim to
support them improving their diagnostics abilities. For example, the CTEPH Pattern
Recognition Artificial Intelligence Software of Bayer and MSD is an excellent example
of purely digital product. The chronic thromboembolic pulmonary hypertension
(CTEPH) is a rare form of pulmonary hypertension and a life-threatening condition
(5 individuals per million per year globally) that is difficult to diagnose because of the
similarity of its symptoms to other condition such as Asthma [38]. Radiologists may
have the first opportunity to diagnose the disease. That is why the software uses deep
learning technology that identifies signs of the disease in scans and images to better
support decision-making processes of radiologists.

In addition, in this cluster the products are developed mostly by one big pharma-
ceutical company alone or in collaboration with a competitor (in one object) and the
revenue model is simply to sell it (except for one object). The GSK discovery, an
educational app for dentists is given free of charge.

4.2 Cluster N° 2: Free Disease Management Platforms Developed
with Partners

The cluster appear relatively homogeneous in terms of business model attributes and
display apps or mobile-based platforms owned by Novartis, Pfizer, Novo Nordisk, MSD
and GSK. The value proposition consists of products that are purely digital such as
Novartis’s Galaxies of Hope, a digital storytelling app that supports neuroendocrine
tumour cancer patient in coping with their condition through a multimodal approach.
Interestingly, the big pharmaceutical companies have all cooperated with non-
competing companies to create the value though their apps. For instance, Novartis
teamed up with the video game company Numinous Games to develop Galaxies of
Hope and Pfizer’s Quitter’s Circle app was developed in partnership with the American
Lung Association. Another examples is the one of Merck and Healthy Interactions, who
have launched map4health™, a platform for diabetes management. Map4health™ is
designed to support patients monitor personal health goals and engage them in taking a
more active role in managing their health. The app uses in-person counselling programs
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developed by Healthy Interactions that is a health company offering programs for
chronic disease management and education in digital and in-person format.

This cluster regroups health products that aim at treating patients as well as pre-
venting the occurrence of a disease or complications of health conditions. All apps are
provided to patients or health professionals free of charge.

4.3 Cluster N° 4: Free Apps for the Prevention of Diseases

In this cluster, firms are Pfizer, Novartis and GSK, and they developed only digital
products in the form of apps. For instance, Pfizer’s LivingWith™ is a cancer support
app and HemMobile™ is a app for people living with hemophilia. HemMobile™ allow
logging of events such as bleeds, transfusions and activities either manually or auto-
matically by using HealthKit. Healthkit is a new Health app introduced by Apple in
2014 alongside iOS 8 for storing, managing, and sharing health data [18]. By using the
app, patients can better monitor their condition, easily share new status with doctors
and reduce the occurrence of complications. All apps are provided free of charge to
patients only.

4.4 Cluster N° 5: Free Apps to Support Patient’s Treatment

In the following cluster, Johnson & Johnson, Pfizer, Bayer and Abbvie developed only
digitally enabled products in the form of apps. Interestingly all the digital products of
Abbvie are included in this cluster. For instance, Ori for Me™ is an app that manage
the treatment of patient that are being prescribed Orilissa™ (elagolix). Orilissa™ is an
FDA-approved oral pill that is sold by Abbvie for women with moderate to severe
endometriosis pain [39]. The app is designed to treat a medical condition by creating
value in combination with the intake of the drug. Companies in this cluster have
developed the apps internally with no collaboration with key actors cited. All apps are
provided free of charge to patients only.

5 Discussion

The findings of this study clearly show that the process of analyzing and classifying the
53 digital pharmaceutical products has yielded new insights into the general attributes
of digital business models for big pharmaceutical companies. The four patterns iden-
tified provide a first perception of the underlying differences of the various ways of
creating, delivering and capturing value from digital health related value proposition.
The results show that pharmaceutical companies are providers of health products of all
ranges of digitalization, from a simple app for locating the next store that sells Robi-
tussin products (Pfizer’s Robitussin Relief Finder 2.0) to artificial intelligence software
capable of interpreting images and scans as good as a radiologist (Bayer and MSD’s
CTEPH Pattern Recognition Artificial Intelligence Software). Moreover, even though
big pharmaceutical companies have integrated the development of these digital soft-
ware (mainly apps) into their core activities, they are still building connections to
exiting platforms such as Apple health app suite (ResearchKit, HealthKit and CareKit)
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[34] and Google’s Fitbit [35]. For instance, in 2019, Merck launched a new Fitbit-
powered study in collaboration with National Sleep Foundation to investigate whether
wearable sleep trackers could play a role in the treatment of insomnia by equipping
patients and their doctors with data from Fitbit devices.

In addition, new products are targeting both patients and healthcare professionals.
This denotes of a tendency of companies towards disintermediation – the creation of
channels of direct value delivery to the final customers. The disintermediation is a
general business model pattern that has been attributed to the success of Dell, which
succeeded in delivering its products directly to its end-customers without going through
retailers [3, 5]. However, such business model pattern is not possible in the pharma-
ceutical industry, because of regulatory constraints on the matter of direct interaction
with patients. Consequently, digital technologies are offering big pharmaceutical
company a direct channel to interact with their end-customers.

Interestingly there is rather a low variety regarding the revenue streams pursued by
the pharmaceutical companies. It was observed often that the selected firms either give
apps free of charge or sell medical devices or drugs together with their enabling digital
technology. Finally, the combination of medical devices, sensors and digital software is
found often in the area of diagnostics, while apps are mostly aiming at preventive
medicine or enhancing outcomes of established treatments. This is in line with recent
literature. According to [17], deep learning and artificial intelligence are a natural fit for
analyzing medical images. They see that artificial intelligence will assist radiologists
because of its ability to teach computers to recognize objects in pictures and to build
patterns [17]. This could make diagnosis faster, cheaper and thus more accessible [17].
However, healthcare professionals have mixed feelings about the technology, because
of the threat of substitution that the machines might constitute. Interestingly, [17] argue
that far from replacing radiologists, artificial intelligence enables machines to see
nuances that humans cannot and thus radiologists will be able to create a unique value
based on their intuition and expertise [17].

Because the pharmaceutical industry is highly regulated, new guidelines might
emerge that potentially reduce the attractiveness of the recommended digital business
model patterns. In fact, regulatory authorities such as US Food and Drug Adminis-
tration (FDA) are facing challenges in defining the appropriate frameworks to guaranty
the efficiency, safety and quality of digital products such as smart pills [37] without
hindering the innovative momentum of the industry. In 2017, Abilify MyCite® (Proteus
Digital Health and Otsuka Pharmaceutical) was the first FDA approved, smart pill on
the market [38]. The pill (aripiprazole), that has an ingestible sensor, is prescribed for
the treatment of schizophrenia [38]. Consequently, the smart pill can record if patients
have been observant of their treatments thanks to its embedded sensor that records
when the medication was taken. Recently, the FDA has started granting digital medical
products, such as the CTEPH pattern recognition software from Bayer and MSD, with
the breakthrough device designation [31]. In fact, the FDA is taking significant steps to
uncover the appropriate regulatory framework for the approval of drugs and medical
devices that are combined with digital products. However, pharmaceutical profes-
sionals fear that the measures taken would decelerate the rate of digital innovation in
the industry [40].
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6 Conclusion

Patients are different because of their genetic constitution and social environment,
which is why the one-size-fits-all solution cannot be the most adequate for all human
beings. The ability to define precisely the specificities of individuals in sickness and
health has been revolutionized by the emergence of digital technologies. The aim of
this study was to develop digital business model patterns to support big pharmaceutical
companies in devising digital innovation in the healthcare sector. The identification of
the patterns is based on a cluster analysis of pharmaceutical products with various
degrees of digitalization. As a result, the authors found four cluster describing new
digital business model patterns that can support patients improve in disease awareness,
diagnosis or self-management of their condition across a wide range of therapy areas.
Thus, the patterns vary in terms of value proposition, value creation, value delivery and
value capture, i.e., the degree of digitalization of the products or services, the collab-
oration with technology firms or even competitors and by the target of the product with
regard to the patient’s medical journey and the revenue stream.

The methodology of cluster analysis have been already used in business model
literature to create industry specific business model patterns. Nonetheless, there are
limitations to our procedure. First, the project of clustering the whole business model
portfolio of an entire pharmaceutical company is very ambitious. Consequently,
insights related to how a company’s business model portfolio is evolving to integrate
identified digital products among other innovative products, such as new biological
drugs, could not be derived from the data. Second, the choice of companies and
products might be enriched in number. In addition, the attributes used to describe the
business model elements are chosen with a degree of subjectivity. Finally, the authors
applied only the ward algorithm in combination with the Euclidian distance for iden-
tifying business model patterns. Other algorithms of hierarchical cluster analysis as
well as other measures of quality of the clustering might be suitable as well and could
provide different groupings of business models.

This paper enriches business model literature by providing a systematic method
(cluster analysis) to capture empirical data and transform them into business model
patterns that play an important role in the process of business model innovation.
Furthermore, the paper contributes to the scholarly debate about digital technologies
adoption and diffusion in the pharmaceutical industry by providing new ways for
companies to capture a share of the value they create.

The results of the study and the four business model patterns are not limited to big
pharmaceutical companies and the authors encourage possible application of the pat-
terns for other types of companies in the pharmaceutical industry as well as in other
industries. The authors suggest that future research topic in the stream of business
model design and innovation could deal further with developing methods and tools to
support companies in managing the transition toward new digital business models. In
fact, the transformation of business model portfolios of entire pharmaceutical compa-
nies would be very interesting for future research.
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Appendix 1

Appendix 2

Fig. 1. Dendrogram of a cluster analysis of 53 digital business models of pharmaceutical
products from nine top pharmaceutical companies.

Table 3. Descriptive table of the clusters including firms and products names

Firms Digital products

Cluster 1 Abbott Laboratories ENSITE PRECISION™ Cardiac Mapping System
CardioMEMS™ HF System
Advisor™ HD Grid Mapping Catheter
Insertable Cardiac Monitor
PressureWire™ X guidewire
TactiCath Quartz™ Contact Force Ablation Catheter

GlaxoSmithKline GSK discovery
Bayer MEDRAD® MRXperion

Radimetrics™ Enterprise Platform
Bayer and MSD* CTEPH Pattern Recognition Artificial Intelligence Software

Cluster 2 Novartis Migraine Buddy app
Galaxies of Hope

Pfizer Quitter’s Cicle
Remote monitoring app for arthritis (in clinical trial)

Novo Nordisk Cornerstones4Care®
GlaxoSmithKline AsthmaApp
MSD * map4health™

(continued)
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Table 3. (continued)

Firms Digital products

Cluster 3 Pfizer Wearable sensors system to treat Parkinson’s disease patients
Abbott Laboratories FreeStyle Libre Pro Flash Glucose Monitoring System

ProclaimTM SCS System
Infinity™ Deep Brain Stimulation
FlexAbility™ Ablation Catheter, Sensor Enabled™

Invisible Trial System™

GlaxoSmithKline Quell Wearable Pain Relief Technology
Johnson & Johnson OneTouch® Verio®

Novartis SMART Suite
reSET-O™

THRIVE™

Cluster 4 Pfizer ZeckTag
LivingWith™

HemMobile
Robitussin Relief Finder 2.0

Novartis ViaOpta
GlaxoSmithKline Allergiehelfer

Odol-med3 putzzeit
Cluster 5 Johnson & Johnson OneTouch Reveal®

Pfizer Plan Q
Bayer myBETAapp™

Abbvie HUMIRA Complete
1.62% Treatment Experience™

CPP Tracker
Ori for Me

Cluster 6 Pfizer Emotion Space
HemoHeres!
Moodivator

Novo Nordisk Diabetes Journey
HaemTravel

MSD * MSD MedsPlus
Abbott Laboratories VertiGo Exercise (AR)

Abbott Wound Monitor (AWM)
GlaxoSmithKline Akne App

LupusLog
PneumoDoc

*Merck & Co. is called MSD in the USA.
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