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Foreword

Simin Li

The International Conference on Sensing and Imaging (ICSI) is an important
academic conference that provides an excellent platform for international exchange
and collaboration in various fields of sensing and imaging such as image detection,
image reconstruction, as well as industrial and biomedical applications. Guangxi
University of Science and Technology (GXUST) was honored to be the host of the
ICSI 2018 held at Liuzhou, Guangxi, China, from October 15 to 17, 2018.

GXUST is rooted in its two major components and predecessors: Guangxi
College of Engineering founded in 1958 and Medical College of Liuzhou founded
in 1951. The mission of the University is to cultivate talent and innovative spirit in
engineering and medical science students.

To ensure the success of the conference and promote interdisciplinary collab-
oration, we invited domestic and overseas experts and scholars specializing in
sensing and imaging to gather here at Liuzhou to exchange ideas on hot topics
and cutting-edge research in sensing and imaging, such as image reconstruction,
image restoration, image fusion, biomedical imaging, nondestructive inspection,
and remote sensing. We sincerely hope that theoretical and practical research in
sensing and imaging can be continuously promoted through academic exchanges,
technical innovation, and cooperation after this conference.

I would like to thank the co-chairs of the conference, Professors Ming Jiang
of Peking University and Nathan Ida of the University of Akron, for their tireless
efforts to initiate the conference in a brand new location with a new host, GXUST,
and to co-chair the conference. I would also like to thank Prof. Eric Todd Quinto of
Tufts University for leading the effort to edit and publish the conference proceeding
and Professor Yu Shang of North University China for a special issue of Sensing
and Imaging, with a strong editorial and administrative support from Professors
Ming Jiang, Nathan Ida, Alfred K Louis of Saarland University, Yu Shang of the
North University of China, Tobias Kluth of the University of Bremen, and Hong

S. Li
Guangxi University of Science and Technology (GXUST), Liuzhou, China
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vi Foreword

Liu of GXUST. My special thanks go to all the local organizers and volunteers,
especially Prof. Hong Liu and his team at GXUST, for their steadfast efforts to
make this conference happen. Finally, I thank all the invited speakers, session chairs,
and participants of this conference. It is the joint effort of all the aforementioned
colleagues that made this conference a successful one.



Preface

The International Conference on Sensing and Imaging 2018 (ICSI 2018) was the
fourth conference in this series. The previous three were held at Chifeng, Inner
Mongolia, China, in 2015; Taiyuan, Shanxi Province, China, in 2016; and at
Chengdu, Sichuan Province, China, in 2017.

This fourth conference was held in Liuzhou, China, from October 15 to 17, 2018.
Guangxi University of Science and Technology (GXUST) was the primary sponsor
of ICSI 2018. Prof. Simin Li, the President of GXUST, was the general chair for
this conference. Profs. Nathan Ida and Ming Jiang were co-chairs. We accepted 58
submissions for presentation at the conference. With the success of the previous
conferences and because of suggestions from peers and requests from participants,
we decided to publish the proceedings for ICSI 2018.

These proceedings have 17 papers including 8 invited chapters. The review and
publication of these proceedings are not like most conference proceedings. All
submissions were first reviewed to see if they could be suitable for presentations
at the conference and were accepted for presentation after revisions. Unlike other
conference proceedings, after the conference, all revised submissions underwent
another round of revision so the authors could incorporate discussions at the
conference. They were reviewed again for final acceptance in the proceedings, and
some submissions were rejected. We understand that proceedings are different from
journal submissions, but we hope the two rounds of revision improve the quality of
submissions without delaying publication.

Seven additional submissions were selected to be published in the special issue
“Recent developments in Sensing and Imaging” in the journal Sensing and Imaging
published by Springer Nature. Each selected manuscript has been extended to a
full-length regular paper with significant additions from its conference version and
reviewed under the normal reviewing process of that journal. This special issue
is edited by lead guest editor, Yu Shang North University of China, China, and
guest editors Tobias Kluth, University of Bremen, Germany, and Hong Liu, Guangxi
University of Science and Technology.

We thank the publishing editor, Christopher T. Coughlin of Springer Nature, for
his prompt agreement and coordination to publish the proceedings in Lecture Notes

vii



viii Preface

in Electrical Engineering (LNEE), so that authors could prepare their manuscript for
this publication opportunity. We thank all the reviewers for their timely responses
and comments for authors to improve the quality of manuscripts. We thank all the
authors for their participation in ICSI 2018 and their understanding and patience for
the two rounds of revisions. We thank authors of the 8 invited contributions for their
effort in preparing the invited chapters. Finally, we thank, Chandhini Kuppusamy,
Ho Yin Fan, and Jeffrey Taub, of the editorial team of Springer Nature for their
efficient and timely help and support during the editing process of these proceedings.

Medford, MA, USA Eric Todd Quinto
Akron, OH, USA Nathan Ida
Beijing, China Ming Jiang
Saarbrücken, Germany Alfred K. Louis



Contents

Fuzzy Rough Clustering Analysis Algorithm Based on Attribute
Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Hao Ouyang, Zhi Wen Wang, Zhen Jin Huang, and Wei Ping Hu

Electrical Resistance Tomography Based on Internal Electrode
Excitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Yutong Chen, Yan Han, and Botong Jing

Approximated Scale Space for Efficient and Accurate SIFT
Key-Point Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Ying Wang, Yiguang Liu, Zhenyu Xu, Yunan Zheng, and Weijie Hong

The Application of Image Processing in UAV Reconnaissance
Information Mining System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Qiufeng Pan, Jiaxing Wang, Hang Yu, Wenjun Zhang, and Peng Yue

An Object Detection Algorithm for UAV Reconnaissance Image
Based on Deep Convolution Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Xinping Guo, Xiangbin Li, Qiufeng Pan, Peng Yue, and Jiaxing Wang

Visualization of Horizontal Settling Slurry Flow Using Electrical
Resistance Tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Kun Li, Mi Wang, and Yan Han

CSAR Moving Target Detection with Logarithm Background
Subtraction Based on Optimal Azimuth Aperture Analysis . . . . . . . . . . . . . . . . 77
Wenjie Shen, Yun Lin, Fei Teng, Yanping Wang, and Wen Hong

Ship Detection Using X-Bragg Scattering Model Based on Compact
Polarimetric SAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Chenghui Cao, Xingpeng Mao, Jie Zhang, Junmin Meng, Xi Zhang,
and Genwang Liu

ix



x Contents

Analysis of Sea Clutter Distribution and Evaluation of Ship
Detection Performance for Sentinel-1 SAR Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Yongxu Li, Xudong Lai, Jie Zhang, Junmin Meng, Genwang Liu,
and Xi Zhang

Reflectance and Surface Normals from a Single Hyperspectral
Image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Wenhao Xiang, Xudong Jin, and Yanfeng Gu

Characteristics Extraction of Behavior of Multiplayers in Video
Football Game . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
Zhiwen Wang, Hao Ouyang, Canlong Zhang, Bowen Tang, Zhenghuan Hu,
Xinliang Cao, Jing Feng, and Min Zha

A Differential Resonant Edge Detection Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Nathan Ida

Microwave and Millimeter Wave Sensors for Nondestructive
Testing and Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Nathan Ida

A Discussion on the Algorithm Design of Electrical Impedance
Tomography for Biomedical Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Mingyong Zhou and Hongyu Zhu

Signal Processing for Diffuse Correlation Spectroscopy
with Support Vector Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
Peng Zhang, Zhiguo Gui, Hao Ling, Jiaxin Liu, Xiaojuan Zhang,
Yiming Liu, Andi Li, and Yu Shang

Intensity Inhomogeneity Image Segmentation Based on Active
Contours Driven by Self-Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
Xu Li, Hairong Liu, and Xiaoping Yang

Application of a Temperature Measurement System Based on CCD
Sensor in Blast Furnace Tuyere Raceway . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
Xiaoman Cheng, Shusen Cheng, Dongdong Zhou, and Ruixuan Zhang

Weak Magnetic Stress Internal Detection Technology of Long Gas
and Oil Pipelines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
Bin Liu, Xiao Rui Yu, Lu Yao He, Li Jian Yang, and Yong Bin Que

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219



Fuzzy Rough Clustering Analysis
Algorithm Based on Attribute Reduction

Hao Ouyang, Zhi Wen Wang, Zhen Jin Huang, and Wei Ping Hu

Abstract Fuzzy clustering analysis algorithm has good ability to solve fuzzy
problems. Rough clustering analysis has good ability to solve these problems its
prior knowledge is uncertain. But in the real world, there are many problems that
not only are fuzzy but also are rough and uncertain; the paper combines the idea
of these two algorithms. In order to improve correction of clustering, it imports
attributes reduction algorithm to get importance of each attribute, and dynamically
changes attribute weight by the importance. The new algorithm firstly computes
fuzzy membership degree of every object and then estimates the object that belongs
to lower approximation or upper approximation of one cluster. In the analysis
process, the paper provides a new way to get the cluster centers, combining fuzzy
and rough theory. From experiments of four UCI data sets, it is proved that the new
algorithm is better effective.

Keywords Clustering · Fuzzy theory · Rough set theory · Attribute reduction

1 Introduction

Clustering analysis is different from classifying analysis that is an unsupervised
analysis process. Before the analysis, it does not know the characteristics of all
attributes and the importance of all kinds of attributes for the clustering analysis
process [1]. The paper [2] introduces the information entropy theory to analyze
the attributes of data objects and obtains the importance of each attribute, so as
to dynamically adjust the analysis process. The paper [3] introduces the idea of
C4.5 algorithm, uses the information gain for the continuous attributes and category
attributes, so as to help the category analysis. Although the above papers dynami-
cally analyze the importance of each attribute, they fail to effectively combine the

H. Ouyang (�) · Z. W. Wang · Z. J. Huang · W. P. Hu
School of Computer Science and Communication Engineering, Guangxi
University of Science and Technology, LiuZhou, Guangxi Province, PR China

© Springer Nature Switzerland AG 2019
E. T. Quinto et al. (eds.), The Proceedings of the International Conference on
Sensing and Imaging, 2018, Lecture Notes in Electrical Engineering 606,
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2 H. Ouyang et al.

fuzzy theory and the rough theory to deal with nonlinear problems. Fuzzy theory and
rough set theory describe problems from the two different aspects: the fuzziness
and the uncertainty. Therefore, a lot of papers combine fuzzy theory or rough set
theory with clustering analysis algorithm to analyze problems. These papers [4–6]
use fuzzy clustering algorithm to analyze medical image problem, social service
problem, and carbonate fluid detection problem. These papers [7–9] use rough
clustering algorithm to analyze fault detection in rotating machinery equipment,
gene expression problems, and psychological anxiety problems of students. The
paper [10] tries to combine the fuzzy theory and rough set theory and applies the
algorithm to analyze hydrological engineering. In the process of combination, FCM
algorithm is firstly adopted to obtain the mean points of fuzzy clustering, and then
the rough set is calculated to obtain the upper and lower approximation of clusters.
In the process, the two theories are not combined well, instead there are separated. In
the paper [11], data object sets are preprocessed by using support vector machine,
then introduces fuzzy clustering and rough set respectively, so the two steps are
also independent. In the paper [12], fuzzy rough clustering is applied to the image
analysis of brain MRI. In the process of analysis, the difference of membership
degree is used to determine the rough boundary, but for calculating the mean point,
only using the same method in the FCM algorithm. There are the same defect likely
papers [10, 11].

In this paper, a new algorithm is provided. The reduction algorithm in rough set
theory is used to obtain the importance of each attribute, dynamically adjust the
weight values of each attribute in the iteration calculate process, so as to optimize
the value of important attributes. In the clustering analysis, to combine the fuzzy
and rough set theories, firstly it gets the fuzzy membership degree of each data
object, and then gets fuzzy lower approximations and upper approximations of these
clusters. The process effectively combines fuzzy and rough theory by calculating
cluster mean points. This method more approximately describes the real world. The
new algorithm presented in this paper is proved to have better analysis performance
by several related experiments.

Chapter 2 introduces rough set theory and attribute reduction algorithm. This
chapter introduces fuzzy clustering and rough clustering. In Chap. 4, fuzzy rough
clustering based on reduction is introduced. In Chap. 5, a new algorithm is adopted
to analyze multiple data sets. Chapter 6 is the conclusion and expectation.

2 Rough Set Theory and Reduction Algorithm

Rough set theory is a common method to analyze uncertain problems. In this theory,
the most important concepts include lower approximation, upper approximation,
bound and approximation quality.

Definition 1 for Low approximation, Upper approximation, and Bound. For
an information system IS = (U, A, V, F), B ⊆ A, there exists equivalent relation

http://dx.doi.org/10.1007/978-3-030-30825-4_2
http://dx.doi.org/10.1007/978-3-030-30825-4_4
http://dx.doi.org/10.1007/978-3-030-30825-4_5
http://dx.doi.org/10.1007/978-3-030-30825-4_6


Fuzzy Rough Clustering Analysis Algorithm Based on Attribute Reduction 3

RB, 〈U, RB〉 is defined as approximate space. For any set X, X ⊆ U, the low
approximation of X for 〈U, RB〉 is defined as:

RBX = {x ∈ U |[x]B ⊆ X} (1)

The upper approximation of X for 〈U, RB〉 is defined as:

RBX = {x ∈ U |[x]B ∩ X �= φ} (2)

The bound of X for 〈U, RB〉 is defined as:

BNB = RBX − RBX (3)

In formula (1), U is a finite object set for analysis, A is an attribute set for objects.
V is a domain set for A, f : U × A → V is an information function. By definition,
RBX is looked as the set composed by objects that certainly belong to X, RBX is
looked as the set composed by objects that probably belong to X, BNB is looked as
the set composed by objects that probably belong or not belong to X.

Definition 2, Approximate quality. rB(X) is the rough degree of set X for B, it is
defined as:

rB(X) =| RBX | / | X | (4)

In formula (4), � • � is the number of elements contained in the set. If rB(X) = 1,
it means the bound does not exist, BNB = �. If rB(X) < 1, it means that X is rough
referring to B.

In the analysis of actual data, there is a lot of redundant information, and the
importance of each attribute is different. In order to deal with problems effectively,
the attribute reduction of rough set theory can be used to find the importance of
attributes and eliminate the irrelevant or redundant attributes, so as to improve the
correctness of clustering.

Definition 3, Attribute importance. For the decision table DT = (U, C ∪ D), if
B ⊆ C and a ∈ C − B, sigr(a, B, D) is the importance of attribute a referring to
attribute set B, sigr(a, B, D) is defined as:

sigr (a, B,D) = rB∪{a}(D) − rB(D) (5)

In formula (5), rB(D) is the dependent degree of decision attribute D referring to
conditional attribute.

According to formula (5), sigr(a, B, D)can be seen as the analysis contribution
of attribute a in attribute set B. If the figure of sigr(a, B, D) is bigger, the attribute
a is more important for decision. According to this reason, we can get an attribute
reduction algorithm. The reduction algorithm starts from an empty attribute set, and
then iteratively selects the attribute with the maximum importance. In order to avoid
the influence of noise, the algorithm imports a stop threshold ε.
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The reduction algorithm is described as follows:

Input: decision table DT = (U, C ∪ D), stop threshold ε

Output: set B that is a relative reduction of set C for set D

Steps:
Calculate the reliance of decision attributes on conditional attributes, rC(D);

B ← φ;
while B ⊂ C do
begin

for every a ∈ C − B do
Calculate sigr(a, B, D);
Select the attribute a having biggest sigr(a, B, D), if many attributes

meet this condition, then select the attribute a that has least number of combinations
with attribute set B;

B ← B ∪ {a};
if rC(D) − rB(D) ≤ ε

break;
end if

end for
for every a ∈ B do

if rC(D) − rB − {a}(D) ≤ ε

B ← B − {a};
End if
output B;

end for
end while

3 Fuzzy Clustering and Rough Clustering

Fuzzy Clustering

Fuzzy c-mean clustering (FCM) is using fuzzy theory into clustering analysis
process. In this algorithm, membership degree is used to indicate the possibility
of object belonging to a certain cluster. The membership degree uik is described
as how much degree of data object xk belonged to the No. i cluster, uik ∈ [0, 1],∑C

i=1uik = 1.
The objective function of FCM algorithm is:

Jm (U, V ) =
C∑

i=1

n∑

k=1

(uik)
md2

ik (6)
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In formula (6), dik is described as the distance between the object xk and the mean
vi, it is defined as follows:

d2
ik = ‖xk − vi‖2 (7)

In formula (6), m is the fuzzy factor, m ∈ [1, ∞]. Usually, m = 2. Through many
iterative calculations, the mean point is obtained by the following formula:

∀
1 ≤ i ≤ c

1 ≤ k ≤ n

uik =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(dik)
2/(1−m)

/[
c∑

j=1

(
djk

)2/(1−m)

]

, if vi �= xk;
1, if vi = xk;
0, if vl = xk, l �= i;

(8)

and

∀
1≤i≤c

vi =
n∑

k=1
(uik)

mxk/
n∑

k=1
(uik)

m (9)

Rough Clustering

Rough c-mean clustering (RCM) is using rough theory into clustering analysis
process. In the algorithm, it is agreed that an object can only belong to the lower
approximation of one cluster mostly. When calculating the distance between the data
object and each mean point, if the difference between these distances is less than a
certain threshold value, the object will be divided into the upper approximation of
each corresponding cluster. Otherwise, it is divided into the lower approximation of
nearest cluster.

According to the definition of lower approximation, upper approximation, and
bound in formula (1)–(3), the new definition of mean point in RCM is obtained as
follows:

∀
1≤i≤c

vi =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

wl

∑

xk∈Ci

xk

|Ci | + wbn

∑

xk∈CBN
i

xk

|CBN
i | , if Ci �= φ ∧ CBN

i �= φ;
∑

xk∈Ci

xk

|Ci | , if Ci �= φ ∧ CBN
i = φ;

∑

xk∈CBN
i

xk

|CBN
i | , if Ci = φ ∧ CBN

i �= φ;

(10)
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In the above formula, wl is the weight of lower approximation, wbn is the weight
of bound. Then wl + wbn = 1. If wbn is larger, the prior knowledge is less complete,
and the information set is rougher.

4 Fuzzy Rough Clustering Based on Attribute Reduction

Fuzzy Rough Clustering

In practical application scenarios, there are many problems often lacking prior
knowledge that are fuzzy description. In this case, if only fuzzy clustering or rough
clustering is used, it will inevitably lead to one-sidedness of the analysis process. In
this paper, the fuzzy theory and rough set theory are applied to clustering analysis,
and a new fuzzy clustering algorithm is designed. In the algorithm, two equivalent
classes can be obtained for the set U: they are upper approximation and non-
upper approximation; upper approximation can be divided continually into lower
approximation and bound; this process is defined in formula (11). However, the
definition of mean point is combined with the fuzzy theory and the rough theory. In
the analysis, it is believed that the fuzzy degree of data objects belong to the lower
approximation, boundary or non-upper approximation of each cluster is different,
and the calculation method of fuzzy membership degree is shown in formula (12).

U
1≤i≤c

= {xk|xk ∈ Ci(X)
} ∪ {xk|xk /∈ Ci(X)

}

= {xk|xk ∈ Ci

} ∪
{
xk|xk ∈ CBN

i

}
∪ {xk|xk /∈ Ci(X)

} (11)

∀
1≤i≤c

vi =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛

⎜
⎜
⎜
⎝

wl

∑

xk∈Ci

(uik)
mxk

|Ci | + wbn

∑

xk∈CBN
i

(uik)
mxk

|CBN
i |

+ ∑

xk /∈Ci

(uik)
mxk

⎞

⎟
⎟
⎟
⎠

/
n∑

k=1
(uik)

m,

if Ci �= φ ∧ CBN
i �= φ;

( ∑

xk∈Ci

(uik)
mxk

|Ci | + ∑

xk /∈Ci

(uik)
mxk

)/
n∑

k=1
(uik)

m,

if Ci �= φ ∧ CBN
i = φ;

⎛

⎝

∑

xk∈CBN
i

(uik)
mxk

|CBN
i | + ∑

xk /∈Ci

(uik)
mxk

⎞

⎠

/
n∑

k=1
(uik)

m,

if Ci = φ ∧ CBN
i �= φ;

(12)
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In the formula (12), uik is got in formula (8).
When analyzing, the fuzzy rough clustering algorithm needs to comply with the

following three rules:

(a) A data object can only belong to the lower approximation of a cluster.
(b) If the data object belongs to the lower approximation of a cluster, it must also

belong to the upper approximation of the cluster.
(c) When the difference between the maximum fuzzy membership of a cluster (it is

uMax) and the fuzzy membership of other cluster (it is ui) is less than a certain
threshold value, the data object can belong to the upper approximation of two
or more clusters.

In this paper, the threshold in point C above is called the fuzzy rough threshold,
which is denoted as δ.

Fuzzy Rough Clustering Based on Attribute Reduction

In the paper, a fuzzy rough clustering based on attribute reduction (FRCMbR) is
proposed. In the calculation process, the algorithm obtains the importance of each
attribute by the reduction algorithm. Then it gives different weight value to each
attribute according to the importance. At last, it makes corresponding adjustments
for the distance between data object and cluster by different weight value. The new
difference is calculated as shown in formula (13).

d2
ik =

cond∑

p=1

rp
(
xkp − vip

)2 (13)

where rp is the weight of the No. p attribute of the object, cond is the count of the
attributes, and

1 =
cond∑

p=1

rp (14)

Fuzzy rough theory is introduced in clustering analysis.
The fuzzy rough clustering algorithm is described as follows:

Input: Set U has n data objects; number of clusters (c); lower approximate weight
(wl); bound weight (wbn); fuzzy rough threshold (δ); algorithm stop threshold
(ε).

Output: c clusters

Steps:
Initialize the weight of each attribute of a data object: rp ← 1/n;
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Randomly generate the c mean points of each cluster,
The number of iterations: j ← 0;
do

Running the reduction algorithm to get the weight of each attribute;
Using formula (13) calculate the difference between data objects and each

cluster;
Using formula (8) get the membership degree of each object (uik) in the No.

j iteration calculation;
if �uik − umk � ≤ δ && i �= m

Ci ← Ci ∪ {xk};
Cm ← Cm ∪ {xk};

else
Ci ← Ci ∪ {xk}

end if-else
Using formula (12) get the mean points of each cluster again;
The number of iterations: j ← j + 1;

while
(

max
{
|u(j)

ik − u
(j−1)
ik |

}
> ε
)

;

end do-while;

5 Experiments of FRCMbR Algorithm

Experimental Setting

The computer configuration for testing the algorithm: CPU is 2.93 GHz dual–core,
and the memory is 4 GB. Software configuration: Window 7, Matlab2007. The
experimental UCI data sets are Iris, Nursery, Ionosophere, and Isolet5, respectively.
The characteristics of the data sets are shown in Table 1.

The definition of accuracy in the experiment is as follows:

accurate(U) =
∑c

k=1 correcti
| U | (15)

In formula (15), �U� is the number of data sets, and correcti is the number of data
objects correctly divided into corresponding clusters.

Table 1 Characterization of four UCI sets

Data set
Number of
samples

Attribute
dimension

Number of
clusters Instructions

Iris 150 4 3 Data on Iris flowers
Nursery 12,960 8 3 Nursery data
Ionosophere 351 34 2 Radar acquisition data
Isolet5 1559 617 26 Alphabetic predictive data
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Table 2 Comparison of correction for Iris set

Algorithm Number of samples Correct samples Wrong samples Accuracy (%)

K-Means 150 105 45 70.0
FCM 150 130 20 82.7
RCM 150 129 21 86.0
FRCM 150 132 18 88.0
FRCMbR 150 139 11 92.7

Table 3 Comparison of correction for Nursery set

Algorithm Number of samples Correct samples Wrong samples Accuracy (%)

K-Means 12,960 8451 4509 65.2
FCM 12,960 8935 4025 68.9
RCM 12,960 9051 3909 69.8
FRCM 12,960 10,455 4170 80.7
FRCMbR 12,960 10,561 2399 81.4

Table 4 Comparison of correction for Ionosophere set

Algorithm Number of samples Correct samples Wrong samples Accuracy (%)

K-Means 351 207 144 59.0
FCM 351 234 117 66.7
RCM 351 241 110 68.7
FRCM 351 249 102 70.9
FRCMbR 351 292 59 83.2

Table 5 Comparison of correction for Isolet5 set

Algorithm Number of samples Correct samples Wrong samples Accuracy (%)

K-Means 1559 894 665 57.3
FCM 1559 1032 527 61.2
RCM 1559 1025 534 65.7
FRCM 1559 1098 461 70.4
FRCMbR 1559 1286 273 82.4

Comparison of the Accuracy of Each Algorithm

Tables 2, 3, 4, and 5 shows the accuracy of different algorithm after analysis of the
above four data sets. For the four experiments of FRCMbR algorithm, the stooping
threshold ε = 0.00001, the lower approximate weight wl = 0.9, and the bound
weight wbn = 0.1.

According to the analysis results in Tables 2, 3, 4, and 5, the traditional
FRCM algorithm combines the fuzzy theory with the rough theory, which makes
the analysis more robust. Compared with FCM and RCM, it is more capable
of analyzing nonlinear problems, so its analysis results are more accurate. The
FRCMbR algorithm proposed in this paper is superior to the other four algorithms
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because it not only recombines the fuzzy and rough theory, but also conforms to
the concept of fuzzy roughness and is close to the real world. In the process of
analysis, the weights of each attribute are dynamically adjusted according to the
analysis results, so as to optimize the analysis results. From the perspective of
Iris and Nursery data sets, if the attribute dimension of the data set is small, the
FRCMbR algorithm is superior to the FRCM algorithm, but its advantages are
not particularly obvious. When the attribute dimension increases, the FRCMbR
algorithm’s analytical capability gradually shows that it is superior to the FRCM
algorithm in a word, FRCMbR algorithm has two advantages:

(a) FRCMbR algorithm combines the characteristics of fuzzy theory and rough
theory, making it better able to deal with nonlinear problems, especially when
the background knowledge is not clear, fuzzy, and incomplete, it has more
advantages.

(b) FRCMbR algorithm introduces reduction algorithm, which can dynamically
adjust the weight of attributes according to the actual importance in the analysis,
so as to strengthen the major attributes on final analysis results.

Parameter Experiments of FRCMbR Algorithm

The important parameters to be adjusted in FRCMbR analysis include: lower
approximate weight wl, bound weight wbn, fuzzy rough threshold δ, algorithm stop
threshold ε. Where the algorithm stop threshold ε generally selects a minimum value
approaching 0. The approximate weight wl, bound weight wbn, and fuzzy rough
threshold δ are directly related to rough calculation. Therefore, this paper conducts
experiments on these three parameters to further verify the validity of FRCMbR
algorithm. Among the three parameters, wl and wbn are correlated, wl + wbn = 1,
so when analyzing these two parameters, only one of them needs to be set, and the
other one can be determined.

In order to test the wl and wbn, it sets δ = 0.1. The algorithm deals with data set
Iris, Nursery, Ionosophere, and Isolet5, respectively, 20 times each for each data set,
and then average the results. These test results are shown in Fig. 1.

As can be seen in Fig. 1, when it deals with Iris data set, it sets wbn = 0.1,
the analysis accuracy 92.7% is the highest; when it deals with Nursery data set,
it sets wbn = 0.15, the analysis accuracy 82.7% is the highest; when it deals with
Ionosophere data set, it sets wbn = 0.15, the analysis accuracy 85.9% is the highest;
when it deals with Isolet5data set, it sets wbn = 0.2, the analysis accuracy 88.4% is
the highest. Conclusion can be drawn from the above analysis:

(a) When wbn is within the [0.1, 0.2] range, the accuracy is highest. This is because
only a small part of the data object that clusters in the whole problem domain is
uncertain, but the overall information is uncertain. The impact of these uncertain
data objects on the overall analysis results can be small.
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Fig. 1 Influence of boundary weight for correction

Fig. 2 Influence of fuzzy
rough threshold for correction
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(b) At that time wbn = 0, FRCMbR algorithm is focused only on the data objects
determined by prior knowledge, completely ignoring the bound objects in rough
set. And the algorithm is reduced to a fuzzy clustering, that only dealt with lower
approximation of each cluster.

(c) At that time wbn > 0.25, the analytical capability of FRCMbR algorithm is
gradually declined. This is because, in the process, the algorithm will only pay
more attention to these objects whose prior knowledge is uncertain, but easing
to ignore the objects of the low approximation.

In the fuzzy rough threshold δ test, this paper sets the boundary weight wbn = 0.1,
and the algorithm tests the four data sets, respectively. The test results are shown in
Fig. 2.

As can be seen from Fig. 2 when δ = 0.1 in the test for Iris data set, the highest
accuracy rate is 92.7%; when δ = 0.08 in the test for Nursery data set, the highest
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accuracy rate is 87.7%; when δ = 0.06 in the test for Ionosophere data set, the
highest accuracy rate is 84.1%; when δ = 0.06 in the test for Isolet5 data set, the
highest accuracy rate is 86.0%. The conclusion is drawn from the above analysis:

(a) When the δ value range within the [0.06, 0.1], the accuracy is the highest. This
is because most of the data is not fuzzy and uncertainty, only the data of bound
that is fuzzy.

(b) Comparing with the bound weight wbn, the fuzzy rough threshold δ is a smaller
values The reason is that the δ is a difference of fuzzy membership degrees for
the data object belonging to different clusters. (e.g., |uik − uij| is the difference
of fuzzy membership degree for the No. i data object belonging to the No. k or
the No. j cluster). The fuzzy membership degree value is small and it is in [0, 1],
so the δ is more smaller.

(c) At that time δ = 0, the FRCMbR algorithm is no longer capable of rough
analysis, and the algorithm is degraded to fuzzy clustering algorithm.

(d) At that time δ > 0.1, the analysis capability of FRCMbR algorithm is also
declining. This is because as δ increases, the algorithm divides more data
objects into the bound, believing that the whole analysis object is more rough,
which is inconsistent with the actual situation.

6 Conclusion

Fuzzy theory and rough set theory helps to understand the real world from different
angles. When combined with K-Means algorithm, the two theories can be selected
according to different scenarios. Fuzzy K-Means is better at the ambiguous and
paradoxical problems, while rough K-Means is better at the problems of incomplete
prior knowledge or incomplete prerequisite knowledge. The FRCMbR algorithm
proposed in this paper combines fuzzy theory and rough set theory and deals with
problems from two aspects at the same time. FRCMbR algorithm also introduces
the reduction algorithm in rough set theory, in order to obtain the important degree
of each attribute, then, dynamically adjust their weight, and further optimize the
important attribute. The FRCMbR algorithm is verified through several experiments
on UCI data sets. However, in the process of algorithm calculation, the parameter
setting will affect the final analysis results. Therefore, it is necessary to further
improve the algorithm in future research to reduce the influence of experience
factors on the algorithm.
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Electrical Resistance Tomography Based
on Internal Electrode Excitation

Yutong Chen, Yan Han, and Botong Jing

Abstract Electrical resistance tomography (ERT) reconstructs the resis-
tance/conductivity distribution in the sensitive field by measuring the boundary
voltage of the field. In the traditional ERT adjacent excitation mode, the sensitivity
coefficients amplitude of the central region of the field is low, which leads to the
poor imaging resolution of the central region. In this chapter, the influence of
the distribution of the sensitivity coefficients amplitude of ERT system on image
reconstruction is analyzed. A new excitation mode is proposed, in which the inner
electrode is added to the center of the field to improve the sensitivity amplitude of
the central region and thus improve the quality of image reconstruction. Aiming at
the problem of central artifact caused by internal electrode excitation, the mixed
excitation mode and its corresponding image reconstruction algorithm are used to
reduce it. The simulation results show that the new excitation mode and algorithm
can effectively improve the resolution of field center image and the quality of
reconstructed image.
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1 Introduction

Electrical resistance tomography (ERT) [1] reconstructs the conductivity distribu-
tion in the field by measuring the boundary voltage of the field. ERT system has
been widely used in industrial surveying [2–4], geological exploration [5–7], and
other fields because of its simple equipment and fast imaging speed. However, due
to the low resolution of ERT reconstruction image, it is very limited in application.
In recent years, in order to improve the image resolution of ERT, experts have
done a lot of research on its excitation measurement mode. At present, the adjacent
measurement with adjacent excitation mode [8] is commonly used in measurement.
In addition, Liu proposed a single-electrode excitation multi-electrode measurement
model [9], and Ren proposed a new sensor with 8 internal electrodes and 16 external
electrodes [10].

In this chapter, the distribution characteristics of sensitivity coefficient of ERT
system are analyzed. To solve the problem of low sensitivity coefficient in central
field, a measurement mode based on internal electrode excitation is proposed. We
propose adding an inner electrode in the center of the field as the excitation current
outflow terminal. This method can increase the magnitude of sensitivity coefficient
in the central field and improve the quality of image reconstruction. To solve the
central artifact problem caused by internal electrode excitation, a new algorithm
is proposed. In the new algorithm, the adjacent excitation and inner electrode
excitation are used to measure the object, and then the image reconstruction
algorithm is improved to reduce artifacts. The simulation results show that the
new excitation mode and algorithm can effectively improve the resolution of the
reconstructed image in the central field and improve the quality of the reconstructed
image.

2 The Effect of ERT Sensitivity Coefficient Amplitude
on Image Reconstruction

Principle of ERT

For ERT systems, adjacent measurement mode with adjacent excitation is com-
monly used as shown in Fig. 1 [8]. The current is injected into the measured area
from one pair of adjacent electrodes, and the voltage between the other adjacent
electrodes is measured at the same time. The measurement is then stimulated until
all the pairs of electrodes are used as one-time excitation electrodes. One hundred
and four independent measuring voltages can be obtained in 16-electrode measuring
system [11].

Based on the principle of sensitivity coefficient, when the conductivity distribu-
tion in the measured area changes very little, the linear model of current excitation
and voltage measurement mode (Fig. 1) can be expressed as [12].
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Fig. 1 16-electrodes ERT
model. (a) Uniform
conductivity. (b) Perturbed
conductivity

S · �σ = �Z (1)

where �Z is the changed vector of measured boundary voltage, �σ is the changed
conductivity vector, and S is the calculated sensitivity matrix. After the conductivity
change vector is obtained, the conductivity distribution vector can be obtained from
Eq. (2).

σ = Q [σ0 + �σ] (2)

where σ0 is the initial conductivity distribution in the field, and Q[] is a projection
operator [13], which limits the conductivity distribution in the field between 0 and 1.

The Effect of Sensitivity Coefficient Amplitude Distribution
on Image Reconstruction

S = [Sij] is the calculated sensitivity matrix, where Sij is the sensitivity coefficient
of the j-th pixel relative to the i-th measurement. Assuming that the m-th pair of
electrodes is used as the exciting pair and the n-th pair of electrodes is used as the
measurement electrode pair in the i-th measurement, then Sij can be calculated by
[12]

Sij = −
∫ ∇ϕm

In

· ∇ψn

In

dxdy (3)

where ϕm and ψn represent the potential distribution in the field when the current
is Im and In, respectively, when the m-th and n-th pairs of electrodes are used as
exciting electrodes.

As the amount of boundary measurement data of ERT system is far less
than the number of finite element to be solved, image reconstruction is seriously
undetermined [14] and cannot be solved directly by inverse matrix. So the ERT
reconstruction often uses iterative method to solve the approximate solution of
image, such as Landweber algorithm [15]
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Fig. 2 Equipotential lines of
adjacent electrode excitation

{
�σk+1 = �σk + α · ST (�Z − S · �σk)

�σ1 = ST�Z
(4)

where �σk is the conductivity change vector obtained by step k iteration and the
constant α is known as the gain factor and is used to control the convergence rate.

�σ2, l represents the variation of the l-th finite element obtained by the second
iteration, and Sl represents the l-th column of the sensitivity matrix S, which consists
of 104 sensitivity coefficients of the l-th finite element, from Eq. (4).

�σ2,l = ST
l ·
(

I + α · I − α · S · ST
)

· �Z (5)

can be obtained. The larger the amplitude of each element in Sl, the larger the
amplitude of �σ2, l. The principle of subsequent iteration is similar. In addition,
Eq. (3) shows that the magnitude of |Sij| which is positively correlated with the
magnitude of the potential gradients |∇ϕm| and |∇ψn| of the finite element method.
Therefore, it can be seen that the magnitudes of ∇ϕm and ∇ψn will affect the effect
of image reconstruction.

Image Reconstruction Analysis of Adjacent Excitation Modes

When the adjacent excitation mode is used, the equipotential line in the field is
shown in Fig. 2.

From the above analysis, it can be seen that the closer the excitation electrode is,
the more dense the electric field equipotential lines are, the bigger the |∇ϕm| and
|∇ψn| are, and the bigger the |Sij| is. Correspondingly, within the field far from the
electrode, the more sparse equipotential lines are, the smaller the |∇ϕm| and |∇ψn|
are, and the smaller the |Sij| is. The field is divided into 16 circles and the number
of finite elements is 1536. The finite element division is shown in Fig. 3a. The finite
element is numbered in order from the center to the outside. The smaller the finite
element number is, the closer the finite element is to the central field. The amplitude



Electrical Resistance Tomography Based on Internal Electrode Excitation 19

Fig. 3 Sensitivity coefficient distribution with adjacent excitation mode. (a) Mesh grid. (b)
Amplitude distribution of sensitivity coefficient in once measurement. (c) Amplitude of sensitivity
coefficient of adjacent measurement under adjacent excitation

distribution of sensitivity coefficient in once measurement is shown in Fig. 3b. After
104 measurements, the sensitivity coefficient amplitude distribution of 1536 finite
elements is obtained as shown in Fig. 3c.

Taking the model of Fig. 4a as an example, the effect of adjacent excitation
modes on the reconstruction of discrete phases at different positions in the field
is analyzed. The normalized discrete phase conductivity is 0 and the continuous
phase conductivity is 1. The reconstructed image is shown in Fig. 4b. The contour
of reconstructed image is clear because of the dense equipotential lines near the
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Fig. 4 Reconstructed image of adjacent excitation adjacent measurement mode. (a) Model D1.
(b) Reconstructed image of model D1

electrodes and the large variation of sensitivity coefficient amplitude. However, the
equipotential line near the center of the field are sparse and the sensitivity coefficient
amplitude changes a little, so the reconstructed image is blurred and the contours are
difficult to distinguish.

3 ERT System with Internal Electrode Excitation

Internal Electrode Excitation

In order to improve the central field, a measurement mode with internal electrode
excitation is proposed in this chapter. Taking flow detection as an example, in order
to enhance the sensitivity of the central field, an inner electrode can be added to the
center of the field. The structure is shown in Fig. 5.

The inner electrode is used as the current outflow terminal, and the 16 electrodes
around the field are used as the current input terminal to excite in turn. The boundary
voltage is measured by adjacent measurement mode, as shown in Fig. 6.

Image Reconstruction of Internal Electrode Excitation Mode

The distribution of field contour is shown in Fig. 7 when the inner electrode is used
for excitation. Like adjacent excitation measurement mode, the closer the excitation
electrode is, the more dense the contour lines are. However, due to the addition of
central electrodes, the distance between each finite element and the electrodes in the
field is reduced, so the distribution of potential lines in the field is more uniform.
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Fig. 5 ERT system with internal electrodes

Fig. 6 ERT model with
electrode excitation. (a)
Uniform conductivity. (b)
Perturbed conductivity

Fig. 7 Equipotential lines of
internal electrode excitation

The distribution of sensitivity coefficient is calculated by Eq. (3). The distribution
of sensitivity coefficient in once measurement is shown in Fig. 8a. After 224
measurements, the sensitivity coefficient amplitude distribution of 1536 finite
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Fig. 8 Sensitivity coefficient distribution with adjacent excitation mode. (a) Amplitude distribu-
tion of sensitivity coefficient in once measurement. (b) Amplitude of sensitivity coefficient of
adjacent measurement under adjacent excitation

Fig. 9 Reconstructed image of inner electrode excitation adjacent measurement mode. (a) Model
D1. (b) Reconstructed image of model D1

elements is obtained as shown in Fig. 8b. It can be seen that the magnitude of
sensitivity coefficient near the center of the field is enhanced.

The model D1 in Fig. 4a is reconstructed by using the inner electrode excitation
measurement mode with Eq. (4) as shown in Fig. 9b.

Compared with the adjacent excitation mode, the inner electrode excitation mode
significantly enhances the imaging effect in the central field, and the image boundary
is clear. But it will produce artifacts which tend to the inner electrode. In the two-
phase flow system model, the conductivity of continuous phase is 1 and that of
discrete phase is 0. Artifacts in this chapter refer to the area where the original
conductivity value should be 1, and the conductivity value is less than 1 due to
reconstruction error. As a result, the discrete phase distribution in the reconstructed
image is enlarged.
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The reconstructed conductivity near the electrode changes dramatically because
the sensitivity coefficient is much higher than that of other positions in the field.
Artifacts will be generated near the electrode whether the image is reconstructed by
the adjacent excitation mode or the internal electrode excitation mode. Although the
inner electrode excitation mode can significantly improve the image reconstruction
effect in the central field, the artifacts near the inner electrode are also serious. If
the discrete phase is distributed near the electrode, the image will be distorted, as
shown in Fig. 9b.

Algorithms for Mixed Excitation Mode

In order to reduce the artifacts near the inner electrode, the results of conductivity
distribution of adjacent excitation modes are used to modify the model.

Firstly, the internal electrode excitation mode and the adjacent excitation mode
are used to reconstruct the structure, respectively. When the adjacent excitation
mode is adopted, the internal electrode is in the open circuit state. The conductivity
distributions of two reconstructions are σAdjacent and σInternal, respectively.

Then, in each finite element, the maximum value σi, Max between σi, Adjacent and
σi, Internal is taken as the reconstruction distribution.

σi,Max = Max
[
σi,Adjacent,σi,Internal

]
(i = 0, 1, . . . , 1536) (6)

At the center of the field, σi, Adjacent > σi, Internal, then σi, Max = σi, Adjacent, the
artifacts near the central electrode are effectively eliminated. At the edge of the
discrete phase, σi, Internal > σi, Adjacent, then σi, Max = σi, Internal, the clear contour of
the discrete phase is maintained. However, the reconstructed values in the discrete
phase near the central field may also be taken as the reconstructed values in the
adjacent excitation mode. This makes the reconstructed conductivity in discrete
phase higher, closer to 1, rather than 0, as shown in Fig. 10b.

The conductivity distribution under mixed excitation mode is analyzed as shown
in Fig. 11. Compared with the internal electrode excitation method, the maximum
reconstruction makes the reconstruction value of the discrete phase in the central
region deviate from the true value, and its value is closer to 1.

In order to ensure that the reconstructed image has a clear contour and its internal
conductivity is close to the true conductivity, the threshold can be used to judge the
range of discrete phases in the new conductivity distribution σMax.

Setting threshold ρ, when the conductivity value of the i-th finite element is
σi, Max > ρ, we consider that the finite element is a continuous phase and adopt
σi, Max as the conductivity of the finite element. When σi, Max < ρ, the finite element
is considered as discrete phase, and the average value σi, Mean of σi, Adjacent and
σi, Internal (Eq. 7) can be calculated as the conductivity of the finite element.
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Fig. 10 Mixed excitation reconstruction using maximum value. (a) Model D1. (b) Reconstructed
image of model D1

Fig. 11 Reconstructed conductivity amplitude

σi,Mean = Mean
[
σi,Adjacent,σi,Internal

]
(i = 0, 1, . . . , 1536) (7)

The reconstruction algorithm can be expressed as

σi,Mix = σi,Max
(
σi,Max > ρ

)

σi,Mean
(
σi,Max < ρ

) . (8)

According to the experience, we choose ρ = 0.7 and use the algorithm to
reconstruct the field as shown in Fig. 12b.

Comparing Figs. 12b and 10b, the image reconstructed by the new algorithm is
closer to the real conductivity in the discrete phase near the central region.
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Fig. 12 Mixed excitation reconstruction using maximum value. (a) Model D1. (b) Reconstructed
image of model D1

Fig. 13 Four conductivity distribution models for simulation. (a) Model D1. (b) Model D2. (c)
Model D3. (d) Model D4

4 Simulation and Results

Experimental Conditions

In order to verify the reconstruction effect of internal electrode excitation mode for
different distribution, four models are selected for simulation experiments as shown
in Fig. 13.

Relative error of image reconstruction and image correlation coefficient are used
to evaluate the reconstruction results [15].

Reconstruction error =
∥
∥σ̂ − σ

∥
∥

‖σ‖ × 100% (9)
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Fig. 14 Reconstruction of two excitation modes without noise

Correlation coefficient =

K∑

i=1
(σi − σ)

(
σ̂i − σ̂

)

√
K∑

i=1
(σi − σ)2

K∑

i=1

(
σi − σ̂

)2
(10)

where σ̂ is the calculated conductivity distribution in the field, σ is the true
conductivity distribution, and K = 1536 is the number of finite elements in the
field.

Noise Free

Four models are stimulated by the adjacent electrode excitation mode and the inner
electrode excitation mode, respectively, and the Landweber algorithm is used to
iterate 500 times for reconstruction. In the internal electrode excitation mode, the
image is reconstructed by Eq. (8). The reconstructed image is shown in Fig. 14.

It can be seen that for different models, the reconstructed images using the pro-
posed incentive mode are clear. The contour of discrete phase in the reconstructed
image is clearer and the reconstruction of the central region of the field is more
accurate. The image reconstruction errors and correlation coefficients are analyzed
as shown in Fig. 15.

As shown in Fig. 15, for four different models, the reconstruction errors obtained
by the proposed measurement model are reduced and the correlation coefficients are
improved.



Electrical Resistance Tomography Based on Internal Electrode Excitation 27

Fig. 15 Reconstruction errors and image correlation coefficients of different excitation. (a)
Reconstruction errors. (b) Image correlation coefficients

Fig. 16 Reconstruction of two excitation modes with noise

With Noise

In practical applications, the measured data are often disturbed by noise, so the anti-
noise ability of the system is very important. In this chapter, by adding random noise
to the boundary voltage vector, the SNR is 30 dB (Fig. 16).

Considering the system noise, the reconstructed image under adjacent excitation
measurement mode is seriously distorted, especially near the central field. Using
the excitation measurement mode proposed in this chapter, the discrete phases
distributed in different positions can be reconstructed clearly by adding inner
electrodes. The position of discrete phase distribution is basically correct and the
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Fig. 17 Reconstruction errors and image correlation coefficients of different excitation with noise.
(a) Reconstruction errors. (b) Image correlation coefficients

outline is clear. It can be considered that the anti-noise ability of the whole field has
been improved obviously.

Quantitative analysis is made on the reconstructed image after adding noise. The
reconstruction error and reconstruction correlation coefficient are shown in Fig. 17.

In the case of noise, for four different models, the reconstructed images obtained
by the proposed excitation mode have lower image error than those measured by
adjacent excitation. At the same time, the correlation coefficient between recon-
structed distribution and real distribution has been effectively improved. Therefore,
according to the quantitative analysis, we can conclude that the measurement mode
calculation method proposed in this chapter has better anti-noise performance.

5 Conclusion

Based on the analysis of sensitivity coefficient, an ERT excitation measurement
mode with inner electrodes is proposed, and the corresponding algorithm is studied.
The simulation results show that the model can effectively reduce the reconstruction
error and improve the correlation coefficient of the reconstructed image. However,
it cannot be neglected that the internal electrode intrudes into the field, so the
measurement mode proposed in this chapter cannot be applied to non-intrusive
measurement environment. In addition, the proposed algorithm can be further
improved and will be studied in future work.
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Approximated Scale Space for Efficient
and Accurate SIFT Key-Point Detection

Ying Wang, Yiguang Liu, Zhenyu Xu, Yunan Zheng, and Weijie Hong

Abstract The SIFT (scale invariant feature transform) key-point serves as an
indispensable role in many computer vision applications. This paper presents an
approximation of the SIFT scale space for key-point detection with high efficiency
while preserving the accuracy. We build the scale space by repeated averaging filters
to approximate the Gaussian filters used in SIFT algorithm. The accuracy of the
proposed method is guaranteed by that an image undergoes repeated smoothing with
an averaging filter is approximately equivalent to the smoothing with a specified
Gaussian filter, which can be proved by the center limit theorem. The efficiency
is improved by using integral image to fast compute the averaging filtering. In
addition, we also present a method to filter out unstable key-points on the edges.
Experimental results demonstrate the proposed method can generate high repeatable
key-points quite close to the SIFT with only about one tenth of computational
complexity of SIFT, and concurrently the proposed method does outperform many
other methods.

Keywords SIFT · Key-point detector · Approximated Gaussian · Repeated
averaging filters

1 Introduction

The SIFT [1] key-point plays an important role in computer vision and pattern
recognition tasks such as structure from motion, object matching, object recogni-
tion, and texture analysis [2–6]. Though many other key-points have been proposed
[7–11], the SIFT key-point is still favored by many applications especially for
those with high accuracy needed [12]. However, the SIFT key-point has also been
criticized for the drawback of its heavy computational burden, thus many variational
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methods have been proposed to accelerate the computational speed, but at the cost
of insufficient accuracy or degraded repeatability of the key-points. To efficiently
compute the SIFT key-point while preserving the accuracy and repeatability is
the goal of this paper. The SIFT key-point is obtained by the DOG blob detector
which is an approximation of LOG detector. There are also some other blob
detectors such as [13–15], but their performance is inferior to SIFT in terms
of accuracy and repeatability, as the scale space theory[16, 17] proved that the
Gaussian kernel is the only smoothing kernel that could be used to create the image
scale space. Based on the center limit theorem, repeated averaging filtering can be
used to approximate Gaussian filtering. We propose a bank of averaging filters that
accurately approximate the Gaussian filter in the SIFT algorithm, and the averaging
filters are implemented via integral images. Because integral image is computed
in our method, a combined method for eliminating key-points on the edge is also
presented by reusing the integral images, which is more efficient than the original
one in SIFT algorithm.

2 A Brief Review of SIFT Scale Space Construction and
Key-Point Detection

The SIFT scale space consists of two pyramids, the Gaussian pyramid and the
DOG(difference of Gaussian) pyramid. The Gaussian pyramid consists of M octaves
and each octave consists of N layers. Suppose L(a, b) denotes the ath layer in octave
b, it is produced by the convolution of a Gaussian function with the input image
I (x, y)

L(a, b) = G(x, y, σ ) ∗ I (x, y) (1)

where ∗ stands for the convolution operation and

G(x, y, σ ) = 1

2πσ 2 e−(x2+y2)/2σ 2
(2)

where σ is determined by a, b and the scale of the first layer σ0

σ = 2a+ b
N−3 · σ0 (3)

Since the computation complexity of Eq. (1) is proportion to σ 2, in practical
implementation, smaller σ can be used due to the property of the Gaussian
convolution that the convolution of two Gaussian functions is also a Gaussian with
variance being the sum of the original variances. That is,

I (x, y) ∗ G(x, y, σ1) ∗ G(x, y, σ2) = I (x, y) ∗ G(x, y, σ3) (4)
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Fig. 1 The process to construct the SIFT scale space

where σ 2
1 + σ 2

2 = σ 2
3 . So, if b �= 0, L(a, b) is computed as

L(a, b) = G(x, y, σgap) ∗ L(a, b − 1) (5)

where

σgap =
√

σ(0, b)2 − σ(0, b − 1)2 (6)

It can be seen from Eq. (6) that each octave shares the same group of σ to generate
a successive layer, this is because when b = 0 and a �= 0, the L(a, b) is obtained
by down sampling the layer L(a − 1, b + N − 2). Once the Gaussian pyramid is
computed, the difference of Gaussian pyramid is obtained via the subtraction of two
successive layers in the Gaussian pyramid. Figure 1 shows the SIFT scale space
construction processes. The SIFT key-point is detected by finding the extrema in
the DOG pyramid, after that interpolation is performed to get sub-pixel precision if
the key-point is not on the edge.

3 Approximation of Gaussian Smoothing Using Repeated
Averaging Filter

In this section, we introduce the quantitative relationship between repeated aver-
aging filtering and Gaussian filtering for a given image. The coefficients of an
averaging filter can be viewed as the probability density of a random variable X
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which is uniformly distributed in a square area centered at the origin. Given an
image I (x, y) and an averaging filter A(x, y,w), where w is the window width of
the averaging filter, repeated averaging filtering of the image can be mathematically
expressed as:

I (x, y, n) = I (x, y) ∗ A(x, y,w) ∗ A(x, y,w) . . . A(x, y,w)
︸ ︷︷ ︸

n

(7)

Based on the center limit theorem, when n approaches to infinity,

lim
n→∞ I (x, y, n) = I (x, y) ∗ lim

n→∞ A(x, y,w) ∗ A(x, y,w) . . . A(x, y,w)
︸ ︷︷ ︸

n

= I (x, y) ∗ G(x, y, σgau)

(8)

where G(x, y, σgau) is the Gaussian function with the variance σ 2
gau. Suppose the

window width of an averaging filter is w, the variance of its corresponding discrete
random variable is

σ 2
av = w2 − 1

12
(9)

the relation of σav, σgau, w and n can be deduced:

σgau =
√

nσ 2
av =

√

nw2 − n

12
(10)

For discrete averaging filter and discrete Gaussian filter, the two sides of the first
equal sign of Eq. (10) are very close to each other when n ≮ 3, which indicates
no less than 3 times repeated averaging filtering can well approximate a specified
Gaussian filter. Figure 2 shows the two curves are close to each other.

4 Scale Space Construction via Repeated Averaging Filtering

To create the scale space introduced in Sect. 1, the key problem is to seek the initial
scale σ0, a group of Gaussian filters used to construct next layer from current layer
and a group of averaging filters to approximate these Gaussian filters. Given a
Gaussian kernel, it is not hard to find an optimal averaging filter A(x, y,w) and
the times n needed to approximate the Gaussian kernel based on Eq. (10). However,
there are more difficulties to get the optimal averaging filter and filtering times
in real applications. Here we mainly focus on finding optimal averaging filters to
construct the scale space introduced in Sect. 1.
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Fig. 2 Two similar curves:
the red one is the Gaussian
kernel with σ = 2

√
2, the

blue one is its approximation
resulted by 4 times
convolution of an averaging
filter with the window width
w = 5

Repeated averaging

Gaussain

The constraint of Eq. (10) is that n is a positive integer not smaller than 3 and not
bigger than 10, because if n < 3 it is not enough to approximate the Gaussian kernel
and if n > 10 the computational complexity will have no advantage over the original
Gaussian filtering. The variable w should be a positive odd number not smaller than
3, in order to satisfy that there could always be a center pixel the filtering result
can be assigned to. Suppose the initial scale of the Gaussian pyramid is σ0, as most
key-points lie in the first several layer of the scale space, thus σ0 should not be large.
According to the original SIFT algorithm where σ0 = 1.6, here we set σ0 < 2.0. The
number of layers N in each octave depends on the sampling frequency F , and F =
N − 3. In [1] the sampling frequency is set to 2, 3, or 4, which gains an acceptable
balance between key-point repeatability and computational time. Constraints to σi

under SIFT scale space is that σi = σ0

√

2
2(i+1)

F − 2
2i
F . Besides, σi =

√
niw

2
i −ni

12 is
needed for discrete averaging filters and discrete Gaussian filters. These constraints
can be formulated as:

σi = σ0

√

2
2(i+1)

F − 2
2i
F =

√

niw
2
i − ni

12
(11)

where i = 1, 2, 3, . . . , F + 2, σ0 < 2, ni ∈ {3, 4, 5, . . . , 10}, wi ∈ {3, 5, 7, . . .}. It
can be verified that the only solution to Eq. (11) is

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

σ0 = √
2, σ1 = 2, σ2 = 2

√
2, σ3 = 4, σ4 = 4

√
2

n1 = 3, n2 = 6, n3 = 4, n4 = 4

w1 = 3, w2 = 3, w3 = 5, w4 = 7

F = 2

(12)
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Fig. 3 Approximated DOG
detector for SIFT key-point
detection

DOG

Our approximation

The approximated SIFT scale space is constructed in the same procedure as it is in
the original SIFT algorithm, the Gaussian filters are replaced by averaging filters,
and their quantitative relation is given in Eq. (12). Note that the key-point detector
in SIFT is actually the DOG detector obtained from subtraction of two Gaussian
kernels, Fig. 3 shows the approximated DOG and DOG curves in one octave of the
DOG pyramid.

5 Key-Point Detection

The key-points are detected by searching the local extrema in a 3 × 3 region of
the approximated DOG pyramid. However, the DOG detector is sensitive to image
edges, and the key-point on the edge should be removed since it is unstable. As
integral image is computed in our method (depicted in Fig. 4a), we propose to
use fast Hessian measure to reject key-points on the edge. The principal curvature
is used to determine whether a point is on the edge, which is computed by the
eigenvalues of scale adapted Hessian matrix:

H(X, σ) =
[

Lxx(X, σ), Lxy(X, σ)

Lxy(X, σ), Lyy(X, σ)

]

, (13)

The partial derivatives in Eq. (13) are computed by integral image and a group of
box filters as illustrated in Fig. 4. The images of before and after filtering out the
key-point on the edge are shown in Fig. 5. After filtering out the key-points on edge,
the scale space quadratic interpolation is performed for every key-point to get a
sub-pixel accurate location (Fig. 5).
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Fig. 4 Using integral image and box filters to compute the partial derivatives of Hessian matrix.
(a) The integral image: SUM = A + D − B − C. (b) Box filters to compute the partial derivatives
of the Hessian matrix

Fig. 5 Before-and-after filtering out the edge key-points. (a) Before filtering out the edge key-
points. (b) After filtering out the edge key-points

6 Experimental Results

The accuracy of our method is validated by the performance comparison of the
approximated SIFT detector, SIFT detector, SURF detector, and FAST detector. The
SIFT code implemented by Rob Hess [18] is used in our experiment. For the SURF
algorithm, we use the original implementation released by its authors. The FAST
detector in our experiment is implemented in OpenCV 3.2.0. The datasets proposed
by Mikolajczyk and Schmid [19] are used for the evaluation. There are totally 8
datasets, and each dataset has six images with increasing amount of deformation
from a reference image. The deformations, covering zoom and rotation (Boat
and Bark sequences), view-point change (Wall and Graffiti sequences), brightness
changes (Leuven sequence), blur (Trees and Bikes sequence) as well as JPEG
compression (UBC sequence), are provided with known ground truth which can
be used to identify the correspondence. The repeatability score introduced in [19] is
used to measure the reliability of the detectors on detecting the same feature point
under different deformations of the same scene. The repeatability score is defined
as the ratio between the number of corresponding features and the smaller number
of features in one image in the image pair. To give a fair comparison, the thresholds
of these detectors are adjusted to give approximately equal number of feature points



38 Y. Wang et al.

1-2   1-3   1-4   1-5   1-6

R
ep
ea
ta
bi
lit
y

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1-2   1-3   1-4   1-5   1-6
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

1-2   1-3   1-4   1-5   1-6
0

0.2

0.4

0.6

0.8

1

1-2   1-3   1-4   1-5   1-6
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

1-2    1-3   1-4  1-5   1-6

R
ep
ea
ta
bi
lit
y

0

0.2

0.4

0.6

0.8

1

1-2   1-3   1-4  1-5   1-6
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

1-2   1-3   1-4   1-5   1-6
0

0.1

0.2

0.3

0.4

0.5

0.6

1-2   1-3   1-4  1-5 1-6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Ours
SURF
SIFT
FAST

Boat

Bike Leuven UBCTrees

BarkGraffitiWall

Fig. 6 The repeatability of several key-point detectors

Table 1 Timing results of SIFT, SURF, FAST and our method for key-point detection on the first
image of the Wall sequence (size: 1000 × 700 pixels)

Detector SIFT SURF FAST OURS

Time (ms) 332 97 11 35

Fig. 7 Real-world image matching using the approximated SIFT detector with SURF descriptor

as SURF detector detected. The results in Fig. 6 show that the SIFT detector has
the best performance in most cases, and the proposed method is close to SIFT and
better than SURF and FAST detector.

The efficiency of the proposed method is also compared to SIFT, SURF, and
FAST. The times of detection of the key-points in the first image of the wall
sequence is shown in Table 1, where we can see that the FAST detector is most
efficient among all methods, but it merely detects key-points in one scale, while
others detect them in more than 10 scales. The proposed method is about 3 times
faster than SURF and 10 times faster than SIFT. Real-world image matching using
the approximated SIFT detector with SURF descriptor is shown in Fig. 7.
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7 Conclusion

In this paper we have proposed a framework to efficiently and accurately approxi-
mate the SIFT scale space for key-point detection. The quantitative relation between
repeated averaging filtering and Gaussian filtering has been analyzed, and a group
of averaging filters has been found to accurately approximate the DOG detector.
Experimental results demonstrate that the proposed method is about 10 times faster
than SIFT detector, while preserving the high accuracy and high repeatability of the
SIFT detector.
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The Application of Image Processing
in UAV Reconnaissance Information
Mining System

Qiufeng Pan, Jiaxing Wang, Hang Yu, Wenjun Zhang, and Peng Yue

Abstract As a kind of emerging weapon, UAV (unmanned aerial vehicle) has
become increasingly prominent in modern warfare and received unprecedented
attention from the world’s military powers. The major function of UAV in warfare
is reconnaissance, providing intelligence support for systematic warfare with the
equipped different kinds of payloads. Videos and images are the most intuitive
reconnaissance results and the basic carrier of the reconnaissance information
processing system. This paper analyzes the application of image processing tech-
nology in UAV intelligence information processing through demand analysis of
reconnaissance mission-oriented and the procedure of reconnaissance mission. We
finally complete the design and implementation of UAV reconnaissance information
processing system.

Keywords Emerging weapon · Unmanned aerial vehicle · Image processing ·
Intelligence support · Reconnaissance information mining system

1 Introduction

Modernized war deeply depends on the battlefield intelligence information. Ground
reconnaissance equipment would be influenced by the obstacle and earth curvature.
Satellite reconnaissance equipment couldn’t detect in real time and the details
are not clear. Thus, these two reconnaissance methods have their own limits.
Reconnaissance UAV is an important complementary to the other two detective
means [1]. With different payloads carried, reconnaissance UAV could detect the
details of battlefield situation in real time [2]. In the prewar period, reconnaissance
of UAV could construct the battlefield situation, such as the map of battlefield,
helping the commander make correct decision about the forces deployment. In
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Fig. 1 UAV participated in the war

the wartime, reconnaissance of UAV could detect the change of battlefield, detect
and recognize target, helping the commander revise war policy in time [3]. In the
postwar period, the damage assessment is an important evidence of summary [4].
The major form of reconnaissance is to capture images and videos from the battle
field. The image acquired by the payload is an intuitive intelligence source. Thus,
image processing technology directly influenced the intelligence result.

Figure 1 shows the process of UAV participation in the war. The UAV is
reconnoitering the battlefield situation, sending the reconnaissance results to the
receiving station and command and control vehicles by data chain in real time. The
intelligence processing system is installed on the vehicle to generate the intelligence
information and report the information to command post to help the commander
make decisions about how to deploy forces by battlefield network.

This paper is organized as follows. Section one educes the importance of
image processing in intelligence mining system with the way UAV is providing
the intelligence support in war. Section two analyzes the requirement analysis of
image processing technology. Section three describes the implementation of the
used image processing technology. Section four concludes this paper.

2 Requirements Analysis

The UAV reconnaissance information processing system integrates the intelligence
information obtained by various means during the reconnaissance task. The function
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of this system contains intelligence generation, sharing and distribution, and intel-
ligence support throughout the process of mission execution. It is the information
analysis and processing center of UAV reconnaissance mission system.

The requirements of UAV reconnaissance intelligence include two aspects.
One is obtaining the high-precision reconnaissance panorama image. The other
is detection, recognition, and location of enemy target. To obtain high-precision
and large-scale images in the reconnaissance area to help construct the battlefield
situation in real time, image mosaic method is applied. After image mosaic,
combined with the map of the battlefield such as “Google Global Satellite Map,” we
can get the location of target in the panoramic image. The location and property of
targets are reported to the command post to decide whether to attack. Then artillery
correction technology is used to amend the fire attack system if the fire did not
hit the target. Also, if the target is hit by artillery, the damage assessment could
help commander to summary the war to determine whether the target is damaged.
Meanwhile, in most cases, the battlefield environment is complex. Single mode
cameras may not be able to detect targets. SAR (synthetic aperture radar) or infrared
camera may be also used to detect target.

3 Key Technology

In this section, we discuss the image processing technology in the intelligence
mining system, containing (1) image mosaic and geometric correction, (2) image
fusion, (3) target detection and recognition, (4) target location, and (5) artillery
correction and damage assessment.

Image Mosaic and Electronic Map Fusion

After the mission is distributed to UAV, it flies to the mission area to execute
reconnaissance mission. Because of the miniaturization of UAV and the limitations
of the reconnaissance equipment, the scene structure information in a single frame
image is very limited, which is not sufficient to obtain wide-area reconnaissance
information. Thus we need to stitch the continuous multi-frame images to form a
panoramic image. The panoramic image could also fusion with the electronic map
to form the battlefield situation through coordinate transformation so that we could
locate any point in the image in the world coordinate system [5]. The whole process
of the algorithm is shown in Fig. 2.

The algorithm divides into two parts, image mosaic and geometric rectifica-
tion.

1. Image Mosaic: Firstly, we screened the image data. Due to the sensor equipment
trouble or the influence of data chain interference, the image data acquired by
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Fig. 2 Flowchart of building battlefield situation

UAV may contain some outlier data. The payload on UAV captures images
about 25 frames per second, resulted in the large overlap region in the adjacent
images, which means massive repeated information is contained in the image
data. Considering the effectiveness of image data and the overlap region between
images, several images are selected to stitch the panoramic image, such as six
or seven images per second. Image mosaic is to transform all the images into a
uniform coordinate. The first step is to register the image. Keypoint based method
is fast and robust way to register images, containing keypoint extraction such as
SIFT, SURF, ORB, and so on [6–8], construction of descriptor, and keypoint
match. According to the matched keypoint, the transformation between images
is calculated. Let the first image to be the benchmark and all the images could be
transformed to the same coordinate.

2. When the panoramic image is acquired, according to the flight parameters of
UAV, we could calculate the coordinate of the corner points on images in WGS84
(world geodetic system 1984), which is explained in the subsection target
location. These corner points are used to be the pseudo GCP (ground control
point) set to simulate the geometric distortion of images. The transformation
model is based on the quadratic polynomial model, and the mathematical
transformation relation is as follows.

{
x = a0 + (a1X + a2Y ) + (a3X

2 + a4XY + a5Y
2
)

y = b0 + (b1X + b2Y ) + (b3X
2 + b4XY + b5Y

2
) (1)

(x, y) and (X, Y) are the coordinates of arbitrary pixels in original and corrected
images. (ai, bi), (i=0, 1, . . . , 5) are the coefficients of this model, which could be
obtained by the least square method.

Figure 3 shows the fusion result of panoramic image and electronic map [9].

Visual and Infrared Image Fusion

The reconnaissance UAV carried a photoelectric payload including a visual camera
and an infrared camera. The fusion between visual and infrared image could extract
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Fig. 3 Fusion result of panoramic image and electronic map

the most useful information of the two images, integrating them into a high-quality
image. This effort could improve the utilization rate of image information.

Firstly, as the field of visual camera and infrared camera are not the same. We
need to extract the overlap region of visual and infrared image to fuse. While the
visual camera and infrared camera are in one pod, these two cameras would be
focused on the same place, so that the center of visual image and infrared image are
the same. According to the camera parameters, focal length and pixel size, we could
easily extract the overlap region between visual camera and infrared camera.

Now, there are two of the most commonly used ways to integrate visual and
infrared image: pixel level image fusion and feature level image fusion. Pixel level
image fusion are fused on the original data level, contains more abundant details,
while feature level image fusion extract features in the two images such as shapes,
edge, contour, regions, etc. Thus feature level image fusion not only keeps effective
information, but also compresses information.

In our system, the pixel level image fusion is utilizing the weighted mean of the
luminance component of visual image and infrared image.

As is known to us, the background of infrared image is smooth and the difference
between feature and background is in brightness. Thus, the most important thing is
to extract the features of infrared image. We firstly utilize quad-tree decomposition
to divide the infrared image and select the points in each image patch uniformly to be
the control point of Bessel interpolation to reconstruct the background of infrared
image. This method would result in the blocking artifact because of the different
control points used in the stitched surface. Thus, the reconstructed background
should be smoothed by a Gaussian filter to eliminate the blocking artifact. With the
background of infrared image, we could easily obtain the features of the infrared
image.

Figure 4 shows the fusion result of visual and infrared image with pixel level
fusion and feature level fusion.
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Fig. 4 Pixel level image fusion result and feature level image fusion result. (a) is visual image; (b)
is infrared image; (c) is pixel level image fusion result; and (d) is feature level image fusion result

Target Detection and Recognition

Object detection system can detect and recognize targets on visible images, SAR
images, and infrared images. The whole process is shown in Fig. 5.

In the object detection on visual images, deep learning has become one of the
most popular methods in recent years [8]. It is a brain-like architecture that can be
trained with massive data to extract features and learn the key features in sight of
these data automatically. Deep learning network has deeper network than normal
machine learning model and so that it can handle with more complicated features
and realize object detection with high accuracy (Fig. 6).

In the object detection on SAR and infrared images, which have only one
channel, denoising, thresholding, and dilating are used to make objects much
prominent from the background. Then use the convolution filter to sample the
objects and filter the boxes with non-maximum suppression to get the accurate
location of objects (Fig. 7).
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Fig. 5 The flowchart of
target detection and
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Target Location

After the target is detected and recognized, the location of target is an important
property used to guide the fire attack system to attack the target. The coordinate
system we utilized is WGS 84 (World Geodetic System 1984). The relevant method
is target location. It is based on photogrammetry and image processing technology,
and it aims to calculate the latitude and longitude of target with the flight parameters
of UAV in our system.

There are mainly three methods to locate the target.
The first one is based on the telemetry data of UAV. It could locate the target in

real time while the location accuracy is not enough. The real time location of UAV
is measured in time by the GPS (global position system) mounted in the UAV. With
the altitude of UAV and elevation data in DEM format, the distance between UAV
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Fig. 6 Detection results on visual images

Fig. 7 Detection results on
SAR images

and ground is calculated. Also, the position, posture, azimuth, and pitch angle are
measured by the sensor mounted on the UAV in real time.

According to the principles of imaging, the point location formula is as follows:

{
XA − Xs = (ZA−ZS) (a1 × x+a2 × y−a3×f ) / (c1 × x+c2 × y−c3 × f )

YA−Ys = (ZA−ZS) (b1×x+b2×y−b3 × f ) / (c1 × x + c2 × y − c3 × f )

(2)
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(XA, YA, ZA) is the coordinate of object point A in ground photogrammetric coordinate system, and
(XS, YS, ZS) is the coordinate of photography center. (x, y, −f ) is the coordinate of image point a
in image space coordinate system S _ XYZ. f is the focal length.a1, a2, a3, b1, b2, b3, c1, c2,
c3 are the elements of rotation matrix R. The rotation matrix R could be calculated as follows

R =
⎡

⎣
a1 a2 a3

b1 b2 b3

c1 c2 c3

⎤

⎦

=
⎡

⎣
cos k sin k 0
− sin k cos k 0

0 0 1

⎤

⎦

⎡

⎣
cos ω 0 − sin ω

0 1 0
sin ω 0 cos ω

⎤

⎦

⎡

⎣
1 0 0
0 cos ϕ − sin ϕ

0 sin ϕ cos ϕ

⎤

⎦

(3)

ϕ, ω, k are the pitch, roll, and yaw of payload in ϕ − ω − k rotation system.
The second method is based on the space intersection. It is the extension of

the first method. Laser range finder is used in this method. It is used to measure
the distance between target and UAV relatively accurately. With the location result
when the UAV is locating the same target at different place, we can construct the
intersection model. Least-square method could be used to reduce the location errors.
Since the laser range finder is a more stable and accurate device, the measured result
could be used as a benchmark value.

The formula is as follows:

(x, y, z) = min
∑

(f (xn, yn, zn) − Ln)
2 (4)

(x, y, z) is the location result. f (xn, yn, zn) is the distance between UAV and target
calculate by the first method in time n. Ln is the measure esult of laser range finder
in time n. Compared with the first method, the method with space intersection model
is a more accurate way to locate the target.

The third method is based on the map match. It is also the extension of the first
method and is similar to geometric rectification. From the first method, we can
calculate the latitude and longitude of the visual image’s four vertex to superpose the
visual image over “Google Global Satellite Map” with some errors. Then, register
the visual image and map image automatically or manually. Figure 8 shows the
result of map matching between visual image and the relative image in “Google
Global Satellite Map.” The first image is the visual image captured by the payload.
The figure shows the visual image superimposed over the “Google Global Satellite
Map.”

Artillery Correction and Damage Assessment

After the target property and location are sent to the command post, fire attacking
system decides to attack the detected target. UAV would hover over the target to
monitor it to know the strike situation by comparing the images before and after
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Fig. 8 location based on map match

Fig. 9 The flowchart of
artillery correction and
damage assessment

attack. The process is shown in Fig. 9. Artillery correction is to calculate the distance
and angle between the location of target and the impact point. By sending the
distance and angle of impact point relative to the target to the fire attacking system,
they can amend system to attack again until the target is hit. After the target is hit,
the damage image is captured. By comparing the images before and after attacking,
according to the attributes of the target, type and killing radius of the warhead, and
other features, the damage situation is assessed to decide whether to attack again.
The result can be seen in Fig. 10.

4 Conclusion

UAV intelligence information processing method is a branch of UAV combat
application research. Many mature technologies in image processing will be applied
in the information processing of UAV, such as moving target tracking, removing
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Fig. 10 Comparison before and after attack. (a) Before attack. (b) After attack

fog or rain effect from images, and so on. With the improvement of the technical
level of the UAV and the diversification of the reconnaissance payload, the ability
of intelligence mining system also needs to improve. Therefore, image processing
method will also face many new challenges.
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An Object Detection Algorithm for UAV
Reconnaissance Image Based on Deep
Convolution Network

Xinping Guo, Xiangbin Li, Qiufeng Pan, Peng Yue, and Jiaxing Wang

Abstract In recent years, the UAV technology has developed rapidly and played
an important role in many fields, especially in intelligence, reconnaissance, and
monitoring. Object detection can provide accurate target location and target cat-
egory for reconnaissance missions, providing detailed command information for
commanders. However, the current object detection algorithm based on deep
convolution network does not work well on detection for small objects and so
cannot be applied to small objects in the reconnaissance image of UAV. In this
paper, an object detection algorithm for UAV reconnaissance image based on deep
convolution network is proposed. The image is adaptively divided according to the
UAV flight parameters and the payload parameters before sent into the network.
Through this way, small objects can be located and classified in a high accuracy of
location and classification. This method can detect objects with small size, multiple
quantities, and multiple categories on UAV.

Keywords Deep learning · Convolution network · Object detection · Adaptive
division · UAV

1 Introduction

Target detection is one of the three major tasks in the field of computer vision. It can
locate and classify multiple objects in the image and has been widely used in many
scenes. The process of object detection algorithm includes three steps: proposed
region selection, feature extraction, and classification. By the way of extracting
features with or without human designed features, object detection can be divided
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into detection based on artificially designed features and detection based on deep
learning automatic extracting features. The algorithm based on artificially designed
features obtains proposed region by using a detection window to entirely search on
different scales of the image, uses artificially designed features to extract features
such as Haar [1], LBP [2], or HOG [3], and finally classifies into shallow classifier
SVM [4] and decision tree [5]. These methods have achieved good results in the field
of object detection based on artificially designed features but they do relatively poor
on classification accuracy and speed. In recent years, with the rapid development of
neural networks and big data technologies, more and more deep learning algorithms
have been applied in the field of object detection and have made big breakthroughs.
R Girshick et al. proposed a method by using Selective Search [6] to select proposed
regions and RCNN (Regions with CNN features) [7] and Fast RCNN (Fast Regions
with CNN features) [8] convolution network to extract features. The classification
accuracy has been greatly improved. S Ren et al. proposed Faster RCNN (Faster
Regions with CNN features) [9] and the detection speed is greatly improved without
loss of classification accuracy, so that the computer detection capacity gradually
approaches the human level. However, the deep learning method mentioned above
has a relatively poor result on small objects, and when the UAV performs the
reconnaissance task at a relative altitude of 2 km from ground, the objects captured
by the payload on UAV are usually small, which limits the method to be used on
UAV.

This paper proposes an object detection based on Faster RCNN network for UAV
reconnaissance images. By establishing a flight image dataset, the Faster RCNN
algorithm is trained and the algorithm can adaptively divide the image according to
the payload parameters and the minimum detectable pixel size calculated which
is decided by the algorithm and training set. As a result, a small object with
approximately 1% of the whole image size can be detected, thereby achieving object
detection with small sizes, multiple categories, and multiple numbers.

2 Faster RCNN Algorithm

Faster RCNN algorithm is one of the most popular deep learning networks used for
object detection, and its classification accuracy and speed have reached the forefront
of current detection algorithms. The algorithm is improved on the basis of RCNN
and fast RCNN. The proposal regions’ selection, feature extraction, classification,
and location refinement are unified into a deep network framework as shown in
Fig. 1, which improves the comprehensive performance.

Faster RCNN algorithm has better performance on precision and recall compared
to other detection algorithms based on deep learning, just as shown in Table 1. It can
be concluded from the table that Faster RCNN is suitable for reconnaissance image
on UAV because of its better precision and recall on small targets.
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Fig. 1 The structures of three object detection frameworks

Table 1 Performance of four detection algorithms on COCO dataset [10]

Algorithm AP (average precision) AR (average recall)
AP0.5 AP0.75 S M L 1 10 100 S M L

Faster RCNN 45.3 23.5 7.7 26.4 37.1 23.8 34.0 34.6 12.0 38.5 54.4
Fast RCNN 39.9 19.4 4.1 20.0 35.8 21.3 29.5 30.1 7.3 32.1 52.0
SSD300 41.2 23.4 5.3 23.2 39.6 22.5 33.2 35.3 9.6 37.6 56.5
YOLOv2 44.0 19.2 5.0 22.4 35.5 20.7 31.6 33.3 9.8 36.5 54.4

Faster RCNN Network Architecture

Faster RCNN network has three parts: convolution and pooling network, region
proposal network, and classification network as shown in Fig. 2.

The convolution and pooling network consists of a few of convolution layers
and pooling layers, which is responsible for the feature extraction of the UAV flight
image. The convolution layers have two dimensions: depth and width. Convolution
kernels in width are responsible for detecting different features and kernels in
depth are responsible for combining simple features from lower layers to complex
features. After the convolution and pooling network, the UAV image is converted
into a feature map, representing the key features of the objects.

The RPN consists of a convolution layers and a softmax layer. The network can
generate the probabilities pobj of the foreground and background of each anchor in
each feature. The anchors are generated with different sizes and scales for each
feature in the feature map. Meanwhile, the network can generate the deviation
(plx, ply, plw, plh) of center position and sizes between this anchor and its true label
window. Then the anchors are selected with the top-N probabilities as proposed
regions to be sent into the subsequent network for training.

The classification network is composed of a fully connected layer and a softmax
layer. The network uses the proposed regions generated by RPN, the feature map
generated by convolution and pooling network, and the ground-truth labels as input
to calculate the probability pcls; if this region contains an object, then its position
deviation is (lx, ly, lw, lh).
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Fig. 2 Faster RCNN network
architecture
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The loss function can provide the target for training the network. The loss function
of the Faster RCNN algorithm consists of two parts: the loss of RPN and the loss of
classification.

RPN Loss Function

In order to train the RPN network, each anchors needs to be assigned a label
{contains object, non-object} and the following conditions are used to define the
positive label (contains object).

Therefore, the RPN loss function can be defined as Eq. (1),
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Lcls
(
pi, p

∗
i

) = −p∗
i log (pi) − (1 − p∗

i

)
log (1 − pi) (2)

Lreg
(
ti , t

∗
i

)
is the regression loss which can be calculated by Eq. (3)

Lreg
(
ti , t

∗
i

) =
{

0.5
(
ti − t∗i

)2
, if

∣
∣ti − t∗i

∣
∣ < 1∣

∣ti − t∗i
∣
∣− 0.5, otherwise

(3)

Ncls, λ, and Nreg are the hyper-parameters to adjust the weights between these two
losses.

Classification Loss Function

The formulation of the classification loss function LCLS is similar to Eq. (1), except
that the foreground and background classification loss Lcls

(
pi, p

∗
i

)
is changed to

multi-class classification loss shown as Eq. (4),

Lcls
(
pi, p

∗
i

) = −
C∑

i

p∗
i log (pi) (4)

where C is the number of all categories.
Therefore, the total loss function of the Faster RCNN algorithm is

Ltotal
(
pi, p

∗
i

) = LRPN
(
pi, p

∗
i

)+ LCLS
(
pi, p

∗
i

)
(5)

3 Adaptive Image Division Algorithm

According to the payload azimuth, flight height, field size, and pixel size, adaptive
image division algorithm automatically divides the image into several blocks and
resizes the blocks to the original size of image to satisfy the minimum detectable
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pixel size. Through this way, small objects can be detected in the image. The specific
process is as follows:

1. Determine the minimum detectable pixel size (MDPZ) to be detected of each
category, and take car class as an example, MDPZ of the car is a × b.

2. According to the actual detection size of object and the posture of the UAV and
payload, calculate the pixel size a1 × b1 that the object occupies in the image.

3. If a1 < a or b1 < b, divide the image into N ≥ c/(c1 × scale) blocks, and

c =
{

a, if a
a1

≥ b
b1

b, else

scale is the resize scale in the preprocessing progress.
4. Resize each of the blocks to the original size and send to the network.
5. Finally, integrate the detection results of each block.

4 Experiments and Results

Throughout the experiment includes five parts: establishing the training set, labeling
the objects, training, validating, and testing. The flow chart is shown in Fig. 3.

Fig. 3 Flow chart of the Faster RCNN network in the reconnaissance images of UAV
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Fig. 4 Schematic diagram of part of the training set in the experiment

Fig. 5 VGG16 network structure in this experiment

Building Training Set and Labeling

The training set of this experiment contains about 4500 images recorded by visible
light camera in which includes totally 10,000 targets (aeroplanes, cars, and boats), as
shown in Fig. 4. The dataset is constructed by manually labeling, coordinate storage,
and xml conversion.

Network Training

In this experiment, the convolution and pooling network uses the VGG16 network
and it has five sets of convolution layers and pooling layers. The network architec-
ture diagram of VGG16 is shown in Fig. 5.

The training set is sent into the network for training, using the stochastic gradient
descent as optimizing method. One image was sent into the network on each
iteration. After 10,000 iterations training on the training set, the loss after training
was less than 0.3 and the accuracy was about 85% on training set. The changes in
training loss with training iterations are shown in Fig. 6.
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Fig. 6 Training loss decreases with the training iterations

Network Validation

The cross-validation method has strong stability and fidelity and can be applied for
different sizes of training sets. Therefore, k folds cross-validation method is used in
this experiment to validate the performance of the model. This method divides the
dataset D into k mutually subsets with the same size D = D1 ∪ D2 ∪ . . . ∪ Dk, and
each subset is sampled from D in layers. Take every k − 1 subsets as the training set
and the reminder subset as the validation set, then repeat this process k times and
get the average validation result of these k results. The entire process is shown in
Fig. 7. The trained model was validated on the validation set of UAV reconnaissance
images using cross-validation method and the mean loss was around 0.3, as shown
in Fig. 8.

Results on Reconnaissance Images

The trained model was tested on the test set which contains aeroplane, boat, and
car. The AP (Average Precision) for each type and mAP (mean Average Precision)
is shown in Table 2. The mAP can achieve around 0.79 and is slightly improved by
AID. The recall has a greatly improved by using AID.

The trained model is tested to measure the minimum detectable pixel size and
the results are shown in Table 3. The results can be the condition of the adaptive
division.

The trained model is used on the UAV scout images as shown in Fig. 9, and it
can be seen that the algorithm can handle with small size, multiple categories, and
multiple numbers.
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Fig. 7 Cross-validation method

Fig. 8 Loss on validation set changes with training iterations

Table 2 Average precision
on objects of different types

Type Aeroplane Boat Car mAP Recall

Without AID 0.94 0.73 0.70 0.79 0.31
With AID 0.95 0.77 0.76 0.83 0.74
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Table 3 Minimum detectable pixel size for different categories

Type Aeroplane Boat Car

Minimum pixel size that can be detected (width × height) 28 × 30 18 × 24 20 × 25

5 Conclusion

This paper analyzes the characteristics of the objects in UAV reconnaissance images
and introduces a deep convolution network algorithm suitable for objects with small
sizes, multiple categories, and multiple quantities. By building the dataset, training
the network on the dataset and dividing the image according to the minimum
detectable pixel size, the algorithm for UAV reconnaissance images is implemented
and can get a good result on validation set. The algorithm can achieve better results
by expanding the numbers and the categories of the objects in training set.
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Fig. 9 The results of the
algorithm in UAV scout
images. (a) Object’s size is
1% of the image size. (b)
Number of objects in one
image is larger than 30. (c)
Images contain many objects
with multiple categories
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Visualization of Horizontal Settling
Slurry Flow Using Electrical Resistance
Tomography

Kun Li, Mi Wang, and Yan Han

Abstract Settling slurry flow is very common and important in many industries,
especially in transportation, which need to be monitored in practical operation.
An investigation on visualization of horizontal settling slurry flow in pipeline
using electrical resistance tomography was made in this paper. The internal images
of fluid structure were displayed to operators with measurement of the solids
concentration distribution and solids velocity distribution in pipe cross section.
Experimental investigation with 5% solids loading concentration at various transport
velocities was conducted. Meanwhile, the results of photography and other flow
measurement methods were compared with the results obtained from electrical
resistance tomography.

Keywords Flow visualization · Horizontal settling slurry flow · Electrical
resistance tomography · Local solid concentration · Local solid velocity

1 Introduction

The transportation of settling slurry flow is required in a diverse range of industries,
such as mining, nuclear, energy, pharmaceutical, chemical, and food industries [1–
4]; especially in some specific applications, hydraulic transport through pipelines is
the only method to transport solid particles. As the slurry is an essential mixture
of solid and liquid, its characteristics rely on many factors, such as size and
orientation of pipes, size and concentration of solids, velocity and viscosity of
the liquid carrier. Slurry transportation is a highly complex process [2], which
should be under measuring and monitoring in the transport process, and appropriate
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slurry flow parameters can efficiently avoid pipe blockage, equipment failures,
and environmental damage. With well understanding the internal structure of the
slurry flow, the optimal design, accurate analysis, and safe operation of slurry
transportation systems can be more easily achieved.

Due to the complex nature of slurry flow and the effect of gravity, it is very
difficult for measuring and visualizing settling slurry flow. In the past, venturimeter
[5] based on differential pressure technique was widely used for measuring fluid
flow rate. Conductivity probes [6] were installed inside pipes to measure the solids
volumetric concentration, which disturbs the internal structure of slurry flow (i.e.,
intrusive method), and the abrasive nature of slurry makes the probe sensor to hardly
survive. With significant efforts of worldwide researchers, several non-intrusive
methods [7–10] appeared, such as, optical (laser), nuclear (X-ray or gamma ray),
ultrasound, and conductance transducers. Among the above methods, electrical
resistance tomography (ERT) offered a good solution for measuring and visualizing
settling slurry flow, since the optical method cannot measure muddy fluid, and
nuclear method is expensive and radioactive.

Phase volume fraction and phase velocity are two important parameters to
describe the internal structure of slurry flow, and flow characteristics also can be
extracted from them, for example, flow regimes [3]. With ERT online measurement,
the real-time solids concentration and velocity distribution are offered, which
allows process owners to “see” inside the pipe and determine flow conditions.
The information can be used for understanding and managing slurry flow, and
they also provide an experimental basis for CFD and other models in complex
flows. Therefore, this paper focuses on the visualization of horizontal settling slurry
flow, where local solids volumetric concentration and local solids axial velocity are
measured with using an ERT system.

2 Horizontal Settling Slurry Flow Regimes

A flow regime describes the solids spatial distribution of settling slurry, which is
crucial for design, optimisation, and the control of slurry flow processes. In hori-
zontal settling slurry flow, with the influence of gravity and various flow velocities,
the separation of phases occurs and four main flow regimes (from high velocity to
low velocity) are developed, namely pseudo-homogeneous, heterogeneous, moving
bed, and stationary bed [2], as shown in Fig. 1.

Homogeneous flow regime usually occurs at high velocities, where solids are
fine particles and fully suspended in the liquid carrier, as shown in Fig. 1a. As the
solid particles are almost equally distributed and flow with same velocity from top to
bottom of pipe, it can be approximately regarded as single phase flow, which allows
the equivalent fluid model used for representing the type of flow. This flow regime
is the mostly used one in industrial applications. As the flow velocity decreases,
heterogeneous flow regime occurs, where the solids concentration gradient and axis
solid velocity gradient appears at the cross section of pipe. As shown in Fig. 1b, the
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Fig. 1 Schematic presentations of horizontal slurry flow regimes with solids concentration and
axis velocity profile. (a) Pseudo-homogeneous flow regime. (b) Heterogeneous flow regime. (c)
Moving bed flow regime. (d) Stationary bed flow regime

flow regime is referred to as an intermediate flow regime, or might be in the process
of forming a flowing bed, where some finer particles are suspended at top part of
pipe and coarser particles are suspended at bottom part of pipe. The flow regime is
usually applied in mining and dredging applications but a critical velocity is needed
to maintain the flow regime, i.e., minimum velocity of liquid carrier. Moving bed
flow regime starts to be formed when the flow velocity is below the critical velocity,
where larger particles accumulate at the bottom of pipe and form a flowing bed, and
the upper part of fluid is still heterogeneous mixture with less solids concentration,
as shown in Fig. 1c. The solids concentration at bottom is maximum and decreases
from bottom to top at cross section of pipe, while the solids velocity at upper part is
higher than that at bottom part. As the flow velocity reduces further, the liquid carrier
cannot move the solids on bed, which will be stationary and contact with the bottom
of pipe, as shown in Fig. 1d. With the accumulation of solid particles, the stationary
bed turns thicker, which might lead to blockage. Therefore, it is impossible for
maintaining stationary bed flow regime for very long time, and it should be avoided
in practice.

3 ERT System and Principle

The principle of ERT [11] is based on the concept of Ohm’s law: by injecting
a certain signal through electrodes pair into a conductive sensing region, and
the injected signal will result in boundary voltages on the remaining electrodes.
The boundary voltages contain the information of conductivity distribution which
represents the phase distribution within the sensing region. Therefore, the boundary
voltages data were collected and used to image the internal structure of multi-phase
flow with using an image reconstruction algorithm [12].

A typical ERT system [11] is made of ERT sensor, data acquisition system, and
image reconstruction system, as shown in Fig. 2. Each plane of ERT sensor is a
set of equally spaced electrodes mounted around the pipe wall, which is in contact
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Fig. 2 Structure of ERT measurement system

with inside fluid, and does not cause any interference with the inside flow. The data
acquisition system consists of signal sources, multiplexer arrays, voltmeters, signal
demodulators, which is critical for ERT system since it determines sensing strategy,
data accuracy, and highest data collection speed. Normally, an adjacent strategy [13]
is used in most ERT systems, where a set of measured data contains 104 independent
differential voltages for each 16-eletrode sensor. With using a preloaded image
reconstruction algorithm, each set of measured data were transferred to each frame
of internal conductivity distribution, which represents the phase distribution in the
pipe cross section. The finite element mesh of pipe cross section is shown in Fig. 3.

Based on simplified Maxwell’s relationship for slurry flow [14] (liquid carrier is
water, and solids are silica sand in this paper), the obtained conductivity distribution
can be used to derive the solids concentration distribution, as following Eq. (1).

α = 2σw − 2σm

σw + 2σm
(1)

where α is the solids concentration in each pixel, σw is the conductivity of
continuous water phase, and σm is measured mixture conductivity of each pixel.

According to the internal conductivity distribution of dual plane, the pixel to
pixel cross-correlation technique [15] is used to measure the time difference of solid
particles flowing through two sensor planes, as shown in Fig. 4. With a predefined
distance between them, the solids axial velocity can be calculated with using Eq. (2).

v = L

T
(2)

As the horizontal settling slurry flow without stirring can be assumed as vertically
axial-symmetric, the solids concentration and velocity profile (Profile represents
the distribution at vertical positions of pipe cross section) can be extracted using
the average values of each row, i.e., Eqs. (3) and (4). And the local mean solids
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Fig. 3 Finite element mesh (316 pixels) of sensing region

Fig. 4 Principle of pixel-to-pixel cross-correlation method
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concentration and mean solids velocity can be calculated with the average value of
316 pixels, i.e., Eqs. (5) and (6).

αi = 1

ni

ni∑

j=1

αi,j (3)

vi = 1

ni

ni∑

j=1

vi,j (4)

α = 1

n

∑
αi,j (5)

v = 1

n

∑
vi,j (6)

where αi and vi are the average solids concentration and velocity of i-th row (i = 1,
2, ..., 20), respectively. α and v are the local solids mean concentration and velocity,
respectively. αi, j and vi, j are the local solids concentration and velocity in the pixel
of i-th row and j-th column, respectively.

4 Experiment Setup

Experimental investigation of settling slurry flow was conducted on a slurry flow
loop facility in University of Leeds, as shown in Fig. 5. It consists of a high-
performance dual-plane ERT system (FICA, built by OLIL) [16] for measuring local
solids concentration and velocity, an EMF (OPTIFLUX 4300, from KROHNE) for
obtaining fluid velocity, and a CMF (OPTIMASS 700 T50, from KROHNE) for
obtaining slurry mass flow rate. The slurry flow run in experiment with 5% loading
solids volumetric concentration at different transport velocity (from 1.5 to 4.0 m/s),
where solid phase is silica sand (particle size is between 75 and 700 in diameter) and
liquid carrier is tap water. Meanwhile, a section of transparent pipe was installed on
slurry flow loop for taking photography of slurry flow at each transport velocity.

In order to evaluate the measurement and visualization of slurry flow using ERT,
the photography results, EMF and CMF results were compared with ERT results.
The solids concentration from CMF and EMF measurement can be calculated with
Eq. (7).

α · ρs + (1 − α) · ρw = Q

v · A
(7)
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Fig. 5 Experimental facility (slurry flow loop) in Leeds University

where ρs and ρw are the density of sand and water, respectively. α is the solids
concentration. Q and v are slurry mass flow rate and velocity, respectively. A is the
area of pipe cross section.

5 Results and Discussions

Figure 6 shows the local solids concentration and solids velocity profile with
different transport velocities. It can be noticed that the solids distribution and flow
conditions depend on the transport velocity. At higher transport velocity, the solid
particles are all suspended in slurry mixture, and almost uniformly distributed in the
pipe cross section, as demonstrated at 4.0 m/s in Fig. 7a, and the solids velocities
are almost equal in the pipe cross section. With the transport velocity decreasing, the
solid particles in upper part tend to the lower part, and the velocity of solids particles
in lower part slowdown, which tends to form a moving bed. Especially at 1.5 m/s,
the solid particles clearly accumulate and move in lower part, as demonstrated in
Fig. 7b, and the solids velocity in moving bed is lower than upper part.

Figure 8a shows that the local mean solids concentration obtained from ERT
and from EMF and CMF are almost same (the measurement error is less than 1%),
which implies that the ERT provides a reasonable method to visualize slurry flow.
Figure 8b shows that the mean solids velocity obtained from ERT basically keep
consistent with the transport velocity at high velocity (especially over 3.0 m/s).
However, as the increase of solids concentration in pipe bottom leads to a strong
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Fig. 6 Visualization of slurry flow with 5% sand (transport velocities (from 1.5 to 4.0 m/s)) (a)
Local solids concentration profile. (b) Local solids velocity profile
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velocity = 4.0m/s   local solids concentration = 4.63%

velocity = 1.5m/s   local solids concentration = 5.50%

Fig. 7 Local solids concentration distribution of pipe cross section and photography of slurry flow.
(a) Slurry flow at 4.0 m/s transport velocity. (b) Slurry flow at 1.5 m/s transport velocity

Fig. 8 Error analysis. (a) Comparison of local solids concentration obtained from ERT with that
of CMF and EMF, (b) Comparison of solids velocity obtained from ERT and transport velocity
measured by EMF

particle–particle interaction at low velocity (below than 2.5 m/s), the movement of
solid particles is impeded, and the solids velocity is lower than transport velocity,
which is highlighted by ERT.
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6 Conclusions

A visualization method with using a high-performance ERT system on horizontal
slurry flow was investigated. It demonstrated ERT can determine the mean local
solids concentration and solids concentration profile at vertical positions of pipe
cross section, which shows the amount and the distribution of solid particles
in slurry. And with cross-correlation technique, the dual-plane ERT system can
determine the mean local solids velocity and solids velocity profile in pipe. The
ERT results were compared with actual photography and other flow measurement
methods, which verified the dual-plane ERT system can perform well for visualizing
slurry flow in pipeline. Meanwhile, the below conclusions were drawn:

• Compared with photography and other flow measurement methods, ERT offers a
better solution for monitoring slurry flow, as the solids concentration distribution
and velocity distribution were clearly shown in ERT results.

• At slow slurry transparent velocity, the solids velocity in lower part of pipe is
slower than that in upper part and the mean local solids velocity is smaller than
transparent velocity, which are highlighted in ERT results.
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CSAR Moving Target Detection
with Logarithm Background Subtraction
Based on Optimal Azimuth Aperture
Analysis

Wenjie Shen, Yun Lin, Fei Teng, Yanping Wang, and Wen Hong

Abstract This paper focuses on moving target detection in single-channel circular-
SAR (CSAR). The logarithm background subtraction algorithm described in this
paper utilizes the overlapped subaperture logarithm image sequence to detect
moving targets. It first models the background image with the input image sequence,
and then uses the input images to subtract the background image to cancel the
clutter. Finally, the moving target can be detected in a subtracted image sequence.
However the detection performance depends on the azimuth aperture width (or
otherwise the number of input images in one set of image sequence). Thus, the
detection performance is analyzed with two measurements: the signal-to-clutter
noise ratio (SCNR) improvement and the clutter cancellation ability. Based on
the analysis, the proper azimuth aperture width to achieve the best detection
performance could be obtained. The algorithm is validated by the GOTCHA-GMTI
dataset.

1 Introduction

Ground moving target detection is an important research area in SAR applica-
tion because of its all-weather capability. Current applications such as battlefield
surveillance and city traffic monitoring depend on multichannel techniques such as
displaced phase center array (DPCA) [1], space-time adaptive processing (STAP)
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[2], along-track interferometry (ATI) [3]. Compared with the multichannel system,
the single channel system is still an important part of the current system. Thus,
research into moving target detection for single-channel systems is essential.

However, the detection capability of single-channel SAR is limited, as pointed
out in Chapman et al. [4]. Recent research reveals that the circular geometry may
resolve such single-channel SAR detection problems, such as Poisson et al. and
Shen et al. [5, 6]. Our team proposed a moving target detection algorithm at the
2017 IGARSS [6]. A modified version is described in this paper. Compared with
Shen et al. [6], the algorithm integrates the log-ratio operator to achieve a better
clutter cancellation ability. The radiometric adjustment and constant false alarm
rate (CFAR) detector are also added to achieve better performance. However, the
optimal detection performance depends on the azimuth aperture width, which is
used to generate the subaperture image sequence. Previously, the preset azimuth
aperture width was mainly acquired by testing. Therefore, in this paper, we present
an analysis on acquiring the parameter for achieving optimal detection performance.

The rest of the paper is organized as follows. Section 2 introduces the processing
chain of the logarithm background subtraction algorithm. Section 3 consists of the
method, whereas Section 4 presents the algorithm performance analysis, which
is composed of data and experiment parameters, the signal-to-clutter noise ratio
(SCNR) and clutter cancellation analysis, and the optimal detection result.

2 Processing Chain

The subaperture image can be decomposed into a background image (containing
clutter) and a foreground image (contain a moving target). The position of the
moving target’ varies in a subaperture image sequence. The algorithm modeled
the background image first, rather than simply making the difference between the
subaperture images. The first advantage of this step is that it can avoid the target
signature being canceled because of the use of the adjacent images performing
subtraction. Another advantage is that the target SCNR could be improved by
subtraction processing, which is good for moving target detection.

The processing chain is shown in Fig. 1. The algorithm consists of the following
parts:

(1) Segment the full aperture into small arcs of equal length.
(2) For each arc, using the same image grid to generate an overlap subaperture

logarithm image (OSLI) sequence.
(3) Performing the radiometric adjustment process on each OSLI sequence to

remove the antenna pattern.
(4) Apply a median filter along the azimuth time dimension to the OSLI sequence

to obtain the corresponding background image.
(5) Generating foreground images by using original OSLI subtracts the back-

ground image.
(6) The target is detected on the foreground images by a CFAR detector.
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Fig. 1 Processing chain of the logarithm background subtraction algorithm

The moving target detection performance depends on the quality of the modeled
background images. The quality of the modeled background images is controlled
by the width of the input azimuth aperture (the arc mentioned above, otherwise the
number of input images). Thus, in this paper, we mainly discuss the influence of the
first step (labeled with a rectangle in Fig. 1) on detection performance.

3 Method

Detecting a moving target requires the SCNR to be high enough; thus, several
techniques decrease the clutter energy first such as multichannel techniques.
Logarithm background subtraction utilizes such an idea, but the difference is that
the background is provided by using the overlapped subaperture image sequence.
Thus, the background cancellation result influences the final detection performance.
If the width of the input azimuth aperture is too narrow, there may be residual target
signature in the background image. If the width of the input azimuth aperture is too
wide, the background may mismatch with the clutter in the original image because
of its anisotropic behavior. This causes a false alarm. Thus, it is natural to think that
there is an optimal width of the input azimuth aperture value so that the target energy
is well preserved whereas the clutter is mostly canceled. Two measurements, SCNR
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improvement and clutter cancellation quality, are used to find that value. The SCNR
improvement factor is used to ensure that the target energy can be much preserved.
Clutter cancellation quality is to avoid the defect caused by the anisotropic behavior
of the clutter.

We find the proper width of the input azimuth aperture by carrying out the
following step. First, we use the clutter cancellation quality data along the width of
the input azimuth aperture to find the stable interval during which the clutter value
does not vary too much. Then, we find maximum SCNR improvement within the
interval. The corresponding angle is the optimal width of the input azimuth aperture.

Therefore, the proper width of the input azimuth aperture should meet the fol-
lowing condition: SCNR improvement reaches its maximum value during interval
when the clutter is canceled most.

Improvement of SCNR is shown by the following:

GSCNR (θ) = 10 · log
μt (θ)

μc (θ)
− 10 · log

μt0

μc0
(1)

GSCNR(θ ) is SCNR improvement. θ is the width of the input azimuth aperture.
μt0 and μc0 are the maximum intensity of the target signature and the reference
clutter in the original test frame. μt0(θ ) and μc0(θ ) are the intensity values extracted
from the same position as μt0 and μc0 after subtracting the background generated
with different θ . The clutter cancellation ability is evaluated by drawing the curve
that μc0(θ ) changes along θ .

4 Algorithm Performance Analysis

In this section, we use a selected scene as an example to present the analysis on
how to obtain the experiment parameters to achieve the optimal target detection
performance with the logarithm background subtraction algorithm. For other CSAR
data, the experiment parameter could be acquired by performing the same analysis.

Data and Experiment Parameters

To evaluate the performance, a test frame is selected as shown in Fig. 2. The
SAR image is generated with channel one data in GOTCHA GMTI dataset [7].
The aperture width is 0.79◦, the center time is 11.2 s. The image grid spacing is
0.2 m × 0.2 m. The target car Durango is delocalized owing to its motion, as
labeled with a red rectangle. The reference clutter for SCNR improvement and
clutter cancellation ability analysis is labeled with a blue circle.

To study the influence of input azimuth arc size on detection, the 20◦ azimuth
aperture (the test frame is at 0◦) is used to generate the overlapped subaperture
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Fig. 2 Selected test frame.
The target car Durango is
delocalized owing to its
motion as labeled with a red
rectangle. Reference clutter
for signal-to-clutter noise
ratio (SCNR) improvement
and clutter cancellation
ability analysis is labeled
with a blue circle

image sequence. Each subaperture image is generated using the same parameters
as the test frame. The gap of the azimuth angle between adjacent images is 0.2◦).
Therefore, we have 100 images for evaluation. To calculate the SCNR, a strong
stationary target, which exists within all 20◦ azimuth apertures, is selected as the
reference. The clutter cancellation ability is also evaluated with the strong stationary
target. After acquiring the parameter for optimal detection, the example detection
result is shown on the test frame.

SCNR Improvement and Clutter Cancellation Analysis

According to the above measurements, we can find the proper θ , which fulfills the
above condition as the experiment parameter for optimal detection.

The SCNR improvement curve is shown in Fig. 3.
In Fig. 3, the Durango’s SCNR improvement factor increases fast along the θ at

[0◦, 6◦] (the corresponding input images are from 0 to 30) and reaches the peak at
6◦. This is because the quality of the background image is improved and the target
signature is gradually filtered, as shown in Fig. 4.

In Fig. 4b, the target signature becomes weak but is still visible. In Fig. 4c, the
target signature is almost filtered; thus, the improvement is quite high, at around
9 dB. In Fig. 4d, the target signature is fully filtered and has a good improvement
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Fig. 3 Signal-to-clutter noise
ratio improvement curve

value at 10.52 dB. When θ > 6◦, the improvement factor decreases and remains
stable at around 9–10 dB. This is because, although the target signature is fully
filtered when θ > 6◦, the clutter value varies because of its anisotropic scattering
behavior. Thus, the causes of the clutter in the test frame cannot be canceled by
subtraction processing with model background images.

Take the reference clutter as the example shown in Fig. 5. As mentioned above,
the reference clutter could be seen during all 20◦. Therefore, we collect the residual
clutter value from the same position as in the test frame after subtraction processing
to evaluate the clutter cancellation ability. In Fig. 5, the residual clutter values are
close to 0 dB during [0◦, 12◦]. This means that its scattering field is stable; therefore,
the value is almost equal in the test frame and modeled background image. When
θ > 12◦, the value is changed because of the anisotropic scattering behavior, thus
causing the residual clutter value to gradually increase.

As mentioned previously, the experiment parameter for optimal target detection
should fulfill two conditions. Thus, according to the above analysis, the proper width
of the input azimuth aperture is θ = 6◦ (30 images). In the next section, we present
the optimal detection result.

Optimal Moving Target Detection Result

The background image is obtained using 30 overlapped subaperture images. The
corresponding background image is shown in Fig. 6.

Compared with test frame shown in Fig. 2, the moving target signatures have
been filtered and the clutter structures such as the road edge and building are all
preserved. Then, performing the subtraction step, the output image is shown in
Fig. 7.
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Fig. 4 Test frame and background image modeled with different input image numbers (azimuth
aperture width). (a) Test frame. (b–d) Corresponds to the background generated with 10, 20, and
30 input images (θ = 2◦; 4◦; 6◦) respectively. The target signature position is labeled with a red
circle

It could be seen in Fig. 7 that the moving target is well preserved. Except
for the moving target signatures, the side lobe of the strong stationary target also
exists. This is because the side lobe of this stationary target rotates during the 30
input images. Therefore, it is filtered in the background and the target’s sidelobe is
preserved in the subtracted image.

Apply a CFAR detector to a subtracted image and post-target discrimination
processing to reduce the false alarm; the detection result is shown in Fig. 8. The
Durango and the potential moving target are labelled in red. At the top left of the
figure, the sidelobe of the two strong manmade structures is also detected. This is
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Fig. 5 Residual reference
clutter curve

Fig. 6 Modeled background
image

because the anisotropic target’s rotating sidelobe is not preserved in the background
image. It is not canceled; thus, it is falsely detected. The anisotropic behavior-
induced false alarm may be excluded by better target discrimination processing in
the future.
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Fig. 7 Test frame after
subtraction processing

Fig. 8 Detection result

5 Conclusion

In this paper, the performance of the logarithm background subtraction algorithm
is evaluated with SCNR improvement and clutter cancellation ability, two measure-
ments. Following the presented analysis, the parameter of the proper number of
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input images (or otherwise the width of the input azimuth aperture) for achieving
the optimal moving target detection can be determined. Other CSAR data that use
the logarithm background subtraction algorithm can follow the same routine. Future
work will involve studying better target discrimination processing to reduce the false
alarm induced by the anisotropic backscattering behavior of the clutter.
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Ship Detection Using X-Bragg Scattering
Model Based on Compact Polarimetric
SAR
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Abstract Compact polarimetric SAR is currently drawing more attention owing to
its advantage in earth observations. In this paper, based on scattering vector in hybrid
mode and X-Bragg scattering model, a new method is presented for evaluating ship
detection performance. By using this method, three polarization features, including
circular polarization ratio, relative phase, and roundness, were analyzed selectively.
Experiments performed using hybrid mode emulated from C-band RADARSAT-2
full polarimetric SAR data validate the feasibility of the method in analyzing the
ship detection performance.
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1 Introduction

Ship surveillance is of great significance to ocean security and marine management
[1]. The synthetic aperture radar (SAR), which can work day and night with high
resolution, even under cloudy conditions, has been given great concern for ship
detection over the past 30 years.

With the improvement of radar system and ship detection algorithms, the SAR
data acquisition mode has been extended from single and dual polarimetric SAR
to full polarimetric (FP) SAR [2]. Contrast with single and dual polarimetric SAR,
FP SAR can provide more target information and allows complete backscattering
characterization of scatterers [3]. However, the narrow swath width of FP SAR can’t
meet the application demands (e.g., the maximum swath of radarsat-2 is just 50 km),
which limits its development.

To solve the problem in FP SAR, compact polarimetric (CP) SAR appears
with wide swath coverage and less energy budget [4–6], which has been widely
studied, and a lot of promising results have been obtained [5–7]. According to the
polarization state, three CP SAR modes have been proposed, including π /4 [8], dual
circular polarization [9], and hybrid polarization (HP) [10]. Among which, the HP
mode is simpler, more stable and less sensitive to noise than the other two modes.
Furthermore, the HP mode achieves a better performance in self-calibration and
engineering [11]. So far, the RISA-1 in India, the ALOS-2 in Japan, even the future
Canadian RADARSAT Constellation Mission (RCM) all supports the HP mode,
which is most suitable for marine applications.

Extracting effective polarization features from Stokes Vector can essentially
reflect the physical difference between ships and sea clutter [6]. The feasibility of
feature extraction was verified by researchers in a series of study. For example,
Shirvany et al. [12] indicated the effectiveness of the degree of polarization (DoP)
in ship detection. Then, this work was further studied by Touzi, who defined an
excursion of the DoP to enhance a significant ship-sea contrast [13]. In contrasting
with single polarimetric parameter, Yin investigated the capability of m-α and m-χ
decompositions for ship detection [14]. Three features extracted from CP SAR were
proved to have a good performance in ship detection [3]. What’s more, Paes showed
a more detailed analysis of the detection capability and sensitivity [15] of δ together
with m, μC, |μxy|, and entropy Hω.

In summary, the existing polarization parameters from polarization decomposi-
tion are used directly without considering the influence of sea surface roughness,
which weakens the detection capability of the polarization parameters to some
extent. In this paper, a new method for analyzing the polarization parameters is
presented by introducing the sea surface roughness disturbance [16]. In this case,
the polarization parameters can be evaluated in both theory and experiments for
ship detection.

Section 2 gives the formula derivation of the presented target scattering model,
and the surface roughness of sea is introduced. In Sect. 3, the presented target
scattering model is applied to analyze the polarization difference of circular
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polarization ratio, roundness, and relative phase between ships and sea to prove
its availability. Finally, in Sect. 4, the conclusion is given.

2 New Method for Feature Analysis

In hybrid mode, the radar antenna transmits a circular signal and simultaneously
receives two orthogonal linear-polarization signals. Consider that radar transmits a
right-circular signal, the scattering vector is [17]

−→
k l = [ERH ERV]T = 1√

2

(
SHH − jSHV,−jSVV + SHV

)T (1)

As we know, the coherency matrix T is a 3 × 3 matrix [3] as follows:

T = −→
k p

−→
k

H
p =

⎡

⎣
T11 T12 T13

T21 T22 T23

T31 T32 T33

⎤

⎦ =
⎡

⎣
2A0 C − jD H + jG

C + jD B0 + B E + jF

H − jG E − jF B0 − B

⎤

⎦ (2)

where
−→
k p = 1√

2
[SHH + SVV SHH − SVV 2SHV]T , A0, B, B0, C, D, E, F, G, H are

Huynen parameters [18].
The matrix T3 can be expressed by SHH, SHV, SVV, which is extremely compli-

cated. In this case, a new idea is proposed by using the elements of the scattering
vector. We do the operation as

{
ERH + jERV = SHH + SVV

ERH − jERV = SHH − SVV − 2jSHV
(3)

Then a new matrix Y is defined consequently as

Y =
[

ERH + jERV
ERH − jERV

]
[(

ERH + jERV
)H (

ERH − jERV
)H
]

=
[

SHH + SVV
SHH − SVV − 2jSHV

]
[
(SHH + SVV)H (SHH − SVV − 2jSHV

)H
]

=
[

(SHH + SVV) (SHH + SVV)∗ (SHH + SVV)
(
(SHH − SVV)∗ + 2jS∗

HV

)

(
SHH − SVV − 2jSHV

)
(SHH + SVV)∗

(
SHH − SVV − 2jSHV

) (
(SHH − SVV)∗ + 2jS∗

HV

)

]

(4)

The matrix Y can be described by the coherency matrix T

Y =
[

T11 T12 + jT 13

T ∗
12 − jT ∗

13 T22 + T33 − 2 Im (T23)

]

(5)
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By using Huynen parameters [18] the matrix Y is

Y =
[

2A0 (C − G) + j (H − D)

(C − G) − j (H − D) 2 (B0 − F)

]

(6)

In Wang et al. [18], the stokes vector of the scattered wave in hybrid mode is
written as

g =

⎡

⎢
⎢
⎣

g0

g1

g2

g3

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

A0 + B0 − F

C − G

H − D

− A0 + B0 − F

⎤

⎥
⎥
⎦ (7)

Hence, Y can be derived from Eqs. (5), (6), and (7) as

Y =
[

T11 T12 + jT 13

T ∗
12 − jT ∗

13 T22 + T33 − 2 Im (T23)

]

=
[

g0 − g3 g1 + jg2

g1 − jg2 g0 + g3

] (8)

As a result, the stokes vector can be derived as
⎧
⎪⎪⎨

⎪⎪⎩

g0 = T11+T22+T33
2 − Im (T23)

g1 = Re (T12) − Im (T13)

g2 = Im (T12) + Re (T13)

g3 = −T11+T22+T33
2 − Im (T23)

(9)

Based on the theory mentioned above, the coherency matrix T and stokes vector
are used to represent the constructed matrix Y. For better description of the matrix
Y, X-Bragg scattering model is introduced below.

X-Bragg scattering model is first introduced by Hajnsek et al. [16] in order to
solve the case of nonzero cross-polarized backscattering and depolarization. By
assuming a roughness disturbance induced random surface slope β, the X-Bragg
scattering is modeled as a reflection depolarizer [16] as shown in Eq. (10).

TX-Bragg =
⎡

⎣
T11 T12 T13

T21 T22 T23

T31 T32 T33

⎤

⎦ =
⎡

⎣
C1 C2 sin c (2β1) 0

C2 sin c (2β1) C3 (1 + sin c (4β1)) 0
0 0 C3 (1 − sin c (4β1))

⎤

⎦

(10)

where

⎧
⎨

⎩

C1 = |RS + RP|2
C2 = (RS + RP)

(
R∗

S − R∗
P

)

C3 = 1
2 |RS − RP|2
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β is assumed to follow a uniform distribution in the interval [−β1, β1], and
β1 < π /2 is the distribution width.

Combined with Eqs. (9) and (10), the stokes vector can be described by X-Bragg
scattering matrix as

⎧
⎪⎪⎨

⎪⎪⎩

g0 = T11+T22+T33
2 − Im (T23) = C1+2C3

2
g1 = Re (T12) − Im (T13) = Re (C2 sin c (2β1))

g2 = Im (T12) + Re (T13) = Im (C2 sin c (2β1))

g3 = −T11+T22+T33
2 − Im (T23) = −C1+2C3

2

(11)

With the analysis of scattering difference of ships and sea, Eq. (11) can evaluate
the performance of the polarization features in ship detection.

3 Ship Detection Performance Analysis

According to the target scattering model of ships in Sect. 2, the polarization
parameters, such as, circular polarization ratio, roundness, and relative phase,
which have good performance in ship detection [19], are analyzed for example to
extract new parameter. For lack of compact polarimetric SAR data, full polarimetric
RADARSAT-2 SAR data are chosen to reconstruct the compact polarimetric SAR
data transmitted by right-circular polarization and received by horizontal and
vertical polarization. Note that the formulas are

CPR = g0 − g3

g0 + g3
, sin 2χ = − g3

√
g2

1 + g2
2 + g2

3

, δ = tan−1
(

g3

g2

)

(12)

Circular Polarization Ratio

The circular polarization ratio (CPR) is derived from Eqs. (11) and (12) as

CPR = C1

2C3
= |RS + RP|2

|RS − RP|2 = |SHH + SVV|2
|SHH − SVV|2 (13)

In Eq. (13), the value of the CPR is positive, which is only related to the
dielectric constant and the incidence angle, and is independent of the rotation angle.
Therefore, this parameter is stable and can be used in ship detection.

Figure 1 is a part of SAR image, which shows the value of CPR about ships and
sea. We can see the value of the ship is basically between 0 and 1, while the value of
the sea surface is greater than 1. Hence, the ships and sea surface can be separated
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Fig. 1 Value of circular polarization ratio about the ships and sea surface

by the threshold 1. However, the value of CPR in the figure ranges from 0.4 to 2.5,
which means the span is too small to select the threshold properly.

Roundness

Roundness can be derived from Eqs. (11) and (12) as

sin 2χ = C1 − 2C3
√

4(C2 sin c (2β1))
2 + (−C1 + 2C3)

2
(14)

In Eq. (14), the value of χ and sin2χ is consistent whether it is positive or
negative. On the right side of the Eq. (14), the denominator is positive, so the positive
and negative properties of χ depends on the numerator. Assuming that the phase
angle of SHHS∗

VV is θHH − VV, the numerator is derived as

C1 − 2C3 = 2 Re
(
SHHS∗

VV

) = 2 cos (θHH-VV) (15)

According to Eq. (15), the denominator on the right side is positive, as a result,
the value of C1 − 2C2 is decided by the phase angle θHH - VV. We know that the
initial value of the phase angle is π /2, and with each additional scattering, the
phase angle increases π . Therefore, the phase angles are 3π /2 and 5π /2 for single
scattering and even scattering respectively. Consequently, for single scattering, the
value of cos(θHH - VV) is positive, while for even scattering, the value is negative.

The scattering of sea surface is mostly surface scattering, and the ship is mostly
even scattering, so the value of sea surface should be positive and the ship should
be negative. As is shown in Fig. 2, the ships and sea surface can be separated by the
threshold 0. Notice that the value of roundness is related to the rotation angle, which
is not stable in high sea conditions.
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Fig. 2 Value of roundness about the ships and sea surface

Fig. 3 Value of relative phase about the ships and sea surface

Relative Phase

Relative phase is derived from Eqs. (11) and (12) as

δ = − 1

sin c (2β1)
cot (θHH-VV) (16)

In Eq. (16), for single scattering, the phase angle is 3π /2, so the value of
cot(θHH - VV) is positive, which means the value of δ is negative. While for even
scattering, the value of δ is positive. Due to different scattering characteristics, the
ships in SAR image is mainly even scattering, while the sea surface is mainly surface
scattering of ships and sea surface. Therefore, the value of the ships should be
positive and the sea surface should be negative. An example is shown in Fig. 3,
and the threshold 0 can be used to separate the ships and sea surface.

Note that the value of δ is related to the angle β in Eq. (16), the surface roughness
increases with the increasing sea conditions. Therefore, the value of δ is unstable
influenced by β, which is difficult to distinguish ships and the sea surface, especially
in high sea conditions.

Figures 4 and 5 are experiments’ results: (a) is the amplitude of RV polarization,
and (b), (c), and (d) are results of threshold segmentation (the threshold are 1,
0 and 0). The areas with white are ships while dark and gray are sea surface. It
indicates that the three features are all good discriminators for observing ships from
sea surface. According to the scattering intensity, ships in Fig. 5 are bigger than



94 C. Cao et al.

Fig. 4 Results of threshold segmentation. (a) RV image (b) CPR (c) Roundness (d) Relative phase

Fig. 5 Results of threshold segmentation. (a) RV image (b) CPR (c) Roundness (d) Relative phase

ships in Fig. 4. Combined with AIS, false alarms circled by red box are apparently
owing to the high sea condition in Fig. 5. All in all, roundness and relative phase
are all unstable in high sea conditions, while for CPR, the proper threshold is hard
to choose in ship detection. The total number of detected ships is 166, and the
false alarm rate of CPR, roundness, and relative phase are 0.06, 0.078, and 0.083,
respectively.

4 Conclusion

In this paper, a new method of analyzing polarization parameter is derived by
introducing the surface roughness of the sea. Three compact polarimetric parameters
in hybrid mode are analyzed. The circular polarization ratio, roundness, and relative
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phase can all be used to separate ships from sea surface. The circular polarization
ratio is stable, but the span value is too small to select proper threshold for ship
detection. Roundness and relative phase are not stable owing to their relation with
rotation angle β, which increases the difficulty of ship detection, especially in high
sea conditions. The false alarm rate of CPR, roundness, and relative phase are 0.06,
0.078, and 0.083, respectively by detecting 166 ships.
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Analysis of Sea Clutter Distribution
and Evaluation of Ship Detection
Performance for Sentinel-1 SAR Data

Yongxu Li, Xudong Lai, Jie Zhang, Junmin Meng, Genwang Liu,
and Xi Zhang

Abstract This paper statistically analyzed the sea clutter distribution and ship
detection performance for Sentinel-1 synthetic aperture radar image. First, the
goodness-of-fit of five commonly used distribution models were evaluated to find
out the most suitable model and the Kullback–Leibler Distance was adopted to
judge the fitting degree. Then construct a constant false alarm rate detector for
ship detection. To measure the robustness of the detector, the figure of merit, the
probability of detection, and the false alarm rate were calculated to evaluate detector
performance.

Keywords Ship detection · Synthetic aperture radar · Constant false alarm rate ·
Statistical distribution

1 Introduction

The monitoring of the ship target is one of the most important research fields.
The information such as location and type of ship is widely used in maritime
surveillance, maritime detection, traffic safety, fisheries control, and so on. For
synthetic aperture radar (SAR), the basic method of ship detection takes advantage
of SAR images’ feature that the backscattering signal from the ship is much stronger
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than the sea clutter background in most cases, and the detection was realized by
searching pixels whose amplitudes are greater than a given threshold. The constant
false alarm rate (CFAR) detector was widely used due to the variable threshold,
which was determined by accurately describing the real-time dynamic sea clutter
around the target. An appropriate model is essential to the detector [1–3].

However, properties like frequency, polarization, resolution, grazing angle, and
sea state have influence on SAR imaging, therefore, the sea clutter may fit different
models and the suitable model of the given dataset needs to be judged [4–8]. In high-
resolution SAR image, the K distribution becomes popular due to the compound
formulation, which was introduced by Ward that enables both the small-scale and
large-scale components of the sea clutter to be characterized [9, 10]. The Weibull
(WBL) distribution was used to model amplitude earlier, and the results show that it
can fit most SAR images effectively. The lognormal (LGN) distribution can achieve
better goodness-of-fit even under the heterogeneous situation in high-resolution
SAR images [11]. The computational complexity of G0 distribution was reduced
by eliminating an iterative computing step; meanwhile, it has been demonstrated
with excellent performance in a heterogeneous sea surface environment [12]. The
generalized gamma distribution (G�D) was used for modeling many scenes of high-
resolution SAR images and shows a better performance in most cases [13].

Therefore, the comparative analyses among those five commonly used distribu-
tions were carried out. The Kullback–Leibler (K–L) Distance was used to judge the
goodness-of-fit. After the best fitting was found, the CFAR detector was constructed
to carry out ship detection experiments. To evaluate CFAR detector performance,
the ground truth (GT), which were determined via Automatic Identification System
(AIS) data combined with manual interpretation, was used to validate the result,
and the figure of merit (FOM), probability of detection (PoD), and false alarm rate
(FAR) were calculated.

The remainder of this paper is organized as follows. Section 2 briefly describes
the Sentinel-1 dataset. The experiment methodologies are presented in Sect. 3, while
Sect. 4 shows the results. Finally, the conclusions are given in Sect. 5.

2 Sentinel-1 IW Level-1 GRD Data

Following the “open and free” data access policy, seven dual polarization images of
Sentinel-1 IW Level-1 Ground Range Detected High resolution (GRDH) produce
from October 2014 to January 2016 have been obtained in the three areas of the
Strait of Malacca, shown in Fig. 1. These images were acquired using vertical
transmit, vertical receive (VV) polarization and vertical transmit, horizontal receive
(VH) polarization in high resolution 20 m × 22 m.

In order to avoid the influence of shoreline or island on the experimental results,
30 pairs of sub-images were extracted from the original data by artificial cutting. In
addition to the goodness-of-fit analysis, whether the detector has the capability to
provide reliable results is also the scope of the assessment. We verified 304 ship
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Fig. 1 Geographical location

Table 1 Additional
information

No. Acquire time Location GT Sub-images

1 20150815_232741 1 9 2
2 20151026_232742 1 5 1
3 20141222_225535 2 74 6
4 20150316_225534 2 72 6
5 20150527_225538 2 69 6
6 20151018_225543 2 58 6
7 20160116_112449 3 17 3

targets by AIS data and manual supervision to acquire GT as the reference. To
acquire GT, 304 ship targets were verified by AIS data and manual supervision.
Additional information about the dataset is shown in Table 1.

3 Experiment Methodologies

Distribution Model

In this section, these five distribution models: LGN, WBL, K-root, G�D, G0 were
used to fit the sea clutter. After the distribution model was determined, the Method
of log-cumulants (MoLC) was used to solve the parameters of the distribution
model by counting the pixels in the background box around the target to obtain



100 Y. Li et al.

Table 2 Amplitude PDFs and MoLC equations of the models

Model PDF MoLC equations

WBL fA(x) = γ

σγ (x)γ−1 exp
[−( x

σ

)γ ]
, x, γ, σ > 0 k1 = log (σ ) + �0(1)γ −1

k2 = �0 (1, 1) γ −2

LGN fA(x) = 1√
2πσx

exp

[

− (ln x−m)2

2σ2

]

, σ > 0, m ∈ R k1 = m

k2 = σ2

G0 fA(x) = 2LL(L−α)
�α�(L)�(−α)

x2L−1
(
γ+Lx2

)L−α
, x, L, γ > 0, α < 0

2k1 = log γ /L + �0(L) − �0 (−α)

4k2 = �0 (1, L) + �0 (1, −α)

8k3 = �0 (2, L) − �0 (2, −α)

K-root fA(x) = 4
�(L)�(γ )

(
Lγ
μ

)L+γ
2 xL+γ−1Kλ−L

(

2x

√
Lγ
μ

)

, x > 0

2k1 = log μ/Lγ + �0(L) + �0 (γ )

4k2 = �0 (1, L) + �0 (1, γ )

8k3 = �0 (2, L) + �0 (2, γ )

G�D fA(x) = |γ |κκ

σ�(κ)

(
x
σ

)κγ−1 exp
[−κ

(
x
σ

)γ ]
, x ∈ R+ k1= log (σ )+ (�0 (κ) − log (κ)

)
γ −1

ki = �0 (i − 1, κ) γ −i , i = 2, 3 . . .

the probability density function (PDF) of the distribution models. The PDFs and the
corresponding equations for the models are shown in Table 2 [14].

CFAR Detector

The CFAR detector is widely used in ship detection by comparing pixels with an
adaptive threshold T to maintain a constant false alarm rate. T can be obtained
by solving Eq. (1), according to PDF f (x) and the desired probability of false
alarm (pfa). The former was obtained by modeling the distribution of sea clutter
from the background cell, and the latter was based on experience [15].

pfa = 1 −
∫ T

0
f (x)dx =

∫ ∞

T

f (x)dx (1)

Evaluation Methodology

To evaluate the fitting degree of different models, the K–L Distance was adopted
to access the modeling accuracy, which is a measure of how one probability
distribution is different from another reference, reference probability distribution
PDF, and histogram of sea clutter in this case. The lower the K–L Distance, the
higher the fitting accuracy.

I (g, f ) =
∫

g(x) ln
g(x)

f (x)
dx (2)

where f (x) is the PDF and g(x) is the histogram of sea clutter.
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The detector’s performance was quantitatively evaluated by comparing results
with GT, and the following metrics were estimated:

FOM:

FOM = Ntt/
(
Ngt + Nfa

)
(3)

PoD:

PoD = (Ntt/Ngt
)

(4)

FAR:

FAR = (Nfa/Ngt
)

(5)

where Ntt is the total number of detection targets matching GT, Ngt is the total
number of GT, and Nfa is the total number of false alarms.

4 Results

Analysis of Goodness-of-Fit

The results of goodness-of-fit test were illustrated in Fig. 2. The vertical coordinate
recorded the K–L Distance, the transverse coordinate indicates sample number that
was sorted by incident angle; results under VV are shown in Fig. 2a and under
VH are shown in Fig. 2b. As shown, there was no obvious correlation between
incident angles with fitting accuracy. However, there are significant differences
among polarizations. That is, for the same distribution model, the results under VH
were significantly lower and were more uniform than those under VV. Furthermore,
analyzing the differences between models, the other four distributions except WBL
can hardly be discerned from the diagram.

Fig. 2 K–L Distance of distributions under VV (left plot), VH (right plot)
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To quantify the experimental results and find out the most accurate and robust
distribution, the mean and the variance value of those results were counted and
collected in Table 3. Take LGN as an example, the mean and the variance value of
VH were much smaller than those of VV. The former exhibited values of 0.037 and
0.009, while for the latter, they were 0.091 and 0.035, respectively. That means the
fitting performance under VH is better than that of VV.

Moreover, mark the best performance of each indicator in bold. As can be seen,
the bold indicators are clustered in the third column of the table, which were the
results for the G0. That means G0 has the best fitting with an overall average of
0.058 and an overall variance of 0.036. The results of LGN, K-root, and G�D
are basically identical, which are clearly better than the WBL. Therefore, G0 was
used to construct a CFAR detector for ship detection experiments and the detector
performance was evaluated below.

Detection Performance

The parameter that controls the performance of CFAR detectors is the pfa. By
recording the results of the detector under different pfa, the curves of the FOM,
the PoD, and the FAR changing with pfa were drawn, with transverse coordinate
recording the values of pfa (10−x), and vertical coordinate recording the statistical
results of detector’s FOM, PoD, FAR, respectively. The performance of the detector
was directly shown in Fig. 3.

Table 3 The mean and the
variance of K–L distance

LGN G0 K-root G�D WBL

VV_mean 0.091 0.085 0.092 0.093 0.184
VH_mean 0.037 0.032 0.033 0.035 0.125
ALL_mean 0.064 0.058 0.063 0.065 0.155
VV_variance 0.035 0.033 0.042 0.039 0.038
VH_variance 0.009 0.009 0.010 0.011 0.027
ALL_variance 0.037 0.036 0.042 0.041 0.044

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0
3 4 5 6 7 8 9

FOM_VV FOM_VH PoD_VV PoD_VH FAR_VV FAR_VH

Fig. 3 The FOM, POD, FAR curves of the detector



Analysis of Sea Clutter Distribution and Evaluation of Ship Detection. . . 103

As can be seen, the results under VH were different from VV, having higher
FOM, PoD, and lower FAR, which means the detection performance of VH was
better than VV.

In general, with the decrease of pfa, the decreasing trend of PoD under VH was
gentle, from 100 to 91.45%, down 8.55%. In contrast, FAR decreased significantly,
from 48.36 to 6.25%, down 42.11%. FOM increased from 67.41 to 86.07%, rising
18.66%. However, there was no obvious change after pfa was 10−7. In the case of
VV, the decreasing trend of PoD was greater than that of VH, from 99.79 to 81.06%,
down 18.72%. Meanwhile, FAR decreased more obviously, from 55.96 to 11.91%,
down 44.04%, FOM increased from 63.98% to the highest 79.34% when pfa was
10−6, rising 15.36%, then there was a slight decline from the peak value to 72.43%,
down 6.91%.

In conclusion, the CFAR detector based on G0 distribution performed notably
well. The best performance of VH was when the pfa value was 10−7, and so of
VV was when the pfa value was 10−6, which has reference significance for the
reasonable value of pfa.

5 Conclusions

In this paper, five commonly used distribution models were used to fit the Sentinel-
1 SAR image, and the K–L Distance was calculated to quantitatively judge the
matching degree. G0 distribution was shown most fitting to the data, followed by
LGN, K-root, G�D, and WBL. Therefore, a CFAR detector was constructed with
G0 to carry out ship detection experiments, and the results showed that VH was
more suitable for ship detection than VV. For VH, the recommended pfa was 10−7.
For VV, the recommended pfa was 10−6.
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Reflectance and Surface Normals from a
Single Hyperspectral Image

Wenhao Xiang, Xudong Jin, and Yanfeng Gu

Abstract Hyperspectral imaging, which collects rich spectral and spatial informa-
tion, is a powerful Earth vision method and has many applications. As the data
structure is highly complex, the key problem of hyperspectral image processing is
in extracting the useful information we want. Traditional feature extraction methods
are designed to this end; however, they undergo severe limitations. Most of them
are designed mathematically instead of physically and ignore the fact that the
changes in physical imaging conditions have a significant influence on the spectra
intensity observed. In this chapter, we try to analyze the information contained
in hyperspectral images (HSIs) from the perspective of the hyperspectral imaging
principle, and propose a novel method of extracting reflectance and surface normals
from HSIs.

Keywords Hyperspectral · Reflectance · Surface Normals

1 Introduction

The intrinsic image decomposition (IID) problem is a very important and challeng-
ing subject in computer vision and in signal processing. As we can infer from the
name, IID is aimed at decomposing an image, which is opposite to the process of
acquiring an image. When acquiring an image, we use sensors to scan the surface
of the Earth, and obtain a grid-structured 2D array of digital numbers to represent
the spectral intensity. This process is known as the “imaging process,” which is the
result of a complex physical interaction of environment elements, e.g., illumination,
surface geometry, surface reflectance, and view position. On the contrary, the IID
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process means the “reserve imaging process,” i.e., given an hyperspectral image
(HSI), how do we recover the corresponding physical scene properties that render
the very image. According to the inputs of the IID algorithm, existing IID methods
described in the literature can be categorized into four classes: (1) IID methods
for a single-segmented object. (2) IID methods for a single image [1]. (3) IID
methods for sequences of images [2]. (4) IID methods for RGB-D images [3].
Moreover, in terms of their outputs, IID methods can be categorized as: (1)
Those generating the reflectance component and the shading component. (2) Those
generating reflectance, shape, and illumination [4]. The IID problem of recovering
scene reflectance and surface normals from a single real-world HSI is considered in
this chapter.

Different from the traditional IID methods, which only extract reflectance and
shading components from HSIs, we considered a more general case that further
extracted illumination and surface normals from a shading component. As we
know, the shading component describes the phenomenon of the complex interaction
between incident light and surface normals. In traditional IID tasks, people usually
assume that only the intrinsic component, which describes the intrinsic properties
of the material itself, i.e., the reflectance, contains useful information, whereas the
shading component, which contains nothing but noise, disturbance and redundancy,
should be removed. However, this observation only tells part of the truth. It is
true that the shading component contains noises. But it also provides other useful
information such as the imaging environment condition and surface topographical
structures. With this in mind, we propose a novel framework that treats the shading
component as an organic constituent part.

Yet, it is not trivial to recover surface normals from the shading component. First,
the shading component only contains low-frequency geometry cues, which are not
sufficient because of the problem of predicting high-frequency geometry details.
Second, the low spatial resolution result from the small ground sample distance
further increases the difficulty. Third, different objects have abrupt height changes,
such as that of a building roof to the ground, which is hard to judge where and how
intense such changes occur. Taking all these conditions into account, our method
makes full use of the spectral information of hyperspectral images. To be more
precise, each wavelength band of an HSI consists of highly correlate information
on the one hand, and some band-specific information on the other hand, which can
provide additional priors to constrain construction.

One possible application of our method is to increase the performance of
HSI classifiers. As we all know, it is important to design appropriate features
to obtain satisfactory classification results for HSIs. Traditionally, these designed
features only describe the implicit data properties, which are highly dependent
upon the data parameters, for HSIs with different spatial and spectral images,
or HSIs acquired by different sensors or illumination conditions, new features
would be desired and need to redesigned. This would cause much inconvenience
and more robust features are desired. Different from those implicit features, our
method can obtain varying explicit intrinsic properties, i.e., the reflectance, which
describes the material properties, and the surface normals, which describe the
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surface topographical structures. These physical quantities are invariant regardless
of imaging conditions or sensor parameters; they are also independent of spatial or
spectral resolution, and as a result, improvement in classification abilities can be
expected. Intuitively, we can consider such benefits as adding surface geometric
information to the reflectance information, then more fine classifications can be
conducted such as distinguishing between round roofs and triangle roofs.

2 Proposed Method

From Physical to Imaging Model
Physically, the hyperspectral imaging principle can be described using the bidirec-
tional reflectance distribution function (BRDF) model. However, this model is rather
complex for practice. In this part, we propose a more simplified yet efficient model
that can be derived from the BRDF. We know that the BRDF can be described as:

fr(x, y;ωi, ωr) = dLr(x, y;ωr)

dEi(x, y;ωi)
(1)

where L is the radiance on the location (x, y) and E is the irradiance on the location
(x, y). The index i denotes the incident light, and the index r denotes the reflected
light.

Equation (1) tells in detail the relations between the incident and the reflected
light, from which we can see that the decisive point is the surface geometry and
material properties. Although Eq. (1) is very accurate in describing the imaging
processes, the integration calculations involved are too complex to solve in practice,
and a more concise formula is preferred and needs to be explored. Here, we show
how to use matrix analysis to derive a fine one.

For each pixel i, we can rewrite the imaging equation as:

Ii(λ) = E(λ)[�i(λ)]γi βi (2)

where I is the spectral intensity at wavelength λ, E is the intensity of illumination
at wavelength λ, � is the reflectance of a single material at wavelength λ, γ is the
material density of the target material, and β is the cos of the angle between the
incident light and the surface normal.

If we rewrite Eq. (2) in the log-domain, we have:

log Ii(λ) = log E(λ) + γi log �i(λ) + log βi (3)

Hyperspectral images can deem as a 3D data cube; to present the data structure
more clearly, we rewrite the 3D data as a 2D matrix, in which the rows are the pixels
and the columns are the spectra. Then, the matrix expression of Eq. (3) is as follows:
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log

[
I1(λ1) ··· In(λ1)

...
...

I1(λd ) ··· In(λd )

]

= log

⎡

⎣

E(λ1)
E(λ2)

...
E(λd )

⎤

⎦ 1T
n + log

[
ρ1(λ1) ··· ρn(λ1)

...
...

ρ1(λd ) ··· ρn(λd )

]

+ 1d log
[

β1 β2 ··· βn

]
(4)

Since βi = LxN
T
x +LyN

T
y +LzN

T
z , subscribe this into Eq. (4). We can therefore

simplify the imaging model of HSIs using the following expression:

log(I ) = log(E)1T
n + log(�) + 1d log(LxN

T
x + LyN

T
y + LzN

T
z ) (5)

Next we show how to use this model to obtain the reflectance and surface height
from a single HSI. It is a two-part procedure. First, we apply the HSI decomposition
method to extract reflectance alone with the shading component from the original
HSI; then, we apply the shape from the shading method to obtain the surface normals
from the shading component in procedure 1.

Reflectance Recovery
The cost function of our model is:

u =
∥
∥
∥log(�) − log(�)WT

∥
∥
∥

2

F
+∥∥ log(�)+log(E)1T

n +1d log(β)T−log(I )
∥
∥2

F (6)

The solution of Eq. (6) lies on the zero-point of the first partial derivative function.
It is:

⎧
⎪⎪⎨

⎪⎪⎩

∂u/∂� = �(In − WT)(In − WT)T + � + e1T
n + 1dβT − I = 0

∂u/∂e = −(I − 1dβT − �)1n + e1T
n1n = 0

∂u/∂βT = −1T
d (I − e1T

n − �) + 1T
d 1dβT = 0

(7)

Further, we can get:

� = σ(Id − 1

d
1d1T

d )I (In − 1

n
1n1T

n )G−1 (8)

Once the reflectance is derived, the shading component can then be obtained using
the following procedure:

βT = 1

d
1T
d (I − e1T

n − ρ) (9)

= 1

d
1T
d (I − 1

n
(I − 1dβT − ρ)1n1T

n − ρ) (10)

= 1

d
1T
d I − 1

nd
1T
d I1n1T

n + 1

n
βT 1n1T

n + 1

nd
1T
d ρ1n1T

n − 1

d
1T
d ρ (11)
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= 1

d
1T
d I (In − 1

n
1n1T

n ) − 1

d
1T
d ρ(In − 1

n
1n1T

n ) + 1

n
βT 1n1T

n (12)

= 1

d
1T
d Ī − 1

d
1T
d ρ̄ + 1

n
βT 1n1T

n (13)

Rewrite βT in the matrix format. We then get the shading component S, from
which we can further recover surface normals.

Surface Normals
The shading component of HSIs can be presented by a d ×n matrix, with d spectral
band and n pixels. To estimate surface normals from shading is to decompose S into
the product of one d × 3 matrix and one 3 × n matrix, which can be expressed by:

S = LN =

⎡

⎢
⎢
⎣

L1a L1b L1c

L2a L2b L2c

: : :
L3a L3b L3c

⎤

⎥
⎥
⎦

⎡

⎣
N1a N2a . . . Nna

N1b N2b . . . Nnb

N1c N2c . . . Nnc

⎤

⎦ (14)

where L is a d × 3 matrix denoting illumination, whereas N ia a 3 × n matrix
denoting surface normals.

Our goal is then to derive L and N satisfying such conditions. We first perform
singular value decomposition (SVD) on S:

S = U�V T (15)

where U and V are orthogonal matrices and � is a diagonal matrix in which the
bulk of energy is concentrated in the first several columns.

Here, we use the first three columns of � to approximate �:

S ≈ U
√

�d3
√

�3nV T (16)

where �d3 denotes the first three columns of � respectively, and �3n denotes the
first three rows of �.

Let N = √
�3nV T , and we obtain the surface normals; from the normals, we

can further compute the surface height H = H(x, y) of the image. We observe the
following relation:

(na, nb, nc) = 1
√

h2
a + h2

b + 1
(ha, hb,−1) (17)

which leads to
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{
ha = −na

nc

hb = −nb

nc

(18)

Since

ha(a, b) = H(a + 1, b) − H(a, b) (19)

hb(a, b) = H(a, b + 1) − H(a, b) (20)

Solving the following overconstrained linear systems leads to the solution of surface
height:

⎧
⎪⎪⎨

⎪⎪⎩

ncH(a + 1, b) − ncH(a, b) = na

ncH(a, b + 1) − ncH(a, b) = nb

nb(H(a, b) − H(a + 1, b)) = na(H(a, b) − H(a, b + 1))

(21)

3 Experiments and Results

Data
MUUFL Gulfport is used in our experiments. The data were acquired by a CASI-
1500 flown over the University of Southern Mississippi Gulf park Campus [5]. The
resolution of the data is 325 × 337, with a spatial resolution of 1 m. There were 64
spectral bands of data (Fig. 1).

(a) (b)

Fig. 1 MUUFL Gulfport data set. (a) False-color composite image. (b) Ground reference map
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Results and Analysis
The reflectance and surface normals obtained by the proposed method are shown in
Fig. 2. The reflectance component gives the intrinsic properties of a certain material
and defines its response to the light under a certain wavelength. Thus, it is a function
of wavelength, and in visual presentation, only three bands are selected and false
color images are generated and provided. The surface normals component describes
the geometric structures of the ground surface. It is very helpful to provide additional
discriminating information regarding object recognition.

To verify the efficiency of our method, we implement the obtained reflectance
and surface normal components as input features of support vector machines
(SVMs), which constitute one of the most extensively used classifiers. As the
reflectance component provides the spectral information, whereas the surface
normals component provides the spatial information; thus, an improvement in clas-
sification performance is expected when two complementary forms of information
are applied. The proposed method is compared with three alternative methods,
which are:

1. Raw-SVM: the input features to the SVM are the original spectral information.
2. EMP-SVM: the input features to the SVM are the extended morphological

profiles extracted from HSIs [6].
3. EMAP-SVM: the input features to the SVM are the extended morphological

attribute profiles extracted from HSIs [7].

The classification maps generated using the proposed method and the alternative
methods are shown in Fig. 3, from which we can see that the proposed method has
the most satisfactory result in terms of boundary accuracy. The overall accuracy
(OA) of each method is given in Table 1, from which we can see that the proposed
method achieves the highest performance, especially when the training samples

Fig. 2 Recovery result: (a) reflectance, (b), (c), and (d): surface normals component, na , nb and nc
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Fig. 3 Classification maps generated by (a) Raw-SVM, (b) EMP-SVM, (c) EMAP-SVM, and
(d) the proposed method SVM, support vector machine; EMAP, extended morphological attribute
profile

Table 1 Overall accuracy (%) of different methods

Method 5 10 15 20

Raw-SVM 65.82 ± 4.54 71.31 ± 2.82 73.76 ± 3.02 74.83 ± 2.81

EMP 68.44 ± 4.89 74.03 ± 2.48 77.47 ± 2.60 81.29 ± 1.61

EMAP 67.52 ± 5.19 76.68 ± 2.67 79.47 ± 2.15 81.93 ± 1.83

Proposed 71.90 ± 3.98 77.81 ± 2.94 80.18 ± 2.01 83.00 ± 1.95

The best results of the experiments are given with bold values

are very small. This demonstrates that the efficiency of physically meaningful
geometric information is more helpful in classification than artificial morphological
information.

4 Conclusion

In this chapter, we proposed a novel method for recovering reflectance and surface
normals from a single HSI. Since the reflectance component provides the intrinsic
information on a material, whereas the surface normals describe the surface
geometry structure, we use these two complementary forms of information to
improve classification performance. The experimental results demonstrate that our
method is efficient.
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Characteristics Extraction of Behavior
of Multiplayers in Video Football Game

Zhiwen Wang, Hao Ouyang, Canlong Zhang, Bowen Tang, Zhenghuan Hu,
Xinliang Cao, Jing Feng, and Min Zha

Abstract In the process of behavior recognition of multiplayers for soccer game
video, various features of athletes need to be extracted. In this paper, color moments
extracted by using color classification learning set are regarded as color feature.
Contour features of athletes are extracted by utilizing players silhouettes block
extraction and normalization. Hough transform is used to extract the features of
coordinates of pitch line, which can be used for camera calibration, rebuilding the
stadium, and calculating the coordinate of players in the real scene. The trajectories
of players and ball are predicted by using Kalman filter, while trajectories char-
acteristics of player and ball are extracted by using the trajectory growth method.
Temporal and spatial interest points are extracted in this paper. Experimental results
show that the accuracy of behavior recognition can be greatly improved when these
features extracted are used to recognize athlete behavior.

Keywords Behavior recognition · Feature extraction · Color moment · Hough
transform · Trajectory growth method · Temporal and spatial interest points

1 Introduction

In order to detect whether each pixel represents a feature, the extraction of behavior
characteristics of multiplayers in soccer video is a primary operation in the process
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of behavior recognition [1]. The result of feature extraction is that the different
subsets divided by the points on the image, which often belong to isolated points,
continuous curves, or contiguous regions. Usually, there are many features that can
be used for feature recognition behavior in soccer video game, such as the color
feature of the stadium, ball, athletes and referees, the moving trajectory (spatial
relationship) features of ball and athletes, the contour feature of players, the shape
features of ball pitch line features, etc.

2 Related Work

On the feature extraction of athletes, in recent years, many researchers have carried
out extensive research on it. Among them, the color features of the clothing of
athletes, the contours features of the athletes, and the characteristics of the field line
are extracted. In the past 10 years, the motion analysis based on contour features has
developed into an important feature extraction technique. Recently, a lot of research
has been done in this area. In [2, 3], novel approaches for indexing and evaluating
sketch-based systems were proposed. A recent work in sports analytics [4] uses
sketch-based search techniques to analyze player movements in rugby matches. It
uses multiple distance-based similarity measures, which compares the user sketch
against video scenes. Beside the traditional image and video search, sketch-based
search techniques can also be applied to other complex data sets. In [5, 6], 2D
sketches are used to search for 3D objects. Lee et al. [7] make use of synthesized
background shadows to help users in sketching objects. Further applications of
sketch-based search include retrieval in graphs [8], or for bivariate data patterns
in scatter plots [9, 10]. Regarding data generation, in [11] 2D shape sketches are
used to create and manipulate high-dimensional data spaces. A novel model-based
technique that is capable of generating personalized full-body 3D avatars from
orthogonal photographs [12]. The proposed method utilizes a statistical model of
human 3D shape and a multiview statistical 2D shape model of its corresponding
silhouettes.

3 Characteristics Extraction of Behavior of Multiplayers

Color Feature Extraction of Players and Referees

Since soccer is an ornamental sport, the playing field, ball pitch line, the clothing of
referee and players are designed to have unique visual effects. From visual features,
these color differences are one of the best messages [13–16]. The field is green
and the field lines are white. Judges and players must wear as high a contrast as
possible. Color characteristics can be used not only to improve tracking ability, but
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also to distinguish players which belong to different teams. Therefore, the color
feature of video images can be extracted for behavior recognition [2]. In this paper,
color classification learning sets is used to find interesting regions by mapping the
image pixels to their color classes, and then morphological operators is used to
group pixels. The mixed color space is used to detect the best distinction of the
space produced by the pixels of the opponent team and the referee [17, 18].

Color Classification, Segmentation, and Feature Extraction

The first step in dealing with video images of a soccer game is to apply color
classification and segmentation to the image. Assume that the previous color
classification learning set includes the green field set, clothing set of team, and other
set, color image pixels are firstly mapped to the respective classification in visual
perception module, and then morphological operations is used to find the region of
interest by denoising of the same type of color grouping region [3, 4].

In addition, the object of interest can be characterized by the characteristics of
the image patch. In particular, the assumption of using the player’s upright position
to contact the pitch plane (if considered in a particularly long image sequence, at
least) [19, 20]. The size of every patch can be estimated with much accuracy by
using image patch coordinates. In addition, the interest objects must meet certain
compact relations (the ratio between area and perimeter), such as the players and
soccer. These assumptions can be used to filter data and more reliably extract related
objects.

Existing color regions and color patches can be used to define the interest
complex regions that are handled by certain image processing operations. For
example, in order to find the line of field, the green centralized area in the field
image (not including the player or referee occlusion area) are considered to get the
field line. This area can be represented by using Eq. (1).

L = (θ ∩ �
)− α1 − α2 − α3 (1)

where, L is the area of the field line, θ is non-green area, � is playfield detection, α1
is the area where the team 1 is located, α2 is the area where the team 2 is located,
and α3 is the area where the referee is located.

After obtaining the color regions of interest, the color moments of the region can
be extracted as color features. In the HIS color space, the central moment (the first
three order color moments) of each component can be calculated by Eq. (2).
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

M1 = 1
N

N∑

i=1
X (pi)

M2 =
[

1
N

N∑

i=1
(X (pi) − M1)

2
]1/

2

M3 =
[

1
N

N∑

i=1
(X (pi) − M1)

3
]1/

3

(2)

Among them, X represents the H, I and S components in the HIS color space.
H(pi) represents the X value of the ith pixel of the image p. N is the number of pixels
in the image. Figure 1 is the image of the RGB distribution, the HIS color space,
H, I, and S components and histogram. The calculated center moment of image and
seven characteristic values are 1.0e + 004 * [1.5278 0.000 0.0001 0.0000 0.0004
0.0002 0.0003 0.0009 0.0005 0.0007].

Robustness of Color Classification

Lighting conditions change when the camera sweeps from one side of the court
to another, clouds change, rain begins, and so on. For these reasons, reliable color
segmentation cannot be achieved by prior learning of color categories and remains
unchanged during the game [21–26]. On the contrary, color segmentation must
adapt to the change of the sky, especially the segmentation of green sites in color
categories. Therefore, the expectation maximization method is used to segment the
green sites in color classes. By giving the stadium model and estimating camera
parameters, it is determined that these areas must be green. The related area is
expressed by Eq. (3).

AR = AP − AT1 − AT2 − ARe − AL (3)

where, AR is the related area, AP is the playfield detection, AT1 and AT2 represent the
area in which the team 1 and team 2 is located respectively, ARe is the region of the
referee, and AL is the area where the pitch of a course line is located. Morphological
operations are used to eliminate holes in the region in this paper. Then, the pixels in
these regions are extracted to estimate the color classes of green regions. Finally, we
use this color model to estimate camera parameters. In practice, the estimation of
the classification model is much lower than that of the camera parameter estimation.

Contour Feature Extractions of Players

Given a video v = {I1, I2, · · · , IT} which contains T frames of soccer game behavior,
the related behavior contour sequence Ss = {s1, s2, · · · , sT} can be obtained from
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Fig. 1 Color component and histogram of video football match image. (a) Original image, (b) H
component of image, (c) I component of image, (d) S component of image, (e) Color distribution
of image, (f) H-S histogram of image, (g) H-I histogram of image
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Fig. 2 Contour sequence and block feature representation of a player

the original video. The size and position of the foreground region changes with the
distance between the player and the camera, the size of the target, and the behavior
that have been completed changes. On the basis of keeping the contour ratio of the
player unchanged, the contour image of the player is centralized and normalized,
so that the resulting image RI = {R1, R2, · · · , RT} contains as much foreground as
possible. All input video frames have the same dimension ri × ci without making
the motion deform. The normalized motion contour image of player is shown in
Fig. 2. If the original contour image Ri of the player is represented by the vector ri

in �ri×ci space by using line scanning mode, the outline of the player in the whole
football game will be represented as vr = {r1, r2, · · · , rT}.

In order to improve the computational efficiency, the contour image of each
player is equidimensional divided into h × w sub blocks without overlap in this
paper [5]. Then, the normalized values of each sub block are calculated by using
Eq. (4).

Ni = b(i)/mv, i = 1, 2, · · · , h × w (4)

Among them, b(i) is the number of foreground pixels of the ith sub block and
mv is the maximum of all b(i). In �h × w space, the descriptor of the silhouette of a
player in the tth frame is ft = [N1, N2, · · · , Nh × w]T and the outline of the player in
the whole video can be correspondingly represented as vf = {f1, f2, · · · , fT}. In fact,
the original player contour representation vr can be considered as a special case
based on block features, that is, the size of sub block is 1 × 1 (one pixel).

Feature Extractions for Stadium Line

The field line contains important coordinate information of the stadium. The
results of line extraction can be directly used for camera calibration, stadium
reconstruction, and calculation of the coordinates of players in the real scene. In the
process of extracting court line feature, the video image of ball game is translated
into binary image, then the feature of coordinate parameters of court line is extracted
preliminarily using Hough transform, and at last the accurate linear coordinates is
computed by using gray fitting. When using Hough transform to extract line feature,
distance vector which can be calculated by Eq. (5) can be used to represent.
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d = x cos θ + y sin θ (5)

Among them, the value range of d is the diagonal length l of the video image,
that is d ∈ [−l, l], θ is the intersection angle between the vertical axis y and the level
axis x and θ ∈ [0, π ]. x and y represent the two-dimensional coordinates of image
pixels. We define the parameter space with the subscript d and θ using an array of
integers k, and set the threshold th. When we use Hough transform to run statistical
calculation, if k > th, the curve with the subscript d and θ is determined a straight
line. Because the calculated value d may be negative, the subscript d is rewritten as
d + l. The specific steps are as follows [6].

Step 1: construction and initialization of the lookup table of function sin and cos.
Step 2: for each non-background point (white dot) of a binary image, each value of

d corresponding θ is computed by using Eq. (4) and the values of d + l and k + 1
are meanwhile computed.

Step 3: when the values are greater than th, all subscripts d and θ corresponding to
array k are found out, and then d − l is calculated.

Step 4: because of the field line has not been refined in the binary image to be
detected, there is a certain width. In the case of Hough transformation, it leads to
several groups of similar d and θ for a straight line at the same time. If there is
similar d and θ , only one group is retained.

Step 5: the coordinates of the two ends of the field line obtained by Hough
transformation are (x0, y0) and (x1, y1).The mean gray value Meani, j of the pixels
passing through the line between the point i and the point j in the gray image
are calculated by using ((x0 + sin θ (f − m × i), y0 − cos θ (f − m × i)) and
((x1 + sin θ (f − m × j), y1 − cos θ (f − m × j)), respectively. Where, f expresses

the range of fitting and m is expressed as the fitting step length, i, j ∈
[
0,

2f
m

]
.

When the calculated Meani, j is maximum, the determined line segment i
′
, j

′

corresponding to maximum Meani, j can be considered as the optimal course
line. Figure 3 is the characteristic of the field line determined by using Hough
transform.

Fig. 3 Features extraction of stadium line. (a) Original image, (b) Extracted field line
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Feature Extractions for Motion Trajectory of Player and Ball

In the process of feature extraction for motion trajectory of players and ball, the
video game is divided into small segments containing a specific number of video
frames. When we extract the motion trajectory of players and ball, the segment is
regarded as the basic unit, that is, the length of the processed trajectory is not more
than the number of frames in the video fragment. After obtaining the candidate
area of the motion target of each frame of soccer game video, first, we locate the
moving objects in the three consecutive frames of the video in a spatial-temporal
domain. The position of second frames in three consecutive frames is centered,
and the candidate areas falling near the position are found in the front and back
frames. After finding such a continuous three frame image, determine whether the
moving target is included in the existing trajectory. If there is no, the new trajectory
is initialized with the moving target in the three consecutive frame, and the location
of each trajectory is recorded. After getting the new trajectory, the Kalman filter is
used to predict the trajectory. The prediction Eq. (6) is used to predict new trajectory.

{
Xt = AXt−1 + γt

Ot = BXt + κt
(6)

Among them, Xt = AXt − 1 + γ t is the motion equation of the system,
Ot = BXt + κ t is the observation equation of the system, Xt and Ot is system state
vector and system state measurement vector of time t, respectively, γ t and κ t is
the vector of the motion which is the normal distribution and measurement noise,
and they are mutually independent. A and B express the state transfer matrix and
the measurement matrix. The center position of the moving target is chosen as the
measurement vector of the state of system, and the center position of the moving
target and its motion speed are regarded as state vectors of the system. It can obtain
Eq. (7) [7].

X =

⎡

⎢
⎢
⎣

x

vx

y

vy

⎤

⎥
⎥
⎦ , O =

[
x

y

]

, A =

⎡

⎢
⎢
⎣

1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1

⎤

⎥
⎥
⎦ , B =

[
1 0 0 0
0 0 1 0

]

(7)

Among them, (x, y) is the center position of the moving target, vx and vy express
the motion speed of the moving target in the direction x and direction y. Prediction
results by using Kalman filter are shown in Fig. 4, ‘+’ is true value and ‘◦’ is
predictive value in the prediction process.

The location of the trajectory of the moving target in the new frame is predicted
through Kalman filter, and the candidate moving targets near the location are
searched in the frame image. If the motion target exists, the trajectories of the
motion target are extended to the frame, and the center of the candidate moving
target is used as the trajectory in the frame. If the corresponding candidate moving
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Fig. 4 Prediction process of
Kalman filter
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target is not found, the moving target corresponding to this trajectory is missing,
blocked, or disappearing. When the false or occluded frames do not exceed the
threshold, the trajectory of moving target is extended to this frame and the position
of trajectory in this frame is instead of prediction value predicted by using Kalman
filter. When the false or occluded frames exceed the threshold, we think this path has
disappeared in the video, and then stop the growth trajectory. By means of trajectory
growth, we can get a plurality of trajectory generated by candidate moving objects
from the segments of soccer game video (including the moving target and noise),
as shown in (a) in Fig. 5. The trajectory of red and blue is the track of two teams.
Green trajectory is the track of soccer. When the soccer leaps and bounds in the
air, its trajectory is mapped to the field. The reddish brown trajectory is the referee
trajectory, and the red blue track is the track generated by noise. Because part of the
generated trajectory is generated by noise, it is necessary to select the corresponding
trajectories of the real moving target from these trajectories.

The set of trajectories generated by the real moving target is defined as Ct.
The initialization set is Ct, the element in the set Ct is all the trajectories, that is
Ct = {Ti, i ∈ [1, N]}. Among them, Ti is the ith track of the video clip in the current
football game. N is expressed as the number of the tracks in the video clip of the
current football game. We randomly select two trajectories Tu and Tv with different
starting frames in soccer video clips, Ks, u, Ke, u, Ks, v, and Ke, v are corresponding
to their starting frames and ending frames respectively and Ks, u ≤ Ks, v. When the
end frame of the trajectory Tu is larger than the starting frame of the trajectory Tv,
that is Ke, u ≥ Ks, v, the trajectories Tu and Tv intersects in the space-time domain,
Tu ∩ T �= φ. On the other hand, the two trajectories are considered to be separated.
In the video segment of a football game, the trajectories of the moving targets are
usually long, and the track produced by the noise is shorter. Therefore, when the
two trajectories cross, the trajectory of the moving target takes a longer trajectory.
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Fig. 5 Trajectory generation diagram for video football game fragment. (a) Trajectories of moving
objects with noise trajectories. (b) Trajectories of moving objects without noise trajectories

We can use the Eq. (8) to calculate the set of trajectories generated by the moving
target.

Ct =
{

Ct − {Tu} if
((

Ke,u − Ks,u
)

<
(
Ke,v − Ks,v

)) ∧ (Tu ∩ Tv �= φ)

Ct − {Tv} if
((

Ke,u − Ks,u
) ≥ (Ke,v − Ks,v

)) ∧ (Tu ∩ Tv �= φ)
(8)

By choosing the trajectory, the set Ct of the trajectories of the moving target is
finally obtained, as shown in (b) in Fig. 5. The separate trajectories are included in
set Ct, that is, the missing frames exist between the trajectories. The main reason
for the missed frames is the mutual occlusion between the moving targets on the
field and the sudden change in the direction and speed of the motion. In order to get
the full trajectories of the video clip of the football game, it is necessary to connect
these separate tracks.

First, the predicted values p̂k,u and p̂k,v of the trajectories Tu and Tv in the
interval [Ke, u, Ks, v] are calculated. Then we search for two points closest to
the distance between the two trajectories in the predicted interval [Ke, u, Ks, v],
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corresponding to the frame a and frame b in the trajectories Tu and Tv. In the
prediction process, Eq. (9) is used as constraint condition.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(a, b) = arg min
a,b

dist
(
p̂a,u, p̂b,v

)

a ≤ b,

Ks,u ≤ a ≤ Ke,v,

Ks,u ≤ b ≤ Ke,v.

(9)

When a ≥ b, the location of the moving target which is missed before the frame a
and the location of the moving target is not detected after the frame a were expressed
by the predicted value of trajectory Tu and track Tv in this interval, respectively.
Their mean is used to represent the position of moving target in the frame a. We can
use Eq. (10) to calculate this mean.

pk =
⎧
⎨

⎩

p̂k,u Ke,u ≤ k < a
(
p̂k,u + p̂k,v

)
/2 k = a

p̂k,v a < k ≤ Ks,v

(10)

When a < b, the location of the missed moving target around frame a can be
calculated as same as the time a ≥ b. The motion of the moving target is smaller
in the two frames a and b, and the more accurate position of the moving target is
obtained by using the linear interpolation method (Eq. 11).

pk =
⎧
⎨

⎩

p̂k,u Ke,u ≤ k ≤ a

(k − a)
(
p̂b,v − p̂a,u

)
/ (b − a) a < k < b

p̂k,v b ≤ k ≤ Ks,v

(11)

The location of the missed moving target can be accurately filled through the
connection, and the complete track of moving target can be generated.

Extraction of Temporal and Spatial Interest Points of Players
and the Referee

The temporal and spatial interest points refer to the relatively large intensity changes
in time and space. Temporal and spatial interest point representation is a relatively
new underlying representation method of characteristics for frame sequences. The
video sequence of football game video is set as v : �2 × � → �. Linear scale space
representation R : �2×�×�2+ �→ � is constructed by convolution with anisotropic
Gaussian kernel with different spatial and temporal variances σ 2

r and τ 2
r of v. The

relationship between them can be expressed by using Eq. (12).
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R
(
·; σ 2

r , τ 2
r

)
= g

(
.; σ 2

r , τ 2
r

)
∗ v (·) (12)

The space-time separable Gauss kernel is defined by Eq. (13).

g
(
x, y, t; σ 2

r , τ 2
r

)
= exp

(− (x2 + y2
)
/2σ 2

r − t2/2τ 2
r

)

√
(2π)3σ 4

r τ 2
r

(13)

It is of great concern to use separate scale parameters for both temporal and
spatial domains, since the temporal and spatial components of events are generally
independent. Moreover, the detection of events by temporal and spatial interest point
operators depends on the observed time and space scales, so it is necessary to deal
with the corresponding temporal and spatial scale parameters σ 2

r and τ 2
r separately.

In this paper, we consider a 3 × 3 space-time second-order moment matrix
consisting of first-order space and time scales, and Gauss weighting function is used
to the average of Gauss kernel by Eq. (14).

g
(
.; σ 2

r , τ 2
r

)
μ = g

(
.; σ 2

r , τ 2
r

)
∗
⎛

⎜
⎝

rx
2 rxry rxrt

rxry ry
2 ryrt

rxrt ryrt rt
2

⎞

⎟
⎠ (14)

The scale parameters σ 2
i and τ 2

i in Eq. (14) are fused into the local scale parameters
σ 2

r and τ 2
r by using σ 2

i = sσ 2
r and τ 2

i = sτ 2
r , the first derivative is defined by

Eq. (15).

⎧
⎨

⎩

rx
(
x, y, t; σ 2

r , τ 2
r

) = ∂x (g ∗ v)

ry
(
x, y, t; σ 2

r , τ 2
r

) = ∂y (g ∗ v)

rt
(
x, y, t; σ 2

r , τ 2
r

) = ∂t (g ∗ v)

(15)

In order to detect interest temporal and spatial points, we search for the regions
with significant eigenvalues λ1, λ2 and λ3 in μ in video. In different methods of
searching region, spatial domain Harris corner function is defined as Harris corner
function in space-time domain by combining determinant and tracking extension of
μ in Eq. (16).

H = λ1λ2λ3 − k(λ1 + λ2 + λ3)
3, (λ1 ≤ λ2 ≤ λ3) (16)

In order to show that the positive local maximum of H corresponds to the high
value point λ1, λ2, and λ3, the ratio is defined as α = λ2/λ1 and β = λ3/λ1, and the
Eq. (16) can be rewritten as Eq. (17).

H = λ3
1(αβ − k (1 + α + β) (17)
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Fig. 6 Detection results of temporal and spatial interest points. (a) 52nd frame, (b) 88th frame,
(c) 137th frame, (d) 223rd frame, (e) 76th frame (another video), (f) 361st frame (close-up frames)

If H ≥ 0, then k ≤ αβ/(1 + α + β)3. Assume α = β = 1, the maximum possible
value of k is 1/27.When the value k is large enough, the point corresponding to
the positive local maximum H varies sharply along the time and space directions.
Especially when the maximum value of α and β in the spatial domain is 23,
k ≈ 0.005. Therefore, we can detect the temporal and spatial interest points in the
video sequence v of football matches by detecting the positive local temporal and
spatial maximum of H. Time and space interest point detection results are shown in
Fig. 6.
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4 Conclusion

Because single feature is difficult to effectively describe the behavior characteristics
of multiple athletes, it is not reliable to use single feature to identify the behavior of
multiple athletes. According to the characteristics of various features of athletes
needed to extract in the process of multiplayers behavior recognition in soccer
game video and feature extraction has a great influence on the final recognition
results, in this paper, we extract the contour features, clothing color histogram,
temporal and spatial interest points, and color moment features of players and
referees. We also transform the soccer video images into binary images and extract
feature of coordinate parameters of field line using the Hough transform, and
calculate accurate linear coordinates using gray fitting. We use Kalman filter to
track the moving object and predict its motion trajectory. In order to reduce the
burden of high-level recognition algorithm, we propose using the method of growth
trajectories to extract low-level features, such as trajectory features of the moving
object. The experimental results show that it can greatly improve the accuracy of the
behavior recognition by using these features to identify the behavior of the athletes.
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A Differential Resonant Edge Detection
Sensor

Nathan Ida

Abstract The detection of metal edges is a common problem in manufacturing of
metal products including strips and tapes, as well as in alignment of metal sheets for
assembly of products. The detection may be as simple as detecting the position of
the edge—either qualitatively, that is, the very existence of a metal edge or may be
highly quantitative, whereby the exact position of the edge is sought for the purpose
of alignment or assembly. Metal strips may be very thin or relatively thick, may be
ferromagnetic or nonmagnetic and in some applications, such as during production,
may be at high temperatures. The present work proposes a self-compensating,
highly sensitive resonant sensor suitable for the industrial environment. The method
relies on two split coils one for each edge, detecting the position of one edge of
the strip. To compensate for a variety of effects such as jitter, drift, and frequency
locking, the two coils are switched at a fixed rate onto a single resonator. The
difference in resonant frequency of the two coils is calculated and is used to locate
the edges and to generate correction signals for the purpose of positioning the metal
strip. The results presented here are based on tests made on a scale prototype sensor.

Keywords Magnetic induction · Edge detection · LC oscillators · Frequency
mixing · Resonance · Induction sensors

1 Introduction

There are a few basic methods that have been investigated for the purpose of
edge detection, all relying on induction and the effect the metal strip has on the
induced magnetic field. Perhaps the most obvious method is that of a loosely
coupled transformer [1]. In this approach, a primary coil generates a magnetic
field at an appropriate frequency (a relatively low frequency of the order of
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10–50 kHz) and induces a voltage in a secondary coil. Any metal between the
two coils changes the coupling between them and hence the induced voltage in the
secondary coil. The method is particularly effective with ferromagnetic materials
but requires the coils to be in relatively cross-proximity for reasonable sensitivity.
The output of the secondary coil is then correlated with the position of the metal
strip. To detect the strip edges or to control the strip position, two transformers
are typically used, one for each edge of the strip. This arrangement also allows
for differential measurements in which a center position produces zero output. In
practical applications, the output of the system is compared with a calibration curve
and the position of the edge is determined from this comparison. Sensitivity is much
higher for ferromagnetic materials than for nonferromagnetic materials. The coils
are shielded from outside influences by a ferromagnetic shield. A variation of the
transformer method relies on the shielding effect of the strip on the induced voltage
[2]. The transformer arrangement is essentially the same as the previous method
except that a reference sensing transformer is used to sense the center of the strip
and, since it is insensitive to the edges, it measures the minimum coupling. The
outputs of the edge transformers are then compared with the output of this reference
transformer to affect positioning of the strip. A third method, often associated with
metal detection is the pulse induction method [3–5]. Although it is primarily used
for metal detection in the classical sense, it can be used to detect strip edges as well.
The method consists of driving a coil with a short pulse which induces a transient
current in the metal. The coil is then disconnected from the source and connected
to a detector to detect the induced voltage in the coil due to the residual field in the
metal. The pulse induction method is common in commercial metal detectors but it
can also be used in the industrial environment. It should also be mentioned here that
strip edges can also be detected using capacitive methods as well as ultrasound and
optical methods. In some cases, even radars have been adapted for this purpose.

The induction methods described above suffer from one basic drawback—low
sensitivity. Because the separation between the coils of the transformer is relatively
large and the coupling between the coils is low, the induced voltages are small
resulting in low sensitivity of detection. A secondary issue is the measurement of
the small changes in induced voltages which is often analog and prone to noise,
requiring additional signal processing and filtering. The main attraction of induction
methods is that they are simple, sturdy, and can operate in difficult environment in
the presence of contaminants and at high temperatures.

2 A Resonant Method for Metal Strip Edge Detection

To improve sensitivity and simplify measurements, the present work proposes a
resonant method of edge detection. The fundamental principle is to form resonant
circuits whose resonant frequency depends on the amount of metal within the
resonator (and hence on the position of the strip). Since resonance can be affected
at much higher frequencies than is possible with induction methods, the change
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in resonant frequency can be significant resulting in higher sensitivity. In addition,
measurement of frequency is very simple and noise can be eliminated by digital
means. In essence the measurement is digital, simplifying both the sensor and the
process and interfacing directly with digital controllers. Although the measurement
of frequency is digital, analog outputs are also possible using frequency to voltage
(F/V) converters if required.

3 General

The basic idea of this sensor is a pair of split, balanced coils, one half of each below
and one half above the strip as shown in Fig. 1. Under balanced conditions, that is,
when the metal strip is centered about the coils, the two resonators, consisting of
the coils and a capacitor in an LC oscillator, would resonate at the same frequency.
The two signals can be digitized and fed into a digital mixer (Fig. 2). The signal out
of the mixer, which is the difference between the two frequencies, is proportional
to the position of the metal strip about the center of the sensor. Assuming that the
two oscillators operate at the same frequency f when the strip is centered between
the two coils the output is null. A misaligned metal strip will produce a change in
frequency �f in each oscillator. One oscillator will increase in frequency whereas
the other will decrease. The effect at the output of the mixer is a frequency equal
to 2�f, which can be either measured directly using a microprocessor or can be fed
into an f to V converter to produce an analog signal proportional to the misalignment
of the metal sheet. The latter can be used as a feedback signal for a centering
mechanism if the strip is to be kept centered.

Osc. 1 Osc. 2

Fig. 1 Principle of the resonant sensor. Each coil is split in two equal parts connected in series

Fig. 2 Mixer method used to
obtain the difference between
the frequencies of two
oscillators, either analog or
digital

Osc. 1 Osc. 2
f1 f2

f2f1−

L1 L2
C1 C2

mixer
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The configuration of coils in Fig. 1 has a number of advantages. First, there is a
reduced sensitivity to the vertical position of the coils. This is important with strips
that cannot be guaranteed to be perfectly flat when passing trough the resonator
or if the strip does not coincide with the middle plane between the coils. Second,
the split parts of the coils can be located at a sufficient vertical distance apart to
allow space for the strips and to reduce heating effects from the strips. Perhaps the
most important feature is the differential signal obtained from this configuration
that allows for the reduction of common-mode effects such as temperature, external
influences, and drift in properties of the coils.

Figure 2 shows the basic method of measurement of the differential frequency
and is similar to the method of beat-frequency in common metal detectors.
Depending on the type of oscillators used, the mixer can be analog (sinusoidal
oscillators) or digital (pulse oscillators).

The mixing method in Fig. 2 has a few rather important disadvantages.

1. Frequency locking—This is a known problem when two oscillators operate at
close frequencies and are in close proximities so that there is some coupling
between them. Two oscillators, running at two different frequencies will lock to
one another’s frequency and change in tandem if the difference between the two
frequencies is small and if there is cross-feedback between them. With the two
coils in this sensor physically close to each other, this is inevitable. A simple
solution is for the two oscillators to operate at two different frequencies so that
when balanced (centered strip), the output of the mixer is a few kilohertz (a
frequency difference of about 1–5% is sufficient to avoid locking). This is not
a big problem since a constant frequency difference can be taken into account
and subtracted either electronically or in the controlling microprocessor.

2. Digital mixer’s jitter—Digital mixers rely on essentially dividing the incoming
frequency. This produces outputs with varying pulse widths, which frequency
counters interpret as change in frequency. Although these changes in frequency
are usually small, so are the changes in frequency anticipated from this sensor.
The normal method of eliminating this problem is to average a number of
readings since the jitter tends to have zero average. At worst, this may slow the
output of the sensor but it should not prove to be a big problem. In particular,
when the output frequency is high, as required to avoid frequency locking,
frequency jitter is usually negligible.

3. Digital mixer’s frequency range—Digital mixers are cyclical. That is, if the
output for f1 and f2 is Δf, then the output for nf1 and mf2 (n, m any integer)
is still �f. This is a minor point in that the difference between frequencies cannot
be larger than the smaller of the two frequencies. Of course, the normal output
of the sensor will only change in a range of a few percent of the basic frequency
but it does mean that the frequency differential in (1) must be smaller or equal
to f1/2 (where f1 is the lower oscillator frequency). Again, with a base frequency
of one oscillator of, say 250 kHz, the second oscillator should be no higher than
375 kHz or no lower than 125 kHz. This is usually a sufficient range of operation.
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4. Oscillator drift—Regardless of the type of oscillator in use, the frequency varies
with time and external conditions. There are many effects that cause this variation
including temperature and environmental effects on components, ageing of
components and the like. The two oscillators are very likely to experience
slightly different conditions, again introducing an error in the output. This error
is more or less random but it can be significant. There are of course methods of
stabilization and compensation of some of the effects that cause drift but these
cannot entirely eliminate it, especially with the large coils and long wires needed
in this application.

LC oscillators will drift in frequency for a variety of reasons, some which are
easier to eliminate than others. There are of course the obvious reasons including
changes in temperature and their effects (changes in resistance, capacitance,
inductance, etc.), and other environmental effects. Then there are effects due to
variations in power supply voltage, internal changes in components due to ageing
and due to operating voltages and currents. For example, most capacitors will vary in
capacitance with temperature and with current through them. Some of these effects
are cumulative, some are not. Other influences that exist are due to electrostatic
effects, external noise, etc. The net effect of all this is that the frequency can vary
by a few percent over hours or days unless methods of stabilizing the frequency are
applied.

First, of course, components must be selected properly, particularly capacitors.
The coils must to be electrostatically shielded (common practice in electromagnetic
devices), power sources require proper regulation and, perhaps, the whole circuit,
minus the external coils may need to be temperature stabilized and electromagneti-
cally shielded. The latter method is common in high-stability circuits.

There are also a number of methods of stabilizing the frequency through
feedback—essentially looking at changes in frequency and changing the capaci-
tance through use of varactor diodes but this only works well for fast changes in
frequency. Slow changes such as changes due to slow drift of the metal strip to one
side or the other are likely to be missed by a method of this type.

4 The Proposed Method

To avoid the need for complex compensation circuits needed to eliminate some of
the difficulties above, the present work adopts a simple and effective approach that
can minimize the errors without the expense and complexities implied above. The
solution is to use a single oscillator and switch the two coils alternately so that the
only component that changes is the coil (see Fig. 3). With the left coil connected,
the resonant frequency of the left resonator is first obtained, the left coil is switched
out and the right coil switched in and its resonant frequency measured. The process
is repeated indefinitely. The two frequencies are measured at small intervals (10–
40 ms) and compared continuously. Since all components and conditions are the
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Fig. 3 Switched coil
oscillator Osc. 

CSwitch

controlL2 L1

µP

same, (except for the coils) most of the problems associated with drift and other
common-mode effects are eliminated or reduced significantly. The approach also
eliminates any possibility of frequency locking. Once calibrated this gives much
more stable output and there is less of a need of using sophisticated stabilization
circuits. In experiments performed with this approach using manual switching of the
coils, the maximum drift between two subsequent measurements was below 5 Hz.
Faster switching can reduce this drift to entirely negligible values.

5 Oscillators

A number of oscillators were used in a prototype, with preference to square
wave oscillators for the ease of experimentation. The oscillator ranged from very
simple gate delay oscillators (Fig. 4a) to Colpitts type oscillators in a number of
configurations (two are shown in Fig. 4b, c). In principle, it does not matter what
type of oscillator is used as long as it can be made relatively stable and because of
the switching of the coil, relatively fast settling. This issue turned out to be the main
problem with LC oscillators and, in fact with this method of sensing as a whole. The
switching in of the coil means that the time constants must be short and requires a
low inductance coil and, to ensure noise free switching, low current through the
inductor. To do that the coil is made as two rectangular multi-turn printed circuit
coils in a spiral. The construction of one half of a coil is shown in Fig. 5. Each pair
is connected in series to affect the resonator on each side of the strip. To reduce the
coils’ resistance, and hence increase the Q-factor of the resonator, the coil is printed
on both sides of the PCB with the traces on the two sides in parallel. The coil used in
the prototype is 60 cm by 24 cm with 22 cm separation between the two parts of each
coil, an inductance of 170 μH, and a resistance of 0.2 �. The two halves of the coil
for each side are separated 22 cm (vertical distance in Fig. 2) with a minimum gap
between the left and right coils of 5 cm (for the smallest strips). This gap ensured
minimal coupling between the left and right coil when used to sense narrow strips
but can be much larger for wider strips. The coils are positioned so that the strip,
when centered, runs with its edges close to the center of the coils in Fig. 2. This
ensures that for small deviation of the strip, the response is approximately linear
since in the vicinity of the center of the coils the field is more or less uniform.
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Fig. 4 Simplified schematics of oscillators used for testing. (a) A gate delay LC oscillator. (b) An
Op-amp based Colpitts oscillator. (c) An FET Colpitts oscillator

6 Selection of Operating Frequency

As a rule, the higher the frequency, the more sensitive the sensor should be since the
change in frequency due to the position of the metal sheet will be larger.

In the experiments performed on the oscillators in Fig. 4, the frequency ranged
from about 100 kHz to about 3 MHz. Higher frequencies can be used of course
but much more care must be taken in the implementation of the oscillator and
prototyping becomes much more difficult. A frequency of about 250 kHz (when
no strip is present) proved to be the most convenient for experimentation. This is
accomplished by ensuring that the total capacitance connected across the inductor
is approximately 2.2 nF.

7 Calibration

Calibration of the sensor is rather trivial. First, the output is zeroed by adjusting the
position of the strip. Then a relation between the position of the strip can be obtained
by simple measurements. However, in practice none of that is required: all that is
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Fig. 5 Structure of the coil. The coil was made in two sections and the traces soldered together to
form the complete coil. Each side of the sensor consists of two such coils connected in series

needed is to generate a correcting signal with the sole purpose of restoring the zero
output which then ensures that the strip is centered.

8 Switches

The switches needed to switch the coils are analog CMOS switches available
commercially. Since the needs of this application are very modest, almost any switch
can be used. The important parameters are the low on resistance but even more
importantly, high off resistance to ensure minimal coupling between the two coils
through the switches. A single pole double throw switch capable of switching at a
rate of 100 to 200 times per second and 250 kHz through signal is sufficient.

9 Operation of the Sensor

Operation consists of the following steps:

Connect left coil to the oscillator for 25 ms.
Wait 10 ms for stabilization of the oscillator.
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Turn on a counter fed by a 100 MHz crystal oscillator.
Count for 2048 pulses of the input.
Turn off the counter.
Disconnect the left coil.

A. Read the last output of the counter.

Calculate the frequency and store in microprocessor.
Wait 5 ms.
Connect right coil to the oscillator for 25 ms.
Wait 10 ms for stabilization.
Turn on the counter fed by a 100 MHz crystal oscillator.
Count 2048 pulses of the input.
Turn off the counter.
Disconnect the right coil.

B. Read the output of the counter.

Calculate the frequency and store in microprocessor.
Compare the results in A and B using the microprocessor (or through a series

of XOR gates).
Wait 5 ms.
Repeat the process indefinitely.

The process is illustrated in Fig. 6. The timings given here are based on the
prototype described above and a base resonant frequency of the order of 250 kHz.

/2048from oscillator 
(frequency A or B)

FF

~10 ms ~10 ms
~250 kHz

microprocessor

switch
control

reset

16 bit 
high-speed counter

strip position signal

Fig. 6 Signal flow for the sensor
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10 Performance

Although the sensor described in the previous paragraph is relatively simple its
performance is quite good.

Sensitivity With the split coils at 22 cm apart, the sensitivity is 45 Hz/mm side
movement of a 1.6 mm aluminum strip. This rises to 263 Hz/mm for a 1 mm steel
strip.

Linearity Linearity depends on coil separation and on the distance of the coils
from each other. For a vertical separation of 22 cm and 18 cm horizontal separation
(strip is 48 cm wide), the output is linear for 36 mm side movement. Beyond that a
slight nonlinearity can be observed that may require a calibration curve. Linearity
improves with reduction in vertical separation but the horizontal separation has little
effect as long as the centers of the coils are above the edges of the strip.

Deadband As was mentioned above, the issue of drift cannot be entirely elimi-
nated, that is, the oscillators will drift slightly between two measurements. Therefore
the uncertainty in the shift of the resonant frequency is about 5 Hz. That is, any shift
of 5 Hz or less cannot be attributed to a side motion of the strip. In the minimum
sensitivity of 45 Hz/mm, 5 Hz corresponds to about ±0.12 mm. This must be
considered a deadband or error in positioning.

Resolution The error due to drift also defines the resolution of the sensor. Thus,
the lowest resolution is 0.12 mm as well. The resolution increases with reduction in
coil separation and depends on the material as well.

Errors In addition to the errors due to drift, there are also operational errors that
may come into play. Unlike the induction sensors described in the introduction,
the resonant sensor can be affected by dielectric materials as well as conducting
media. That is, introduction of any conducting material will affect the resonant
frequency and any object that is not symmetric to both coils will change the output.
Fixed objects such as shields, both symmetric and nonsymmetric can be taken into
consideration through calibration but moving objects or objects that have not been
compensated for will introduce errors. The sensor must be both electrostatically and
magnetically shielded for best performance.

Performance parameters such as sensitivity and resolution can be improved by
increasing the resonant frequency but much higher frequencies are not advisable
unless the inductance of the coil can be reduced. This can be done by decreasing the
number of turns or reducing the dimensions of the coil. This however reduces the
uniformity of the fields between the coils and hence reduces linearity. The resolution
can be improved by reducing the switching times for measurement of the resonant
frequency. Switching times are dictated mostly by the settling time of the oscillator
and there is very little room to reduce that.
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11 Conclusions

The sensor described in this work relies on the shift in resonant frequency due to
the presence of conducting and magnetic materials in an LC resonator in which
only the inductor is influenced by the object under test. The use of a differential
scheme of measurement reduces the effects of many common-mode conditions such
as the effects of temperature on the resonant frequency. The differential method also
simplified the design in that circuits are simple and components non-critical. The
sensitivity is better than that of induction systems available commercially while
other issues such as the need for shielding are comparable to induction methods.
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Microwave and Millimeter Wave Sensors
for Nondestructive Testing
and Evaluation

Nathan Ida

Abstract Microwave nondestructive testing and the sensors required to affect the
testing are less well known than other electromagnetic methods such as eddy
currents techniques. Nevertheless, they occupy a critical role in testing as well
as imaging of conditions and flaws in primarily nonmetallic structures including
plastics, polymers, and ceramics as well as wood structures, various composites and
concrete. It has also found uses in conductors for surface testing and for evaluations
of coatings. The methods and sensors range from microscopy to industrial scale
testing and from simple open-ended waveguides to complex radars. The frequency
range covers the whole microwave range and down to mm waves. The present work
discusses the use of microwave testing, its place in a nondestructive testing regime,
and a sampling of sensors that are representative of the art and its present state, with
emphasis on emerging methods.

Keywords Microwave sensors · mm-wave sensors · Nondestructive testing ·
Microwave microscopy · Resonant testing methods · Radar

1 Introduction

Microwave nondestructive testing (NDT) is a method of testing materials and
structures that uses microwaves and millimeter waves as the source of energy. The
method can be viewed, to some extent, as an extension and adaptation of methods
that have been developed for other purposes including radar, communications, and
even microwave heating. But there are also techniques that have evolved specifically
for NDT.

Historically, microwaves use for NDT started shortly after its first use in radar
in attempts to quantify moisture and detect foreign objects in dielectrics [1]. Soon
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it became an accepted method of testing of a variety of conditions and flaws
in dielectrics, ceramics, and composite materials with applications to composite
materials [2–4] and for testing of ceramics [5]. The main impetus for development
of microwave methods of testing came in the 1970s with the increased availability of
commercial microwave equipment and in particular the appearance of the network
analyzer.

Testing with microwaves is defined and limited by properties of materials in the
microwave field and the frequencies used for testing. The range of microwaves is
formally defined between 300 MHz and 300 GHz. This corresponds to wavelengths
between 1 m at 300 MHz and 1 mm at 300 GHz. Beyond this frequency range,
formally it is the terahertz region and the methods of testing expected are different,
having more to do with infrared radiation than classical electromagnetic waves.
The range of microwaves defines the fundamental spatial resolutions that can be
expected based on the wavelength. This resolution defines the smallest artifacts
that can be discerned. However, there are many techniques that can be brought to
bear to increase this resolution many fold. These include reliance on phase changes,
which can vary rapidly, the use of evanescent waves, which decay within a fraction
of a wavelength, testing with resonant structures, etc. Dimensional parameters
such as thickness can be measured to well within a micrometer and scanning
methods can easily improve resolutions. Methods borrowed from radar but on a
much smaller scale, including SAR are also used for that purpose. Other methods
include interferometric and microscopy methods which are not limited by the
wavelength resolution. Microwave testing relies on the effects material properties
have on electromagnetic waves. These include primarily effects of permittivity,
conductivity, and permeability and any effect, property, or quantity that affects one
or more of these. In addition, electromagnetic waves are affected by dimensional
properties including volume and surface artifacts and interfaces. This makes for a
large number of possible test responses. In lossless and lossy dielectrics, material
composition, density and porosity, uniformity, delamination between layers and
constituents, moisture content, contamination, etc. can be tested. In conductors,
electromagnetic waves can only penetrate to very shallow depths and hence tests
are limited to surface conditions such as roughness, scaling, and surface corrosion
as well as surface-breaking flaws and dimensional variations of conductors. Unlike
most testing methods, microwaves are also sensitive to properties of gases and hence
can be used to detect and quantify the presence and density of gases including those
emitted by explosives. Thus, the range of materials in which microwave NDT can be
used is rather large and includes most plastics and polymers, ceramics, composite
materials, concrete, biological and organic materials, many conducting media, wood
and food products and, in fact, almost any medium in which electromagnetic waves
of proper frequency can interact with its constituents.

A unique feature of microwave NDT is the fact that energy is usually coupled
into the test medium through air and there is no need for contact. This is done
through antennas of various types, open waveguides, and in some cases directly
through the fields of transmission lines. Testing can also be done in microwave
cavities or apertures in cavities can be used for this purpose. Testing is often done
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in the near fields of the sources because of the high gradient in the fields in that
region but can also be done in the far field. Of course, like any other method of
testing, microwave NDT has its problems. Signals can be noisy because of the
many effects that influence it and results can be ambiguous for the same reasons.
Reflections from structures near and far can affect tests and interference from a
variety of electromagnetic sources can reduce sensitivity.

Microwave NDT relies on the interaction of high-frequency electromagnetic
waves with materials, taking advantage of absorption in materials, scattering,
attenuation, reflection, transmission, and resonance. These are fundamental effects
and testing attempts to use these in various arrangements for quantitative evaluation
of properties and conditions in materials.

There are many methods through which microwaves can be used for testing. The
first that come to mind are those associated with propagation of electromagnetic
waves and the reflection, transmission, and scattering of these waves due to the
presence of flaws or material variations [6–9]. The same principles have been
used for dimensional testing [10, 11]. Radar and radar-like methods are obvious
applications that rely on reflection and scattering of electromagnetic waves. A
particularly useful method of NDT is the ground penetrating radar (GPR) ([12–15]),
but also related methods including newly developed ultra wide band (UWB) radars
for low power, short range testing in dielectrics [16–23] and in biological media
medical applications such as detection of tumors [24–27].

Particularly useful are tests in which the resonant frequency of resonant struc-
tures such as cavity resonators or resonant transmission lines are affected by the
effect that is measured. These include moisture content monitoring and evaluation
of material properties [28–33]. Resonant methods are particularly useful when they
apply because their sensitivity and resolution can be orders of magnitudes better
than, for example, reflection methods and these are not related to the wavelength.

Another method that has been successfully used to circumvent the wavelength
limitation is the use of open-ended waveguides. These near-field methods are often
referred to as microwave microscopy to indicate their ability to resolve well below
the wavelength. (See for example: [32, 34–41].)

As is well known, microwave testing is applicable mostly in dielectrics and
low loss dielectrics including ceramics, plastics, and polymers [3, 42, 43]. Lossy
materials such as concrete, composites, carbon fibers based composites and sands
can also be tested successfully [7, 44]. Another area of successful use of microwaves
is in biological media, including medical applications [9, 25, 26].

Material properties can be tested for moisture content [29–31], consistency, and
porosity [3, 6, 43–45] and other properties including density changes.

One of the earliest uses of microwave was for dimensional measurements [33,
46–49]. Some of these tests allowed resolutions in the micrometer range [42, 43].
Other applications are in the detection of disbands, delamination, and corrosion [2,
35], as well as surface conditions on conductors [50].

In addition, microwaves can also be used to detect surface conditions such as
roughness, evaluate coatings on metals and, to a limited extent, detect fatigue cracks.
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The number of applications of microwaves for testing and evaluation is quite
large but, in effect, these applications can be summarized to that of detection and
evaluation of changes in the dielectric constant, in permeability and in conductivity
and, naturally, anything else that affects the electric properties of the material.

The following sections expand on a few of the more advanced methods of
microwave testing and evaluation including microwave microscopy, resonant meth-
ods, GPR, and UWB radar.

2 Microwave Microscopy

Microwave microscopy relies on the behavior of open waveguides or apertures in
cavity resonators. These are near-field methods that take advantage of the fact that
under these conditions the gradients in the fields are very large although they are
of very short extent, that is, the fields of apertures or open waveguides can only be
used over a very short distance. The resolution of these methods stems from the
very high spatial frequency they afford [32, 36, 51]. This high spatial frequency is
also at the root of the method’s limitations—it requires scanning for the detection
of features of any extent, it must be done in very close proximity to the effects, and
necessarily only small samples or sections of structures can be tested. The method
is usually associated with localized testing and very often used for evaluation of
material properties [37, 52, 53], rather than for testing for defects, although it has
been used for dimensional testing and flaws in conductors [40, 54].

Microwave microscopy instrumentation is relatively simple. In its simplest
form it consists of an open waveguide or transmission line (Fig. 1a), sometimes
supplemented by a sharp tip that helps in increasing spatial resolution around the tip
(Fig. 2a). Better resolution is obtained by using a small aperture in a resonant cavity
or a resonant probe as shown in Figs. 1b and 2b. The fields around the aperture
or tip may be viewed as being generated by an antenna in the near field and are
reflected and scattered by the sample’s surface and any feature or condition in the
test medium. The signal obtained from the non-resonant probe is either from the
scattered or reflected field. Because the fields are very low, it is only practical to

Fig. 1 Simple microwave
microscopy probes. (a) Open
waveguide. (b) Small
aperture in cavity resonator

open
waveguide

Test sample

(a) (b)

Test sample

cavity
resonator

source load
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Fig. 2 Sensitive microwave
microscopy probes (a) Tip in
open coaxial probe. (b) Tip in
cavity resonator aperture
probe

(b)

Test sample

cavity
resonator

source load

coaxial
tip

Test sample

(a)

monitor the impedance of the probe and extract the changes in material properties
(complex permittivity or complex permeability) from the near-field impedance of
the probe. The latter is approximated as [36]:

Zs ≈ 1

jωε0εsv
(1)

Any deviation from this reference impedance is viewed as being due to change
in material properties.

More sensitive measurements are affected through use of a resonant probe such
as that in Fig. 1b or 2b. In these cases it is not the impedance that is monitored but,
rather, the resonant frequency. In essence, the cavity is perturbed by the external
loading due to the material properties and its resonant frequency changes due to the
external conditions. This shift in resonant frequency may be written as [30]
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= −
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E and H in Eq. (2) are the perturbed fields, E0, H0 are the unperturbed fields, and
�ε, �μ are the effective changes in the permittivity and permeability of the cavity
caused by the external effects. This expression is only a simplistic representation
but it serves to explain the behavior. In some applications including thin films, the
expression in Eq. (2) can be simplified, especially if the relative permeability is 1
[30, 36]:
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where vf and εrf are the volume and permittivity of the film under the influence
of the aperture, whereas the denominator is the total energy stored in the cavity.
Similar expressions may be obtained for testing on conducting surfaces and other
conditions.
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Microwave microscopy was first developed for material characterization in thin
films using ferromagnetic resonance [36] but has been adapted to application in
NDT [37, 55, Zoughi 2000].

A simple demonstration of the possibility of microwave testing can be found
in [37, 56]. In this application, the permeability of a thin film ferromagnetic CO-
NETIC alloy is tested with the probe in Fig. 2b under the effect of an external
magnetizing field and without the field. The basic configuration is shown in Fig. 3.
The probe is stationary but the sample is scanned under the probe and the frequency
response of the probe is recorded using a network analyzer. The microwave probe
operated in reflection mode [55] and the frequency response was obtained from
the S11 parameter. The test configuration was also simulated using commercial
computational electromagnetic software.

As an example of the type of results can be obtained, consider Fig. 4. The figure
compares numerical and experimental resonance data for an alloy sample. In this
case the relative permeability is 1 and no external magnetic field is applied [56]. The
numerical data was obtained using the transmission line modeling method (TLM) as
described in [34]. Although relatively lengthy, modeling of microwave microscopy
is quite practical. The simulation and experiment were repeated after application
of an external magnetic field on a sample with relative permeability of 1000. The
net effect of the higher permeability material is to shift the resonant frequency by
approximately 180 kHz.

In another test, the values of the S11 parameter obtained at 889.61 MHz was used
to sense and quantify changes in relative permittivity by scanning across a small
2-mm sample of relative permittivity of 1000. The results are shown in Fig. 5.

Although the result in Fig. 5 is excellent as is the comparison with the numerical
simulation, the sample is very small and thin and the scan was done very slowly to

Fig. 3 Block-diagram of the
experimental set-up: The
sample moves during the scan
whereas the probe is
stationary. The electromagnet
is used to bias the sample
with a given magnetic flux
density

Test sample

cavity
resonator

source load

electromagnet
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Fig. 4 Comparison between numerical (dashed line) and experimental frequency responses
obtained in the absence of an external magnetic field. (Reproduced with permission from R. Ciocan
and N. Ida, “Transmission line matrix model for detection of local changes in permeability using
a microwave technique,” in IEEE Transactions on Magnetics, vol. 40, no. 2, pp. 651–654, March
2004. doi: 10.1109/TMAG.2004.824883. © 2004 IEEE)

Fig. 5 Experimental and numerical results for a 2-mm sample produced by scanning across the
sample. (Reproduced with permission from R. Ciocan and N. Ida, “Transmission line matrix model
for detection of local changes in permeability using a microwave technique,” in IEEE Transactions
on Magnetics, vol. 40, no. 2, pp. 651–654, March 2004. doi: 10.1109/TMAG.2004.824883. © 2004
IEEE)

avoid distortions in the field. Large samples require considerable time for scanning
especially if two-dimensional scans are called for, pointing to a serious limitation
of the method. Nevertheless, under the right conditions this method is very accurate
and the resolution extremely high.
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3 Resonant Testing Methods

For production-level high sensitivity testing, the use of resonant methods is one of
the best approaches, provided that the conditions of testing and the samples being
tested lend themselves to this type of test. When resonant methods can be used for
testing, they offer high resolution, high sensitivity, and an ease of signal analysis
that cannot be matched in other methods. In most cases what is measured is the
resonant frequency that is essentially noise free and extremely easy to measure by
digital means. In the process of measuring the resonant frequency, scanning is done
over a range of frequencies and therefore the frequency response of the resonator
over the range is obtained. This then allows the calculation of the quality factor
of the cavity. In a resonator, regardless of its physical construction, the resonant
frequency is primarily a function of the physical dimensions and the real part of
permittivity and permeability of the medium within the resonator. The quality factor
is directly related to the losses in the cavity and therefore the quality factor is a
measure of these losses through the imaginary parts of the complex permittivity and
permeability. By measuring both the resonant frequency and the quality factor, a
complete characterization of the material properties can be obtained and through
that the condition of the test sample, including effects such as cracks, stresses in
materials, delaminations, inclusions, and the like. In effect what is measured is the
effective complex permittivity and the effective complex permeability. There are a
variety of resonant structures that can be used for testing. The most obvious is the
cavity resonator in which the sample is either inserted in the cavity (Fig. 6a) or
the cavity is partially opened to allow samples either to pass through the cavity or
the cavity to pass over the sample (Fig. 6b). The configuration in Fig. 6a is limited
to small samples that can be inserted in the cavity and hence it is used mostly for
evaluation of material properties under specific, controlled conditions. This may
mean, for example, that the sample must have a certain size or shape or that it fills
a portion of the cavity in which conditions are appropriate for the test. In general
this is a limitation both in terms of the types of materials and conditions that can
be evaluated and in terms of the speed and accuracy of the test. In partially open
cavities, the range of materials and structures can be extended to flat samples, tubes
and bars or even to continuous testing of fabrics and polymers on the production

Fig. 6 Testing in resonant
cavities. (a) A small sample
introduced into the cavity. (b)
Testing of flat sample in a
partially open rectangular
cavity

(a)

sample

(b)

material under test

rectangular cavity
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line. In that respect, the most commonly measured quantity is moisture content but
also density, permittivity, dimensions and any condition related to these.

Resonators can also be made of transmission lines, which are often open [30,
57, Pozar 1998] and can therefore easily sense conditions in their proximity. An
application of this type resonator to online industrial testing and monitoring will be
given in the following section.

Equation (2) describes the shift in resonant frequency for a cavity in which the
permeability and permittivity are uniform throughout the cavity and the change �μ

and �ε is also uniform (Fig. 6b). This occurs in testing of fluids or gases that fill the
cavity, such as in monitoring of humidity or for detection of gaseous emissions from
explosives. Although Eqs. (1) and (2) simply indicate permittivity and permeability,
both can be complex to allow for modeling of complex media:

εc = ε′ + jε′′ = ε′ − j
σs

ω
(4)

Equation (1) now becomes [30]

f − f0
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= −
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[(
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E · E0 − �μH · H0

]
dv

∫
v [ε0E · E0 − μ0H · H0] dv

(5)

The change in permeability may be real or complex or may be zero. ε0 and μ0
are the properties of the empty cavity.

A quality factor is defined as the peak stored energy divided by the energy
dissipated per period as an indication of performance of the cavity:

Q = 2π
Peak stored energy

Energy loss per period
(6)

If we assume for simplicity that power loss occurs only in the volume of the
cavity (none in its walls), the Q-factor is:

Q =
∫
v
ε0E0

2dv
∫
v [ε′′E · E0] dv

(7)

This shows the physical properties that affect the Q-factor but in practice the
Q-factor is calculated from the half-power points of the frequency response as:

Q = 2πf0

BW
= f0

fu − fl
(8)

fu is the upper half power frequency and fl the lower half power frequency of
the resonating cavity. In a practical test, the frequency response is obtained by
measuring the S11 parameter using a network analyzer, and by measuring the
amplitude of the response, the upper and lower half-power frequencies are obtained.
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The relations above apply to closed, partially open, or entirely open resonator of
any kind. The methods based on perturbation are most easily applied to closed
cavities whereas those based on measurement of resonant frequency and Q-factor
are universal since they do not actually depend on the physical attributes of the
structure—only on their frequency response.

4 Testing Through Monitoring of Moisture Content

As an example of the use of open transmission line resonators for testing of moisture
content, the monitoring of moisture in production of latex-coated fabrics for the
production of tires is considered. Fabrics such as nylon, polyester, or aramid are
coated with latex for the production of tire belts. The amount of latex is critical. Too
much or too little and the bonding process suffers. In addition, during the coating
process, streaking, dry patches, and breaks in the fabric must be detected to prevent
failure of tires. A resonant sensor suitable for this purpose is shown in Fig. 7. The
sensor consists of two metal shields and two center plates (dimensions shown in the
figure). Two short probes penetrate through the shield to couple energy to the center
plates and drive the resonator. These are connected to a network analyzer, which
supplies the power needed and measures the response by measuring the reflection
(S11) and transmission (S21) parameters of the resonator to obtain the resonant
frequency and the Q-factor continuously while the fabric moves at production
speeds. The fabric is thin (ranging in thickness from 0.3 to 0.8 mm. Production
requirements are typically for about 5% solid latex (measured after drying) while in
the wet stage the latex is 20% of the solution by volume. The sensor measures the
permittivity in the wet stage.

This sensor is called a broadside coupled stripline resonator [30, 58]. It is
particularly useful since it resonates in two distinct modes. The even mode is
sensitive to axial variations in permittivity and is used in this application to measure
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Fig. 7 Open transmission line sensor with dimensions. (Reproduced with permission from Open
Resonator Microwave Sensor System for Industrial Gauging, N. Ida, The Institution of Engineering
and Technology, 2018, ISBN 978-1-78561-140-7)
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Fig. 8 Resonant frequency measured over time. (Reproduced with permission from Open Res-
onator Microwave Sensor System for Industrial Gauging, N. Ida, The Institution of Engineering
and Technology, 2018, ISBN 978-1-78561-140-7)

moisture content. The odd mode is sensitive to variations in directions vertical to the
axis of motion of the fabric and is used for compensation of variations in resonant
frequency due to temperature and moisture in the sensor.

Figure 8 shows some of the capabilities of the sensor as recorded by the network
analyzer on the production line. On the left, the production line is stopped to
introduce a different fabric. The lowering of the resonant frequency indicates that
during the changeover process the two fabrics, which are attached to each other,
present a higher resonant frequency. As the line starts after the changeover, the
passing of the stitch is seen as a dot at a much lower resonant frequency (the
stitch is an overlap of the two fabrics). Then the new fabric, that either has a lower
permittivity or absorbs less of the latex solution shows a higher frequency than the
first fabric. Some time after, the line stops and the fabric dries in air. While stopped,
the resonant frequency increases (lower permittivity). As soon as the line starts, the
resonant frequency returns to the previous value indicating the permittivity of the
fabric.

A sensor is only as good as its sensitivity and resolution. The sensor described
here has a resolution below 0.02% (for dry latex) given a 10 kHz resolution of
the network analyzer. This can be increased at lest by a factor of 10 since the
network analyzer is capable of resolving frequencies below 100 Hz but the figure of
approximately 0.1% is more than sufficient in this application.
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5 Reflection, Transmission, and Scattering Testing Methods

Although the focus of this work is on the more sensitive, more advanced methods
of testing, reflection, transmission, and scattering methods form a large part of
the available methods [30, 55]. These rely on the basic propagation properties of
materials including attenuation, phase delays, and interactions at interfaces. The
testing arrangements are simple combinations of antennas and detectors, recording
changes in amplitude, phase, and propagation angles. The fundamentals of these
tests are shown in Fig. 9. The instrumentation shown is often replaced by a network
analyzer used either in reflective or transmission mode. Reflection depends on the
properties of the medium and on its surface conditions. In dielectrics, the bulk of
the material as well is analyzed although that is better done with a transmission test.
In either case, the changes in material properties (dielectric constant, permeability,
or conductivity) are related to specific properties of the test environment. The
properties tested for may range from simple dimensional quantities to delamination,
humidity, contamination, and a host of other conditions. In practice, almost any
material property may be related to a change in its electrical properties and hence
detectable through transmission or reflection tests. In some tests, a single antenna
is used in pulsed mode and serves both for transmission and for reception of the
signal in a method akin to pulsed radar although reflection tests are often done at
short range. Reflection and transmission can be combined by using a reflector on
the opposite side of the sample and recording both the directly reflected signal and
the signal that passes twice through the sample. This is particularly useful in cases
the reflection coefficient is small.

An example of the use of reflections from an inclusion in a lossy dielectric
medium is shown in Fig. 10. This is yet another variation on reflection methods in
that use is made of two receivers and the signal of one is subtracted from the other
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Fig. 9 Test method for the complex permittivity of a medium. Either the reflection or transmission
method may be used
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Fig. 10 (a) Detection of buried plastic (dielectric) mines using a differential reflection method.
(b) The signal obtained from a scan across the dielectric shows a peak at the center of the dielectric
and two dips indicating its corners

to obtain a differential sesor. This results in reduced noise levels and in emphasis on
changes in permittivity. It therefore is more sensitive to the edges of the inclusion.

The configuration in Fig. 10 has been used as a simple, near-surface ground
penetrating radar (GPR) but the basic idea also has applications in mine detection
or buried pipelines and other utility structures or in archaeology. The transmitted
(center) signal is low (about 100 mW) at approximately 10 GHz. The transmitter
and receiver are at the same height from the surface and can vary according to needs.
The signal in Fig. 10b was obtained from a height of 30 cm but higher resolution
may be obtained at closer range. The transmitted signal penetrates into the groung
and is reflected off any discontinuity such as buried objects. A large reflection due
to the surface of the ground is also present. The two receivers receive the signals
and these are subtracted to eliminate common mode features such as the reflection
due to the ground surface. For this reason, the edges of the object in Fig. 10a can be
seen as large dips in Fig. 10b whereas away from the object the signal is low. In this
particular case, the wavelength is approximately 3 cm hence the expected resolution
is of this order.

6 Radar Methods

Radar and radar-like methods in NDT can be traced to the first use of scattered fields
for testing. An early use can be seen in Fig. 11. In an attempt to increase sensitivity
to small defects and delaminations in composites and dielectrics, which provide
little changes in either reflection or transmission, the scattered field at right angle is
used for detection. Although this field is also small it only exists if a flaw exists and
hence its detection is improved. In Fig. 11, antenna B can be used for a transmission
test whereas antenna C is used for scattering text. If the signal is pulsed, antenna A
can also be used for reflection testing.
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Fig. 11 Detection of defects
or inclusions by a scattering
method
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Fig. 12 Simulation of GPR scanning of concrete. (a) Various conditions at varying depts. From
the surface. (b) Signal map of the interaction of waves in the concrete. The thick dark bar is the
surface of the concrete [14]

True radar testing has been applied to evaluation of concrete using GPR equip-
ment and techniques. The purpose is detection and evaluation of conditions such as
inclusions and cracking but primarily evaluation of the condition of reinforcement
steel. This is an important aspect of testing since deterioration of reinforcement bars
due to corrosion leads to weakening of the concrete structure and even failure. A
simulation of conditions in concrete and the results that can be obtained using a GPR
scan can be seen in Fig. 12. It is clear that rebars, being made of steel, will result
in large reflections but water inclusions or air pockets are equally detectable in spite
of the relatively high loss of concrete. The advantage of using GPR for this type of
testing is the speed with which large areas of concrete can be covered. Considering
the amount of concrete in infrastructures, this is an overriding condition.

A promising newer approach to radar for use in NDT is the ultra wide band
(UWB). UWB refers to the use of a wide bandwidth with reduced power and power
density. Typically, a very narrow pulse is transmitted generating the wide spectrum
typical of the method. The bandwidth is normally about 25% of the center frequency.
UWB radars are very compact, transmit an effective radiated isotropic power (ERIP)
of less than –41.3 dB/MHz in the range between 3.1 and 10.6 GHz. The wide
bandwidth allows interaction with flaws and material properties over a wide range of
frequency, akin to multifrequency testing. Because of the low power and the spread
in spectrum, regulatory constraints are minimal, interference is almost nonexistent
and resolution increases. The main problem with this type of radar is worsening
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of the signal–to-noise ratio. From the operational point of view, these radars are
inexpensive, available as single-board systems, and some of the signal processing
algorithms are also available. Although UWB radars are not new, they have only
become small enough and practical in the last few years.

The uses of these radars are still evolving. A common application is colloquially
called “see through wall” [16, 59, Pochanin et al. 2024]. Just as in GPR, the idea is
to obtain and quantify signals from objects and conditions located behind or within
lossy dielectrics. Surface defects have similarly been analyzed using comparative
signals [16]. The method has also been applied to aeronautic component testing
[60] as well as detection of rebar in concrete (Xu et al. 2013). Other applications
include measurement of conditions of walls in salt mines [61] in which depths up
to 2 m could be analyzed, as well as others [16, Zhang et al. 2014]. UWB radars
operate at low powers and offer high resolution consistent with the high-frequency
content of the signals. As such, forms of UWB radars have been applied to medical
diagnostics, with particular preference to breast cancer [24–27]. In this particular
application, the UWB radar takes advantage of the relatively high contrast between
healthy and malignant tissue.

In NDE proper, UWB radar is still in the experimental stages. These attempts use
mostly experimental devices [20, 23, Shi et al. 2016, Kidera et al. 2014, Yang et al.
2008].

7 Other Methods

Microwave application in NDT are not limited to those described above. Another
method that is used, to a much smaller extent, is microwave radiometry whereby
either the background microwave radiation is used (passive radiography) or a
source is available (active radiography) [62, 63]. In either case, a radiometer (a
device that measure the radiant flux of the source after it passes through the
sample) is used. Here too, the types of sensors that can be employed vary and
may include bolometers, diodes, or calorimeters to measure the radiant flux [64]. In
radiometric microwave methods, the radiated power and its distribution is measured
after the radiant flux passes through the test sample. This power is measured by
common methods such as bolometers (or bolometer arrays) or diodes. In some
cases, calorimetric methods are used. In bolometers and calorimeters, the rise in
temperature is measured whereas diodes measure power (or power density) directly.

Although active or passive radiometry may be used, the preference in NDE is for
active methods in which the sources can be accurately controlled. In applications
where imaging is preferred, either an array of sensors or a scanning sensor is used
[65–67]. For surface effects such as surface roughness or flaws, including surface-
breaking and near subsurface effect, reflective methods can also be used [68–71].
In general, the higher-frequency ranges are preferred for improved resolution but
this is somewhat difficult to attain at present because of the limited availability of
sources above about 100 GHz [62, 72, Bakhtiari et al. 2012].
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Microwaves are also used as sources of power for other methods of NDT. One
common example of this type of use is for pulsed thermography in which the heat
is provided by microwave pulses.
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A Discussion on the Algorithm Design
of Electrical Impedance Tomography for
Biomedical Applications

Mingyong Zhou and Hongyu Zhu

Abstract In this chapter, we present a discussion on the algorithm design of
Electrical Impedance Tomography (EIT) for biomedical applications. Based on the
Maxwell differential equations and the derived finite element (FE) linear equations,
we first investigate the possibility to estimate the matrix that contains the impedance
values based on Singular Value Decomposition (SVD) approximations. Secondly
based on the biomedical properties we further explore the possibility to recover
the impedance values uniquely by injecting various different types of currents with
multi-frequency. Injecting various types of multi-frequency currents lead to a set
of different measured voltages configurations, thus enhancing the possibility of
uniquely recovering the impedance values in a stable way under the assumption that
the biological cells respond to the different types of injecting currents in a different
way.

By converting the Maxwell differential equations into linear equations by Finite
Element (FE) method, we are able to focus on the discussions based on the linear
algebra method. We also explore some insights into the biological cells’ electrical
properties so that we can make use of the biological cell’s electrical properties to
make the numerical algorithm design more stable and robust.

Keywords Electrical impedance tomography (EIT) · Finite element (FE) ·
Singular value decomposition (SVD) · Maxwell differential equations

1 Introduction

Electrical Impedance Tomography (EIT) draws the attention of researchers in
biomedical engineering and applied mathematics for its low cost and convenient
approaches using the well-known electrical method [1–4]. From the hardware
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design including the injection of various types of currents to the imaging algorithms
development invoking mathematical methods, fruitful research results of EIT appear
in recent years in applied mathematics, industrial areas, and biomedical engineering.
In this chapter, however we focus our discussions on the area of biomedical imaging
applications. Imaging in medical application is more complex and challenging
because of the complex tissues and cells structures in human bodies.

In this chapter, we focus our discussions on the algorithm design as well as the
implications of the electrical properties of tissues and cells on the algorithm design.
First, we outline the EIT problem as Maxwell differential equations and address
the forward problem and inverse problem (imaging problem). Secondly, based
on the Maxwell differential equations and the derived finite element (FE) linear
equations, we investigate the possibility to estimate the matrix that contains the
impedance values based on Singular Value Decomposition (SVD) approximations.
It is shown that based on the SVD method the solution to the EIT problem is not
unique without a prior information on the impedance values. Last but not the least,
based on the biomedical properties we further explore the possibility to recover
the impedance values uniquely by injecting various different types of currents
with multi-frequency. Injecting various types of multi-frequency currents lead to
a set of different measured voltages configurations, thus enhancing the possibility
of uniquely recovering the impedance values in a numerically stable way under
the assumption that the biological cells respond to the different types of injecting
currents in a different way. It is worth noting that we convert the whole non-linear
EIT problem into a linear problem with a very larger and very high dimension based
on Finite Element (FE) method, thus allowing one to approach the EIT problem
using linear algebra method especially for the biomedical applications.

We devote to our discussions on the implications of the electrical properties
on the algorithm design in the last part of this chapter but not the least as is
declared because this part is particularly important in the applications of biomedical
engineering by taking into account the electrical properties of tissues and cells, that
is, tissues and cells of human bodies respond to the different frequencies of injecting
currents in a different way. We can make use of such electrical properties to ensure
that the algorithm design is more stable and robust but unique simultaneously.

2 Maxwell Differential Equations and EIT Problem

Inside of magnetic field, magnetic field effect can be ignored due to the quite low
permeability in biological tissue. According to the Maxwell theory and Ohm’s law,
we can get the description like this:

−ρ−1∇φ = −→
J (1)
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In this equation, ρ represents the distribution function of impedance, φ means
potential distribution, J is the function of boundary electric current density.

Due to the fact that there is no electrical sources inside interior of biological
tissue, so we get this:

∇ · −→
J = 0 (2)

Combined Eqs. (1) and (2), we can get equation:

∇ · ρ−1∇φ = 0 (3)

This partial differential equation should satisfy the Dirichlet boundary condition

φ|∂Ω = V (4)

In the above equation, Ω denotes an object’s boundary area. For the electrodes
with inject current, Neumann boundary condition is:

ρ−1 ∂φ

∂
−→
n

∣
∣
∣
∣ =

−→
J (5)

The equations above constitute the mathematical model of EIT problem [4].
Given the impedance distributions and the injecting currents J, it is required to

calculate the voltages on the surface. This is termed as a forward problem. For
forward problem of EIT, we now summarize the procedure of finite element (FE)
method to formulate a set of linear equations for the Maxwell differential equations
represented by Eqs. (1)–(5).

3 Finite Element (FE) Method to Formulate the EIT
Forward Problem

For a 3D bounded by Ω , we can divide the 3D bounded space Ω with the following
triangle with K, M, N, L and coordinates represented by (xk, yk, zk), (xM , yM, zM),
(xN , yN , zN), (xL, yL, zL).

The derivation of the Finite Element (FE) method is too tedious but is a well-
known and well-used method in mechanics engineering (Fig. 1). By dividing the
bounded space Ω with small triangles and enough numbers of triangles, for the ith
injection of currents we can formulate a linear equation as follows:

SiΦi = Fi (6)
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Fig. 1 Finite element
triangle

z

x

C y

L

K
M

N

where Fi is a vector that is unrelated to impedance values ρ and is related only
to injecting currents, Φ i is a vector formulated as the voltages measured on each
element, and Si is a matrix formulated by the impedance values ρ of each triangle
element. Now the EIT inverse problem now is to estimate the values of matrix
Si, given the measured voltages vector Φ i and vector Fi that is formulated as the
injecting currents. In the following section, we present a subspace fitting approach
based on SVD method to estimate the matrix Si and discuss the uniqueness of
the estimation. We particularly take a Higher Order Statistics (HOS) approach to
remove the Gaussian noise.

Regarding the Eq. (6), in the following section we provide a subspace fitting
approach based on SVD method that is originally proposed by Petre Stoica for signal
processing [5].

4 SVD Method to Solve the EIT Inverse Problem

We now re-formulate the Eq. (1) in another formation as follows by taking into the
account of measurement noise denoted by n(t).

−→
y M×1(t) = AM×d · −→

x (t) + −→
n (t) (7)

The following assumptions are made:

1. Matrix A’s dimension is M × d, where d < M
2. The columns of matrix A are linearly independent
3. −→

n (t) is a white or colored Gaussian noise by EIT measurements, and

E

{
−→
y

−→
yT yi

}

as the calculated cumulant matrix from the calculations of higher
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order statistics of measured data exist for all i’s, where i = 1, 2, . . . , M. The
problem is to find all solutions of matrix A that minimizes the result of L in the
following Eq. (8).

L = ∥∥−→y M×1(t) − A · −→x (t)
∥
∥

2 (8)

We summarize the algorithm based on SVD here as follows:

Denote the standard SVD of any cumulant matrix E

{
−→
y

−→
yT yi

}

as follows:

E

{
−→
y

−→
yT yi

}

= U
∑

ST
d×M (9)

By Stoica in [5], one obtains E

{
−→
y

−→
yT yi

}

as follows:

ADiA
T G = U

∑
ST G = 0 (10)

where Di = ∑d
j=1AijE

{
−→
x

−→
xT xj

}

, (i = 1, 2, . . . ,M). Under the assumptions

of (A), (B), and (C), the approximation problem becomes

min
A

min
C

‖A − SC‖F (11)

In reference [5], the optimal solutions are derived as the d2 eigenvectors that
correspond to the least minimum d2 eigenvalues of the following matrix Q

Q �
{

I −
(

S
M×d

⊗ I
d×d

)
[
(S ⊗ I )u (S ⊗ I )

]−1
(S ⊗ I )H

}

(12)

where ⊗ denotes Kronecker product.

5 A Simple Experiment to Demonstrate SVD Method

We carried a simple example experiment to demonstrate the method based on SVD
method. First the algorithm is outlined as follows. Note that second order statistics
are used for the simple experiment and measurement noise is not taken into account
in the case.

1.

−→
y M×1(t) = AM×d · −→

x d×1(t) (M ≥ d) (13)

where −→
y (t) is a vector formulated by the measured voltages.
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2.

E
{−→

y (t) · −→
y

T
(t)
}
� YM×M (14)

where YM × M is a correlation matrix that is formulated based on second order
statistics.

3. Denote SVD of cumulant matrix by:

YM×M = UM×d�d×dST
d×M (15)

4. Calculate the matrix Q as follows:

Q �
{

I −
(

S
M×d

⊗ I
d×d

)[
(S ⊗ I )T (S ⊗ I )

]−1
(S ⊗ I )T

}

(16)

The eigenvectors of Q with dimension of Md × 1 thus corresponding to the

least minimum eigenvalues of Q form all possible solutions to vector
−→
A Md×1,

and
−→
A Md×1 is a column vector with dimension Md × 1 derived from matrix A.

One should note that the solutions to matrix A are not unique by SVD method as
proposed as the above.

A simple experiment was carried out as demonstrated in Fig. 2, where the circles
are placed with resistors A-E and only one resistor is placed in the center of circle.

The four voltages at point B, C, D, E with reference to point A are measured as a
4 × 1 data vector, that is M = 4. Algorithm’s steps (1–5) are used for the estimation
in which d = 3 is used. The derived Q in this experiment is thus a matrix with rows
of 12 and columns of 9 (12 × 9).

Fig. 2 An EIT experiment
based on SVD method A
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R115v
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The estimation solutions to matrix A are derived as the following nine 4 × 3
matrix results after the calculations. We note that in all nine matrix solutions there
is only one non-zero value 1.0 that is actually corresponding to the only one resistor
in the center of the circle.

⎡

⎣
0 0 0 1
0 0 0 0
0 0 0 0

⎤

⎦

⎡

⎣
0 0 0 0
1 0 0 0
0 0 0 0

⎤

⎦

⎡

⎣
0 0 0 0
0 1 0 0
0 0 0 0

⎤

⎦

⎡

⎣
0 0 0 0
0 0 1 0
0 0 0 0

⎤

⎦

⎡

⎣
0 0 0 0
0 0 0 1
0 0 0 0

⎤

⎦

⎡

⎣
0 0 0 0
0 0 0 0
1 0 0 0

⎤

⎦

⎡

⎣
1 0 0 0
0 0 0 0
0 0 0 0

⎤

⎦

⎡

⎣
0 1 0 0
0 0 0 0
0 0 0 0

⎤

⎦

⎡

⎣
0 0 1 0
0 0 0 0
0 0 0 0

⎤

⎦

6 Further Discussion on the Implications of Electrical
Properties on Cells and Tissues of Animals and Human
Bodies

The results in Sect. 5 are based on one current injection which is not a unique result
as one observes in the experiment. We now focus on the discussion regarding Eq.
(6) that is derived from Finite Element (FE) method. Following many references in
biology and biomedical experiments, e.g., in [6], some cells and tissues are made of
water and special materials which up to present is still unknown to human beings
but demonstrates many electrical properties resembling that of capacitors as well as
resistors at least. In particular, the cells and tissues in different parts of the animal
and human bodies vary with different circumstances such as temperatures, activity,
and injecting direct or alternative current frequencies. Such electrical properties
provide one with an opportunity to estimate the impedance through different aspects
as long as the responses of cells and tissues to different circumstances are not simply
a “linear” response.

For Eq. (6) denoted by the above formulation for the ith Alternative Current
(AC) injection, suppose we inject the AC currents with different frequencies, the
value �′

i s should vary at least not strictly linearly by the cells and tissues’ electrical
properties. For each AC current injection with different frequencies,

S1Φ1 = F1, S2Φ2 = F2, . . . we assume matrix S1, S2 . . . etc remain the same
that is formulated from the impedance distributions (and this assumption is rational
because the impedance itself does not change much during the measurement time).
Now the equations become SΦ1 = F1, SΦ2 = F2, . . . etc. With this assumption
and observation, we can have a new formulation with a much higher dimension as
follows:

S [Φ1, Φ2, . . . , ΦN ] = [F1, F2, . . . , FN ] (17)
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where N is the injection current iteration number with different frequencies
and temperatures. [Φ1, Φ2, . . . , ΦN] is a non-singular matrix formulated by the
measured voltages with different AC frequencies and temperatures.

With the proper selection of frequencies and temperatures, it is possible to
obtain a more stable and unique solution to the EIT inverse problem. Further clinic
empirical data is to be collected to prove the assumption and approaches however.

7 Conclusions

Although this chapter presents a discussion on the EIT algorithm development
based on Finite Element (FE) method and linear algebra methods, and no general
conclusions can be made, this chapter explores methods based on linear approxi-
mations for EIT inverse problem for biomedical engineering applications. At least
three conclusions can be made: (1), linear approximations are possible based on
Finite Element (FE) method and SVD approach, (2), it is not possible for one to
uniquely determine the impedance values under only one single current injection
measurement based on this SVD approach, and (3), by using electrical properties
of cells and tissues of animals and human bodies, it is possible to obtain a unique
and stable solution. But this depends upon the clinic data to support the electrical
properties of cells and tissues. We present a discussion and a linear method in the
last section on how to make use of the electrical properties in animal and human
bodies by carrying out multiple measurements with different AC frequencies and
temperatures.

8 Acknowledgement

The first author could appreciate the contribution of Mr. Xu wenqiang for his
experiment simulations carried out while he was at Beihai College of Beihang
University.

References

1. Yan, D., Jikuang, C., & Zhongkan, L. (1997). Combined variable metric method for solving
electrical impedance tomography problem. Chinese Journal of Biomedical Engineering, 16(2),
167–173.

2. Kirsch, A. (2011). An introduction to the mathematical theory of inverse problems (2nd ed., Vol.
120: Applied Mathematics Sciences). New York: Springer.

3. Kirsch, A., & Grinberg, N. (2008). The factorization method for inverse problems (Oxford
lecture series in mathematics and its applications). Oxford: Oxford University Press.



A Discussion on the Algorithm Design of Electrical Impedance Tomography. . . 171

4. Rao, L., He, R., & Wang, Y. (1999). An efficient improvement of modified Newton-Raphson
algorithm for electrical impedance tomography. IEEE Transactions on Magnetics, 35, 1562–
1565.

5. Stoica, P., & Sderstrm, T. (1994). On Di’s and subspace fitting approaches to direction
estimation. IEEE Transactions on Signal Processing, 42, 691–693.

6. Riu, P. J., Rosell, J., & Pallas-Areny, R. (1992). Measurement of the frequency behaviour of
tissue impedance using multifrequency tomography. In: International Conference on Electrical
Bio-impedance.



Signal Processing for Diffuse Correlation
Spectroscopy with Support Vector
Regression

Peng Zhang, Zhiguo Gui, Hao Ling, Jiaxin Liu, Xiaojuan Zhang, Yiming Liu,
Andi Li, and Yu Shang

Abstract Many diseases would lead to abnormal blood flow in biological tissues.
In order to extract the blood flow index (BFI) in tissues with heterogeneity and
irregular geometry, we previously proposed an innovative Nth linear algorithm (i.e.,
NL algorithm) for technology of diffuse correlation spectroscopy (DCS), in which
the DCS signals are fully utilized through iterative linear regression. With this
approach, the BFI calculation is remarkably affected by the performance of linear
regression. In this study, we proposed to use the support vector regression (SVR)
method to denoise the DCS data by implementing the iterative linear regression. In
addition, two other approaches (least-squared regression, least-absolute regression)
were compared for quantitative evaluation. The DCS data generated from computer
simulations with varied tissue models (i.e., flat tissue, human head, human limb,
and mouse head) and those collected from the phantom experiments were utilized
to evaluate the three approaches. Both simulation and phantom experiment results
show that the SVR method has the best performance among three methods in
extracting the BFI values, regardless of the tissue geometry and size.

Keywords Diffuse correlation spectroscopy · Blood flow index · NL algorithm ·
Linear regression · Denoising · Support vector regression

1 Introduction

Blood flow in biological tissues is a critical parameter for many physiological or
clinical studies, as various diseases would lead to abnormal blood flow. Diffuse
correlation spectroscopy (DCS) is an innovative optical technology capable of
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noninvasive and longitudinal measurement of tissue blood flow [1–4]. Additionally,
the extension of DCS technology to the diffuse correlation tomography (DCT),
through which the spatial contrast of blood flow is reconstructed, has been devel-
oped over years [5–7]. DCS/DCT technologies have been extensively explored to
be used in animal models and human subjects for the diagnostic and therapeutic
monitoring of diseases in various tissues and organs, including brain and skeletal
muscles, and tumors [3, 8, 9].

Conventionally, the blood flow index (BFI) is extracted through analytical
solution or infinite element method (FEM) for DCS/DCT [4, 10]. Analytical
solution generally requires a semi-infinite or layered slab geometry. Most of the
biological tissues, however, are heterogeneous and with irregular geometry. FEM is
unable to fully utilize the optical signals and susceptible to the data noise. In order
to overcome the limitations, we proposed an Nth-order linear (NL) algorithm [11,
12], which combines the integral form of temporal autocorrelation function (g1(τ ))
with a Nth-order Taylor polynomial. By using the NL algorithm, the temporal
autocorrelation data of DCS/DCT at multiple delay times are fully utilized, and
the tissue heterogeneity and irregular geometry are taken into consideration via
the information of photons path lengths. The accuracy of NL algorithm had been
validated through computer simulations and experimental animals [11, 12].

In practice, all the optical signals collected by the DCS instrument are mixed
with noise, and signal denoising is thus an essential process in order to extract the
accurate blood flow index (BFI). During the process of denoising via NL algorithm,
a key step is the linear regression of autocorrelation data, from which the auto-
correlation data at multiple times are fully utilized. In this chapter, we explored to
use the support vector regression (SVR) method for DCS signal denoising through
implementing the iterative linear regressions. Besides, the denoising outcomes
from least-squared minimization (L2 norm) and least-absolute (L1 norm) regression
approaches were compared. These approaches are evaluated and validated via
computer simulations on varied tissue models (i.e., flat tissue, human head, human
limb, and mouse head) as well as liquid phantom experiments.

2 Methods

In this section, we firstly describe the DCS principle and NL algorithm for BFI
extraction. Then, we illustrate the linear regression approaches for DCS denoising
(i.e., L2 norm, L1 norm, and SVR approaches). Thereafter, we elucidate the scheme
of computer simulations and phantom experiments. Finally, we depict the primary
methods for data analysis.
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DCS Principle and NL Algorithm for BFI Extraction

The detailed description of DCS principle can be found elsewhere [4, 13, 14].
DCS flowmetry are majorly composed of a long coherent laser source at 785 nm
(120 mw, Crystalaser Inc., USA), single-photon-counting detectors (Excelitas Inc.,
Canada), as well as digital correlator (Correlator.com, USA). The DCS source
emits near-infrared light into the tissue via a multimode optical fiber with a core
diameter of 100 μm (SPLF 100-3-FA, PuLei, China) located on the tissue surface.
Four single-mode detector fibers with a core diameter of 4 μm (780HP, PuLei,
China) were confined by a foam pad at four different separations (i.e., 1.5, 2.0,
2.5, and 3.0 cm) (Fig. 1). These detector fibers were connected, respectively, to
four single-photon-counting avalanche photodiodes (APDs) inside the DCS device.
The outputs of APDs were sent to an eight-channel autocorrelator board, generating
normalized light intensity temporal autocorrelation functions (i.e., g2(τ )). The
normalized G2(τ ) function (i.e., g2(τ )) is related to the light electric field temporal
autocorrelation (g1(τ )) via the Siegert relation [4]. The value of blood flow (BFI)
can be quantified because the unnormalized autocorrelation function (i.e., G1(τ ))
satisfies the correlation diffusion equation. In this study, the NL algorithm proposed
by us, which reflects tissue arbitrary geometry and heterogeneity, was used to extract
BFI values.

NL algorithm is derived from the integral of temporal autocorrelation function
g1(τ ) over individual photons, in the following expression:

g1 (τ ) = 〈E(0)E∗ (τ )〉
〈|E(0)|2〉 =

∫ ∞

0
P(s) exp

(
−2k2

0αDBsμ′
sτ
)

ds (1)

Here αDB is the blood flow index (BFI) to be extracted. τ is the delay time.
P(s) is the normalized distribution of detected photon path length s. k0 is the wave

Fig. 1 DCS principle and the extraction of the blood flow index (BFI) by NL algorithm

http://correlator.com
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vector magnitude of the light in the medium. When combining the Eq. (1) with the
Nth-order Taylor polynomial of g1(τ ) function, and performing some mathematical
derivations, we could get the following expression when τ is sufficiently small:

g1 (τ ) − 1 = τ
(
H · αD

(1)
B

)
(2)

g1 (τ ) − 1 −
N∑

i=2

(−2k2
0μ′

sαDB
(N−1)

)i
si

i! τ i =
(
−2k2

0μ′
sαD

(N)
B s

)
τ

= τ
(
H · αD

(N)
B

)
, N ≥ 2 (3)

where

H = −2k2
0μ′

s · s (4)

Equations (2) and (3) are referred to as the first-order and Nth-order linear
algorithm, respectively. All parameters are explained in detail in [11, 15]. Once
the slope (Sl) is determined from τ and (g1(τ) − 1) data via linear regression, the
unknown (αDB in Eq. (1)) can be calculated from Eq. (2) with NL algorithm. For
the Nth-order approximation (N > 1) in Eq. (3), which contains unknown αDB on
both sides, αDB can be iteratively derived with the following equations:

g1 (τ ) − 1 −
N∑

i=2

(−2k2
0μ′

sαDB
(N−1)

)i
si

i! τ i = τ
(
H · αD

(N)
B

)

H · αD
(N)
B = Sl(N), N ≥ 2 (5)

It can be seen from Eqs. (2) and (3) that determination of the slope (Sl) via
iterative linear regression is an essential step to extract the BFI (i.e., αDB) from the
autocorrelation data.

To simplify Eqs. (2) and (3) in general form, we obtain the expression of linear
regression model:

f = kx + m (6)

where k is the slope value of linear regression. m is the intercept. Here x represents
the delay time τ , and f represents the modified autocorrelation decay (the left term
on Eq. (5)).
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DCS Denoising Methods

The least-squared minimization (i.e., L2 norm) [16] is commonly used to perform
the linear regression. However, the method is severely influenced by the data points
far away from the regression line, leading to large errors.

In recent years, the least-absolute regression (i.e., L1 norm) [17], which enables
reducing the weight of noisy data, was adopted frequently as an alternate denoising
approach for data analysis. The primary challenge for L1 norm is how to minimize
the loss function, since the loss function is non-differentiable. In this chapter, a
linear regression analysis under the least-absolute deviation criterion is analyzed
and transformed into a linear programming problem [15].

Very recently, the support vector regression (SVR) is emerging as an advanced
approach for data linear regression [18, 19]. For general regression problems with
the given training samples D = {(x1, y1), (x2, y2), ... (xn, yn)}, xi, yi∈R, we aim to
obtain the value of f that is closest to y. k, m are the parameters to be determined.

The SVR problem can be expressed as follows:

min
w,b

1

2
‖w‖2 + c

m∑

i=1

lε (f (xi) − yi) (7)

where lε is the loss function [20, 21]. When the deviations between the measured
value y and the predicted value f do not exceed the tolerance of ε value, the
loss value is zero. By introducing relaxation factor and Lagrange multiplier, and
performing some mathematical derivations, we reach the following solution of SVR
model:

f (x) =
m∑

i=1

(∧
ai − ai

)
xT
i x + b (8)

where

b = yi + ε −
m∑

i=1

(∧
ai − ai

)
xT
i x (9)

The mathematical procedures to perform the SVR algorithm are explained in
detail in [15].

Eventually, we determined the slope of the linear regression by any two points
(xi, yi), (xj, yj) in the SVR model, as follows:

k = yj − yi

xj − xi

(10)
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Finally, regression equation is obtained:

y = k · x + (yi − k · xi) (11)

Computer Simulations

In order to evaluate the proposed SVR model, we created the following four tissue
models with different size and geometries, representative of tissue heterogeneity
and curvature. (1) A large slab representative of a flat tissue (Fig. 2a), (2) a large
sphere representative of a human head (Fig. 2b), (3) a large cylinder representative
of a human limb (Fig. 2c), and (4) a small sphere representative of a mouse head
(Fig. 2d). The source-detector (S-D) separations were set as 3.0 cm for the tissues
with large volumes (Fig. 2a–c) and 0.8 cm for the small mouse head (Fig. 2d). The
dimensions and measurement setups for these tissue models matched approximately
in vivo experiments.

In order to obtain the information of photon path length, Monte Carlo simulation
of ten-million photon migrations in the tissue was utilized to generate the normal-
ized distribution of detected photon path lengths P(s) in each tissue model. The cal-
culated P(s) was then combined with the assigned BFI (αDB = 1.2 × 10−8 cm2/s)
as well as optical properties (e.g., μa and μ′

s) reported in literature [13] to generate
an autocorrelation function g1(τ ) based on following equation:

g1 (τ ) = τ ·
Q∑

q=1

w(q) exp

(

−2
n∑

i=1

k2
0αDB · s(q) · μ′

s

)

(12)

Fig. 2 Four tissue models
with different sizes and
geometries: (a) a large slab
representative of flat tissues,
(b) a large sphere
representative of human head,
(c) a large cylinder
representative of human limb,
and (d) a small sphere
representative of mouse head.
The separations between the
source (S) and detector (D)
fibers were 3.0 cm for the
models of (a), (b), and (c),
and 0.8 cm for that of (d).
The S-D fibers were placed in
the ways to mimic in vivo
experimental configurations
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To reflect the realistic experiments, appropriate level of noise was added to
the autocorrelation function g1(τ ) at each delay time (τ ). For the laser source
with certain power, light intensity decreases substantially with the S-D separation,
generating larger noise in DCS data. In this chapter, noise model was adopted [22,
23] to generate 1000 autocorrelation curves g1(τ ) with noise.

Phantom Experiment

In order to mimic the realistic blood flow in tissues, distilled water, India ink
(Chenguang, Inc., China), and intralipid (30% solution, Huarui Inc., China) were
utilized to make liquid phantoms, which provides a homogeneous tissue model.
India ink was used to manipulate absorption coefficient μa(λ). The μa(λ) value was
calculated based on 1% ink solution of India ink and measured with a spectrometer
(QE-Pro, Ocean Optics Inc., USA). Intralipid solution was used to control the
reduced scattering coefficient μ′

s (λ) via changing its concentration. The intralipid
solution also provides the moving particles (i.e., the BFI).

An optical probe (Fig. 3b) was placed on the surface of the liquid phantom
solution contained inside a rectangle glass aquarium. The custom-made holder
attached to a stand holds the probe at the center of solution, in order to simulate
a large slab geometry.

The optical property of liquid phantom was set initially at μa = 0.05 cm−1 and
μ′

s = 8.0 cm−1. Optical measurements were performed for 20 min and a total of

Fig. 3 (a) The DCS flowmetry. (b) A custom-made probe at the S-D separations of 1.5, 2.0, 2.5,
and 3.0 cm, respectively. (c) Configuration for phantom experiments
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1000 g2 curves were collected by the DCS flowmetry, with sample time of 1.2 s.
The averaged 50 data points at each step were used for further data analysis.

Approach Evaluation

To evaluate the three approaches (L2 norm, L1 norm, and SVR) in BFI extraction, we
defined two variables. One variable is the error between the true and reconstructed
BFIs, quantified by root mean square error (RMSE) [15]. RMSE is widely used to
evaluate the error. The smaller RMSE indicates that the reconstructed BFI matches
the true value. The other variable is the coefficient of variation (CV) [15], which is
used to compare the robustness among the three approaches. A smaller CV value
indicates a more stable status of the reconstructed blood flow.

3 Results

In this section, we present the results derived from SVR, L1 norm, and L2 norm
approaches in computer simulations and phantom experiments. The same dataset of
DCS signals were processed by each of three approaches. All the computations were
carried out by a desktop PC (Lenovo ThinkCentre M8600t), with 3.4G Hz CPU and
16G memory.

Computer Simulation Result

Figure 4a shows the autocorrelation functions g1(τ ) with noise generated by the
computer simulations at 3.0 cm S-D separation. Figure 4b shows the noise model
for g1(τ ). The DCS data with the delay time in the range of 0.2 ≤ τ ≤ 30 μs (79
data points) were used for all linear regressions.

Figure 5a shows the RMSE values of αDB (i.e., αDB = 1.2 × 10−8 cm2/s)
reconstructed from the simulated DCS data with noises. For comparisons, αDB was
calculated using the fifth-order linear model for four different tissues by the L2
norm, L1 norm, and SVR approaches, respectively.

As clearly seen, the SVR method performs the best in extracting the BFI values,
with the minimum RMSE value.

Similarly, at the same S-D separation, SVR generated the smallest value of CV
for different tissue model (Fig. 5b). Taking the human head model as an example, the
CV value was 3.68% at 3.0 cm S-D separation when SVR was adopted, while this
value was increased to 5.36% when the L2 norm method was adopted, regardless of
the tissue geometry (slab, sphere, cylinder) and size (human or mouse).
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Fig. 4 (a) Autocorrelation functions g1(τ ) with noise generated by the computer simulations at
3.0 cm S-D separation. (b) The noise level of temporal autocorrelation function g1(τ )

Fig. 5 (a) The RMSE values
for four different tissue model
at 3.0 cm S-D separations,
when L2 norm, L1 norm, and
SVR were used, respectively.
(b) The CV values for four
different tissue model at
3.0 cm S-D separations, when
L2 norm, L2 norm, and SVR
were used, respectively. For
any of the three approaches,
the NL algorithm was
performed at fifth order

Additionally, we found that both error and robustness of BFI are related to the
curvature of tissues. For example, the values of RMSE and CV are 2.33 and 2.66%
for flat tissues (with smallest curvature) when using SVR approach. Those values are
increased to 3.24% and 3.76%, respectively, for mouse head (with largest curvature).
Thus, the larger curvature of tissues would lead to larger error and robustness in
reconstruction of BFI value.

Phantom Experiment Result

Similar methods for data processing were applied to phantom experiments, except
that the optical data were collected from liquid phantom, not from the computer
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Fig. 6 (a) Autocorrelation functions g1(τ ) collected by the phantom experiments at four S-D
separations. (b) The CV values for 1.5, 2.0, 2.5, and 3.0 cm S-D separations, when L2 norm,
L1 norm, and SVR were used, respectively. For any of the three approaches, the NL algorithm was
performed at fifth order

simulation. The DCS optical data from the phantom experiment match well with
the simulated DCS data, in both noise intensity and distributions.

Figure 6a shows the autocorrelation function of g1(τ ) collected by the phantom
experiments. As expected, the larger S-D separation leads to more noise in the
correlation functions.

The CV values at 1.5, 2.0, 2.5, and 3.0 cm S-D separations derived from SVR
and other approaches (i.e., L2 norm and L1 norm) were compared. Similar to the
computer simulations, the results exhibit that the CV values by SVR are smaller
than that of other two approaches (Fig. 6b), demonstrating that the SVR approach
performs best in extracting the BFI values. Besides, at the largest S-D separation
(i.e., 3.0 cm), average BFI values are 1.47, 1.49, and 1.51 × 10−8 cm2/s by L2
norm, L1 norm, and SVR, respectively. These values are consistent with the reported
values (0.4–2.0 × 10–8 cm2/s [14]).

4 Conclusion and Discussion

In this chapter, we proposed to use SVR approach to denoise the DCS optical signals
for tissues with various geometries and sizes. SVR is an advanced algorithm in
category of machine learning for signal processing. For the purpose of evaluation,
SVR approach was compared with the L2 norm and L1 norm approaches in the
same DCS signals that were generated through computer simulations and phantom
experiments.

The L2 norm and L1 norm have similar mathematical expression in the opti-
mization problems of data fitting, but with different weight. However, both L2
norm and L1 norm share the limit that all data, including the noise, are involved
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in determining the regression line. By introducing the approach of SVR, which has
been used widely for a linear or nonlinear regression, we are able to automatically
remove the noisy data out of the decision plane by adjusting the penalty items.
Unlike the L2 norm, SVR does not directly exclude outliers in the data processing,
hence promoting the accuracy and robustness of the regression lines. Besides, linear
kernel function used in SVR would simplify the computational complexity.

In summary, the outcomes derived from both computer simulations and phantom
experiments demonstrate the best performance of SVR approach in extracting the
BFI values, regardless of the tissue geometry and size. Future research will focus on
how to apply the SVR approach to various physiological and clinical situations.
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Research and Development Program of China (2016YFC0101604); National Key Scientific
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Intensity Inhomogeneity Image
Segmentation Based on Active Contours
Driven by Self-Similarity

Xu Li, Hairong Liu, and Xiaoping Yang

Abstract The segmentation of images with intensity inhomogeneity is always a
challenging problem. For the segmentation of these kinds of images, traditional
active contour models tend to reduce or correct the intensity inhomogeneity. In this
chapter, we present a framework to make use of the intensity inhomogeneity in
images to help to improve the segmentation performance. We use self-similarity
measure to quantify the degree of the intensity inhomogeneity in images and
incorporate it into a variational level set framework. The total energy functional
of the proposed algorithm consists of three terms: a local region fitting term,
an intensity inhomogeneity energy term, and a regularization term. The proposed
model treats the intensity inhomogeneity in images as useful information rather
than alleviates the effect of it. The proposed method is applied to segment various
intensity inhomogeneous images with promising segmentation results. Comparison
results also prove that the proposed method outperforms four state-of-the-art
methods.

Keywords Image segmentation · Intensity inhomogeneity · Self-similarity
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1 Introduction

Image segmentation is a fundamental task in many image processing and computer
vision applications. However, due to the presence of noise, complex background,
low contrast, and intensity inhomogeneity, image segmentation is still a challenging
problem. In the past decades, a variety of algorithms for image segmentation have
been introduced. Among them, active contour models have attracted considerable
interest. The basic idea of the active contour models is to evolve the initial contour
towards the object boundaries by minimizing a given energy functional. Although
the energy functionals of the active contour models are diverse, they can be
divided into two kinds: edge-based methods and region-based methods. Edge-based
methods [1–4] guide a given contour to the object boundaries based on image
gradients. The geodesic active contour model [5] is one of the most commonly used
models. It utilizes the gradient information to construct an edge stopping function
to stop the evolving contours on the object boundaries. Generally, edge-based
approaches can provide stable segmentation results when segmenting images with
strong object boundaries. However, these models suffer from the leakage problem
when segmenting objects with weak boundaries. Moreover, the performance is
dependent on the presence of noise as well as the position of initial contours. To
overcome these problems, region-based active models have been widely studied.
They use intensities or statistics like mean and standard deviation in the energy
minimization frameworks. Thus, they are less sensitive to noise and initializations
and perform better than edge-based active contour models for the segmentation
of images with noise, intensity inhomogeneities, weak and missing boundaries.
Specifically, Chan and Vese [6] simplified the Mumford–Shah [7] energy functional
by using the variational level set [8] formulation and apply it to image segmentation.
Suppose I : Ω → R is the input image, C is a closed contour which can be
represented by the level set function φ(x), x ∈ Ω . The region inside/outside the
contour C can be represented as Ω in = {x ∈ Ω|φ(x)〉0} and Ωout = {x ∈ Ω| φ(x) < 0},
respectively. Then the energy functional of the C-V model becomes:

Ecv (φ, u1, u2) = λ1

∫

Ω

(I−u1)
2Hε (φ(x)) dx+λ2

∫

Ω

(I−u2)
2 (1−Hε (φ(x))) dx

+ μ

∫

Ω

δε (φ(x)) |∇φ(x)| dx,

where μ, λ1, λ2 are positive constants. u1 and u2 are two constants that represent
the average intensities inside and outside the contour. Hε(φ(x)) is the regularized
approximation of the Heaviside function defined in [8]:

Hε (φ(x)) =

⎧
⎪⎨

⎪⎩

1 φ(x) > ε,

0 φ(x) < −ε,
1
2

{
1 + φ

ε
+ 1

π
sin
(

πφ(x)
ε

)}
otherwise.
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The derivative of Hε(φ(x)) is:

δε (φ(x)) =
{

0 |φ(x)| > ε,
1
2ε

{
1 + cos

(
πφ(x)

ε

)}
|φ(x)| < ε.

The C-V model assumes that the image intensity is homogeneous. However,
when the image intensity is inhomogeneous, the C-V model fails to produce
acceptable segmentation results. To solve the problem of segmenting intensity
inhomogeneous images, a popular way is to treat the image information in local
region. Li et al. proposed the active contour models: the region-scalable fitting
(RSF) [9] model and the local binary fitting (LBF) [10] model which utilize the
local intensity information instead of global average intensities inside and outside
the contour. The energy functional of the RSF model is defined as:

Ersf (φ, u1(x), u2(x)) = μ

∫

Ω

δε (φ(x)) |∇φ(x)| dx + λ1

∫

Ω

∫

Ω

Kσ (x − y) (I (y) − u1(x))2Hε (φ(x)) dydx + λ2

∫

Ω

∫

Ω

Kσ (x − y) (I (y) − u2(x))2 (1 − Hε (φ(x))) dydx

where μ, λ1, λ2 are weights of each term, u1(x), u2(x) are smooth functions to
approximate the local image intensities inside and outside the contour C. Kσ (y − x)
is the Gaussian kernel function with variance σ 2 defined as:

Kσ (y − x) = 1

2πσ 2
e

−|y−x|2
2σ2 .

Kσ has the localization property that it decreases and approaches 0 as |y − x|
increases. Due to the usage of local image information, these models can achieve
better segmentation results than the C-V model when segmenting images with
inhomogeneous intensities. Various kinds of operators that utilize local image
information have been proposed to correct or reduce the effect of inhomogeneity.
Zhang et al. [11] introduced a local image fitting (LIF) energy and incorporated
it into the variational level set framework for the segmentation of images with
intensity inhomogeneity. Wang et al. [12] proposed a local Chan–Vese model that
utilizes the Gaussian convolution of the original image to describe the local image
statistics. Lankton et al. [13] proposed a localized region-based active contour
model, which can extract the local image information in a narrow band region.
Zhang et al. [14] proposed a level set method for the segmentation of images
with intensity inhomogeneity. The inhomogeneous objects are modeled as Gaussian
distribution with different means and variances. Wang et al. [15] proposed an
improved region-based active contour model which is based on the combination
of both global and local image information (LGIF). A hybrid energy functional is
defined based on a local intensity fitting term used in the RSF model and a global
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intensity fitting term in the C-V model. In most of the methods that can deal with
intensity inhomogeneous images, the original image is modeled as a multiplicative
of the bias or shading which accounts for the intensity inhomogeneity and a true
image. These methods seem to produce promising segmentation results when the
intensity inhomogeneity varies smoothly [16–23]. However, when the intensity
inhomogeneity varies sharply (e.g., the image of a cheetah), they still cannot yield
correct segmentation results. Recently, more algorithms are proposed to solve this
by employing more features. Qi et al. [24] proposed an anisotropic data fitting term
based on local intensity information along the evolving contours to differentiate the
sub-regions. A structured gradient vector flow is incorporated into the regularization
term to penalize the length of the active contour. Kim et al. [25] proposed a
hybrid active contour model which incorporates the salient edge energy defined by
higher order statistics on the diffusion space. Zhi et al. [26] proposed a level set
based method which utilizes both saliency information and color intensity as region
external energy. These models were reported effective for the segmentation of image
with intensity inhomogeneity. But these kinds of features seem not powerful enough
to handle images with significantly inhomogeneous intensities. More related works
can be found in [27–32].

In this chapter, we propose a level set framework which can make use of the
intensity inhomogeneity in images to accomplish the segmentation. Self-similarity
[33] is firstly used to measure and quantify the degree of the intensity inhomogeneity
in images. Then a region intensity inhomogeneity energy term is constructed
based on the quantified inhomogeneity and incorporated into a variational level set
framework. The total energy functional of the proposed algorithm consists of three
terms: a local region fitting term, an intensity inhomogeneity energy term, and a
regularization term. By integrating these three terms, the intensity inhomogeneity
is converted into useful information to improve the segmentation accuracy. The
proposed method has been tested on various images and the experimental results
show that the proposed model effectively drives the contours to the object boundary
compared to the state-of-the-art methods.

2 Model and Algorithm

Image intensity inhomogeneity exists in both medical images and natural images.
Intensity inhomogeneity occurs when the intensity between adjacent pixels is
different. It is observed that the pattern of intensity inhomogeneity in the same object
may be similar. In other words, the intensity difference may have some continuity or
consistency in the same object. That is, the quantification of intensity inhomogeneity
in the same object may be homogeneous to some extent. Inspired by this, we use
the self-similarity to quantify it and then incorporate it into the level set framework.
In this way, the intensity inhomogeneity which is often treated as a negative effect
is converted to positive effect that can help accomplish the segmentation. Figure 1
shows the flowchart of the proposed algorithm.
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Fig. 1 The flowchart of the proposed model

Firstly, we give the definition of self-similarity. For a given M × M window W
centered at x in an input image I, W can be divided into N nonoverlap small n × n
patches. We denote the set of features (e.g., image intensity) in the ith small patch as
F i

n, i = 1, . . . , N , then the difference between each small patch inside the window
W can be defined as:

DWx := {di,j

}
N×N

=
{

Diff
(
F i

n, F
j
n

)}

N×N
.

Here the Diff
(
F i

n, F
j
n

)
can be calculated as follows:

Diff
(
F i

n, F
j
n

)
=
√
∑(

f i
n − f

j
n

)2
.

Here f i
n is the image intensity value in the ith patch. DWx evaluates the structure

similarity inside W. It is a symmetric positive semi-definite matrix with zero-
valued diagonal. If one patch is similar with the other patches inside W, then its
corresponding element in DWx will be small; on the other hand, if one patch is
dissimilar with the other patches, then its corresponding element in DWx will be
large. Figure 2 shows the details of computing DWx . After getting the difference
inside W, we can define the self-similarity measure. For a given pixel p, tp is a
template window region centered at p. The self-similarity measure (SSM) can be
obtained by comparing the similarity of the Dtp to DWx which is the difference of
M × M window centered at x in the image. The sum of the squares differences is
used to measure the similarity.

SSM
(
tp,Wx

) =

√
√
√
√
√

N∑

i=1

N∑

j=1

(
Dtp (i, j) − DWx (i, j)

)2
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Fig. 2 The details of the computation of DWx . The DWx is a symmetric positive semi-definite
matrix with zero-valued diagonal

In Fig. 3, we show an example of computing the self-similarity measure. A
template region on the object is first selected. From Fig. 3, we can see that, for
the region with similar intensity structure with the template region, the SSM of this
region is approximately 0, and for the region with the intensity structure significantly
different from the template region, the SSM of this region is bigger than 0.

In Fig. 4, more images and their corresponding SSMs are shown. We found
that one can use the SSM to define a new image that describes the inhomogeneity
of the original image. In this chapter, we call this image intensity inhomogeneity
image. Locations with small SSM values are regarded as the same texture as
the template. After we get the intensity inhomogeneity image, we can define the
intensity inhomogeneity energy under the framework of C-V model:

EIIH (φ, Ih1, Ih2) =
∫

Ω1

(IIH − Ih1)
2dx +

∫

Ω2

(IIH − Ih2)
2dx

=
∫

Ω

(IIH − Ih1)
2Hε (φ(x)) dx +

∫

Ω

(IIH − Ih2)
2 (1 − Hε (φ(x))) dx

where IIH denotes the intensity inhomogeneity image. Ω1 and Ω2 denote the
regions inside and outside the contour, respectively. and Ih2 are the average
intensities of the IIH image inside and outside the contour.

Due to the complexity of natural images, the intensity inhomogeneity image is
not powerful enough to yield an accurate result. It is necessary to also consider
the intensity information of the original images. In this chapter, we use the region-
scalable fitting energy in [8] to utilize the information of the original images:
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Fig. 3 One example of the SSM. Yellow point is the center of the template. Blue point and red
point are two center points of the 9 × 9 region selected from object and background, respectively
(The center pixels are marked as the same color in the original image). We also show the Dw inside
each region and the SSM value around the center points, respectively

ERSF (φ, u1(x), u2(x)) =
∫

Ω

∫

Ω

Kσ (x − y) (I (y) − u1(x))2Hε (φ(x)) dydx

+
∫

Ω

∫

Ω

Kσ (x − y) (I (y) − u2(x))2 (1 − Hε (φ(x))) dydx.

I is the original image. u1(x), u2(x) are smooth functions to approximate the local
image intensities inside and outside the contour C. Kσ (y − x) is the Gaussian kernel
function with variation σ 2:

Kσ (x − y) = 1

2πσ 2 e
−|x−y|2

2σ2 .
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Fig. 4 The intensity
inhomogeneity images (SSM)
and the original images. W is
a 9 × 9 region and it is
divided into 9 nonoverlapping
3 × 3 small patches

By combining these energies together, we can get the following energy func-
tional:

E = λ1EIIH + λ2ERSF + λ3R.

Here λ1, λ2 and λ3 are positive constants to balance each energy term. R is the
level set regularization term defined as:

R (φ) =
∫

Ω

| ∇Hε (φ) | dx.

Then the total energy functional becomes:
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E (φ, Ih1, Ih2, u1, u2) = λ1

(∫

Ω
(IIH − Ih1)2Hε (φ(x)) dx

+
∫

Ω
(IIH − Ih2)2 (1 − Hε (φ(x))) dx

)

+ λ2

(∫

Ω

∫

Ω
Kσ (x − y) (I (x) − u1(y))2

Hε (φ(x)) dydx +
∫

Ω

∫

Ω
Kσ (x − y) (I (x) − u2(y))2 (1 − Hε (φ(x))) dydx

)

+ λ3

∫

Ω
|∇Hε (φ)| dx.

Here Ih1, Ih2, u1, u2 have the following form:

Ih1 =
∫
Ωin

IIH dx
∫
Ωin

dx
, Ih2 =

∫
Ωout

IIH dx
∫
Ωout

dx

u1 =
∫
Ωin

Kσ (x − y) I (y)dy
∫
Ωin

Kσ (x − y) dy
, u2 =

∫
Ωout

Kσ (x − y) I (y)dy
∫
Ωout

Kσ (x − y) dy

By taking the irst variation of the energy functional with respect to φ, we can get
the following updating equation of φ:

∂φ

∂t
= δε (φ(x))

(
λ1

(
−(IIH − Ih1)2 + (IIH − Ih2)2

)

+λ2

(

−
(∫

Ω
Kσ (y−x) (I (x)−u1(y))2dy+

(∫

Ω
Kσ (y−x) (I (x)−u2(y))2dy

)))

+ λ3 div

( ∇φ(x)

|∇φ(x)|
)

.

Different SSMs may be obtained by choosing different template regions. For
example, in Fig. 5, we show different SSMs computed by using different templates.
Comparing the SSMs of (b) and (c), we can see that the SSMs of (c) are more
suitable to assist the segmentation. In other words, an appropriate template is very
important for segmentation. In order to automatically choose the optimal position
of the template, we use the following strategy: L pixels are randomly selected in the
whole image and L templates can be obtained. Then we can get L SSMs by using
these templates. The optimal position of the template can be selected by:

min
i∈L

⎛

⎝ 1

L

L∑

j=1

(
SSM

(
Ti, Tj

)− mean (SSM (Ti, L))
)2

⎞

⎠

1
2

,



194 X. Li et al.

Fig. 5 (a) The original image. (b, c) The SSM computed by using different template. The red dots
are the center points of the template region

where mean (SSM (Ti, L)) = 1
L

L∑

j=1
SSM

(
Ti, Tj

)
. This means that the template

region is selected on the pixel whose standard deviation of SSM is the minimum.

3 Experimental Results

In this section, we evaluate and compare the proposed model with the C-V model
[5], the RSF [9] model, the LGIF model [15], and the LSM model [14]. In these
comparisons, for the C-V model, λ1 = λ2 = 1, �t = 0.1, μ which is the weight of
the regularization term is set to 6500. For the RSF model, λ1 = λ2 = 1, �t = 0.1,
σ = 3, μ is set to 5400. The LGIF model, λ1 = 0.5, λ2 = 0.95, they are the weights
of the C-V data force and the RSF data force. �t = 0.1, σ = 3, and the weight for
the regularization term is set as μ = 6500. For the LSM model, σ = 3, , the weight
for the regularization term is set to 0.2. For the proposed algorithm, N = 9, W = 9,
n = 3, σ = 3, λ1 = 4, λ2 = 0.1, λ3 = 5. All the experiments are implemented with
Matlab R2017b on a PC of CPU 2.8 GHz, RAM 16G.
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We test the segmentation performance of the proposed model on 40 natural
images with extremely inhomogeneous intensities which are collected from MSRA
dataset [34] and the ECSSD dataset [35]. For quantitative analysis, we compute the
F1-measure given as:

F1 = 2 × Precision × Recall

Precision + Recall
.

Here Precision = TP
TP+FP , Recall = TP

TP+FN . TP is the number of true positive
pixels, FP is the number of false positive pixels, and the FN is the number of false
negative pixels. In Fig. 6, we show the comparison results. Results of the quantitative

Fig. 6 Segmentation performance of each algorithm
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Table 1 F1-measure of the images in Fig. 3 and the average F1-measure of the 40 images

Img 1 (%) Img 2 (%) Img 3 (%) Img 4 (%)
Img 5
(%)

Img 6
(%)

Average of
40 images
(%)

C-V 80.2 45.7 61.9 72.7 87.8 71.1 69.2 ± 20
RSF 77 86.9 60.4 65 87.3 64.1 78.7 ± 11
LGIF 85.2 83.9 73.6 90.1 95.4 82.8 83.4 ± 9.7
LSM 87.8 74 72.8 79.2 94.7 89.1 83 ± 11
Proposed 89.7 90 82.6 92.9 97.8 93.2 92 ± 3.9

Black bold numbers show the efficiency of the proposed model

evaluation of these methods are shown in Table 1. In Fig. 6, the original images are
shown in the first column, and the ground truths are shown in the second column.
The segmentation results of the C-V, RSF, LGIF, LSM, and the proposed algorithm
are shown in the other columns, respectively. In the first three images, the extremely
inhomogeneous intensities are mainly in the objects and in the last three images, the
backgrounds are extreme intensity inhomogeneity. It is shown that the LGIF model
and the LSM model perform better than the C-V and the RSF models. In the LGIF
model, the author proposed a hybrid model that combines the advantages of both
global information (C-V data force) and the local intensity information (RSF data
force). For the proposed algorithm, the global information is replaced by the region
intensity inhomogeneity term. From the segmentation results, we can see that the
proposed algorithm has the overall best performance, which further illustrates that
the intensity inhomogeneity in the images can be useful information to assist the
segmentation.

4 Conclusion

In this chapter, a novel active contour model is proposed for the segmentation
of images with intensity inhomogeneity. We use self-similarity to quantify the
intensity inhomogeneity in the images. Based on the quantified inhomogeneity, we
design a region intensity inhomogeneity energy term and then incorporate it into the
level set framework. The proposed model can get promising segmentation results
on images with extreme intensity inhomogeneity. The experimental results show
that, compared with traditional methods, the proposed segmentation model is more
effective.
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Application of a Temperature
Measurement System Based on CCD
Sensor in Blast Furnace Tuyere Raceway

Xiaoman Cheng, Shusen Cheng, Dongdong Zhou, and Ruixuan Zhang

Abstract According to the principle of spectral radiation, a color charge-coupled-
device (CCD)-based pyrometer system has been established for the detection of
combustion in the blast furnace tuyere raceway. The two-color method is applied
to calculate the two-dimensional projection temperature distribution, as it has great
advantages in the harsh measurement environment. In this chapter, the radiation
images of the flame in the raceway are photographed using a color CCD camera
and its two-dimensional projection temperature distribution is obtained by the two-
color method and image processing technology. The results show that the average
projection temperature of 320 and 5500 m3 blast furnace are about 2260.5 K and
2266.8 K, respectively. The measured results are basically agreed with the theo-
retical combustion temperature. It is indicated that the temperature measurement
system developed in this chapter can accurately evaluate the combustion situation
in the raceway and it contributes to the stable operation of the blast furnace.

Keywords CCD sensor · Raceway · Radiation images · Two-dimensional
projection temperature · Image processing

1 Introduction

The temperature field of the blast furnace raceway directly reflects the combustion
behavior of the injected pulverized coal and descending coke. Observation through
tuyere is the only way to monitor the inner situation of blast furnace [1]. Thermocou-
ple is one kind of common temperature element. However, it needs to be sent into
the raceway [2]. This method is difficult to implement on the blast furnace raceway.
The non-contact temperature measurement method is suitable for measuring the
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temperature of the raceway because of short temperature response time and non-
contact [3]. Therefore, the high-temperature measurement method based on CCD
image sensor has become a research hotspot in recent years.

The temperature field distribution of the flame by the area CCD is not strictly
representative of a true temperature distribution, and is called the “projection
temperature field” [4]. But it does not mean that measurement is not practical. F.
Meriaudeau proposed a multispectral imaging system based on two CCD cameras
and it should be used in the laser cladding process [5]. Huang Y et al. reported
experimental investigations on temperature distributions in a 500-kW model furnace
[6]. Jiang Z et al. presented a method to derive the temperature by a color CCD
image for coal-fired combustion processes [7]. Temperature measurement methods
based on digital imaging technology were widely used in industrial industries.

In this chapter, a pyrometer that is based on a CCD camera is used to measure
the temperature distribution in blast furnace raceway. During the calibration and
measurement of the blackbody furnace, it is found that the exposure time should be
fixed to reduce the error, and different calibration parameters were used according
to the exposure time. Finally, the experiment was carried out in two different
blast furnaces. The projection temperature distribution is obtained through image
processing and the two-color method.

2 Experiments

Temperature Measurement System Based on Digital Imaging

The system used in this work is shown in Fig. 1. The most important device in
this system is a color CCD camera (MER-125-30UC). The sensor is Sony ICX445
CCD. The CCD sensor has Global Shutter, 1/3 in. chip, 1292 (H) × 964 (V) pixel
resolution, 3.75 μm × 3.75 μm cell size. For 8 bit output, the range of gray level
is from 0 to 255. The sensitivity curves of the three channels are provided by the
manufacturer, as shown in Fig. 2. The focal length of lens is determined by the
distance from the measured object.

Experiments are conducted on 320 and 5500 m3 blast furnaces by this system
to detect the temperature of the blast furnace raceway. The specific steps are as
follows. Firstly, the lens in the peephole is checked for brightness and cleanness
to avoid blocking light. Secondly, the CCD camera is installed in the front of the
tuyere peephole of blast furnace to receive the light beam emitted from the raceway.
Then fine-tune the camera position so that the image is as centered as possible on the
screen. Finally, the camera parameters are adjusted to avoid saturation or excessively
small data values for the high-temperature measurements.

The image processing procedures are shown in Fig. 3. Median filtering is a
typical pre-processing step which can eliminate noise and preserve edges at the
same time. The region of interest (ROI) is found by image thresholding algorithm.
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Fig. 1 Schematic diagram of
the measuring system

Fig. 2 Spectral response
curve of CCD camera
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Fig. 3 Image processing routines

In this chapter, the ROI is the flame of blast furnace raceway in visible range. Then
temperature can be calculated by two-color method finally.

Imaging Principle and Calculation Method

Figure 1 details the signal processing procedure. The high-temperature object emits
light due to thermal radiation, and the light beam is irradiated to the CCD sensor
through the optical lens. Photoelectric conversion is performed on the photosensitive
pixels of the CCD sensor to form a signal charge. The signals are sequentially shifted
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out under the action of the drive pulse, eventually forming an electrical signal. It is
converted into a digital signal via an A/D converter, and the digital signal forms a
digital image stored in a memory [8]. The relationship between the gray value of the
image pixel output and the spectral radiation of the measured object is given by:

H = ημtω

F 2

∫ λ1

λ2

ε (λ, T )E (λ, T ) V (λ) dλ (1)

where η is the modulus conversion coefficient, μ is the photoelectric conversion
coefficient, ω is the influence coefficient of the optical system, t is the exposure
time, F is the aperture value, and ε(λ, T) is the emissivity of the object, E(λ, T) is
the monochromatic radiation power and V(λ) is the spectral response function of
the CCD camera.

Due to the spectral response function of the color CCD camera is complicated,
the response curves of the red, green, and blue channels are approximated ideal,
so that Eq. (1) is simplified. According to the International Commission on
Illumination (CIE), the three-channel wavelengths are selected to be 700.0 nm (R),
546.1 nm (G), and 435.8 nm (B), respectively.

Defining Ni = ημtω
/

F 2 V (λ):

Hi = Niε (λ, T ) E (λ, T ) , i = R, G, B (2)

The two wavelengths in the two-color method can be selected, but the spectral
sensitivities of the R and G channels are higher in the temperature measurement
system. Moreover, it can be approximately regarded as a gray body, because when
the two wavelengths are close, the flame emissivity hardly changes. The expression
can be written as:

HR

HG
= NR

NG

E (λR, T )

E (λG, T )
(3)

where NR/NG contains conversion coefficients and device parameters. It is necessary
to be calibrated to get accurate values. Blackbody furnace as a standard reference
was used to calibrate the pyrometer. The temperature range of blackbody furnace
was 1773–2273 K. Images were captured at the interval of 100 K. Images with
exposure times of 10, 30, 50, 70, 90, and 110 μs at the same temperature were taken.

3 Results and Discussion

Calibration in Blackbody Furnace

For images of blackbody furnace, the gray level of the two wavelengths can be
obtained by using image processing technology. However, it is worth noting that
when the temperature of blackbody furnace is the same, the gray value of each
channel increases at different speeds with the exposure time changes, so the ratio is
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Fig. 4 The value of HR/HG
at different exposure times

Table 1 Calculated temperature using different calibration results

The temperature of the black furnace/K Calculated temperature/K
Calibration results of 10 μs Calibration results of 70 μs

2073.0 2075.2 2034.5
2073.0 2074.1 2034.3
2073.0 2075.3 2034.8
2073.0 2074.1 2034.1
2073.0 2075.8 2035.3

different. The value of HR/HG at different exposure times in 2073 K are shown in
Fig. 4. It can be obviously found that the ratio decreased from 1.57 to about 1.51.
Theoretically, the exposure time has no effect on the value of HR/HG. Actually,
the effect of exposure time on the pixel value is not linear, because of the loss of the
signal during the imaging process [9]. So the final calibration result is not a constant.

Five images are selected randomly when the parameter is 10 μs at 2073 K.
The calibration results of 10 and 70 μs were used for calculating temperature.
The calculated temperature is shown in Table 1. From the comparison of the
measured results, the absolute error is 2.1 and 38.4 K after averaging five images.
The parameter of exposure time should be fixed, and the temperature should be
calculated with the corresponding calibration results.

The Projection Temperature Distributions of Blast Furnace
Raceway

The images of raceway in 320 and 5500 m3 blast furnaces are shown in Figs. 5 and
6, respectively. There are coal lance and the pulverized coal cloud in images. These
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Fig. 5 The image of raceway
in 320 m3 blast furnace

Fig. 6 The image of raceway
in 5500 m3 blast furnace

areas cannot represent the combustion, so they are removed by image processing
before calculating the projected temperature field [10].

Figure 7 shows the two-dimensional projection temperature distributions of
raceway of 320 m3 blast furnace. The average temperature of the projected
temperature field is about 2230.5 K. In 180 s, the temperature changed from 2205.6
to 2320.8 K. In addition, the average temperature of the raceway is 2260.5 K, and
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Fig. 7 The temperature
distribution of raceway in
320 m3 blast furnace

Fig. 8 The temperature
distribution of raceway in
5500 m3 blast furnace

the temperature difference is 115.2 K. The adiabatic combustion temperature of the
blast furnace raceway can be a reference, and it is generally about 2273 K [11]. Due
to the complex reaction before the tuyere, the theoretical combustion temperature
is not the true temperature of blast furnace tuyere, but it has reference value.
The measurement results are basically consistent with the adiabatic combustion
temperature.

The two-dimensional projection temperature distributions of raceway of 5500 m3

blast furnace are shown in Fig. 8. The average temperature is about 2287.2 K. The
temperature changed from 2198.6 to 2384.6 K, the average temperature of raceway
is 2266.8 K, and the temperature difference in 180 s is 186 K.

Comparing the images of raceway of 320 and 5500 m3, the average temperature
in 3 min of 320 m3 is smaller than that of 5500 m3 blast furnace. And more particles
can be seen in the images of the raceway of 320 m3 blast furnace. Two blast furnaces
with different effective volumes were measured, including a small blast furnace and
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a large blast furnace. In previous research, 2000 and 2500 m3 blast furnaces were
successfully measured [12]. It indicates that this system can be applied to all kinds
of blast furnaces.

Error Analysis and Future

To simplify the calculation of Eq. (1), the spectral response functions of the CCD
camera are reduced to impulse functions approximately. It can be observed from
Fig. 2 that the values of red and green channels of the CCD are obtained by the
continuous spectral response.

After simplifying, the wavelength is selected according to the international
regulations. Generally, the three primary colors of the CCD not necessarily use
the wavelengths which they specified by CIE. However, it is necessary to consider
the spectral response of the CCD. The wavelength with the largest response of
the monochromatic spectrum is used as the representative wavelength, thus better
reflecting the spectral intensity of the object [13].

The response values of the R and G channels are often used in the two-color
method. To prevent the effects of noise and saturation, it is limited to the range of
11–245. The state of the B channel is ignored in blackbody furnaces test or industrial
applications. Most of the values of B channel of images are less than 10. Ignoring
the state of the B channel can interfere with the signal.

Considering the above errors, we have proposed a new optimization scheme that
using a multipeak interference filter with a 3CCD camera. The filter blocks optical
signals other than the designated bands [14]. There are three CCD chips in the 3CCD
camera. The exposure time of the three channels can be controlled respectively
[15]. The optimized system not only eliminates the above errors, but also makes the
system more flexible. First, according to the temperature measurement environment
and the object, the wavelength combination filter is selected. Moreover, it is possible
to select the two-color method or the three-color method. In the future, we will
study on the temperature measurement performance of the new system. Applications
will not be limited to measuring blast furnaces, extending to other metallurgical
processes such as converter steelmaking process and refining process.

4 Conclusions

The two-dimensional projection temperature measurement system based on CCD
sensor was successfully established to capture the flame radiations in the tuyere
raceway of 320 and 5500 m3 blast furnaces, and the two-dimensional projection
temperature distributions are gained by the two-color method.

Blackbody furnace as a standard reference was used to calibrate this system.
The final calibration result is a relation between NR/NG and HR/HG. During the
calibration process, parameters cannot be changed to avoid errors.
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The average temperatures of images of raceway of 320 and 5500 m3 in 3 min are
2260.5 K and 2266.8 K, respectively. The temperature of tuyere raceway changes in
a short time in different blast furnaces. In the images of the raceway of smaller blast
furnace, more particles can be seen.

Through error analysis, a new optimization scheme that using a multipeak
interference filter with a 3CCD camera is proposed. Looking forward to more
applications of CCD sensors in the metallurgical industry.
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Weak Magnetic Stress Internal Detection
Technology of Long Gas and Oil Pipelines

Bin Liu, Xiao Rui Yu, Lu Yao He, Li Jian Yang, and Yong Bin Que

Abstract The technique of weak magnetic stress internal detection is manifested
in the weak magnetic field environment, including the geomagnetic field. The
aim of weak magnetic stress internal detection technology is to detect the area of
stress damage. Stress damage degree of ferromagnetic components is determined
by detecting the weak magnetic signal on the surface of stress concentration area of
ferromagnetic components. Weak magnetic stress internal detection technology of
the pipeline can effectively detect the stress concentration region where the pipeline
has not formed macroscopic defects, and advance the pipeline safety alarm time,
which makes up for the weaknesses of the traditional magnetic flux leakage internal
detection technology. In this chapter, the key technologies of the weak magnetic
stress internal detection are stated. The detection mechanism, influencing factors,
and engineering tests of weak magnetic stress detection technology are deeply
analyzed. Furthermore, the future development direction of the weak magnetic
stress internal detection technology is proposed.

Keywords Magnetic signal · Geomagnetic field · Stress concentration · Liftoff

1 Introduction

Stress concentration is an essential reason for sudden accidents in long oil and
gas pipelines. In particular, a large number of stress concentration regions exist in
the process of pipe manufacture and construction of new pipelines. Some stress
concentration areas have reached the critical yield points, leading to the occurrence
of sudden accidents after the pipeline is made available for production [1–3].
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In order to prevent accidents, some traditional nondestructive testing techniques
are often used, including magnetic powder, magnetic flux leakage, eddy current,
and infiltration and so on. These technologies all have played an important role
in defect monitoring, accident prevention, and other side effects of the pipeline.
However, only macroscopic defects can be found. It is impossible to carry out
effective evaluation of the stress concentration region of the unformed defect due
to construction, welding, foundation settlement, internal media pressure, thermal
expansion, and other factors, and thus sudden accidents caused by stress damage
cannot be avoided [4, 5]. From the analysis of pipeline accidents in recent years,
it is obvious that new pipeline accidents happen frequently, and no macroscopic
defects are formed at this time [6–8]. Weak magnetic method can effectively judge
the stress concentration area of ferromagnetic metal components and evaluate the
service life of ferromagnetic components. It gets the advantages of light equipment,
no special magnetization, fast and convenient detection, high sensitivity, etc. Thus,
this technology has been widely valued by domestic and foreign scholars [9, 10].

Based on the weak magnetic stress detection technology, this chapter first
analyzes the factors that affect the weak magnetic stress detection. At the same
time, the application of weak magnetic stress detection technology in engineering is
summarized and the future development of this technology is prospected.

2 Weak Magnetic Stress Internal Detection Technology
of Pipeline

Weak Magnetic Stress Internal Detection Mechanism of Pipeline

The weak magnetic detection method is to determine the stress damage region and
the degree of stress damage of the workpiece by detecting a weak magnetic signal
in the stress concentration region of the ferromagnetic metal components in the
geomagnetic environment [11–14]. Under the combined action of the geomagnetic
field and the applied load, the magnetic domain in stress concentration region
will cause the magnetostriction. As a result, the magnetic domain lattice will be
orientation and irreversible reorientation, and will form additional magnetic poles
in the stress and deformation concentration region. This phenomenon macroscopic
displays an abnormality of the magnetic field Hp around the component, that is the
tangential magnetic signal component at the maximum stress concentration region
appears an extremum Hp(x) = Hpmax and the normal magnetic signal component
Hp(y) changes sign and has zero value in the abnormal region [15–17]. According
to the ferromagnetic theory [18, 19], the stress causes change of the shape and
distribution of the magnetic domain inside the ferromagnetic component and the
self-magnetization increases in the form of a leakage magnetic field on the surface
of the ferromagnetic component in the geomagnetic environment, especially the
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Fig. 1 Weak magnetic signal characteristics

signal normal component Hp(y) crosses zero and the tangential component reaches
a maximum at the defect and stress concentration region, as shown in Fig. 1.

Weak Magnetic Stress Internal Detection Technology
of the Pipeline

The pipeline weak magnetic internal detection system applies the principle of weak
magnetic detection and uses the media conveyed in the pipeline as the power to
complete the nondestructive testing evaluation of the pipeline. The pipeline weak
magnetic internal detection system mainly includes three parts: the pipeline weak
magnetic internal detection device, the mileage calibration device, and the data
analysis and processing system. The structure diagram of internal weak magnetic
detection device of the pipeline is shown in Fig. 2.

Pipeline weak magnetic stress internal detection device mainly realizes the
detection of the stress concentration region on the pipeline and ensures the stable
running of the detector. The device mainly includes four parts: a driving unit, a
measuring unit, a computer unit, and a power supply unit.
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Fig. 2 Structure diagram of internal weak magnetic detection device of the pipeline

The mileage calibration device precisely locates of the stress concentration
regions on the pipeline and the particular components of the pipeline. It is mainly
composed of three parts: the external marking of the pipeline, the synchronous
time calibration inside and outside the pipeline, and the odometer wheels record.
All these three elements work together in order to record the mileage and other
information.

Data analysis and processing system carry out the work of visual processing of
the weak magnetic data detected by the weak magnetic sensor. At the same time,
the final test results of stress concentration area of pipeline are generated. The weak
magnetic sensor detects the data that are displayed on the computer after a series
of processing. The data interpreter can visually observe the distribution of the stress
concentration region. At the same time, the interface shows the mileage information.
The location of stress concentration region is determined and marked by mileage
information, providing a basis for the detection or evaluation of pipeline service life
[20, 21].

3 Influencing Factors in the Internal Detection of Weak
Magnetic Stress

The pipeline internal detection environment is complicated. During the detection
process, there is a liftoff value between the weak magnetic stress detection probe and
the pipe wall. The detection signal is influenced by external magnetic field strength,
probe liftoff value, the value of the external load, and detection temperature. The
external magnetic field strength and probe liftoff value has the most significant
influence on the detection signal. Therefore, we focus on the analysis of the
influence of the external magnetic field strength and the probe liftoff value on the
weak magnetic signal in this chapter.
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Influence of External Magnetic Field on Weak Magnetic Signal

In order to study the magnetic signal distribution in the stress concentration
region, a magnetostatic model of the steel plate with stress concentration region
is established. The size of steel plate is 470 mm × 50 mm × 14.7 mm, and the size
of stress concentration region is 10 mm × 10 mm × 5 mm. According to the actual
physical properties of X70 steel, the Poisson’s ratio of the material properties is set
to 0.28, and the elastic modulus is 2 × 106 for simulation. The magnetostatic model
diagram is shown in Fig. 3.

The scanning path is set in the direction of the tensile force of 1 mm liftoff above
the steel plate research area, and the variation of magnetic memory signal B above
this path under different external magnetic field strength is studied. The results
of the study area in the geomagnetic field environment are shown in Fig. 4. The
amplitude of the magnetic signal increases and the signal characteristics become
more pronounced with the increase of the stress.

Fig. 3 Steel plate
magnetostatic model of the
stress concentration
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Fig. 5 Magnetics curve under different magnetic field strengths

In order to research the influence of external magnetic field on the magnetic
signal in the study area, the spatial magnetic field strength should be increased in
the case of the same degree of stress concentration. The magnetic curve under the
action of different external magnetic fields is shown in Fig. 5. In this figure, the
stress concentration region is in the range of −5 mm to 5 mm on the abscissa.

It can be seen from Fig. 5, that the value of the magnetic signal on the
surface of the stress concentration area increases as the external magnetic field
strength increases. However, the difference between the magnetic signal in the
stress concentration region and the nearby signal reduces; when the external
magnetic field reaches the maximum, the signal in the stress concentration region is
unrecognizable, and the magnetic memory signal feature is covered.

Influence of Liftoff on Weak Magnetic Signal

In order to study the variation law of magnetic signal under different liftoff values,
the variation law of the magnetic signal in the range of the liftoff value of 0–15 mm
is shown in Fig. 6 in the case of a certain degree of stress concentration. In the
figure, X coordinates 180–220 mm is the stress concentration region. It can be seen
from Fig. 6 that there is still a magnetic signal when the measuring point has a
certain liftoff value from the surface, and when the liftoff value is small, the stress
concentration region can be clearly distinguished. The magnetic induction intensity
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Fig. 6 The variation law of magnetic signal under different liftoff values

gradually decreases with the gradual increase of the liftoff value. When the liftoff
value is less than 10 mm, it can be seen that curves calculated by the model have
excellent repeatability and the stress concentration region can be identified. As the
liftoff increases, the magnetic induction intensity of the steel plate surface decreases
significantly, the identification level of the stress concentration zone decreases, and
the magnetic signal is undetectable.

4 Engineering Application of the Weak Magnetic Stress
Internal Detection Technology

In 2017, the �1219 weak magnetic stress internal detection equipment was
developed in Shenyang University of Technology and carried out the internal testing
service for the third line of the West-East Lianmuqin–Liaodun–Yandun–Hongliu–
Guazhou Station in China. According to the amplitude gradient change of the weak
magnetic signal, the stress concentration region level is judged. The data belongs to
the normal range and detection is completed.

After the pipeline weak magnetic stress detector is operated in the pipeline,
an image of the weak magnetic signal can be obtained according to the detected
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Fig. 7 Weak magnetic stress internal detection signal of the pipeline. (a) Weak magnetic signal
near the girth weld. (b) Characteristics of stress concentration signal caused by indentation at the
end of the steel pipe. (c) Signal characteristics of the elbow. (d) Obvious stress concentration region

amplitude of the weak magnetic signal. Magnetic memory is an internal detection
signal. The signal image of the pipeline is shown in Fig. 7.

Weak magnetic stress internal detecting device is composed of a plurality of
magnetic sensors as shown in Fig. 2. As shown in Fig. 7, in the detection of
multichannel probes, magnetic sensor is used to detect data in each line. The signals
shown in the figure have different characteristics of weak magnetic signals, which
are generated by different typical characteristics of pipelines. The technique of weak
magnetic inner detection is very sensitive to stress concentration region. There is a
significant difference in weak magnetic signal between stress concentration region
and nonstress concentration region. This makes it possible to clearly distinguish
between the girth weld, the spiral weld seam, the elbow, and the like.

5 Future Prospects

At present, the weak magnetic stress internal detection technology of the pipeline
has made great achievements in engineering application, however, further research
is still needed in theory and engineering applications, mainly in the following three
points:

http://dict.cnki.net/dict_result.aspx?searchword=%e7%8e%af%e7%84%8a%e7%bc%9d&tjType=sentence&style=&t=girth+weld
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1. Study on the formation mechanism of weak magnetic stress signals. It is difficult
to establish the magnetomechanics coupling relationship with the traditional
theory. The mechanism of weak magnetic signal generation in stress concentra-
tion region is not unified, and the mechanism research of weak magnetic stress
detection technology is still a severe problem.

2. Method for judging the stress level of weak magnetic signals. The pipe forms
stress concentrations under various loading conditions. When the stress con-
centration is at different stages, the material microstructure changes and the
corresponding weak magnetic stress detection signal characteristics are different.
According to this, we can effectively identify and process the weak magnetic
signals at different stages and divide the stress level in different stages based on
the characteristic parameters of weak magnetic signals that are the key scientific
problem of component life evaluation.

3. Automatic recognition method of weak magnetic signals. At present, the iden-
tification of the internal detection data in the weak magnetic stress of long oil
and gas pipelines relies on artificial recognition, which has the disadvantages of
low efficiency and a large error. Realizing automatic recognition of massive data
in pipeline weak magnetic stress will significantly improve data interpretation
efficiency and reduce human error.

The engineering application effect of weak magnetic stress detection technology
is good. At the same time, it has a broad development and application space in
the field of pipeline detection. The key to the development and application of this
technology is to study its basic theory.
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