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Preface

The 45th International Workshop on Graph-Theoretic Concepts in Computer Science
(WG 2019) took place at the Vall de Núria, Catalonia, Spain, a valley very close to the
French-Spanish borders, during June 19–21, 2019. About 60 mathematicians and
computer scientists from all over the world (Austria, Brazil, Canada, Czech Republic,
Denmark, France, Germany, India, Israel, Japan, the Netherlands, Norway, Poland,
Romania, Russia, Slovenia, Spain, Switzerland, the United Kingdom, and the United
States) attended the conference.

WG has a long standing tradition. Since 1975, WG has taken place 24 times in
Germany, 5 times in the Netherlands, 3 times in France, 2 times in Austria, 2 times in
Czech Republic, as well as 1 time in Greece, Israel, Italy, Norway, Slovakia, Spain,
Switzerland, Turkey, and in the United Kingdom.

WG aims at merging theory and practice by demonstrating how concepts from
Graph Theory can be applied to various areas in Computer Science, or by extracting
new graph theoretic problems from applications. The goal is to present emerging
research results and to identify and explore directions of future research. The confer-
ence is well-balanced with respect to established researchers and young scientists.

There were 87 submissions, 3 of which were withdrawn before entering the review
process. Each submission was carefully reviewed by at least 3, and on average 3.4,
members of the Program Committee (PC). The PC accepted 29 papers – an acceptance
ratio of around 35 %. We should stress that, due to the high competition and the limited
schedule, there were papers that were not accepted although they deserved to be.

The program also included three excellent invited talks: the first one was given by
Marc Noy (Universitat Politècnica de Catalunya and Barcelona Graduate School of
Mathematics, Spain) on “Logic of Sparse Random Graphs,” the second one was given
by Saket Saurabh (Institute of Mathematical Sciences, Chennai, India, and University
of Bergen, Norway) on “Parameterized Algorithms for Geometric Graphs via
Decomposition Theorems,” and the third was given by Frédéric Havet (CNRS, I3S,
Inria, France) on “Unavoidability and Universality of Digraphs.” The abstracts of the
three talks can be found at the beginning of these proceedings.

We wish to thank all those who contributed to the success of WG 2019. While it is
impossible to enumerate them all, this certainly includes the authors for submitting
high-quality papers, the reviewers and the members of the PC for their detailed work,
the speakers for their well-prepared talks, all the participants for their enthusiasm, and
the personnel of the Hotel Vall de Núria for the pleasant conference environment and
facilities. In particular, we would like to thank Núria Riu for all her help concerning the
logistics in Vall de Núria.

We are grateful to all members of the Organizing Committee of WG 2019, namely
Raul Wayne Teixera Lopes (Universidade Federal do Ceará, Brazil), Maximilian
Wötzel (Universitat Politècnica de Catalunya, Spain), and Vasiliki Velona (Universitat
Politècnica de Catalunya and Universitat Pompeu Fabra, Spain).

http://wg2019.sau.thilikos.info/
https://www.google.com/maps/place/Vall+de+N%C3%BAria/@42.4001469,2.1324608,14z/data=!3m1!4b1!4m5!3m4!1s0x12a55d6477fa172d:0x3ee20b8557c35f1e!8m2!3d42.4001488!4d2.1499704
https://www.valldenuria.cat/en/


We are also thankful to Ana Valdés (Creacongresos) for the financial managing
of the event. Special thanks to Charalampos Tampakopoulos for his programming,
development, and hosting services via IsoftCloud. Finally, our deepest gratitude to Mar
Pairó for designing the logo of the conference.

July 2019 Ignasi Sau
Dimitrios M. Thilikos
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Logic and Random Graphs

Marc Noy

Department of Mathematics, Universitat Politècnica de Catalunya and Barcelona
Graduate School of Mathematics, Edifici Omega, 08034 Barcelona, Spain

marc.noy@upc.edu

Abstract. We survey recent results on limiting probabilities of graph properties
expressible in first order logic and monadic second order logic for two models of
sparse random graphs: the classical model Gðn; pÞ with p ¼ c=n, and random
planar graphs and related classes of graphs.



Unavoidability and Universality of Digraphs

Frédéric Havet

CNRS, I3S, and Inria, Université Côte d’Azur, France

Abstract. A digraph F is n-unadoidable (resp. n-universal) if it is contained in
every tournament of order n (resp. n-chromatic digraph). Well-known theorems
imply that there is an nF such that F is nF-unavoidable (resp. nF-universal) if
and only if F is acyclic, (resp. an oriented forest). However, determining the
smallest nF for which it occurs is a challenging question. In this talk, we survey
the results on unavoidability and universality with an emphasis on oriented
forests. In particular, we shall detail the following new results obtained jointly
with F. Dross: every arborescence of order n with k leaves is ðnþ k � 1Þ-
unavoidable; every tree of order n with k leaves is 3

2 nþ 3
2 k � 2

� �
-unavoidable,

21
8 n� 47

16

� �
-unavoidable. and ðnþ 144k2 � 280kþ 124Þ-unavoidable.



Parameterized Algorithms for Geometric
Graphs via Decomposition Theorems

Saket Saurabh

The Institute of Mathematical Sciences, HBNI, Chennai, India
saket@imsc.res.in

Abstract. Parameterized complexity is one of the most established algorithmic
paradigms to deal with computationally hard problems. In the first two decades,
the field largely focused on problems arising from studies of graphs and net-
works. However, lately the focus has changed substantially and it has started to
permeate into other fields such as computational geometry, and computational
social choice theory. In this talk, we will survey some exciting developments in
the emerging field of parameterized computational geometry through our con-
tributions. We will focus on designing efficient parameterized algorithms on
unit-disk graphs via new graph decomposition theorems.
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Subexponential Algorithms for Variants
of Homomorphism Problem in String

Graphs

Karolina Okrasa and Pawe�l Rz ↪ażewski(B)

Faculty of Mathematics and Information Science, Warsaw University of Technology,
Warsaw, Poland

{k.okrasa,p.rzazewski}@mini.pw.edu.pl

Abstract. We consider the complexity of finding weighted homomor-
phisms from intersection graphs of curves (string graphs) with n vertices
to a fixed graph H. We provide a complete dichotomy for the problem: if
H has no two vertices sharing two common neighbors, then the problem

can be solved in time 2O(n2/3 log n), otherwise there is no algorithm work-
ing in time 2o(n), even in intersection graphs of segments, unless the ETH
fails. This generalizes several known results concerning the complexity
of computational problems in geometric intersection graphs.

Then we consider two variants of graph homomorphism problem,
called locally injective homomorphism and locally bijective homomor-
phism, where we require the homomorphism to be injective or bijective
on the neighborhood of each vertex. We show that for each target graph
H, both problems can always be solved in time 2O(

√
n log n) in string

graphs. For the locally surjective homomorphism, defined analogously,
the situation seems more complicated. We show the dichotomy theo-
rem for simple connected graphs H with maximum degree 2. If H is
isomorphic to P3 or C4, then the existence of a locally surjective homo-
morphism from a string graph with n vertices to H can be decided in

time 2O(n2/3 log3/2 n), otherwise, assuming ETH, the problem cannot be
solved in time 2o(n). As a byproduct, we obtain results concerning the
complexity of variants of homomorphism problem in Pt-free graphs – in
particular, the weighted homomorphism dichotomy, analogous to the one
for string graphs.

Keywords: Graph homomorphism · Subexponential algorithm ·
String graphs · Segment graphs

1 Introduction

The theory of NP-completeness gives us tools to identify problems which are
unlikely to admit polynomial-time algorithms, but it does not give any insight
into possible complexities of problems that are considered hard. For example, the

c© Springer Nature Switzerland AG 2019
I. Sau and D. M. Thilikos (Eds.): WG 2019, LNCS 11789, pp. 1–13, 2019.
https://doi.org/10.1007/978-3-030-30786-8_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30786-8_1&domain=pdf
https://doi.org/10.1007/978-3-030-30786-8_1


2 K. Okrasa and P. Rz ↪ażewski

best algorithms we know for most canonical problems like 3-Coloring, Inde-
pendent Set, Dominating Set, Vertex Cover, Hamiltonian Cycle, are
single-exponential, i.e., with complexity 2O(n) (n will always denote the num-
ber of vertices in the input graph). On the other hand, in planar graphs these
problems are still NP-complete, but they admit subexponential algorithms (i.e.,
working in time 2o(n)). Indeed, most canonical problems in planar graphs admit a
certain “square-root phenomenon”, i.e., can be solved in time 2 ˜O(

√
n)1. The core

building block in construction of subexponential algorithms for planar graphs is
the celebrated planar decomposition theorem by Lipton and Tarjan [35], which
asserts that every planar graph has a balanced separator of size O(

√
n).

To argue whether those algorithms are asymptotically optimal and, in gen-
eral, to prove meaningful lower bounds on the complexity of hard problems, we
need a stronger assumption than “P �= NP”. Such a stronger assumption, com-
monly used in complexity theory, is the Exponential Time Hypothesis (ETH) by
Impagliazzo and Paturi [27], which implies that 3-Sat with n variables cannot be
solved in time 2o(n). For example, assuming the ETH, 3-Coloring, Indepen-
dent Set, Dominating Set, Vertex Cover, Hamiltonian Cycle cannot
be solved in time 2o(n) in general graphs or in time 2o(

√
n) in planar graphs. Thus

the algorithms we know are asymptotically tight, unless the ETH fails.
A natural direction of research is to consider restricted graph classes and

try to classify problems solvable in subexponential time. Geometric intersection
graphs provide a rich family of graph classes, which are potentially interesting
from the point of view of fine-grained complexity, as they lie “in between” planar
graphs and all graphs. For a family S of sets, we define its intersection graph,
whose vertices are in one-to-one correspondence to members of S, and two ver-
tices are adjacent if and only if their corresponding sets intersect. We will be
interested in intersection graphs of sets of geometric objects in the plane.

For example, in unit disk graphs, i.e., intersection graphs of unit-radius disks
in the plane, Independent Set, Hamiltonian Cycle, Vertex Cover can be
solved in time 2Õ(

√
n) [1,15,38], and k-Coloring can be solved in time 2Õ(

√
nk)

for every k [3,28]. All these bounds are essentially tight under the ETH, up to
polylogarithmic factors in the exponent. Many algorithms for (unit) disk graphs
use the fact that disk intersection graphs also have small separators. Indeed,
Miller et al. showed that the intersection graph of a family of n disks, such that
at most k of them share a single point, has a balanced separator of size O(

√
nk)

[42]. This was later generalized to intersection graphs of families of arbitrary
convex shapes that are fat, i.e., with bounded ratio of the radius of the smallest
enclosing circle to the radius of the largest enclosed circle [47].

It is perhaps interesting to note that, by the celebrated kissing lemma by
Koebe [29], every planar graph is an intersection graph of interior-disjoint disks.
Note that in such a representation each point is contained in at most two disks,
so the separator theorem for disk graphs implies the planar separator theorem.

In this paper we are interested in intersection graphs of non-fat geometric
objects. In particular, we will investigate string graphs, i.e., intersection graphs

1 In the ˜O(·) notation we suppress polylogarithmic factors.
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of continuous curves in the plane (see Kratochv́ıl [30,31]) and segment graphs,
i.e., intersection graphs of straight-line segments (see Kratochv́ıl and Matoušek
[33]). We can restrict the representation even further and consider k-DIR graphs,
which are intersection graphs of segments using at most k distinct slopes [33]. It
is known that planar graphs form another subclass of segment graphs [6,18].

General string separator theorems have been proven by Fox and
Pach [16] and Matoušek [40]. The following, asymptotically tight version, was
shown by Lee [34].

Theorem 1 (Lee [34]). Every string graph with m edges has a balanced sepa-
rator of size O(

√
m). ��

Observe that since planar graphs are string graphs and have linear number
of edges, Theorem 1 implies the planar separator theorem.

Using the string separator theorem, Fox and Pach [17] showed that Inde-

pendent Set (and thus Vertex Cover) can be solved in subexponential time
in string graphs. Combining Theorem1 with their approach gives the complexity
2Õ(n2/3). The algorithm is a simple win-win strategy: either we have a vertex of
large degree and we branch on choosing it to the solution or not, or all degrees
are small and thus there exists a small balanced separator, which allows us for
one step of divide & conquer. Recently, Marx and Pilipczuk [38] used a different
approach to obtain a 2O(

√
n)pO(1) algorithm for Independent Set in string

graphs, where p is the number of geometric vertices in the representation.
While the algorithm of Marx and Pilipczuk seems difficult to generalize to

other problems, Bonnet and Rz ↪ażewski [5] showed that the win-win strategy of
Fox and Pach can be successfully applied to obtain subexponential algorithms for
3-Coloring, Feedback Vertex Set, and Max Induced Matching. Quite
surprisingly, they showed that for every k ≥ 4, k-Coloring cannot be solved
in time 2o(n), even in 2-DIR graphs, unless the ETH fails. They also showed
that assuming the ETH, Dominating Set, Independent Dominating Set,
and Connected Dominating Set do not admit subexponential algorithms in
segment graphs, and Clique does not admit such an algorithm in string graphs.

This shows that the complexity landscape in string and segment graphs
appears to be much more interesting than in planar graphs or intersection graphs
of fat objects. In order to understand which problems can be solved in subexpo-
nential time, it would be especially desirable to obtain full dichotomy theorems
for some natural families of problems, instead of proving ad-hoc results for sin-
gle problems. A natural language to describe these families in a uniform way is
provided by graph homomorphisms. For graphs G and H (with possible loops),
a homomorphism from G to H, denoted by h : G → H, is an edge-preserving
mapping from the vertex set of G to the vertex set of H (see the book by Hell and
Nešetřil [24]). A homomorphism h : G → H will be often called an H-coloring
of G and we will think of vertices of H as colors. Note that the notion of homo-
morphisms is flexible and allows us to impose additional restrictions, such as
vertex/edge lists [10,25] or vertex/edge weights [21]. This way many well-known
problems can be formulated as problems of finding a homomorphism to a cer-
tain graph H, possibly with additional constraints. For example, k-Coloring is
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equivalent to a homomorphism to Kk, and Independent Set is equivalent to
a weight-maximizing homomorphism to H = 0 1 (numbers denote weights
of vertices of G mapped to particular vertices of H).

Weighted Homomorphisms. Let H = (V (H), E(H)) be a fixed graph
(with possible loops), and consider the following computational problem called
WHom(H). The instance consists of a graph G = (V (G), E(G)), a weight func-
tion w : (V (G) × V (H)) ∪ (E(G) × E(H)) → R, and an integer k. For simplicity
we also allow −∞ as a weight, but this can be avoided by shifting all weights and
using a sufficiently small integer to represent the weight corresponding to a for-
bidden choice. For a homomorphism h : G → H and for any X ⊆ V (G) ∪ E(G)
we define the weight of X by wh(X) =

∑
x∈X w(x, h(x)). The weight of h is

defined as wh(V (G) ∪ E(G)). We ask if there exists a homomorphism from G to
H whose total weight is at least k. It is straightforward to see that this prob-
lem generalizes some well-studied variants of graph homomorphism problem,
including List Homomorphism [10] and Min Cost Homomorphism [21].

We show the following dichotomy theorem for WHom(H) in string graphs.

Theorem 2. (♠)2 Let H be a fixed graph.

(a) If H has no two vertices with two common neighbors, then the WHom(H)
problem can be solved in time 2O(n2/3 log n) for string graphs.

(b) Otherwise, the WHom(H) problem in NP-complete and cannot be solved in
time 2o(n) for segment graphs, unless the ETH fails.

Very recently Groenland et al. [20] observed that if H has no two vertices
with two common neighbors, then WHom(H) can be solved in time 2O(

√
n) in

Pt-free graphs, for every fixed t. Note that there are string graphs with arbitrarily
long induced paths, and there are Pt-free graphs that are not string graphs.

The algorithm proving Theorem2(a) is a slight adaptation of the win-win
approach by Fox and Pach [17], later extended by Bonnet and Rz ↪ażewski [5],
and Groenland et al. [20]. The proof of part (b) is divided into a few cases,
depending on the structure of H. In our reductions we try not to use the whole
expressibility of the WHom(H) problem, but aim to obtain hardness even for
some natural special cases. All hardness proofs follow the same pattern – we
start with a grid-like arrangement of segments, inducing a clique or a biclique,
and then add constant-size gadgets to encode a specific problem. Note that this
requires the objects to be non-fat and gives some intuition why problems in
segment graphs tend to be harder than in intersection graphs of fat objects, and
how the hardest instances look like. Finally, all graphs we construct are actually
Pt-free for some fixed t, which, along with the result of Groenland et al. [20],
gives the following dichotomy theorem for Pt-free graphs.

Theorem 3 (♠). Let H be a fixed graph.

2 Full proofs of theorems marked with ♠ are omitted, but can be found in the full
version of this paper [45].
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(a) If H has no two vertices with two common neighbors, then for all fixed t the
WHom(H) problem can be solved in time 2O(

√
n) for Pt-free graphs.

(b) Otherwise, there is t for which WHom(H) is NP-complete and cannot be
solved in time 2o(n) for Pt-free graphs with n vertices, unless the ETH fails.

Locally Constrained Homomorphisms. Interesting variants of graph homo-
morphism problems can be obtained by imposing some additional constrains on
the neighborhood of each vertex. A homomorphism h from G to H is called locally
injective (locally bijective, locally surjective) if for every v ∈ V (G) it induces an
injective (bijective, surjective, resp.) mapping between the neighborhood of v and
the neighborhood of h(v). Locally bijective homomorphisms have been studied
from combinatorial [12,14] and computational point of view [7,11,13,37]. Let
LIHom(H), LBHom(H), and LSHom(H) denote, respectively, the computa-
tional problems of determining the existence of a locally injective, bijective, and
surjective homomorphism from a given graph to H.

Some well-known graph problems can be expressed as locally constrained
homomorphism. For example, locally injective homomorphism to the comple-
ment of the k-vertex path appears to be equivalent to k-L(2, 1)-labeling, i.e.,
a mapping from the vertex set of the input graph to the set {1, 2, . . . , k}, in
which adjacent vertices get labels differing by at least 2, and vertices with a
common neighbor get different labels [19,23]. If H is the complete graph Kk,
then LIHom(H) is exactly the k-coloring of the square of the graph [36,48].
Finally, if H is a complete graph with k vertices, where every vertex has a loop,
then LIHom(H) is equivalent to the injective k-coloring [22,26], in which the
only restriction is that no two vertices with a common neighbor get the same
color.

We show that, unlike WHom(H), both LIHom(H) and LBHom(H) can
always be solved in subexponential time in string graphs.

Theorem 4 (♠). For every fixed graph H, the LIHom(H) problem and the
LBHom(H) problem can be solved in time 2O(

√
n log n) for string graphs.

The LSHom(H) problem appears to be much harder. In particular, we show
the following dichotomy for simple graphs H with Δ(H) ≤ 2 (observe that if
|H| ≤ 2, the problem can trivially be solved in polynomial time).

Theorem 5. Let H be a connected simple graph with Δ(H) ≤ 2 and |H| ≥ 3.

(a) If H ∈ {P3, C4}, then the LSHom(H) problem can be solved in time
2O(n2/3 log3/2 n) for string graphs, even if geometric representation is not
given.

(b) (♠) Otherwise, the LSHom(H) problem cannot be solved in time 2o(n) in
2-DIR graphs, unless the ETH fails.

We also show that LSHom(H) cannot be solved in subexponential time for
H = . Note that none of the graphs H, for which we obtain negative
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results for LSHom(H) problem, has two vertices with two common neighbors.
Thus they are all “easy” cases of WHom(H).

Representation and Robust Algorithms. When dealing with geometric
intersection graphs, we need to be careful, whether the input consist of the
graph along with the representation, or just the graph (with a promise that a
geometric representation exists). This distinction might be crucial, since finding
a representation is often a computationally hard task.

Recognizing string and segment graphs was shown to be NP-hard by Kra-
tochv́ıl [33], and Kratochv́ıl and Matoušek [32], respectively. However, for a very
long time it was unclear whether these problems are in NP. This is because
there are string graphs, whose every representation requires exponential number
of crossing points [32] and there are segment graphs, whose every representation
requires points with double exponential coordinates [33,41]. Finally, Schaefer,
Sedgwick, and Štefankovič showed that recognizing string graph is in NP [44],
while recognizing segment graph appears to be complete for the complexity class
∃R [39,46]. This is a strong indication that the problem might not be in NP.

For these reasons, it is desirable for an algorithm not to require explicit rep-
resentation. Such algorithms are called robust – they either compute a solution,
or report that the input graph does not belong to the required class. All algo-
rithms presented in the paper are robust, but can be made slightly faster, if the
representation is given. On the other hand, all hardness results hold even if the
graph is given along with the geometric representation.

2 Weighted Homomorphism Problem

For every v ∈ V (G), let NG(v) denote the set of neighbors of v in G and NG(U) =⋃
v∈U NG(v) for any U ⊆ V (G). Let dG(v) = |NG(v)|. If the graph is clear from

the context, we omit the subscript G and simply write N(v) and d(v). We will
say that G (with possible loops) has property (�), if |N(u) ∩ N(v)| ≤ 1 for every
u, v ∈ V (G). Note that if G is loopless, then it has property (�) iff it does not
have C4 as a subgraph. We show that property (�) is essential for the existence
of subexponential algorithms: for all remaining graphs H, an algorithm solving
WHom(H) for string graphs in subexponential time would contradict the ETH.
Observe that we can express the property (�) in terms of forbidden subgraphs.

Observation 6. A graph has property (�) if and only if it does not contain any
of the seven graphs shown on the Fig. 1 as an induced subgraph. ��

To prove Theorem 2(b), it is enough to show hardness of WHom(H) for
graphs H shown in Fig. 1. Indeed, let H be an induced subgraph of H ′ and con-
sider an instance (G,w, k) of WHom(H). Define w′ : V (G) × V (H ′) ∪ E(G) ×
E(H ′) → R as follows: for x ∈ V (G) ∪ E(G), if a ∈ V (H) ∪ E(H), then
w′(x, a) = w(x, a), otherwise w′(x, a) = −∞. Note that (G,w′, k) is an instance
of WHom(H ′), equivalent to the instance (G,w, k) of WHom(H).

Note that the problem of finding a homomorphism to K4 (the graph (g)) is
exactly 4-Coloring. It is known that assuming the ETH, this problem does not
admit a subexponential algorithm, even for 2-DIR graphs [5].
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(a) (b) (c) (d) (e) (f) (g)

Fig. 1. Characterization of property (�) by forbidden induced subgraphs.

Maximum Cut. In this section, H is the graph (a) from Fig. 1. Note that any
function h : V (G) → V (H) is a homomorphism and thus determining the exis-
tence of a homomorphism with just vertex lists and weights is trivial. However,
it becomes more interesting if we include the edge weights.

We denote the vertices of H by a and b, so we have E(H) = {aa, ab, bb} (see
Fig. 2). We also define the weight function as follows. Let w(v, u) = 0 for every
(v, u) ∈ V (G) × V (H), and for every e ∈ E(G) we set w(e, aa) = w(e, bb) = 0
and w(e, ab) = 1. Note that the value of w(e, f) does not depend on e, so w
is in fact an edge-weighting of H (see Fig. 2(a)). Observe that the weight of
a homomorphism h : G → H equals the number of edges mapped to ab. Thus
finding a homomorphism of maximum weight is equivalent to partitioning the
V (G) into two subsets, so that the number of edges crossing this partition is
maximized. Such a set of edges is called a cut in G and the computational
problem of finding the maximum cut is denoted by Max Cut. It means that for
our result, it is enough to show the hardness of Max Cut on segment graphs.

(a) 10 0
a b

(b)
1

1

0

b

c a

Fig. 2. Graph H with its corresponding weights defined by w in (a) Max Cut and (b)
Odd Cycle Transversal.

Theorem 7 (♠). There is no algorithm solving Max Cut in time 2o(n) for
segment graphs, unless the ETH fails.

Minimum Odd-Cycle Transversal. Now let us consider the case when H
is the graph (b) in Fig. 1. This time we will consider a vertex-weighted variant.
Denote the vertices of H by a, b, c, where a is the vertex with the loop. All edge-
weights are set to 0. For vertex weights, for every v ∈ V (G) we set w(v, b) =
w(v, c) = 1 and w(v, a) = 0. Note that again the weights do not depend on the
choice of v, so we can think of w as a vertex-weighting of H (see Fig. 2(b)).

We observe that finding a homomorphism of maximum weight is equiva-
lent to the problem of finding the maximum number of vertices of G which
induce a bipartite subgraph, or, equivalently, the minimum number of vertices,
whose removal destroys all odd cycles. This problem is known as Odd Cycle

Transversal. We will show the following.
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Theorem 8 (♠). The Odd Cycle Transversal problem in 2-DIR graphs
with n vertices cannot be solved in time 2o(n), unless the ETH fails.

3 Locally Injective and Locally Bijective Homomorphism

Now let us turn our attention to two other variants of the graph homomorphism
problem, i.e., locally injective and locally bijective homomorphism. Recall that
for a fixed H, the LIHom(H) (LBHom(H), resp.) problem asks if a given graph
G admits a homomorphism h to H with a restriction that for every v ∈ V (G),
the mapping h is injective (bijective, resp.) on the set NG(v). Local injectivity
can be equivalently seen as “no two vertices of G with a common neighbor
may be mapped to the same vertex of H”. Moreover, every locally bijective
homomorphism is also locally injective.

We show that unlike the WHom(H), both LIHom(H) and LBHom(H) can
be solved in subexponential time on string graphs for every H. The crucial
observation is all yes-instances have bounded degree.

Theorem 4 (♠). For every fixed graph H, the LIHom(H) problem and the
LBHom(H) problem can be solved in time 2O(

√
n log n) for string graphs.

As mentioned, locally injective homomorphisms generalize some well-studied
graph labeling problems, so Theorem4 implies the following.

Corollary 9. For any fixed k, (i) the k-L(2, 1)-labeling, (ii) the k-coloring of
the square of a graph, (iii) the injective k-coloring, can be solved in time 2Õ(

√
n)

in string graphs. ��
On the other hand, as every planar graph is a segment graph [6,18], hardness

results for planar graphs can be used to derive ETH-lower bounds for LIHom(H)
– in particular, the following ones follow from the hardness results for k-L(2, 1)-
labeling [9], 7-coloring of the square of a graph [36], and injective 3-coloring [2].

Theorem 10 (Eggemann et al. [9], Ramanathan, Lloyd [36], Bertossi,
Bonuccelli [2]). Unless the ETH fails, there is no algorithm for LIHom(H) in
segment graphs working in time 2o(

√
n), where H is the complement of a path

with at least 4 vertices,a complete graph with 7 vertices,a triangle with additional
loop on its every vertex. ��

4 Locally Surjective Homomorphism

Now we consider the problem of locally surjective homomorphism, denoted by
LSHom(H). For a fixed graph H, the LSHom(H) asks whether a given graph G
admits homomorphism to H, which is surjective on NG(v) for every v ∈ V (G). In
other words, if h(v) = a, then every b ∈ NH(a) must appear on some u ∈ NG(v).
We say that vertex v ∈ V (G) is happy if h(NG(v)) = NH(h(v)). Clearly h is
locally surjective if every vertex of G is happy. We write G

s−→ H to denote a
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locally surjective homomorphism from G to H. First, we prove Theorem 5(a),
i.e., show a subexponental algorithm for LSHom(P3) and LSHom(C4).

Let G be an instance of LSHom(P3). We can assume that G does not have
isolated vertices. Also, G is bipartite with bipartition classes X and Y , as other-
wise any homomorphism to P3 cannot exist. Moreover, in any homomorphism,
one of bipartition classes, say Y , will be entirely mapped to the middle vertex
of P3. Note that since no vertex is isolated, vertices of X will always be happy.
Thus G

s−→ P3 if and only if one can color vertices of X with two colors (1 and 3),
so that every vertex from Y has at least one neighbor in each color. We observe
that this is exactly the NAE-Sat problem, where G is an incidence graph of
the input formula. From this we conclude that LSHom(P3) does not have a
subexponential algorithm in general graphs, but is solvable in polynomial time
in planar graphs, since Planar NAE-Sat is in P, see Moret [43]. Moreover, the
list variant of LSHom(P3) in planar graphs in NP-complete, see Dehghan [8].

The win-win approach of Theorem 2(a) cannot be directly applied for
LSHom(P3), as there is no good branching on a high-degree vertex. To show
that LSHom(P3) can be solved in subexponential time in string graphs, we will
use the following result.

Theorem 11 (Lee [34]). There is a constant c > 0 such that for every t ≥ 1,
every Kt,t-free string graph on n vertices has at most c · n · t log t edges. ��

Theorem 12. LSHom(P3) can be solved in time 2O(n2/3 log3/2 n) for string
graph, even if geometric representation is not given.

Proof. We assume that an instance graph G has no isolated vertices and is
bipartite, with bipartition classes X and Y . Note that G is a yes-instance if and
only if there is a homomorphism hX : G

s−→ P3, such that hX(X) = {1, 3} and
hX(Y ) = {2}, or homomorphism hY : G

s−→ P3, such that hY (Y ) = {1, 3} and
hY (X) = {2}. Let us assume that X is mapped to {1, 3}, the algorithm will be
called twice with roles of X and Y switched. Again, we will solve a more general
problem, in which we define an additional function σ : Y → 2{1,3} and ask for
the existence of a homomorphism h : G → P3, such that σ(y) ⊆ h(NG(y)) for
every y ∈ Y . Clearly, if σ ≡ {1, 3}, then we obtain the LSHom(P3) problem.

First, if |E(G)| ≤ c/3 · n4/3 log n (where c is a constant from Theo-
rem 11), then we can find a balanced separator S of size O(n2/3 log1/2 n) in time
2O(n2/3 log3/2 n). Denote by V1, V2 the sets such that V (G) = V1 �V2 �S and there
is no V1-V2-path in G − S. We exhaustively guess h(x) for every x ∈ S ∩ X and
the partition σ1 � σ2 of σ(y) \ h(N(y) ∩ S) for every y ∈ S ∩ Y . Then, for every
possibility, we consider graphs G1 := G[V1∪S] and G2 := G[V2∪S], in which ver-
tices of S are already colored. For every y ∈ S∩Y we set σ(y) = σ1 if y ∈ V (G1),
otherwise σ(y) = σ2. Then, for every x ∈ S ∩ X, we remove h(x) from σ(y), for
y ∈ N(x), and finally we remove x from the instance. If there exists y for which
σ(y) = φ, we also remove y. If any isolated vertex x ∈ X appears, we remove it
too, as it means that σ(y) of every y ∈ N(x) was already empty, so the color of x
does not matter. We call the algorithm recursively for G1 and G2, together with
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their corresponding functions σ. Note that G1 or G2 may contain an isolated
vertex y ∈ Y with σ(y) �= φ, in this case we terminate the current recursive call.
The total number of recursive calls is 2|X∩S|4|Y ∩S| = 2O(n2/3 log1/2 n) and the
overall complexity of this step is 2O(n2/3 log3/2 n).

If G has more than c/3 · n4/3 log n edges, then, by Theorem 11, it has a
bipartite subgraph Kn1/3,n1/3 with bipartition classes X ′ ⊆ X and Y ′ ⊆ Y .
We find it exhaustively in time nO(n1/3) = 2O(n1/3 log n). We branch on three
possibilities. Either we set h(x) = 1 for every x ∈ X ′, or h(x) = 3 for every
x ∈ X ′, or we choose x1, x2 ∈ X ′ and set h(x1) = 1 and h(x2) = 3. In first two
cases we proceed with the graph G − X ′ (and remove h(X ′) from σ(y) of every
y ∈ N(X ′)), and in the last case we remove Y ′, together with x1 and x2 (also
adjusting the function σ for their neighbors), as all elements of Y ′ are happy.
Observe that the complexity of this step is F (n) ≤ 2O(n1/3 log n)+2F (n−n1/3)+
n2/3F (n − n1/3) ≤ 2O(n2/3 log n) and so it the total complexity. ��

Using Theorem 12 we can show an analogous result for LSHom(C4).

Theorem 13. LSHom(C4) can be solved in time 2O(n2/3 log3/2 n) for string graph
on n vertices, even if a geometric representation is not given.

Proof. Again, we assume that an instance graph G is bipartite with bipartition
classes X and Y , without isolated vertices. Clearly in any solution h we either
have h(X) = {1, 3} and h(Y ) = {2, 4}, or h(X) = {2, 4} and h(Y ) = {1, 3}.

Claim 1 (♠). There is h : G
s−→ C4 such that h(X) = {1, 3} iff there are

h1, h2 : G
s−→ P3 for which h1(X) = h2(Y ) = {1, 3} and h1(Y ) = h2(X) = {2}.

To solve LSHom(C4), we run the algorithm from Theorem12 twice, switching
the roles of X and Y . We return true if both calls return true. ��

As stated in Theorem 5(b), the existence of subexponential algorithms is
unlikely for simple graphs H with Δ(H) ≤ 2 and |H| ≥ 3, different than
P3 and C4.

5 Consequences for Pt-free Graphs

Let us point out that the graphs constructed in our hardness reductions are Pt-
free, for some constant t. This implies the statement (b) of Theorem 3. Recall
that the statement (a) follows from the recent result by Groenland et al. [20].

Theorem 3 (♠). Let H be a fixed graph.

(a) If H has no two vertices with two common neighbors, then the WHom(H)
problem can be solved in time 2O(n2/3 log n) for string graphs.

(b) Otherwise, the WHom(H) problem in NP-complete and cannot be solved
in time 2o(n) for segment graphs, unless the ETH fails.
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In particular, we obtain the following result, answering an open problem of
Bonamy et al. [4].

Corollary 14. Odd Cycle Transversal problem is NP-complete and cannot
be solved in time 2o(n) in P13-free graphs, unless the ETH fails. ��

Bonamy et al. [4] considered also a closely related problem Independent

Odd Cycle Transversal, where we additionally require that the removed set
of vertices is independent. Interestingly, the hardness result of Corollary 14 does
not carry over to this problem. Indeed, Independent Odd Cycle Transver-

sal is equivalent to finding a 3-coloring of the input graph, in which the size
of one color class is minimized. It is straightforward to see that this problem
can be stated as WHom(K3), where the weight associated with one vertex is 0,
the weights associated with two other vertices are 1, and all edge weights are 0.
Thus, by Theorem 3, we obtain the following.

Corollary 15. For every fixed t, the Independent Odd Cycle Transver-

sal problem can be solved in time 2O(
√

n) for Pt-free graphs on n vertices. ��

6 Further Research Directions

Let us point out some directions for further research. First, it would be inter-
esting to obtain a dichotomy for the problems of finding a homomorphism and
a list homomorphism from a string graph to a fixed graph H.

Next, we think that obtaining a dichotomy for LSHom(H) in string graphs
is an exciting (and probably difficult) task. Let us mention that the NP-hardness
proof by Fiala and Paulusma [13] implies that if H is a connected graph with
at least two edges, then LSHom(H) cannot be solved in subexponential time in
general graphs.

Finally, observe that Theorems 12 and 13 do not directly generalize to Pt-free
graphs, as we do not know an analog of Theorem11 for this class of graphs. It
would be very interesting to know whether such a result can be proven, or at
least to reprove Theorems 12 and 13 for Pt-free graphs using some other tools.
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Abstract. The kth-power of a graph G is obtained by adding an edge
between every two distinct vertices at a distance ≤ k in G. We call G a
k-Steiner power if it is an induced subgraph of the kth-power of some tree
T. In particular, G is a k-leaf power if all vertices in V (G) are leaf-nodes of
T. Our main contribution is a polynomial-time recognition algorithm of
4-Steiner powers, thereby extending the decade-year-old results of (Lin,
Kearney and Jiang, ISAAC’00) for k = 1, 2 and (Chang and Ko, WG’07)
for k = 3. As a byproduct, we give the first known polynomial-time
recognition algorithm for 6-leaf powers. Our work combines several new
algorithmic ideas that help us overcome the previous limitations on the
usual dynamic programming approach for these problems.

Keywords: k-Leaf powers · k-Steiner powers · Clique-tree ·
Clique-arrangement · Dynamic programming · Maximum matching

1 Introduction

A basic problem in computational biology is, given some set of species and a
dissimilarity measure in order to compare them, find a phylogenetic tree that
explains their respective evolution. Namely, such a rooted tree starts from a
common ancestor and branches every time there is a separation between at least
two of the species we consider. In the end, the leaves of the phylogenetic tree
should exactly represent our given set of species. We study a related problem
that has attracted some attention in Graph theory:

Problem 1 (k-Leaf Power).

Input: a graph G = (V,E).
Question: Is there a tree T whose leaf-nodes are the vertices in V and such

that uv ∈ E ⇐⇒ distT(u, v) ≤ k?
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The yes-instances of Problem 1 are called k-leaf powers. Their structural and
algorithmic properties have been intensively studied (e.g., see [1,8,12] and the
papers cited therein). However, the complexity of k-Leaf Power is a longstand-
ing open problem. Very recently, parameterized (FPT) algorithms were proposed
for every fixed k on the graphs with degeneracy at most d, where the param-
eter is k + d [11]. For general graphs, polynomial-time recognition algorithms
are known only for k ≤ 5 [4,6,9]. Characterizations are known only for k ≤ 4.
Several variations of k-leaf powers were introduced in the literature [5,7,9,13].
In this work, we consider k-Steiner powers: a natural relaxation of k-leaf powers
where the vertices in the graph may also be internal nodes in the tree T. Interest-
ingly, there is a linear-time reduction from k-Leaf Power to (k − 2)-Steiner
Power [6]. However, there only exist polynomial-time recognition algorithms
for k-Steiner powers for k ≤ 3 [9,13].

Our Results. We obtain the first improvement on the recognition of k-Steiner
powers in a decade, by solving the case k = 4. Combining our main result with
the aforementioned reduction from k-Leaf Power to (k − 2)-Steiner Power
[6], we also improve the state of the art for k-leaf powers.

Theorem 1. There is a polynomial-time algorithm for the problems 4-Steiner
Power and 6-Leaf Power. For the yes-instances, this algorithm also outputs
a corresponding tree T.

Proving this above Theorem 1, while it may look like a modest improvement
in our understanding of the k-Leaf Power and k-Steiner Power problems,
was technically challenging. In the full version of this paper, we further discuss
why the dominant approach for k-Steiner Power, based on dynamic program-
ming, was already showing its limitations with 4-Steiner Power. We so believe
that one of the main merits of our work is to bring several new ideas in order to
tackle with these aforementioned limitations. As such, we expect further uses of
these ideas in the study of k-leaf powers and their relatives.

Organization of the Paper. We refer to Sect. 2 for any missing definition in
what follows. As our starting point we restrict our study to chordal graphs and
strongly chordal graphs, that are two well-known classes in algorithmic graph
theory of which k-Steiner powers form a particular subclass [1]. Doing so, we
can use various properties of these classes of graphs, such as: the existence of a
tree-like representation of chordal graphs, that is called a clique-tree [2] and is
commonly used in the design of dynamic programming algorithms on this class
of graphs; and an auxiliary data structure which is called “clique arrangement”
and is polynomial-time computable on strongly chordal graphs [16]. Roughly,
this clique arrangement encodes all possible intersections of a subset of maximal
cliques in a graph. It is worth noticing that clique arrangements were introduced
in the same paper as leaf powers, under the different name of “clique graph”
[17].

Given a k-Steiner power G, let us call k-Steiner root a corresponding tree T.
In Sect. 3 we present new results on the structure of k-Steiner roots that we use
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in the analysis of our algorithm. Specifically, we show in Sect. 3.1 that in any
k-Steiner root T of a graph G, any intersection of maximal cliques in G must
be contained in a particular subtree where no other vertex of G can be present.
Furthermore, the inclusion relationships between these “clique-intersections” in
G are somewhat reflected by the diameter of their corresponding subtrees in T.
This extends prior results from [9,17]. Then, we focus in Sect. 3.2 on the case k =
4. For every clique-intersection X in a chordal graph G, we classify the vertices in
X into two main categories: “free” and “constrained”, that depend on the other
clique-intersections these vertices are contained in. Our study shows that free
vertices cause a combinatorial explosion of the number of partial solutions we
should store in a naive dynamic programming algorithm. However, we overcome
this issue by proving that there always exists a “well-structured” 4-Steiner root
where such free vertices are leaves with very special properties.

Sections 4, 5, 6 and 7 are devoted to the main steps of the algorithm. We start
by presenting a constructive proof of a rooted clique-tree with quite constrained
properties in Sect. 4. Roughly we carefully control the ancestor/descendant rela-
tionships between the edges that are labelled by different minimal separators of
the graph. These technicalities are the cornerstone of our approach in Sect. 6
in order to bound the number of partial solutions that we should store in our
dynamic programming algorithm.

Then given our special rooted clique-tree TG, we recall that the maximal
cliques and the minimal separators of G can be mapped to the nodes and edges
of TG, respectively. For every node and edge in TG, we consider the corresponding
clique-intersection in G and we precompute by dynamic programming all possible
subtrees to which it could be mapped in some well-structured 4-Steiner root of
G. Of particular importance is Sect. 5.1 where for any minimal separator S, we
give a polynomial-time algorithm in order to generate all the candidate smallest
subtrees that could contain S in a well-structured 4-Steiner root of G. The result
is then easily extended to the maximal cliques that appear as leaves in our
clique-tree (Sect. 5.2). Correctness of these two first parts follows from Sect. 3.2.
Finally, in Sect. 5.3 we give a more complicated representation of a family of
candidate subtrees T〈Ki〉 for all the other maximal cliques Ki. This part is based
on a careful analysis of clique-intersections in Ki and several additional tricks.
Roughly, our representation in Sect. 5.3 is composed of partially constructed
subtrees and of “problematic” subsets that need to be inserted to these subtrees
in order to complete the construction. The exact way these insertions must be
done is postponed until the very end of the algorithm (Sect. 7).

Section 6 is devoted to the encoding of partial solutions in our dynamic pro-
gramming. Specifically, instead of computing partial solutions at each node of the
clique-tree and storing their encodings, we rather pre-compute a polynomial-size
subset of allowed encodings for each node. Then, the problem becomes to decide
whether given such an encoding, there exists a corresponding partial solution.
We formalize our approach by introducing an intermediate problem where the
goal is to compute a 4-Steiner root with additional constraints on its structure
and the distances between some sets of nodes. Finally, we detail in Sect. 7 the res-
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olution of our intermediate problem, thereby completing the presentation of our
algorithm. An all new contribution in this part is a greedy procedure, based on
Maximum-Weight Matching, in order to ensure some distances’ constraints
are satisfied by the solutions we generate during the algorithm.

This is only an extended abstract. Full proofs can be found in our technical
report [10]. Due to their intricacy we gave up optimizing the running-time of our
algorithm. A very rough upper bound would be O(n16m5)-time.

2 Preliminaries

For standard graph terminology, see [3]. All graphs in this study are finite,
simple, unweighted and connected. Given a graph G = (V,E), let n := |V | and
m := |E|. The neighbourhood of a vertex v ∈ V is defined as NG(v) := {u ∈
V | uv ∈ E}. By extension, we define the neighbourhood of a set S ⊆ V as
NG(S) :=

(⋃
v∈S NG(v)

)
\ S. The subgraph induced by any subset U ⊆ V is

denoted by G[U ]. For every u, v ∈ V , we denote by distG(u, v) the minimum
length (number of edges) of a uv-path. The eccentricity of vertex v is defined as
eccG(v) := maxu∈V distG(u, v). The radius and the diameter of G are defined,
respectively, as rad(G) := minv∈V eccG(v) and diam(G) := maxv∈V eccG(v). We
denote by C (G) the center of G, a.k.a. the vertices with minimum eccentricity.

Steiner Roots. The kth-power of G, denoted Gk has same vertex-set V as G
and edge-set {uv | 0 < distG(u, v) ≤ k}. If there is some tree T such that G
is an induced subgraph of T k then, we call G a k-Steiner power and T a k-
Steiner root of G. Nodes in V (G) are called real, whereas nodes in V (T) \ V (G)
are called Steiner. We so define, for any S ⊆ V (T): Real(S) := S ∩ V (G) and
Steiner(S) := S \ V (G). Two (sub)trees T, T ′ are Steiner-equivalent, denoted
T ≡G T ′, if and only if Real(T) = Real(T ′) = S and there exists an isomorphism
ι : V (T) → V (T ′) such that ι(v) = v for any v ∈ S (the trees are equal up to an
appropriate identification of their Steiner nodes). Finally, given a node-subset
X ⊆ V (T), T〈X〉 is the smallest subtree of T such that X ⊆ V (T〈X〉).

(Strongly) Chordal Graphs. A clique-tree is a tree TG whose nodes are the max-
imal cliques of G and such that for every v ∈ V , the maximal cliques containing
v induce a subtree of TG. A graph G = (V,E) is called chordal if and only if
it has a clique-tree. Moreover if G is chordal then, we can construct a clique-
tree for G in O(m)-time [2]. An uv-separator is a subset S ⊆ V \ {u, v} such
that u and v are disconnected in G \ S. If in addition, no strict subset of S is
an uv-separator then, S is a minimal uv-separator. A minimal separator of G
is a minimal uv-separator for some u, v ∈ V . For a chordal graph G and any
clique-tree TG of G, S is a minimal separator of G if and only if there exist two
maximal cliques Ki,Kj such that: KiKj ∈ E(TG) and Ki ∩ Kj = S [2]. We
define ES (TG) := {KiKj ∈ E(TG) | Ki ∩ Kj = S} (edges labeled by S).

A clique-intersection of G is the intersection of a subset of maximal cliques in
G. The families of all clique-intersections, maximal cliques and minimal separa-
tors of G are denoted by X (G), K (G) and S (G), respectively. For a superclass
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of k-Steiner powers known as strongly chordal graphs, the family X (G) has poly-
nomial size and can be computed in polynomial time [15].

Step 0 (Initialization). Given G = (V,E), we check whether G is strongly
chordal. If this is not the case then, G cannot be a 4-Steiner power, and we stop.
Otherwise we compute X (G).

3 Structure Theorems

Some relationships between k-Steiner roots and clique-intersections are proved
in Sect. 3.1. These structural results are the cornerstone of our algorithm and its
analysis. Then, we refine our results for the special case k = 4 in Sect. 3.2.

3.1 Playing with the Root

The following result is a generalization of [9, Lemma 1] to any k. We prove it by
using some intricate properties of the eccentricity function on trees [14].

Theorem 2. Given G = (V,E) and T any k-Steiner root of G, the following
properties hold for any clique-intersection X ∈ X (G):

• We have Real(T〈X〉) = X and diam(T〈X〉) ≤ k;
• If T ′ ⊃ T〈X〉 then, either X = Real(T ′) or diam(T ′) > diam(T〈X〉);
• If k = 2k′ is even then, for any two different maximal cliques Ki,Kj ∈ K (G)

we have C (T〈Ki〉) ∩ C (T〈Kj〉) = ∅.

3.2 Well-Structured 4-Steiner Roots

For k = 4, we introduce new notions which only depend on the clique-
intersections of G. Roughly, given X ∈ X (G) and an arbitrary root T, we intro-
duce some operations in order to modify T〈X〉. Doing so, we wish to force this
subtree to have some more structure, thereby avoiding a combinatorial explo-
sion of the number of possibilities to consider. Therefore, we carefully study
the situations when a vertex v ∈ X may not be arbitrarily movable inside
T〈X〉 (in which case we call v X-constrained). The most natural case is when
there is a X ′ ∈ X (G) s.t. X ′ ⊂ X, v ∈ X ′ and |X ′| ≥ 2 (v is internally
X-constrained)1. However, more subtle cases occur when X is a minimal sepa-
rator, or more generally X is contained in some larger clique-intersection. We
say that v is (X,X1,X2)-sandwiched if X1,X2 ∈ X (G) are s.t. X ⊂ X1 and
X ∩ X2 = {v} ⊂ X1 ∩ X2. Our study reveals that X-constrained vertices have a
very rigid structure. Finally, a vertex that does not fall in one of these two above
cases is called X-free. We prove that we can always force the X-free vertices
to be leaves of the subtree T〈X〉, thereby considerably reducing the number of
possibilities for the latter.
1 When X is a maximal clique, the internally X-constrained vertices can be charac-

terized in terms of simplicial vertices and a subset of the cut-vertices.
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Theorem 3. Let G = (V,E) be a 4-Steiner power. There always exists a well-
structured 4-Steiner root T of G where, for any clique-intersection X ∈ X (G):

• all the X-free vertices are leaves of T〈X〉 with maximum eccentricity
diam(T〈X〉);

• there is a node c ∈ C (T〈X〉) such that for every X-free vertex v, except maybe
one, distT(v, c) = distT(v, C (T〈X〉));

• all the internal nodes on a path between C (T〈X〉) and a X-free vertex are
Steiner nodes of degree two;

• and if X ∈ K (G) and it has a X-free vertex then, diam(T〈X〉) = 4.

4 A Special Rooted Clique-Tree

We now present Step 1 of our algorithm so as to show all the steps in chrono-
logical order. However, please note that in the next Sect. 5, any clique-tree could
be used. Indeed, we will only start using the peculiar properties of our rooted
clique-tree in Sect. 6.

Step 1 (Construction of the rooted clique-tree). We construct a clique-
tree TG of G that we root in some K0 ∈ K (G). In order to give the main
intuition behind its construction, let us consider an arbitrary maximal clique
Ki that is not the root, and its parent node Kp(i). Let Gi be induced by the
maximal cliques in the subtree of TG rooted at Ki. If G has a 4-Steiner root
then, by heredity, so does Gi. Roughly, we would like to bound the number of
partial solutions for Gi that we will need to store for our dynamic programming
algorithm. By Theorem 3, one first step for doing so would be to force most
vertices in Si := Ki ∩ Kp(i) to be Ki-free in the subgraph Gi. More specifically,
for every descendant Kj of Ki in TG we would like to impose Sj �⊆ Si and
Si �⊆ Sj

2. However, both objectives are conflicting and so, we need to find a
trade-off. Admittedly, our proposed solution is quite technical.

Given a clique-tree TG of G = (V,E), we say that a minimal separator S
is weakly TG-convergent if there exists some maximal clique KS that is incident
to all edges in

⋃
S′,S⊂S′ ES′ (TG). S is termed TG-convergent if it is weakly TG-

convergent and the maximal clique KS is also incident to all edges in ES (TG).
The relationship between these notions and 4-Steiner roots is as follows:

Lemma 1. Let T be any 4-Steiner root of G, and let S ∈ S (G). If T〈S〉 is a
non-edge star then, S is weakly TG-convergent for any clique-tree TG of G.

Sketch Proof. We may assume that S is strictly contained in some minimal sep-
arator S′. By Theorem 2, T〈S′〉 has diameter three. This implies C (T〈S〉) ⊂
C (T〈S′〉). Furthermore, we can prove that S′ is contained in exactly two maxi-
mal cliques Ki,Kj and C (T〈Ki〉)∪C (T〈Kj〉) = C (T〈S′〉). Let us assume w.l.o.g.

2 Observe that if Sj ⊂ Si, and |Sj | ≥ 2, then the vertices of Sj are Si-constrained.
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that C (T〈S〉) = C (T〈Ki〉). Then, any minimal separator S′′ that strictly con-
tains S is contained in Ki and one other maximal clique KS′′ . Let TG be a
clique-tree of G. We have ES′′ (TG) �= ∅, and so KiKS′′ ∈ E(TG). By setting
KS := Ki, we get that S is weakly TG-convergent. ��

Therefore, weak convergence is a necessary condition for a S ∈ S (G) to be
contained in a star in some 4-Steiner root (that is the hardest case to deal with
in our algorithm). If furthermore there is convergence then, we needn’t store any
costly information about the separators that strictly contain S in the encoding of
partial solutions. Indeed, any “inclusion issue” between S and these separators
can be handled with when we process the maximal clique KS . So, we want to
force weak convergence to imply convergence. Our construction in what follows
applies to any S of size at least three. – For smaller separators, we can use much
simpler counting arguments in order to bound the number of possible partial
solutions that we will need to consider by a constant. See Sect. 6 for details. –

Theorem 4. For any chordal graph G, we can compute in polynomial time a
rooted clique-tree TG where, for any Si := Ki ∩ Kp(i):

• If Si is weakly TG-convergent and |Si| ≥ 3 then, Si is TG-convergent;
• Any minimal separator of Gi that is contained in Si is TG-convergent, has at

least three vertices and is strictly contained in a minimal separator of Gi.

5 A Family of Subtrees for the Clique-Intersections

Step 2 (Candidate set generation). We exploit a result of Sect. 3.1 which
states that, for any 4-Steiner root T of G and for any clique-intersection X, the
smallest subtree containing X does not contain any other real nodes. Then,
our goal is, for every X ∈ X (G), to compute a polynomial-size family TX of
“candidate subtrees” whose real nodes are exactly X. Intuitively, TX should
contain all possibilities for T〈X〉 in a well-structured 4-Steiner root T (such a
root must satisfy additional properties given in Sect. 3.2). Note that we only
need to compute this above family for minimal separators and maximal cliques.

5.1 Case of Minimal Separators

The following result serves as a brick-basis construction for computing all the
other families of candidate subtrees.

Theorem 5. In O(n5m)-time we can construct a collection (TS)S∈S(G) such
that, for any well-structured 4-Steiner root T of G, and for any S ∈ S (G), T〈S〉
is Steiner-equivalent to some subtree in TS.

Sketch Proof. Let us describe the main difficulty we had to face on in order to
prove this above result. Given S ∈ S (G) the difficulty in generating TS comes
from the bistars (diameter-three subtrees), as a brute-force generation of all
possibilities would take time exponential in |S|. Let X (S) = {X ∈ X (G) |
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X ⊂ S, |X| ≥ 2}. Based on a careful analysis of the intersection graph IS =
(X (S) , {XX ′ | X ∩ X ′ �= ∅}), we can bound the number of possible mappings
of the internally S-constrained vertices to the nodes of a bistar by an O(|S|2).
We can also bipartition the sandwiched vertices in such a way that each group
should be mapped to a different side of the bistar; each group should in fact
correspond to one of the two maximal cliques containing S. Then, we use the
fact that in a well-structured 4-Steiner root of G, S-free vertices are leaves of
such a bistar with all of them, except maybe one, adjacent to the same central
node. For a fixed mapping of the S-constrained vertices, this only gives us O(|S|)
possibilities in order to map the S-free vertices. Overall, we reduce the number
of possible bistars to an O(|S|5). ��

5.2 Case of a Leaf Node

Theorem 6. Given G = (V,E) and a rooted clique-tree TG of G, let Ki ∈ K (G)
be a leaf. We can construct, in time polynomial in |Ki|, a set Ti of 4-Steiner roots
for Gi := G[Ki] with the following additional property: In any well-structured
4-Steiner root T of G, there exists a T ′

i ∈ Ti Steiner-equivalent to T〈Ki〉.

Sketch Proof. We use a well-known decomposition of Ki into a unique minimal
separator Si := Ki ∩ Kp(i) and a set of simplicial vertices. Given any fixed
possibility for T〈Si〉, there are O(|Si|) possibilities for T〈Si ∪ C (T〈Ki〉)〉. Then,
we use the fact that all simplicial vertices are Ki-free. Since we already fixed
C (T〈Ki〉), by Theorem3, there is essentially one way to add the Ki-free vertices
in order to complete the construction (up to Steiner equivalence). ��

5.3 Case of an Internal Node

Finally, we consider the maximal cliques Ki that are internal nodes of TG. Unsur-
prisingly, several new difficulties arise in the construction of TKi

. Our bottleneck
is solving the following subproblem: compute (up to Steiner equivalence) all pos-
sible central nodes and their neighbourhood in any subtree T〈Ki〉 of diameter
four. We solved this subproblem in most situations, e.g., when there is a mini-
mal separator S ⊆ Ki such that T〈S〉 must be a bistar (diameter-three subtree).
For that, we combine some key arguments in the proof of Theorem 5 with the
transformation techniques that we used in the proof of Theorem3.

Lemma 2. For any graph G, let S ∈ S (G), let K be a maximal clique con-
taining S and let R, c be such that R ⊂ S and either c ∈ R or c is Steiner. We
can compute in O(nm log n)-time a node c′ with the following properties: For any
well-structured 4-Steiner root T of G s.t. T〈S〉 is a bistar, c ∈ C (T〈S〉)\C (T〈K〉),
and Real(NT [c]) = R, there exists a well-structured root T ′ with the same prop-
erties s.t. C (T ′〈K〉) = {c′}, and distT ′(u, v) ≥ distT(u, v) for every u, v ∈ V ;
moreover, either T ≡G T ′, or

∑
u,v∈V distT ′(u, v) >

∑
u,v∈V distT(u, v).

In order to better understand the significance of Lemma2, assume that T〈S〉
should be a bistar in the final solution we want to compute, and that we already
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identified one of its center node c and the set of real nodes R to which c must
be adjacent. What this above property says is that there is essentially one
canonical way to compute the bistar given R and c. The more technical con-
dition distT ′(u, v) ≥ distT(u, v) is simply there in order to ensure that by doing
so, we cannot miss a solution of an intermediate problem we call Distance-
Constrained Root (i.e., see Sect. 6). Finally, our condition on the potential
function

∑
u,v∈V distT ′(u, v) increasing ensures that we can repeatedly apply

our “canonical completion” method for arbitrarily many minimal separators S.
By using this above method, we obtain the following intermediate construction:

Lemma 3. For any chordal graph G, let TG be a rooted clique-tree and let Ki be
a maximal clique of G = (V,E) with no Ki-free vertex. In O(|Ki|6 · n3m log n)-
time, we can compute a family Bi with the following special property: For any
well-structured 4-Steiner root T of G where for at least one minimal separator
S ⊂ Ki, T〈S〉 is a bistar, there is a T ′ such that T ′〈Si〉 ≡G T〈Si〉, T ′〈Ki〉 ∈ Bi

and distT ′(r, V (Gi) \ Si) ≥ distT(r, V (Gi) \ Si) for every r ∈ V (T〈Si〉)3.

Note that we do not capture all well-structured roots with this above lemma,
but only those maximizing certain distances’ conditions. In the remaining cases
when there are no minimal separators S that are mapped to a bistar, our con-
struction is less satisfying. Specifically, we are left with some “problematic sub-
sets” called thin branches: with exponentially many possible ways to include
them in candidate subtrees. As a way to circumvent this combinatorial explo-
sion, we also include in TKi

some partially constructed subtrees where the thin
branches are omitted. We will greedily decide how to include the thin branches
in these subtrees at Step 4 (Sect. 7).

6 Deciding the Partial Solutions to Store

Step 3 (Selection of the encodings). For the remainder of the algorithm,
let (Kq,Kq−1, . . . ,K0) be a post-ordering of the maximal cliques (i.e., obtained
by depth-first-search traversal of our rooted clique-tree TG). We consider the
maximal cliques Ki ∈ K (G) sequentially, from i = q downto i = 0. The next
two Sections are devoted to the computation of a subset Ti of 4-Steiner roots for
Gi. Specifically, for any 4-Steiner root Ti of Gi we define the following encoding:

encode(Ti) :=
[

Ti〈Si〉 | (distTi
(r, V (Gi) \ Si))r∈V (Ti〈Si〉)

]
.

In what follows, we compute a polynomial-size subset of allowed encodings for the
partial solutions in Ti. That is, we only want to add in Ti some partial solutions
for which the encoding is in the list. Formally, we define an auxiliary problem
called Distance-Constrained Root, where given an encoding as input, we
ask whether there exists a corresponding 4-Steiner root of Gi.

3 Recall that Si and Gi were defined in Sect. 4. By convention, Si = ∅ if Ki is the
root.
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Problem 2 (Distance-Constrained Root) .

Input: a graph G = (V,E) with a rooted clique-tree TG, a maximal clique
Kij , a tree TSij

s.t. Real(TSij
) = Sij , and a sequence (dr)r∈V (TSij

) of
positive integers.

Output: Either a 4-Steiner root Tij of Gij s.t. TSij
≡G Tij 〈Sij 〉 and, ∀r ∈

V (TSij
): distTij

(r, V (Gij )\Sij ) ≥ dr; Or ⊥ if there is no such a Tij which
can be extended to some well-structured 4-Steiner root T of G.

Theorem 7. Given G = (V,E) chordal and a rooted clique-tree TG as in The-
orem4, let Ki be an internal node with children Ki1 ,Ki2 , . . . ,Kip . If we can
solve Distance-Constrained Root in time P (n, |Sij |) for some polynomial
P then, we can compute in time O(n|Ki|5P (n, |Ki|)) a family Ti1 , Ti2 , . . . , Tip of
4-Steiner roots for Gi1 , Gi2 , . . . , Gip , respectively, such that:

1. For any j ∈ {1, 2, . . . , p}, |Tij | = O(|Sij |5);
2. For any well-structured 4-Steiner root T of G, there exists a T ′ such

that: T〈Ki〉 ≡G T ′〈Ki〉, T ′〈V (Gij )〉 ∈ Tij for any j ∈ {1, 2, . . . , p}, and
distT ′(r, V (Gi) \ Si) ≥ distT(r, V (Gi) \ Si) for any node r ∈ V (T〈Si〉).

Sketch Proof. We process the children nodes Kij sequentially by non-decreasing
size of the minimal separators Sij . For that, we start constructing the family
TSij

of Theorem 5, and we consider the subtrees TSij
∈ TSij

sequentially. We
divide the proof into several cases depending on |Sij | and on diam(TSij

).
Case |Sij | ≤ 2. There can only be O(1) different possibilities for the distances
(dr)r∈V (TSij

). We could solve Distance-Constrained Root for all these pos-
sibilities, thereby obtaining the family Tij . But in fact, this seemingly simple
case hides a time bomb that will detonate during the second part of the proof
(i.e., when we consider larger minimal separators). To understand why through
an example, let us assume the existence of a large separator Sik of which every
vertex is also a cut-vertex. Then, one possibility for TSik

is a star with a Steiner
central node. For every leaf-node v of that star, let us consider a maximal clique
Kij s.t. Sij = {v}. The star TSik

can only be compatible with solutions Tij s.t.
distTij

(v, V (Gij ) \ {v}) ≥ 5 − distTSik
(v, Sik \ {v}) = 3. In particular, we may

have up to two compatible solutions Tij , and that gives us in turn two different
possibilities for the constraint distTik

(v, V (Gik)\Sik). But then, since this is true
for any v ∈ Sik , we are left with 2|Sik

| possibilities for the distance constraints
(dr)r∈V (TSik

)! We can resolve this issue by always choosing any compatible solu-
tion which maximizes distTij

(v, V (Gij ) \ {v}). Specifically, if Sij = {v} is a
cut-vertex then, we only keep in the family Tij the partial solution maximizing
distTij

(v, V (Gij ) \ Sij ). In the same way, if Sij = {u, v} and TSij
is an edge

then, we only need to keep two solutions, namely: among all those maximiz-
ing distTij

(v, V (Gij ) \ Sij ) (resp., distTij
(u, V (Gij ) \ Sij )) the one maximizing

distTij
(u, V (Gij ) \ Sij ) (resp., distTij

(v, V (Gij ) \ Sij )).
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Case |Sij | ≥ 3. The processing of large minimal separators Sij is more intricate.
For a fixed TSij

we define a family of shorter encodings with only |Sij |O(1)

possibilities, that essentially summarizes at “guessing” the central nodes of T〈Ki〉
and T〈Kij 〉. Assuming a correct guess of these above central nodes, for any partial
solution Tij that is compatible with TSij

, we show how to extract a constant-
number of distance constraints from encode(Tij ), in such a way that all other
constraints can be retrieved from those O(1) that we keep in the short encoding
or proved to be irrelevant. Overall, we show that it is sufficient to store only
one solution per possible short encoding. For the purpose of illustration, let us
focus on the case when TSij

is a star (the case of bistars is similar, but simpler).
We first assume that no minimal separator of Gij contains Sij . We may further
assume that no minimal separator of Gij can be contained in Sij (otherwise, by
the second property of Theorem 4 such separators should have size at least 3,
whereas since TSij

is a star they should have size at most 2). In our first subcase,
we assume that the center c of the star will not end in C

(
Tij 〈Kij 〉

)
. Then, we

prove that for every leaf v of the star except maybe one, distTij
(v, V (Gij ) \

Sij ) = distTij
(c, V (Gij ) \Sij )+1 (two distances to store in the short encoding).

Otherwise, c ∈ C
(
Tij 〈Kij 〉

)
. Our previous formula for distTij

(v, V (Gij ) \ Sij )
stays true unless v is also contained in a minimal separator of Gij . In this latter
case, such a minimal separator must overlap Sij , and so we can prove that we
always have distTij

(v, V (Gij ) \ Sij ) = 1. Finally, we assume that a minimal
separator of Gij contains Sij . We derive from both properties of Theorem 4
that c ∈ C

(
Tij 〈Kij 〉

)
and Sij is TG-convergent, with KSij

= Kij . In particular,
Sij �⊆ Si, and so, |Sij ∩ Si| ≤ 2. Recall that we started by guessing C (T〈Ki〉)
and C

(
T〈Kij 〉

)
. We include in our short encoding from the previous case the

distances distTij
(v, V (Gij ) \ Sij ), v ∈ Sij ∩ (Si ∪ C (T〈Ki〉)), plus some fixed

additional constraints that are derived from the smaller separators contained in
Sij . We stress that this approach could not work with an arbitrary TG. ��

7 The Dynamic Programming

Step 4 (Greedy strategy). While we execute Step 3 for its father node Kp(i),
we compute for Ki a polynomial-size subset of allowed encodings for the 4-Steiner
roots of Gi which we want to compute. For all the constraints in such encodings,
we are left to decide whether there exists a 4-Steiner root of Gi which satisfies
all of them (i.e., we must solve Distance-Constrained Root).

Theorem 8. For every strongly chordal graph G, let ||G|| :=
∑

Ki∈K(G) |Ki|.
Let TG be a rooted clique-tree as in Theorem4 and let Ki ∈ K (G). There is
some polynomial P such that, after a pre-processing in time O(n||Gi||5P (n)),
we can solve Distance-Constrained Root for any input TSi

, (dr)r∈V (TSi
) in

time O(P (n)).

Sketch Proof. If Ki is a leaf of TG then, we construct the family given by The-
orem 6. We keep the trees Ti ∈ Ti that satisfy the constraints we have. From



The 4-Steiner Root Problem 25

now on, let us assume Ki is internal with children Ki1 ,Ki2 , . . . ,Kip . We start
by computing Ti1 , Ti2 , . . . , Tip as in Theorem 7. We also need to construct a rep-
resentation of the family TKi

, as sketched in Sect. 5.3. Roughly, the elements in
this representation are of the form (TYi

, Ci) where Yi ⊆ Ki and Ci must represent
the center of T〈Ki〉 (missing vertices of Ki \ Yi are supposed to be located in
thin branches). This ends the pre-processing step for Ki. In what follows let TSi

and (dr)r∈TSi
be fixed. In order to solve Distance-Constrained Root, we

start by enumerating all pairs (TYi
, Ci). Our construction ensures that Si ⊆ Yi

and so, we can check whether TSi
≡G TYi

〈Si〉. If this not the case then, we
can withdraw this pair and continue. Due to lack of space, we now only sketch
the case Yi = Ki (no thin branch). For every r ∈ TSi

we check whether we
have: distTYi

(r,Ki \ Si) ≥ dr (otherwise, we violate our distances’ constraints).
In the same way, for every j ∈ {1, . . . , p}, we remove from Tij any partial solu-
tion Tij s.t. either Tij 〈Sij 〉 �= TYi

〈Sij 〉 or the distances’ constraints are violated.
We finally explain how to greedily construct a solution (if any), starting from
Ti := TYi

. The procedure is divided into a constant number of phases. Every
time we complete one of these phases, we select a Tij ∈ Tij , for some j, then we
remove from all other Tik ’s the uncompatible partial solutions.

Phase 1: Processing the Cut-Vertices. We consider all the indices j s.t.
Sij = {v} is a cut-vertex. There is one solution left in Tij , so we need to add it.

Phase 2: Processing the Edges. We consider all the indices j s.t. Sij = {u, v}
and TYi

〈Sij 〉 is an edge. We show that we can almost proceed similarly as for
Phase 1 provided we know which among u or v will be closest to V (Gi)\V (Gij )
in a final solution. Therefore, computing this information is the main objective
of this phase. In general, we will pick a vertex of Sij which is the closest to Ci,
but several cases need to be considered before we can validate such a choice.

Phase 3: Processing the Bistars. We consider all the indices j s.t. TYi
〈Sij 〉

is a bistar. A careful analysis shows that in all cases but one degenerate, we can
select any Tij ∈ Tij s.t. distTij

(Ci, V (Gij ) \ Sij ) is maximized.

Phase 4: Processing the Stars. We finally consider all the indices j s.t.
TYi

〈Sij 〉 is a star. Let C
(
TYi

〈Sij 〉
)

= {c}. Due to lack of space, we only
describe the subcase c ∈ Ci, which is simpler4. We first prove that for every
unprocessed Sik �= Sij , a best possible choice would be to pick a Tij ∈ Tij

s.t. distTij
(C

(
Tij 〈Kij 〉

)
, V (Gij ) \ Sij ) is maximized. However, we also need to

account for the other indices k such that Sik = Sij . For that, let J = {j′ |
Sij′ = Sij}. The solutions Tij′ , j

′ ∈ J that we will choose must have diame-
ter four, and the center nodes vj′ in Tij′ 〈Kij′ 〉 must be pairwise different. We
do a reduction to Maximum-Weight Matching where we create a bipartite
graph with respective partite sets J and all possible central nodes. For every
j′ ∈ J and Tij′ ∈ Tij′ of diameter four, we add an edge {j′, C

(
Tij′

)
} of weight

distTi
j′ (C

(
Tij 〈Kij′ 〉

)
, V (Gij′ ) \ Sij′ ). ��

4 All the missing cases, that includes the addition of thin branches to TYi , are solved
by using the same matching-based approach as in this subcase.
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Abstract. Dirac’s theorem (1952) is a classical result of graph theory,
stating that an n-vertex graph (n ≥ 3) is Hamiltonian if every vertex has
degree at least n/2. Both the value n/2 and the requirement for every
vertex to have high degree are necessary for the theorem to hold.

In this work we give efficient algorithms for determining Hamiltonicity
when either of the two conditions are relaxed. More precisely, we show
that the Hamiltonian Cycle problem can be solved in time ck · nO(1),
for a fixed constant c, if at least n − k vertices have degree at least n/2,
or if all vertices have degree at least n/2 − k. The running time is, in
both cases, asymptotically optimal, under the exponential-time hypoth-
esis (ETH).

The results extend the range of tractability of the Hamiltonian

Cycle problem, showing that it is fixed-parameter tractable when
parameterized below a natural bound. In addition, for the first param-
eterization we show that a kernel with O(k) vertices can be found in
polynomial time.

Keywords: Hamiltonicity · Fixed-parameter tractability ·
Kernelization

1 Introduction

The Hamiltonian Cycle problem asks whether a given undirected graph has
a cycle that visits each vertex exactly once. It is a central problem of graph
theory, operations research, and computer science, with an early history that
well predates these fields (see e.g. [29]).

Several conditions that guarantee the existence of a Hamiltonian cycle in
a graph are known. Perhaps best known among these is Dirac’s theorem from
1952 [15]. It states that a graph with n vertices (n ≥ 3) is Hamiltonian if every
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vertex has degree at least n/2. Various extensions and refinements of Dirac’s
theorem have been obtained, often involving further graph parameters besides
minimum degree (see e.g. the book chapters [14, § 10], [31, § 11] and survey
articles [18,30,32] for an overview). We remark that a polynomial-time verifi-
able condition for Hamiltonicity cannot be both necessary and sufficient, unless
P = NP [27]. In its stated form, Dirac’s theorem is as strong as possible. In
particular, if we replace n/2 by �n/2�, the graph may fail to be two-connected—
a precondition for Hamiltonicity. (Consider two �n/2�-cliques with a common
vertex).

In this paper we relax the conditions of Dirac’s theorem and consider input
graphs in which (1) at least n − k vertices have degree at least n/2 (the degrees
of the remaining vertices can be arbitrarily small), or (2) all vertices have degree
at least n/2 − k.

For both relaxations we show that Hamiltonian Cycle can be solved deter-
ministically, in time ck · nO(1), for some fixed constant c. This establishes the
fixed-parameter tractability of Hamiltonian Cycle when parameterized by the
distance from Dirac’s bound, for two natural ways of measuring this distance.

The known exact algorithms for Hamiltonian Cycle in general graphs
have exponential running time (the problem is one of the original 21 NP-hard
problems [27]). The best deterministic running time of O(2n · n2) is achieved by
the dynamic programming algorithm of Bellman [4], and Held and Karp [24],
and has not been improved since the 1960s. Among randomized algorithms, the
current-best running time of O(1.657n) is achieved by the more recent algo-
rithm of Björklund [6] based on determinants. Improving these bounds remains
a central open question of the field.

Assuming the exponential-time hypothesis (ETH) [25], there is no algorithm
for Hamiltonian Cycle with running time 2o(n). In both parameterizations
considered in this paper, k ≤ n holds. Thus, under ETH, a running time of the
form 2o(k) · nO(1) is ruled out, and our algorithms are optimal, up to the base
of the exponential. Furthermore, there exists a fixed constant α > 0, such that
our parameterized bounds asymptotically improve the current-best bounds for
Hamiltonian Cycle, if the value of k is at most α · n.

For the first parameterization, we show that Hamiltonian Cycle admits a
kernel with O(k) vertices, computable in polynomial time. In other words, the
input graph can be compressed (roughly) to the order of its sparse part, while
preserving Hamiltonicity.

Our results show that checking Hamiltonicity becomes tractable as we app-
roach the degree-bound of Dirac’s theorem. The crude intuition behind Dirac’s
theorem (and many of its generalizations) is that having many edges makes a
graph Hamiltonian. It is a priori far less obvious why approaching the Dirac
bound would make the algorithmic problem easier; one may even expect that
the more edges there are, the harder it becomes to certify non-Hamiltonicity. To
provide some intuition why this is not the case, we give a brief informal summary
of the arguments.



Hamiltonicity Below Dirac’s Condition 29

When n − k vertices have degree at least n/2, i.e. in the first case, our algo-
rithm takes advantage of the fact that, by a result of Bondy and Chvátal, the
subgraph induced by the high-degree vertices can be completed to a clique with-
out changing the Hamiltonicity of the graph; all relevant structure is thus in the
sparse part and its interconnection with the dense part. Then, we find a subset
of the vertices in the clique that are well-connected to the sparse part (by solving
a matching problem in an auxiliary graph), and we ignore the remainder of the
clique. Finally, we show how a Hamiltonian cycle on this smaller, well-connected
subgraph, can be extended to a Hamiltonian cycle of the entire graph, guided
by the alternating paths of the matching. For this parameterization we are not
aware of a comparable result in the literature.

When all vertices have degree at least n/2−k, i.e. in the second case, a result
of Nash-Williams implies that either a Hamiltonian cycle, or a sufficiently large
independent set can be found in polynomial time. In the latter case, we certify
non-Hamiltonicity by showing (roughly) that the complement of the indepen-
dent set is not coverable by a certain number of disjoint paths. This argument
is essentially the same as the one given by Häggkvist [23] towards his algorithm
with running time O(n5k) for the same parameterization. (Häggkvist states this
algorithmic result as a corollary of structural theorems. He does not describe
the details of the algorithm or its analysis, but these are not hard to recon-
struct.) Here we improve the running time of Häggkvist’s algorithm to the stated
(asymptotically optimal) ck · nO(1) by more efficiently solving the arising path
cover subproblem. The case k = 1 of this parameterization was also considered
by Büyükçolak et al. [9].

Statement of Results. Our first result shows that if a graph has a “relaxed”
Dirac property, it can be compressed while preserving its Hamiltonicity.

Theorem 1. Let G be an n-vertex graph such that at least n − k vertices of
G have degree at least n/2. There is a deterministic algorithm that, given G,
constructs in time O(n3) a 3k-vertex graph G′, such that G is Hamiltonian if
and only if G′ is Hamiltonian.

Equivalently stated in the language of parameterized complexity, the Hamil-
tonian cycle problem parameterized by k has a kernel with a linear number of
vertices. To determine the Hamiltonicity of a graph G, we simply apply the algo-
rithm of Theorem1 to compress G, and use an exponential-time algorithm (for
instance, the Held-Karp algorithm) to solve Hamiltonian Cycle directly on
the compressed graph. We thus obtain the following result.

Corollary 1. If at least n − k vertices of an n-vertex graph G have degree at
least n/2, then Hamiltonian Cycle with input G can be solved in deterministic
time O(8k · k2 + n3).

As an alternative, we may also use an approach based on inclusion-
exclusion [28] to solve the reduced Hamiltonian Cycle instance, achieving
the overall running time O(8k · k3 + n3), with polynomial space.

Our result for the second relaxation of Dirac’s theorem is as follows.
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Theorem 2. If every vertex of an n-vertex graph G has degree at least n/2−k,
then Hamiltonian Cycle with input G can be solved in deterministic time
O(234k · n3).

The running time of the Bellman-Held-Karp algorithm for Hamiltonian

Cycle is O(2n · n2). Denoting α = k/n, our results represent an asymptotic
improvement if α < 1/3 in the first parameterization, and if α < 0.0294 in the
second parameterization.

As a counterpoint to our results, we observe that Hamiltonian Cycle

remains hard (in both parameterizations) for arbitrarily small values of α.

Theorem 3. Assuming ETH, Hamiltonian Cycle cannot be solved in time
2o(n) in n-vertex graphs with at least (1 − α) · n vertices of degree at least n/2,
and in n-vertex graphs with minimum degree (1 − α) · n/2, for arbitrary fixed
0 < α < 1/2.

Proof. In both cases we construct a graph with the given degree-requirements
that embeds a hard instance of Hamiltonian Path with α · n vertices. For the
second statement we can use the construction from the NP-hardness proof of
Dahlhaus, Hajnal, and Karpinski [13, Theorem 3.1]. For the first statement, con-
sider an α · n-vertex instance of Hamiltonian Path, connected by two disjoint
edges to an (1 − α) · n-vertex clique. �	

Related Work. In general, parameterized complexity [12,17] allows a finer-
grained understanding of algorithmic problems than classical, univariate com-
plexity. No new insight is gained, however, if the chosen parameter k is large
in all interesting cases. For example, in planar graphs, the Four Color Theorem
guarantees the existence of an independent set of size n/4. As a consequence,
any exponential-time algorithm for maximum independent set trivially achieves
fixed-parameter tractability in terms of the solution size.

To deal with this issue, Mahajan and Raman [33] introduced the method
of parameterizing problems above or below a guaranteed bound. (Similar con-
siderations motivate the “distance from triviality” framework of Guo, Hüffner,
and Niedermeier [19].) In the example of planar independent set, an interesting
parameter is the amount by which the solution size exceeds n/4. Similar ideas
have successfully been applied to several problems (see e.g. [2,5,11,20,21,34]).
Our results also fall in the framework of “above/below” parameterization, with
the remark that our parameter of interest is not the value to be optimized but a
structural property of the input, which we parameterize near its “critical value”.

Perhaps closest to our work is the recent result of Gutin and Patel [22] on
the Traveling Salesman problem, parameterized below the cost of the aver-
age tour. Although it concerns Hamiltonian cycles (in an edge-weighted complete
graph), the result of Gutin and Patel is not directly comparable with our results.
In particular, averaging arguments do not seem to help when studying the exis-
tence of Hamiltonian cycles, which is often determined by local structure in the
graph. For instance, Hamiltonian Cycle remains NP-hard even in graphs with
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average degree αn for any constant α < 1. (Consider a clique of
√

αn vertices,
connected by two disjoint edges to the remaining graph that encodes a hard
instance of Hamiltonian Path on (1 − √

α)n vertices).

2 Preliminaries

We use standard graph-theoretic notation (see e.g. [14]). An edge between ver-
tices u and v is written simply as uv or vu. The neighborhood of a vertex v in
graph G is denoted by NG(v). The degree of v in G is dG(v) = |NG(v)|, and
the minimum degree of G is δG = minv∈V (G) dG(v). We conveniently omit the
subscript G whenever possible. For a set S ⊆ V (G) of vertices, G[S] denotes the
subgraph induced by S on G.

We state Dirac’s theorem and a strengthened statement due to Ore. Let G
be an n-vertex undirected graph, with n ≥ 3.

Lemma 1 (Dirac [15]). If δ ≥ n/2, then G is Hamiltonian.

Lemma 2 (Ore [36]). If dG(u) + dG(v) ≥ n for every non-adjacent pair of
vertices u, v of G, then G is Hamiltonian.

We state a theorem of Bondy and Chvátal that we use in the proofs of both
Theorems 1 and 2.

Lemma 3 (Bondy-Chvátal [7]). Let G be an n-vertex graph, and let G′ be
obtained from G by adding an edge uv to G for some pair of non-adjacent vertices
u, v such that dG(u) + dG(v) ≥ n. Then G′ is Hamiltonian if and only if G is
Hamiltonian. Moreover, given a Hamiltonian cycle of G′, a Hamiltonian cycle
of G can be obtained in linear time.

Lemma 3 implies both Lemmas 1 and 2, as in both cases we can iterate the
edge-augmentation step until obtaining a complete graph.

Finally, we state yet another strengthening of Dirac’s theorem, due to Nash-
Williams [35]. We write this result in a slightly non-standard, explicitly algo-
rithmic form. Our use of this result in proving Theorem2 is the same as in the
argument of Häggkvist [23].

Lemma 4 (Nash-Williams [35]). Let G be a 2-connected graph with n ver-
tices, with δ ≥ (n + 2)/3. Then, we can find in G, in time O(n3), either a
Hamiltonian cycle, or an independent set of size δ + 1.

A simpler proof of Lemma 4 was given by Bondy [8], sketched in [31, § 11]. To
make our discussion self-contained, we spell out an explicitly algorithmic form
of this proof in the full version [26] of the paper (this requires minor changes
with respect to [8]).
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3 Relaxing the Cardinality-Constraint (Theorem1)

Let C ⊆ V (G) denote the set of high-degree vertices of G (those with degree at
least n/2), and let S = V (G) \C denote the remaining (i.e. low-degree) vertices.

Observe that |S| ≤ k. By Lemma 3, we may add all edges between vertices
in C, without changing the Hamiltonicity of G. Assume therefore that C is a
clique.

The proof of the following theorem is inspired by the crown reductions [1,10,
16] used to obtain kernels for Vertex Cover and Saving k Colors.

Theorem 4. There is a polynomial-time algorithm that, given a graph G and
a nonempty set S ⊆ V (G) such that G − S is a clique, outputs an induced
subgraph G′ of G on at most 3|S| vertices such that G is Hamiltonian if and
only if G′ is Hamiltonian.

Proof. Given a graph G let S ⊆ V (G), such that C := V (G)\S is the vertex set
of a clique in G. If |C| ≤ 2|S| then G′ := G suffices, so we assume |C| > 2|S| in
the remainder. Let S′ := {v1, v2 | v ∈ S} be a set containing two representatives
for each vertex of S. Construct a bipartite graph H on vertex set C ∪ S′. For
each edge cv ∈ E(G) with c ∈ C and v ∈ S, add the edges cv1, cv2 to H.
Compute a maximum matching M ⊆ E(H) in graph H, for example using
the Edmonds-Karp algorithm. Let C∗ be the vertices of C saturated (matched)
by M . If |C∗| ≥ |S| + 1 then let C ′ := C∗, and otherwise let C ′ ⊆ C be a
superset of C∗ of size |S| + 1. Output the graph G′ := G[C ′ ∪ S] as the result of
the reduction.

Claim 1. Graph G′ has at most 3|S| vertices.
Proof. Since each vertex of C∗ is matched to a distinct vertex in S′, with |S′| =
2|S|, it follows that |C∗| ≤ 2|S| which implies |C ′| ≤ 2|S|. As V (G′) = C ′ ∪ S,
the claim follows. �

The output graph G′ therefore satisfies the size bound. It remains to prove
that it is equivalent to G with respect to Hamiltonicity. We first prove the simpler
implication.

Claim 2. If G′ is Hamiltonian, then G is Hamiltonian.

Proof. Suppose that G′ is Hamiltonian, and let F ⊆ E(G) be a Hamiltonian
cycle in G′. Fix an arbitrary orientation of F . As each vertex from C ′ has a unique
successor on F , while |C ′| > |S| by definition, it follows that some vertex x ∈
C ′ has a successor from C ′ along the cycle; let this be y ∈ C ′. Then we can
transform F into a Hamiltonian cycle in G by removing the edge xy and replacing
it by a path through all the clique-vertices of C \ C ′. �

The remainder of the proof is aimed at proving the reverse implication.
For this, we introduce some terminology. For a vertex set S∗ in a graph G∗,
we define a path cover of S∗ in G∗ as a set of pairwise vertex-disjoint sim-
ple paths P1, . . . , P� in G∗, such that each vertex of S∗ belongs to exactly one



Hamiltonicity Below Dirac’s Condition 33

path Pi. For a vertex set C∗ in G∗, we say the path cover has C∗-endpoints if the
endpoints of each path Pi belong to C∗. We will sometimes interpret a subgraph
in which each connected component is a path as a path cover, in the natural
way.

Claim 3. If there is a path cover of S in G′ having C ′-endpoints, then G′ is
Hamiltonian.

Proof. Any path cover of S consists of at least one path (since S is nonempty by
assumption) and the endpoints of the paths are all distinct. Hence a path cover
consisting of � ≥ 1 paths has exactly 2� distinct endpoints {s1, t1, . . . , s�, t�},
which are vertices in the clique C ′. Let P�+1 be a simple path in G′ visiting all
vertices that are not touched by the path cover; such a path exists because the
only vertices not touched by the path cover belong to the clique C ′. Then one
can obtain a Hamiltonian cycle in G′ by taking the edges of P1, . . . , P�, P�+1,
together with edges connecting the end of path Pi to the beginning of path Pi+1

for all relevant values of i. �

To prove that Hamiltonicity of G implies Hamiltonicity of G′, we will con-
struct a path cover of S in G′ having C ′-endpoints, using a hypothetical Hamilto-
nian cycle in G. To do so we need several properties enforced by the matching M
in H, which we now explore.

Let UC be the vertices of C that are not saturated by M . Let R denote
the vertices of H that are reachable from UC by an M -alternating path in the
bipartite graph H (which necessarily starts with a non-matching edge), and
define RC := R ∩ C and RS′ := R ∩ S′.

Claim 4. The sets R,RC , RS′ satisfy the following.

1. Each M -alternating path in H from UC to a vertex in RS′ (resp. RC) ends
with a non-matching (resp. matching) edge.

2. Each vertex of RS′ is matched by M to a vertex in RC .
3. For each vertex x ∈ RC we have NH(x) ⊆ RS′ .
4. For each vertex v ∈ S we have v1 ∈ RS′ ⇔ v2 ∈ RS′ .
5. For each vertex v ∈ S′ \ RS′ , we have NH(v) ∩ RC = ∅ and each vertex

of NH(v) is saturated by M .

Proof. (1) An M -alternating path starting in UC must start with a non-matching
edge, since UC consists of unsaturated vertices, and it starts from the C-partite
set of H. Hence such a path moves to the S′-partite set over non-matching edges,
and moves back to the C-partite set over matching edges.

(2) If a vertex x ∈ RS′ ⊆ R is not saturated, then the M -alternating path
from UC witnessing x ∈ R starts and ends with a non-matching edge (by (1))
and is in fact an M -augmenting path. This contradicts that M is a maximum
matching. Hence each x ∈ RS′ is matched by M to some vertex y. By (1) the M -
alternating path from UC to x that witnesses x ∈ RS′ ends with a non-matching
edge, so together with the matching edge xy this forms an M -alternating path
witnessing y ∈ RC .
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(3) Consider a vertex x ∈ RC and an M -alternating path P from UC wit-
nessing x ∈ R. By (1) the last edge on P (if any) is a matching edge. Hence if x
is saturated by M , then its matching partner y is the predecessor of x on P and
a prefix of P witnesses y ∈ R and hence y ∈ RS′ . For any vertex z ∈ NH(x) that
is not the matching partner of x, we can augment P by the edge xz to obtain
an M -alternating path from UC to z witnessing z ∈ RS′ . Together, these two
arguments show NH(x) ⊆ RS′ .

(4) Suppose v1 ∈ RS′ and let P be an M -alternating path from UC to v1.
By (1) path P ends with a non-matching edge xv1. If xv2 ∈ M , then v2 is
the predecessor of x on P , and therefore v2 ∈ RS′ . Otherwise, since v1 and v2
have identical neighborhoods in H, we can replace the last edge of P by xv2 to
obtain an M -alternating path witnessing v2 ∈ RS′ . The case that v2 ∈ RS′ is
symmetric.

(5) Consider v ∈ S′ \ RS′ . If there is a vertex x ∈ NH(v) ∩ RC , then (3)
implies v ∈ RS′ , a contradiction. Hence NH(v) ∩ RC = ∅. An unsaturated H-
neighbor x of v would imply x ∈ NH(v) ∩ UC ⊆ NH(v) ∩ RC , so each vertex
of NH(v) is saturated by M . �

Using these structural insights we can now prove the desired converse to
Claim 2. Before we give the formal proof, we present the main idea. To prove
that G′ is Hamiltonian if G is, we take a Hamiltonian cycle F in G and turn it
into a path cover of S in G′ with C ′-endpoints. Any Hamiltonian cycle F in G
yields a path cover of S with S-endpoints, by simply taking the restriction of F
onto the vertices of S. The challenge is to extend this path cover with edges
into C ′ to give it the desired C ′-endpoints: if the Hamiltonian cycle F used an
edge to jump from S to C, we have to provide a similar jump in G′. If F jumps
from a vertex v ∈ S whose corresponding copies v1, v2 ∈ S′ do not belong to RS′ ,
then by (5) the C-endpoint of the jumping edge is saturated by M , belongs to C ′

and therefore to G′, and can be used to provide the analogous jump in G′. On
the other hand, for all vertices v ∈ S whose copies v1, v2 belong to RS′ , we will
globally assign new jumping edges based on the matching H. The properties of
a matching will ensure that these jumping edges lead to distinct targets and give
a valid path cover of S in G′ having C ′-endpoints. We now formalize these ideas.

Claim 5. If G is Hamiltonian, then G′ is Hamiltonian.

Proof. Let F be a Hamiltonian cycle in G. By Claim 3 it suffices to build a
path cover of S in G′ with C ′-endpoints. View F as a 2-regular subgraph of G,
and let F1 := F [S] be the subgraph of F induced by S. Since F spans G and
all vertices of S are present in G′, it follows that F1 is a path cover of S in G′.
However, the paths in F1 have their endpoints in S rather than in C ′. We resolve
this issue by inserting edges into F1 to turn it into an acyclic subgraph F2 of G′

in which each vertex of S has degree exactly two. This structure F2 must be a
path cover of S in G′ with C ′-endpoints, since the degree-two vertices S cannot
be endpoints of the paths. To do the augmentation, initialize F2 as a copy of F1.
Define RS := {v ∈ S | v1 ∈ RS′ ∨ v2 ∈ RS′} and proceed as follows.
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– For each vertex v ∈ RS , we have v1, v2 ∈ RS′ by Claim 4(4), which implies by
Claim 4(2) that both v1 and v2 are matched to distinct vertices x1, x2 in RC .
If v has degree zero in subgraph F1, then add the edges vx1, vx2 to F2. If v
has degree one in F2 then only add the edge vx1. Do not add any edges if v
already has degree two in F1.

– For each vertex v ∈ S \RS , we claim that NG(v)∩RC = ∅. This follows from
the fact that NG(v) = NH(v1) = NH(v2) and Claim 4(5), using that v /∈ RS

implies v1, v2 /∈ RS′ . Hence the (up to two) neighbors that v ∈ S\RS has in C
on the Hamiltonian cycle F do not belong to RC , while Claim 4(5) ensures
that all vertices of NG(v) are saturated by H and hence belong to C ′. For
each vertex v ∈ S \ RS , for each edge from v to C ∩ C ′ incident on v in F ,
we insert the corresponding edge into F2.

It is clear that the above procedure produces a subgraph F2 in which all
vertices of S have degree exactly two. To see that F2 is indeed a path cover,
having no vertex of degree larger than two, it suffices to notice that the edges
inserted for v ∈ RS connect to distinct vertices in C ′ ∩ RC , while the edges
inserted for v ∈ S \RS connect to C ′ \RC in the same way as in the Hamiltonian
cycle F . Hence F2 forms a path cover of S in G′ having C ′-endpoints, which
implies that G′ is Hamiltonian and proves Claim5. �

Claims 2 and 5 prove the correctness of the reduction and Claim 1 gives the
desired size bound. Since the reduction can easily be performed in polynomial
time, this completes the proof of Theorem 4. �	

Observe that the proof of Claim 2 explicitly constructs the Hamiltonian cycle
in case of a “yes”-answer. The running time of the reduction is dominated by
the bipartite matching step, and the process of undoing the Bondy-Chvátal
augmentations (Lemma 3), if a cycle of the original graph is to be constructed.
Both tasks can be performed in time O(n3).

4 Relaxing the Degree-Constraint (Theorem2)

The outline of the proof largely follows an earlier argument of Häggkvist [23].
We improve the O(n5k) running time of Häggkvist’s algorithm to ck · nO(1).

The algorithm either finds a Hamiltonian cycle or constructs a certificate of
non-Hamiltonicity, in the form of a cut (S, T ) of the graph, such that the vertices
of T can not be covered by |S| vertex-disjoint paths, and this certificate can be
verified within the required running time. (Observe that a Hamiltonian cycle
induces such a path cover for an arbitrary cut; paths consisting of single vertices
are allowed).

Assume that k < n/34, and thus δ > 8n/17. (Otherwise we revert to a stan-
dard exponential-time algorithm, and the running time in this case gives the
bound stated in Theorem 2.) Furthermore, δ < n/2 may be assumed, as other-
wise G is Hamiltonian by Dirac’s theorem. Also assume that G is 2-connected
(otherwise it is not Hamiltonian).
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Start by running the procedure from the proof of Lemma4, either obtaining
a Hamiltonian cycle, or an independent set of size δ + 1. Assume that the latter
is the case, and label the obtained independent set as A1.

Partition V (G) into sets A1, A2, and A3, where A2 denotes the set of vertices
in v ∈ V (G) \ A1 such that |NG(v) ∩ A1| ≥ δ/2, and A3 = V (G) \ (A1 ∪ A2). In
words, A2 contains vertices that are sufficiently highly connected to the obtained
independent set, and A3 contains the remaining vertices.

Lemma 5 ([23], Theorem 2). Given sets A1, A2, A3 as defined, we can find
a set of vertices S ⊆ V (G) such that |S| ≥ 3δ − n + 2, and G[V (G) \ S] can be
covered by |S| vertex-disjoint paths if and only if G is Hamiltonian.

We sketch the argument in the full version [26] of the paper, referring to
Häggkvist [23, p. 32–33] for the full details. Setting T := V (G) \ S, it remains
to verify whether G[T ] can be covered by |S| vertex-disjoint paths.

Lemma 6. Given an n-vertex graph G, we can find in time O(ct · n3) a cover
of G with n − t vertex-disjoint paths, or report that no such cover exists, for
arbitrary c > (2e)2.

Proof. We apply color-coding [3], [12, § 5.2]. Call a path nontrivial if it has more
than one vertex. Say that a coloring is good for a cover by vertex-disjoint paths,
if all vertices that appear in a nontrivial path receive a different color. Clearly, if
there is a cover by at most n−t paths then there is a cover by exactly n−t paths,
and in such a cover there are at most 2t vertices that appear in a nontrivial path.
So if there is a path cover with n − t paths, a random coloring with 2t colors is
good for this cover with probability e−2t. (See e.g. [12, Lemma 5.4]).

On a vertex-colored graph with color set C = {1, . . . 2t}, we solve the fol-
lowing problem by dynamic programming: for a set X ⊆ C and v ∈ V (G), let
T [X, v] be the smallest number q for which there exists a collection P1, . . . , Pq

of vertex-disjoint paths in G, such that Pq ends in vertex v and the multiset of
colors used in P1, . . . , Pq is exactly equal to X. (In particular, this implies that
no two vertices in a path may have the same color, for it would appear twice in
the multiset and only once in the set X).

Let the 2t-coloring of G be given by f : V (G) → [2t]. Then T [X, v] satisfies
the following recurrence:

– T [{c}, v] = 1 if f(v) = c,
– T [X, v] = +∞ if f(v) /∈ X,

– T [X, v] = min
{

1 + min
u∈V (G)\{v}

T
[
X \ {f(v)}, u

]
, min
u∈NG(v)

T
[
X \ {f(v)}, u

]}
,

otherwise.

Intuitively, the interesting part of the recurrence has two cases: either we can
let v be a trivial path (so we pay 1 for having a path with v, and then need a
collection of paths that can end at any other vertex u that covers the remaining
colors), or we take a system of paths covering the remaining colors that ends in
a neighbor u of v, and add the edge uv to the end of that path.
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Now, observe that for any color-subset X and vertex v, there is a cover of
G with T [X, v] + (n − |X|) paths: we cover |X| vertices, one of each color in X,
by T [X, v] paths and cover the remaining (n − |X|) vertices by trivial paths. So
if we encounter a set X and vertex v for which T [X, v] + (n − |X|) ≤ n − t, or
equivalently, T [X, v] ≤ |X| − t, then the answer is “yes”. On the other hand, if
G has a path cover by n − t paths and a coloring is good for this cover, then
letting X be the set of colors of vertices that appear in a nontrivial path and v
an endpoint of such a path, we obtain T [X, v] + (n − |X|) ≤ n − t.

So by trying e2t random colorings and solving the dynamic program for each
one, we solve the “cover by n − t disjoint paths” problem with constant success
probability. With c2t independent runs for c > e, we can boost the success
probability arbitrarily close to 1. The dynamic program can be solved in time
O(22tn3). The claimed running time follows.

We may de-randomize the algorithm by replacing the randomized coloring
by a deterministic construction, e.g. via splitters. We omit the details of this, by
now standard, technique [12, § 5.6]. �	

In our application of Lemma6, we need to cover G[T ] by |S| vertex-disjoint
paths. Observe that |S| ≥ n/2 − 3k, and consequently |T | ≤ n/2 + 3k. The
difference between the order of the graph G[T ] and the number of paths t with
which we want to cover it, is therefore at most 6k.

Applying Lemma 6, the running time of this step is thus O(c6k · n3), for
arbitrary c > (2e)2.

To construct a Hamiltonian cycle, find the set S using Lemmas 4 and 5, find
an appropriate path cover using Lemma6, and recover the Hamiltonian cycle of
G by undoing the Bondy-Chvátal steps in Lemma 5. A running time of O(306k ·
n3) follows by adding up the corresponding terms and by using straightforward
data structuring. As 306 < 234, the case k ≥ n/34 dominates the overall running
time.

5 Conclusion

A natural question left open by our work is whether the two parameterizations
can be combined, to obtain a generalization of both.

Conjecture 1. If at least n − k vertices of G have degree at least n/2 − k, then
Hamiltonian Cycle with input G can be solved in time ck · nO(1) for some
constant c.

The results of this paper can be extended with minimal changes to similar
parameterizations of Ore’s theorem (Lemma 2). Extending the results to gener-
alizations of Dirac’s and Ore’s theorems to digraphs would be interesting. More
generally, finding new algorithms by parameterizing structural results of graph
theory (whether related to Hamiltonicity or not) is a promising direction.
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Abstract. We consider the complexity of the classical Independent
Set problem on classes of subcubic graphs characterized by a finite set
of forbidden induced subgraphs. It is well-known that a necessary condi-
tion for Independent Set to be tractable in such a class (unless P = NP)
is that the set of forbidden induced subgraphs includes a subdivided star
Sk,k,k, for some k. Here, Sk,k,k is the graph obtained by taking three
paths of length k and identifying one of their endpoints.

It is an interesting open question whether this condition is also suffi-
cient: is Independent Set tractable on all hereditary classes of subcu-
bic graphs that exclude some Sk,k,k? A positive answer to this question
would provide a complete classification of the complexity of Indepen-
dent Set on all classes of subcubic graphs characterized by a finite
set of forbidden induced subgraphs. The best currently known result of
this type is tractability for S2,2,2-free graphs. In this paper we generalize
this result by showing that the problem remains tractable on S2,k,k-free
graphs, for any fixed k. Along the way, we show that subcubic Inde-
pendent Set is tractable for graphs excluding a type of graph we call
an “apple with a long stem”, generalizing known results for apple-free
graphs.

Keywords: Independent set · Sub-Cubic graphs · Apple-Free graphs

1 Introduction

In a graph, an independent set is a subset of vertices no two of which are adjacent.
The maximum independent set problem asks to find in a graph G an independent
set of maximum size. The size of a maximum independent set in G is called the
independence number of G and is denoted α(G).

The maximum independent set problem is one of the first problems that were
shown to be NP-hard. Moreover, the problem remains NP-hard under substantial
restrictions. In particular, it is NP-hard for graphs of vertex degree at most 3,
also known as subcubic graphs. In terms of vertex degree, this is the strongest
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possible restriction under which the problem remains NP-hard, since for graphs
of vertex degree at most 2 the problem is solvable in polynomial time. However,
with respect to other parameters the restriction to subcubic graphs is not best
possible, as the problem remains NP-hard for subcubic graphs of girth at least
k for any fixed value of k [10], where the girth of a graph is the size of a smallest
cycle. In other words, the problem is NP-hard for (C3, . . . , Ck)-free subcubic
graphs for each value of k, where Ck is a chordless cycle of length k. The idea
behind this conclusion is quite simple: it is not difficult to see that a double
subdivision of an edge increases the independence number of the graph by exactly
one, and hence, by repeatedly subdividing the edges of a subcubic graph G we
destroy all small cycles in G, i.e. we transform G into a graph of large girth.

Let us observe that by means of edge subdivisions we can also destroy small
copies of some other graphs, in particular, graphs of the form Hk represented in
Fig. 1 (left) . Therefore, the maximum independent set problem remains NP-hard
for (C3, . . . , Ck,H1, . . . , Hk)-free subcubic graphs for each value of k.

Let us denote by Sk the class of (C3, . . . , Ck,H1, . . . , Hk)-free subcubic graphs
and by κ(G) the maximum k such that G ∈ Sk. If G belongs to no class Sk, then
κ(G) is defined to be 0, and if G belongs to all classes Sk, then κ(G) is defined
to be ∞. Also, for a set of graphs M , κ(M) is defined as κ(M) = sup{κ(G) :
G ∈ M}. With this notation, we can derive the following conclusion from the
above discussion (see e.g. [7]).

Theorem 1. Let M be a set of graphs. If κ(M) < ∞, then the maximum inde-
pendent set problem is NP-hard in the class of M -free subcubic graphs.

This theorem suggests that, unless P = NP , the maximum independent set
problem is solvable in polynomial time in the class of M -free graphs only if the
parameter κ is unbounded in the set M . There are three basic ways to unbind
this parameter in M :

1. include in M a graph G with κ(G) = ∞;
2. include in M graphs with arbitrarily large induced cycles;
3. include in M graphs with arbitrarily large induced subgraphs of the form Hk.

To give an example of a polynomial-time result of the first type, let us observe
that κ(G) = ∞ if and only if every connected component of G has the form Si,j,k

represented in Fig. 1 (right). We call any graph of the form Si,j,k a tripod.
In other words, if the set M of forbidden induced subgraphs is finite, then M

must contain a graph for which every component is a tripod for the maximum
independent set problem in the class of M -free subcubic graphs to be polynomial-
time solvable (assuming P �= NP). In [5], it was conjectured that this condition
is also sufficient. Moreover, for graphs of bounded vertex degree the problem
can be easily reduced to connected forbidden induced graphs, in which case the
conjecture can be restated as follows.

Conjecture 1. The maximum independent set problem is polynomial-time solv-
able for G-free subcubic graphs if and only if G is a tripod.
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Fig. 1. The graphs Hk (left) and Si,j,k (right)

One of the minimal non-trivial tripods is the claw S1,1,1. The problem can be
solved for the claw-free graphs in polynomial time even without the restriction to
bounded degree graphs [9]. In [6], the result for claw-free graphs was extended
to S1,1,2-free graphs, also known as fork-free graphs, and again without the
restriction to bounded degree graphs. However, any further extension becomes
much harder even for bounded degree graphs, and only recently a solution was
found for S2,2,2-free subcubic graphs [8]. Currently, this is one of the few maximal
subclasses of subcubic graphs with polynomial-time solvable independent set
problem.

Now we turn to polynomial-time solutions of the second type, i.e. classes of
graphs where forbidden induced subgraphs contain arbitrarily large chordless
cycles. Clearly, in this case the set of forbidden induced subgraphs must be infi-
nite. A typical example of this type deals with classes of bounded chordality,
i.e. classes excluding all chordless cycle of length at least k for a constant k.
Without a restriction to bounded degree graphs a solution of this type is known
only for k = 4, i.e. for chordal graphs [4], and is unknown for larger values of
k. Together with the restriction to bounded degree graphs bounded chordal-
ity implies bounded tree-width [2] and hence polynomial-time solvability of the
maximum independent set problem. In other words, the problem can be solved
for (Ck, Ck+1, . . .)-free graphs of bounded vertex degree for each value of k ≥ 3.

An apple Ak, k ≥ 4, is a graph formed of a chordless cycle Ck and an
additional vertex, called the stem, which has exactly one neighbour on the cycle
Ck. The class of (A4, A5, . . .)-free graphs generalizes both chordal graphs and
claw-free graphs, and a solution for the maximum independent set problem in
this class was presented in [3]. In case of bounded degree graphs this solution can
be extended to graphs without large apples, i.e. to (Ak, Ak+1, . . .)-free graphs of
bounded vertex degree for any fixed value of k [7].

Generalizing both the subcubic graphs without large apples and S2,2,2-free
subcubic graphs, in the present paper we prove polynomial-time solvability of the
maximum independent set problem for subcubic graphs excluding large apples
with a long stem. An apple with a long stem A∗

k is obtained from an apple Ak by
adding one more vertex which is adjacent to the stem of Ak only. We show that
for any fixed value of k, the maximum independent set problem in the class of
(A∗

k, A
∗
k+1, . . .)-free subcubic graphs can be solved in polynomial time. Observe
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that this class contains all S2,p,p-free subcubic graphs for any fixed p < k (as long
as k ≥ 6) and hence our result brings us much closer to the proof of Conjecture 1.

2 Preliminaries

All graphs in this paper are simple, i.e. undirected, without loops and multiple
edges. The vertex set and the edge set of a graph G is denoted by V (G) and E(G),
respectively. The neighbourhood N(v) of a vertex v ∈ V (G) is the set of vertices
of G adjacent to v. The degree of v ∈ V (G) is the number of its neighbours, i.e.
|N(v)|. As usual, Pn and Cn denote a chordless path and a chordless cycle with
n vertices, respectively,

A subgraph of G induced by a subset U ⊆ V (G) is denoted G[U ]. If G
contains no induced subgraph isomorphic to a graph H, we say that G is H-free.

Outline of the Proof. To prove polynomial-time solvability of the maximum inde-
pendent set problem in the class of (A∗

k, A
∗
k+1, . . .)-free subcubic graphs,

1. We start by checking if the input graph G has an induced copy of S2,2,2. If
G is S2,2,2-free, then the problem can be solved for G in polynomial time [8].
Otherwise, we proceed to checking whether G has an induced cycle of length
at least p = 300k. This can be done in polynomial time, as shown in Lemma1
below. If G does not contain induced cycles of length at least p, then the tree-
width of G is bounded by a function of k [2] and hence the problem can be
solved in polynomial time for G.

2. If G contains an induced copy of S2,2,2 and a large induced cycle C, then in
the absence of large induced apples with long stems we prove that it must
contain a large extended cycle C∗, which is a graph obtained from C by
adding two vertices that create a C6 together with four consecutive vertices
of C (see Fig. 7 in Sect. 4). This is shown in Sect. 3. An important ingredient
of this proof is the assumption that the input graph G is connected and
has no separating cliques, i.e. cliques whose removal disconnects the graph.
A polynomial-time reduction of the maximum independent set problem to
graphs without separating cliques can be found in [11,12].

3. After the previous two steps we can assume that our graph contains a large
extended cycle. In Sect. 4 we show how to destroy such a large extended
cycle by means of various local reductions. Each of them transforms G into a
smaller graph G′ in the same class with a fixed difference α(G) − α(G′). The
set of reductions is described in Sect. 4.1 and their application to a graph G
containing a large extended cycle is described in Sect. 4.2. By destroying the
large extended cycle C∗, we destroy either the cycle C or the induced copy
of S2,2,2 (or both) and return to Step 1 to check if there are other copies of a
large induced cycle or an induced S2,2,2.

The first step of the proof outline above is rather straight-forward and relies
on Lemma 1, stated below. The main difficulties lie in the second step (showing
that if the graph has an S2,2,2 and a large induced cycle, then it has a long



44 A. Harutyunyan et al.

extended cycle), which is handled in Sect. 3; and in the third step (showing how
to deal with a large extended cycle), which is handled in Sect. 4. Due to space
constraints, some proofs have been moved to the appendix.

Lemma 1. For each p there is an algorithm running in time nO(p) which decides
if a given n-vertex graph contains an induced cycle of length at least p.

3 From Large Cycles to Extended Large Cycles

We recall that C∗ denotes an extended cycle, i.e. the graph obtained from a cycle
C by adding two vertices that create a C6 together with four consecutive vertices
of C (see Fig. 7 in Sect. 4). Also, A∗

p denotes an apple with a long stem, where p
stands for the size of the cycle in the apple. An apple with a long stem consisting
of a cycle C and two stem vertices x, y will be denoted Cx,y.

The main goal of this section is to show that if G contains a large induced
cycle and an induced copy of S2,2,2, then it contains either a large induced
extended cycle or a large induced apple with a long stem. This will be shown
in two steps in Lemmas 2 and 3. Since we are dealing with graphs which do
not contain large induced apples with long stems, the result of this section is
that we may assume that our graph contains a large induced extended cycle.
We note that throughout this section we will assume that our graph does not
contain any separating cliques; in case it does, it is known how to reduce solving
Independent Set to smaller graphs that do not contain such cliques [11,12].

Lemma 2. Let G be a subcubic graph without separating cliques. If G has an
induced cycle C of length p and an induced copy of S2,2,2, then G has an induced
cycle of length at least p/12 containing the center of an induced S2,2,2.

Lemma 3. Let G be a subcubic graph without separating cliques. If G has an
induced cycle C of length p containing the center of an induced S2,2,2, then G
has an induced extended cycle C∗

t or an induced apple with a long stem A∗
t with

t ≥ p/8.

4 Destroying Large Extended Cycles

According to the previous section, if an (A∗
k, A

∗
k+1, . . .)-free subcubic graph G

contains a large induced cycle and an induced copy of S2,2,2, then it must contain
a large extended cycle C∗. The goal of the present section is to show how to
destroy large extended cycles by means of various local graph reductions. We
describe these reductions in Sect. 4.1 and apply them to large extended cycles in
Sect. 4.2.
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Fig. 2. Φ-reduction

4.1 Graph Reductions

Φ-Reduction and House-Reduction. We start with the Φ-reduction intro-
duced in [8]. It applies to a graph G containing an induced copy of the graph Φ
represented on the left of Fig. 2 and consists in replacing Φ by the graph on the
right of Fig. 2.

Lemma 4. By applying the Φ-reduction to an (A∗
k, A

∗
k+1, . . .)-free subcubic

graph G, we obtain an (A∗
k, A

∗
k+1, . . .)-free subcubic graph G′ with α(G′) =

α(G) − 2.

A house is the complement of a P5. If a graph G contains an induced house,
the house-reduction consists in removing from G the vertices that form a triangle
in the house. It was shown in [8] that if G is a subcubic graph, then the house-
reduction reduces α(G) by exactly 1.

Π-Reduction. Now we introduce the Π-reduction illustrated in Fig. 3. In a
graph G, an induced Π is the graph represented on the left of Fig. 3. We observe
that vertex f can be missing, in which case vertices a and c have no other
neighbours in G. However, if f exists, that is, if one of a, c has a neighbour
outside of {1, 3, e}, then f is a common neighbour of a, c. Similarly, vertex h can
be missing, in which case vertices b and d have no other neighbours in G.

f

e
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Fig. 3. Π-reduction

Lemma 5. By applying the Π-reduction to an (A∗
k, A

∗
k+1, . . .)-free subcubic

graph G, we obtain an (A∗
k, A

∗
k+1, . . .)-free subcubic graph G′ with α(G′) =

α(G) − 2.
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Fig. 4. Γ -reduction

Γ -Reduction. One more reduction is illustrated in Fig. 4. We will refer to it as
Γ -reduction. Again, vertex f can be missing, in which case vertices b and d have
degree 2 in the graph, but if f exists it is a common neighbour of b, d.

Lemma 6. By applying the Γ -reduction to an (A∗
k, A

∗
k+1, . . .)-free subcubic

graph G, we obtain an (A∗
k, A

∗
k+1, . . .)-free subcubic graph G′ with α(G′) =

α(G) − 2.
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Fig. 5. Θ graph

Θ-Reduction

Lemma 7. If a subcubic graph G contains an induced Θ (see Fig. 5), then the
deletion of vertices x, y reduces the independence number of G by exactly 1.

Total Struction and Subgraph Reduction. Total struction is an operation
that was introduced in [1]. Roughly speaking, this operation allows us to identify
a part of the graph that can be replaced by an auxiliary graph in a way that
decreases the size of the maximum independent set by a precise value. Even
though this operation is quite powerful, in this paper we will only need to use
two special cases of total struction, given by Corollaries 1 and 2.

Corollary 1. For any graph G = (V,E) and H ⊆ V let N [H] denote the set of
vertices at distance at most 1 from H. Then, we have the following: if α(G[H]) =
α(G[N [H]]), then α(G[V \ N [H]]) = α(G) − α(G[H]).

Informally, Corollary 1 gives rise to the following transformation: if we can
find a set of vertices H such that G[H] and G[N [H]] have the same maximum
independent set, then we simply select an independent set of H in our solution
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Fig. 6. Graphs A1, A2 and A3

and delete all vertices of N [H]. The deletion of N [H] in the case when α(G[H]) =
α(G[N [H]]) was called in [8] the H-subgraph reduction.

It is not difficult to check that if A1, A2, or A3 (see Fig. 6) is an induced
subgraph of a subcubic graph, then we can use Corollary 1 as we have:

– α(A1[{2, 3, 5, 6, x, y}]) = α(A1) = 3,
– α(A2[{1, 2, 3, 5, 6, x, y}]) = α(A2) = 4,
– α(A3[{1, 2, 3, 5, 6, x, y}]) = α(A3) = 4.

Lemma 8. If A1, A2, or A3 is an induced subgraph of a subcubic graph G, then
α(G − A1) = α(G) − 3, α(G − A2) = α(G) − 4, α(G − A3) = α(G) − 4.

Corollary 2. Let G = (V,E) be a subcubic graph and K ⊆ V such that G[K]
induces a K2,3. Then, if G′ is the graph obtained from G by deleting the vertices
of K and introducing a new vertex z connected to N(K), we have (i) α(G′) =
α(G) − 2 and (ii) if G′ contains an apple with a long stem A∗

p, then G also
contains an apple with a long stem A∗

p′ , with p′ ≥ p.

4.2 Applying Graph Reductions to Large Extended Cycles

Let G be an (A∗
k, A

∗
k+1, . . .)-free subcubic graph. For ease of terminology and

notation we will refer to any A∗
t with t ≥ k simply as a large apple with a long

stem. According to Sect. 3, we may assume that G contains a large extended
cycle C∗

p , i.e. a graph that consists of an induced cycle of length p, plus two extra
vertices which form a C6 together with four consecutive vertices of the cycle and
have no other neighbours in C∗

p . We denote the vertices of an extended cycle
as shown in Fig. 7, where we have given labels to the vertices of the C6, plus
some other interesting vertices. In the remainder we use simply C∗ to denote
the extended cycle and C6 to denote the set of vertices {1, 2, 3, 4, 5, 6}. Without
loss of generality, we assume that p ≥ 3k.

We will now go through a sequence of cases that covers all possible ways in
which C∗ may be connected to the rest of the graph.

Case 0: Vertices 2 and 3 both have degree 2 in G. In this case we delete
2, 3 from the graph and add the edge connecting 1 to 4. This decreases α(G)
by exactly 1. Also, it is not difficult to check that this transformation does not
create any new forbidden induced subgraphs.
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Fig. 7. An extended cycle

Because of the above we can assume that the set {2, 3} has a neighbour
outside of C∗. We call this vertex x. Without loss of generality we assume that
x is connected to 2. Let us consider how x is connected to the rest of C∗. The
rest of the cases are defined as follows.

– Case 1.1: N(x) ∩ C∗ = {2}
– Case 1.2: N(x) ∩ C6 = {2} and x has exactly one neighbour in C∗ \ C6

– Case 1.3: N(x) ∩ C6 = {2} and x has two neighbours in C∗ \ C6

If we rule out the above cases we conclude that x has at least two neighbours
in C6. Since the degrees of 1, 4 are already three in C∗, we conclude that x has
at least two neighbours in {2, 3, 5, 6}. Let us also rule out two further cases.

– Case 1.4: N(x) ∩ C6 = {2, 3};
– Case 1.5: |N(x) ∩ C6| = 3

Lemma 9. If one of Cases 1.1–1.5 applies, then the instance can be simplified in
polynomial time. If none of Cases 1.1–1.5 applies, then either N(x)∩C6 = {2, 5}
or N(x) ∩ C6 = {2, 6}.

Thus, we may suppose: N(x)∩C6 = {2, 5} or N(x)∩C6 = {2, 6}. We handle
these two cases separately in the following subsections.

x is Adjacent to 2 and 6.

Lemma 10. Let x be a vertex adjacent to 2 and 6 and assume x has a neighbour
y not in C∗. Then G contains an induced Φ or an induced Π or an induced Γ
or an induced Θ.

Proof. If y is adjacent to 3, then by Lemma 9 (and symmetry) y is also adjacent
to 5 and hence vertices 1, 2, 3, 4, 5, 6, x, y induce a Θ.

If y is adjacent to c, then vertices 2, 3, 4, x, y, c create a cycle of length 6 which,
together with the path 1ab . . . d gives a second large extended cycle. Therefore,
by Lemma 9 applied to this extended cycle, vertex 5 must be adjacent to y and
hence vertices 1, 2, x, 6, y, 5, c, 4 induce a Φ.

If y is adjacent to a, then vertices a, y, 1, 2, x, 6, 3, 4, 5 induce a Γ with a
possible missing common neighbour of 3 and 5 (any neighbour of these vertices
must be common by Lemma 9).
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If y is adjacent to b and not adjacent to a, then vertices a, b, y, 1, 2, x, 6, 3, 4, 5
induce a Π with a possible missing common neighbour of 3 and 5 (any neighbour
of these vertices must be common by Lemma 9).

From now on, we assume y has no neighbours in {3, 5, a, b, c}. If y has neigh-
bours on C∗ \C6, then we can distinguish at most 3 cycles containing y as shown
in Fig. 8 (if y has only 1 neighbour on C∗ \ C6, the cycle C2 is missing).

We observe that at least one of the cycles C1, C2, C3 is large, i.e. has length
at least p/3. Then G contains a large apple with a long stem

– C∗ ∪ {x, y} \ {5, 6} if y has no neighbours on C∗ \ C6,
– C1 ∪ {3, 4} if C1 is large,
– C2 ∪ {x, 2} if C2 is large,
– C3 ∪ {1, a} if C3 is large.

A contradiction in all cases shows that y has a neighbour in {3, 5, a, b, c} and
hence G contains an induced Φ or an induced Π or an induced Γ or an induced
Θ. 	


b c

a 4

2
1 3

x

y
C1 C3

C2

Fig. 8. Vertex y has neighbours on C

We therefore find ourselves in the following context: N(x) ∩ C6 = {2, 6} and
N(x) \ C∗ = ∅. Before we proceed, let us identify another relevant vertex. If 3
has a neighbour outside C∗ we call that vertex y. By Lemma 9 (and appropriate
symmetry) y is also connected to 5. We have also argued that x and y are not
adjacent. We will in the remainder assume that the degree of x is at least as
large as the degree of y. This is without loss of generality, as the two vertices
can be exchanged by an appropriate automorphism of C∗. In what follows, we
analyze all possible adjacencies of x and y to the vertices of C∗.

Case 2.1: If x has degree 2 and y does not exist (therefore 3, 5 have degree
2), then we apply the H-subgraph reduction (Corollary 1) with H = {x, 3, 5}, in
which case α(G[H]) = α(G[N [H]]) = 3 and hence the removal of N [H] decreases
α(G) by 3.

Case 2.2: Assume x has degree 2 and y exists (therefore, y is connected
to 3, 5). We have assumed without loss of generality that x has at least as high
degree as y, therefore y has no other neighbour. We delete from the graph vertices
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2, 3, x, y. If G′ is the new graph, we claim that α(G′) = α(G)−2. The inequality
α(G′) ≥ α(G) − 2 is clear, since no independent set can take more than two of
the deleted vertices. To see that α(G) ≥ α(G′)+2, take a maximum independent
set in G′. If it contains vertex 5, then it does not contain 4 or 6. Therefore, we
can augment it with x, 3. If it contains 6, we can augment it similarly by adding
y, 2. Finally, if it contains neither 5 nor 6, we augment it with x, y.

Case 2.3: If x is connected to a, {x, 1, a, 2, 6} induces a K2,3, we can therefore
invoke Corollary 2 to simplify the graph.

Case 2.4: If x is connected to c, then x61ab . . . cx together with 3, 4 form a
large apple with a long stem.

Case 2.5: If x is connected to d, then x21ab . . . dx together with 3, 4 form a
large apple with a long stem.

Case 2.6: If x is connected to a vertex f of C∗ in the path from b to d (but
not b or d), then: if f is closer to a than to c, we take the path xf . . . dc432x plus
1, a; otherwise we take xf . . . ba12x plus 3, 4. In both cases these form a large
apple with a long stem.

Case 2.7: If x is connected to b and y does not exist, then we apply the H-
subgraph reduction with H = {x, 1, 3, 5}. It is not hard to check that α(G[H]) =
α(G[N [H]]) = 4 and hence the removal of N [H] decreases α(G) by 4.

Case 2.8: Assume x is connected to b, y exists and it has degree 2 (that is, y is
connected only to 3, 5). We delete from the graph the vertices {x, y, 1, 2, 3, 5, 6}
and add a new vertex z adjacent to a, b, 4. We claim α(G′) = α(G)−3. To see that
α(G) ≥ α(G′)+3 take an independent set of the new graph. If it does not include
z then we augment it with {2, 6, y}; if it does include z, it does not contain any
of a, b, 4, so we replace z with {1, x, 3, 5}. To see that α(G′) ≥ α(G) − 3 take
an independent set of G. If it contains at most three of the deleted vertices we
are done. If it contains four, these must be {1, x, 3, 5}, therefore the set does not
contain any of a, b, 4; in this case we replace the deleted vertices by z.

The new graph does not have a large apple with a long stem that uses z and
both a, b, since that would induce a triangle. If, on the other hand, it has an
apple with a long stem that uses z and at most two of its neighbours, then G
also has a subdivided copy of the same subgraph if we replace z with 1, 2, 3.

Case 2.9: Finally, suppose x is connected to b, y exists and y has degree
3. Since x and y have the same degree, we may exchange their roles, and by
symmetry and the same case analysis that we did for x we conclude that y must
be connected to d (otherwise one of the previous cases applies). We transform
the graph as follows: we delete the vertices 1, 2, 3, 4, 5, 6, x, y and add two new
vertices z, w such that z, w are connected to each other, z is connected to a, b,
and w is connected to c, d. We claim that α(G′) = α(G) − 3. First, to obtain
α(G′) ≥ α(G)− 3, take a maximum independent set of G. If it contains a vertex
from a, b and a vertex from c, d, then it contains at most three of the deleted
vertices, since the six deleted vertices which are not adjacent to a vertex of the
independent set induce a cycle of length 6. In all other cases, the independent set
in G contains at most four of the deleted vertices. However, if the set does not
contain any of a, b, we can augment it with z in G′, while if it does not contain
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any of c, d we can add to it w. To see that α(G) ≥ α(G′) + 3, take a maximum
independent set in G′. If it is using z, then it does not contain a or b. In G we
replace z with 1, x, 3, 5. The situation is symmetric if the set contains w. Finally,
if it does not contain either z or w, we observe that deleting the neighbours of
the set among the removed vertices gives a cycle of length 6, of which we can
select three vertices. The transformation does not introduce a new large apple
with a long stem, since the closed neighbourhoods of z, w include a triangle,
therefore if one or two of these vertices is used in the apple we can replace them
with an appropriate induced path through the deleted vertices in G.

x is Adjacent to 2 and 5

Lemma 11. Let x be a vertex adjacent to 2 and 5 and assume x has a neighbour
y not in C∗. Then G contains an induced A1 or an induced A2 or an induced
A3 (Fig. 6).

Proof. If y is adjacent to 3 or 6, then y is adjacent to both 3 and 6 (Lemma9)
and hence G contains an induced A1. Assume y is adjacent to a. Then, if all
three vertices 3, 6, y have degree 2 in G, then G contains an induced A2. If vertex
3 has degree three, it has a common neighbour with 6 (by Lemma 9), call this
neighbour z. We claim that z must also be connected to y, which will give an
induced A3. To see this, consider the set of vertices (C∗ \{2, 3})∪{x, y}. This set
induces an extended cycle, where the C6 is now formed by a, 1, 6, 5, x, y. Since z
is connected to 6, it must be connected to one of {x, y} (Lemma 9). However, x
already has three neighbours (2, 5, y), therefore, z is connected to y.

If y is adjacent to c this is symmetric to y being adjacent to a. So, we suppose
that y is adjacent to none of 3, 6, a, c. The rest of the proof is similar to that of
Lemma 10 with the only difference that if y is adjacent only to b this time we
can find a large apple with a long stem, where the stem is {1, 6} and the cycle
goes through byx234cd . . . b. 	

Lemma 12. Let x be a vertex adjacent to 2 and 5 and assume x has a neighbour
in C∗ \ C6. Then this neighbour is one of a and c.

To complete the case analysis, we prove the following lemma.

Lemma 13. Let x be a vertex adjacent to 2 and 5 and suppose that if x has a
neighbour in C∗ \ C6, then this neighbour is a. Then we can in polynomial time
reduce our instance to a smaller instance.

5 Conclusion

Summarizing the discussion in the previous sections, we make the following con-
clusion, which extends several previously known results.

Theorem 2. Maximum independent set can be solved in polynomial time in the
class of (A∗

k, A
∗
k+1, . . .)-free subcubic graphs for any fixed value of k.



52 A. Harutyunyan et al.

Since A∗
t contains S2,k,k for any t > 2k +1, we derive the following corollary

Corollary 3. Maximum independent set can be solved in polynomial time in the
class of S2,k,k-free subcubic graphs for any fixed value of k.

This result brings us closer to the dichotomy of Conjecture 1. However, prov-
ing this conjecture in its whole generality remains a challenging open problem.
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Foundation Grant No. 17-11-01336.
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Abstract. A connected graph G is called matching covered if every edge
of G is contained in a perfect matching. Perfect matching width is a width
parameter for matching covered graphs based on a branch decomposition.
It was introduced by Norine and intended as a tool for the structural
study of matching covered graphs, especially in the context of Pfaffian
orientations. Norine conjectured that graphs of high perfect matching
width contain a large grid as a matching minor, similar to the result on
treewidth by Robertson and Seymour.

In this paper we obtain the first results on perfect matching width
since its introduction. For the restricted case of bipartite graphs, we
show that perfect matching width is equivalent to directed treewidth
and thus, the Directed Grid Theorem by Kawarabayashi and Kreutzer
for directed treewidth implies Norine’s conjecture.

Keywords: Branch decomposition · Perfect matching ·
Directed treewidth · Matching minor

1 Introduction

The concept of width parameters, or decompositions of graphs into tree-like
structures has proven to be a powerful tool in both structural graph theory
and for coping with computational intractability. The shining star among these
concepts is the treewidth of undirected graphs introduced in its popular form in
the Graph Minor series by Robertson and Seymour (see [RS10]).

Tree decompositions are a way to decompose a given graph into loosely
connected small subgraphs of bounded size that, in many algorithmic appli-
cations, can be dealt with individually instead of considering the graph as a
whole. This concept allows the use of dynamic programming and other tech-
niques to solve many hard computational problems (see for example [Bod96,
Bod97,Bod05,DF16]). A major milestone in the graph minor project was the
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Grid Theorem [RS86], which states that if the treewidth of a graph is sufficiently
high, the graph has a large grid as a minor.

A natural generalisation of treewidth to directed graphs, directed treewidth,
was introduced by Reed in [Ree99] and by Johnson et al. in [JRST01] along with
the conjecture of a directed version of the Grid Theorem. After being open for sev-
eral years, the conjecture was proven by Kawarabayashi and Kreutzer [KK15]).

It is possible to go further and to consider even more general structures
than directed graphs. One of the ways to do this is to characterise (strongly
connected) directed graphs by pairs of undirected bipartite graphs and perfect
matchings. The generalisation (up to the strong connectivity) is then to drop
the condition on the graphs to be bipartite. The theory of matching minors in
matching covered graphs is deeply connected to the theory of butterfly minors
in strongly connected directed graphs. This connection can be used to show
structural results on directed graphs by using matching theory (see [McC00,
GT11]).

The corresponding branch of graph theory was developed from the theory of
tight cuts and tight cut decompositions of matching covered graphs introduced
by Kotzig, Lovász and Plummer [Lov87,LP09,Kot60]. A graph is matching cov-
ered if it is connected and each of its edges is contained in a perfect matching.
One of the main incentives of the field is the question of Pfaffian orientations;
see [McC04,Tho06] for an overview on the subject. Matching minors can be used
to characterise the bipartite Pfaffian graphs [McC04,RST99]. The characterisa-
tion implies a polynomial time algorithm for the problem to decide whether a
matching covered bipartite graph is Pfaffian or not.

While no polynomial time algorithm for recognising general Pfaffian graphs is
known, Norine defines a branch decomposition for matching covered graphs and
gives an algorithm that decides whether a graph from a class of bounded perfect
matching width is Pfaffian in XP-time. Norine and Thomas also conjecture a grid
theorem for this new width parameter (see [Nor05,Tho06]). Based on the above
mentioned ties between bipartite matching covered graphs and directed graphs,
Norine conjectures in his thesis that the Grid Theorem for digraphs would at
least imply the conjecture in the bipartite case. Whether perfect matching width
and directed treewidth could be seen as equivalent was unknown at that time.

Contribution. We prove that high perfect matching width of a bipartite graph
implies that it has a large cylindrical grid as a matching minor, which settles the
Matching Grid Conjecture for the bipartite case. We also show that the reverse
direction holds. To do so, in Sect. 2, we introduce a branch decomposition and a
corresponding new width parameter for directed graphs, cyclewidth, and prove
its equivalence to directed treewidth. This new width measure is very interesting
in itself and not only because, while equivalent to treewidth, it is much better
behaved since it is closed under minors.

As an advantage of cyclewidth we consider that its introduction leads to
a straightforward proof of the Matching Grid Theorem for bipartite graphs: in
Sect. 3 we show that cyclewidth and perfect matching width are within a constant
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factor of each other; this immediately implies the Matching Grid Theorem for
bipartite graphs. Our proofs are algorithmic and thus also imply an approxima-
tion algorithm for perfect matching width on bipartite graphs, which is the first
known result on this matter.

We also show that the perfect matching width of a matching minor of a
matching covered bipartite graph is at most two times higher than the perfect
matching width of the original graph.

A width parameter like cyclewidth never considers an edge that is not con-
tained in a directed cycle. So, when studying cyclewidth and related topics,
one might restrict themselves to strongly connected digraphs. Similarly, an edge
that is not contained in any perfect matching is, in most cases, irrelevant for the
matching theoretic properties of the graph. For this reason it is common to only
consider matching covered graphs as this does not pose any loss of generality.

We take the freedom to rename Norine’s matching-width [Nor05] to perfect
matching width to better distinguish it from related parameters such as maxi-
mum matching width (see [JST17]).

1.1 Preliminaries

We consider finite graphs and digraphs without multiple edges and use standard
notation (see [Die17]). For a graph G, its vertex set is denoted by V (G) and its
edge set by E(G), and similarly for digraphs where we call arcs edges.

Let X ⊆ V (G) be a non-empty set of vertices in a graph G. The cut around
X is the set ∂ (X) ⊆ E(G) of all edges joining vertices of X to vertices of
V (G)\X. We call X and V (G)\X the shores of ∂ (X). A set E ⊆ E(G) is a cut
if E = ∂ (X) for some X. Note that in connected graphs the shores are uniquely
defined.

A matching of a graph G is a set M ⊆ E(G) such that no two edges in M
share a common endpoint. If e = xy ∈ M , e is said to cover the two vertices
x and y. A matching M is called perfect if every vertex of G is covered by an
edge of M . We denote by M (G) the set of all perfect matchings of a graph
G. A graph G is called matching covered if G is connected and for every edge
e ∈ E(G) there is an M ∈ M (G) with e ∈ M .

Definition 1.1. Let G = (A ∪ B,E) be a bipartite graph and let M ∈ M (G) be
a perfect matching of G. The M -direction D (G,M) of G is defined as follows
(see also Fig. 1). Let M =

{
a1b1, . . . , a|M |b|M |

}
with ai ∈ A, bi ∈ B for 1 ≤ i ≤

|M |. Then,
(i) V (D (G,M)) :=

{
v1, . . . , v|M |

}
and

(ii) E(D (G,M)) := {(vi, vj) | aibj ∈ E(G)}.
Thus, the M -direction D (G,M) of G is defined by contracting the edges of M ,
and orienting the remaining edges of G from A to B. The following is a well
known observation about M -directions.
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Fig. 1. A bipartite graph G = (A ∪ B,E) with perfect matching M and its M -direction.

Lemma 1.2. A digraph D is strongly connected if and only if there is a bipartite
matching covered graph G and a perfect matching M ∈ M (G) such that D is
isomorphic to D (G,M). Furthermore, the pair (G,M) is uniquely defined by D.

This shows why matching covered graphs are such a meaningful graph class,
because they correspond to the strongly connected directed graphs.

2 Directed Treewidth and Cyclewidth

Since perfect matching width is defined via a branch decomposition, our first step
towards showing the asymptotic equivalence of directed treewidth and perfect
matching width of bipartite graphs is to relate directed treewidth to cyclewidth, a
directed branchwidth parameter. In Sect. 2.1, we introduce cyclewidth and show
that it provides a linear lower bound on the directed treewidth. Then, in Sect. 2.2,
we show that taking butterfly minors does not increase the cyclewidth and that
large cylindrical grids have large cyclewidth. The Directed Grid Theorem then
implies that there exists a function that bounds the cyclewidth of a digraph from
below by its directed treewidth.

2.1 Cyclewidth: A Branch Decomposition for Digraphs

An arborescence is a directed tree T with a root r0 and all edges directed away
from r0. Let D be a digraph and let Z ⊆ V (D). A set S ⊆ V (D)−Z is Z-normal
if there is no directed walk in D −Z with the first and last vertex in S that uses
a vertex of D − (Z ∪ S).

Definition 2.1. A directed tree decomposition of a digraph D is given by a
triple (T, β, γ), where T is an arborescence, β : V (T ) → 2V (D) and γ : E(T ) →
2V (D) are functions such that

(i) {β(t) | t ∈ V (T )} is a partition of V (D) into possibly empty sets, and
(ii) if e ∈ E(T ), then

⋃ {β(t) | t ∈ V (T ), t > e} is γ(e)-normal.

For any t ∈ V (T ) we define Γ (t) := β(t)∪⋃ {γ(e) | e ∈ E(T ), e ∼ t}, where e ∼ t
means that e is incident with t. The width of (T, δ, γ) is the least integer w such
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that |Γ (t)| ≤ w +1 for all t ∈ V (T ). The directed treewidth dtw(D) of D is the
least integer w such that D has a directed tree decomposition of width w. The
sets β(t) are called bags and the sets γ(e) are called the guards of the directed
tree decomposition. For a subtree T ′ of T we write β(T ′) for

⋃
v∈V (T ) β(v).

Definition 2.2 (Butterfly Minor). Let D be a digraph. An edge e = (u, v) ∈
E(D) is butterfly-contractible if e is the only outgoing edge of u or the only
incoming edge of v. A butterfly contraction is the operation of identifying the
endpoints of a butterfly-contractible edge and deleting any resulting multiple edges
and loops. A digraph D′ is a butterfly-minor of D, if it can be obtained from a
subgraph of D by butterfly contractions.

Definition 2.3 (Cylindrical Grid). A cylindrical grid D�
k of order k consists

of k concentric directed cycles and 2k paths connecting the cycles in alternating
directions, see Fig. 2.

Fig. 2. A cylindrical grid of order 6.

Theorem 2.4 (Kawarabayashi and Kreutzer [KK15]). There is a function
f : N → N such that every digraph D either satisfies dtw(D) ≤ k, or contains
the cylindrical grid of order f(k) as a butterfly minor.

The problem of relating directed treewidth and perfect matching width is that
the latter is defined by a branch decomposition where the value of a cut is
determined locally with respect to the cut while, in a directed tree decomposition,
the guards of a tree edge may appear almost everywhere in the graph.

In order to approach this problem, we introduce a new width parameter,
which is defined over a branch decomposition.

Let T be a tree and e = tt′ ∈ E(T ). Then T � e := (T1, T2) where T1 is the
subtree containing t and T2 the subtrees containing t′ in T − e. Let L (T ) denote
the set of leaves of T .

Definition 2.5 (Cyclewidth). Let D be a digraph. A cycle decomposition of D
is a tuple (T, ϕ), where T is a cubic tree (i.e. all inner vertices have degree three)
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and ϕ : L (T ) → V (D) is a bijection. For a subtree T ′ of T we use ϕ(T ′) :=
{ϕ(t) | t ∈ V (T ′) ∩ L (T )}. Let t1t2 ∈ E(T ) and let (T1, T2) := T � t1t2. Let
∂ (t1t2) := ∂ (ϕ(T1)). The cyclic porosity of the edge t1t2 is defined as

cp (∂ (t1t2)) := max
C family of pairwise

disjoint directed cycles
in D

∣
∣
∣∂ (t1t2) ∩

⋃

C∈C
E(C)

∣
∣
∣.

The width of a cycle decomposition (T, ϕ) is given by maxt1t2∈E(T ) cp(∂(t1t2))/2 and
the cyclewidth of D is defined as

cw (D) := min
(T,ϕ) cycle decomposition

of D

max
t1t2∈E(T )

cp(∂(t1t2))/2.

The factor of 1/2 might seem arbitrary and it kind of is. We added it because
otherwise cyclewidth would only take even numbers which is a quite strange
property for a width measure.

In order to show that directed treewidth bounds cyclewidth from above by a
function, we construct a cycle decomposition from a directed tree decomposition
in two steps. First, we push all vertices contained in bags of inner vertices of the
arborescence into leaf bags. Second, we transform the result into a cubic tree.

Lemma 2.6. Let (T, β, γ) be a directed tree decomposition of a digraph D. There
is a linear time algorithm that computes a directed tree decomposition (T ′, β′, γ′)
of D of the same width such that |β′(�)| = 1 for all � ∈ L (T ′) and β′(t) = ∅ for
all inner vertices of T .

Proof (sketch). For every t ∈ V (T ) \ L(T ) we introduce a new child t′ with
β′(t′) := β(t) and γ′(tt′) := γ(st) where st ∈ E(T ). Finally, β′(t) := ∅. It is easy
to confirm that the construction yields a directed tree decomposition of the same
width as (T, β, γ). 
�
We call a directed tree decomposition like the one we obtain from Lemma 2.6 a
leaf directed tree decomposition. For the second step we need to further manip-
ulate this decomposition. A cycle decomposition requires a cubic tree, therefore
we have to transform the arborescence of our decomposition into one of total
degree 3 at every vertex. To achieve this we replace every high degree vertex by
a long path and attach the children one at a time while maintaining the guards.
Then, for every vertex of degree two we contract one of its incident edges.

Lemma 2.7. If the directed treewidth of a digraph D is at most k, then there is
a cubic leaf directed tree decomposition of width k for D.

Both constructions in the proofs of Lemmata 2.6 and 2.7 can be computed in
linear time. It remains to observe that if we forget the orientation of the edges
as well as the guard function of the resulting decomposition, we obtain a cycle
decomposition of bounded width.

Proposition 2.8. For every digraph D holds cw (D) ≤ dtw(D). Moreover, a
cycle decomposition of D of width at most k can be computed from a directed
tree decomposition of D of width k.

This can be done in polynomial time.
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2.2 Cyclewidth and Cylindrical Grids

The goal of this subsection is to establish a lower bound on the cyclewidth of a
digraph in terms of its directed treewidth. Here we face a special challenge. Most
width parameters, including directed treewidth, imply separations of bounded
size, namely in the width of the decomposition. For cyclewidth it is not immedi-
ately clear whether there exists a function f : N → N such that, given a digraph
D and a cut ∂ (X) in D, there always is a set S ⊆ V (D) that hits all directed
cycles crossing ∂ (X) and satisfying |S| ≤ f(cp (∂ (X))).

We take a different approach. We show that the cyclewidth of cylindrical
grids is unbounded and that cyclewidth is closed under taking butterfly minors
(a property that does not hold for directed treewidth as shown by Adler [Adl07]).
The Directed Grid Theorem then implies the desired result.

Theorem 2.9. If D is a digraph and D′ is a butterfly minor of D, then
cw (D′) ≤ cw (D).

For some intuition behind Theorem 2.9 note that, if an edge e is butterfly con-
tractible, every directed cycle containing one of the two endpoints of e must
contain e itself. Therefore, by contracting the edge no new cycles are generated
and so if there is a family of directed cycles in D′ that witnesses the cycle poros-
ity of some cut in D′, it corresponds to a family of cycles in D witnessing the
cycle porosity of the corresponding cut. This property is especially interesting,
because directed treewidth itself is not closed under butterfly minors.

Lemma 2.10. The cylindrical grid of order k has cyclewidth at least k/3.

Proof (sketch). Every cycle decomposition of every digraph D contains an edge e
that induces a bipartition of V (D) where both partitions contain at least a third
of V (D). For a cycle decomposition of a large cylindrical grid, consider such an
edge. In case that both shores contain a concentric cycle C1 and C2 of the grid,
the cycle starting at C1, going to C2, returning to C1 and so on intersects the
cut with every change between C1 and C2. In the other case one of the shores
contains no concentric cycle completely. The other shore can contain at most
two third of the concentric cycles completely, i.e. the remaining (at least k/3)
cycles cross the cut. 
�
We conclude this section by stating and proving its main result: the equivalence
between directed treewidth and cyclewidth.

Theorem 2.11. A class D of digraphs is a class of bounded directed treewidth
if and only if it is a class of bounded cyclewidth.

Proof. Let D be a class of digraphs. Suppose D has unbounded directed
treewidth, then for each n ∈ N there is a digraph D′

n ∈ D such that dtw(D′) ≥ n.
By Theorem2.4, we can conclude that for every n ∈ N there is a digraph Dn ∈ D
that contains the cylindrical grid of order n as a butterfly minor. Therefore,
cw (Dn) ≥ n

3 by Lemma 2.10 and Theorem 2.9. Thus, D has also unbounded
cyclewidth. Vice versa, assume D is of bounded directed treewidth. Then it also
is of bounded cyclewidth due to Proposition 2.8. 
�
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3 Perfect Matching Width

We now leave the world of directed graphs and start to consider undirected
graphs with perfect matchings. As seen in Lemma 1.2, strongly connected
directed graphs correspond to matching covered bipartite graphs with a fixed
perfect matching. We discuss this correspondence in more detail in this section.
The goal of this section is to establish a connection between the perfect matching
width of bipartite matching covered graphs and the directed treewidth of their
M -directions.

A set S ⊆ V (G) of vertices is called conformal if G−S has a perfect matching.
Given a perfect matching M ∈ M (G), a set S ⊆ V (G) is called M -conformal
if M contains a perfect matching of both G − S and G[S]. A subgraph H ⊆ G
is conformal if V (H) is a conformal set and it is called M -conformal if V (H)
is M -conformal. If a cycle C is M -conformal, there is another perfect matching
M ′ = M with E(C) \ M ⊆ M ′. Hence, if needed, we say C is M -M ′-conformal
to indicate that M and M ′ form a partition of the edges of C.

3.1 Perfect Matching Width and Directed Cycles

Definition 3.1 (Perfect Matching Width). Let G be a matching covered
graph. We define the matching-porosity of ∂ (X) as follows:

mp (∂ (X)) := max
M∈M(G)

|M ∩ ∂ (X)| .

A perfect matching decomposition of G is a tuple (T, δ) where T is a cubic tree
and δ : L (T ) → V (G) a bijection. Let e be an edge in T . Removing the edge e
splits T in two subtrees T1 and T2. Let

Xi := {δ(t) | t ∈ L (T ) ∩ V (Ti)}

be the two classes of that partition. Note that ∂ (X1) = ∂ (X2) defines an edge
cut in G, we refer to it by ∂ (e). The width of (T, δ) is given by maxe∈E(T ) mp (e)
and the perfect matching width of G is then defined as

pmw (G) := min
(T,δ) perfect matching
decomposition of G

max
e∈E(T )

mp (∂ (e)) .

If we consider the M -direction of a matching covered bipartite graph G with
M ∈ M (G), then any cycle decomposition (T, ϕ) of D (G,M) can be interpreted
as a decomposition of G where ϕ is a bijection between L (T ) and M . Then,
every edge in T induces a bipartition of V (G) into M -conformal sets. The next
definition relates this observation to perfect matching decompositions.

Definition 3.2 (M-Perfect Matching Width). Let G be a matching covered
graph and M ∈ M (G). Define S as the set of all perfect matching decompo-
sitions (T, δ) of G such that for every inner edge e holds if (T1, T2) = T � e,
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then δ(L (T1)) and δ(L (T2)) are M -conformal. The M -perfect matching width,
M -pmw, is defined as

M -pmw (G) := min(T,δ)∈S maxe∈E(T ) mp(∂(e))/2.

Here again the factor 1/2 avoids the measure to take only even numbers.

Proposition 3.3. Let G be a matching covered graph and M ∈ M (G). Then,
pmw(G)/2 ≤ M -pmw (G) ≤ pmw (G).

Proof (sketch). The first inequality is trivial. For the second one consider a cut
∂ (X) of matching porosity k. Then, our desired perfect matching M has at most
k edges in ∂ (X). Therefore, we have to shift at most k vertices from X to X in
order to obtain a cut between two M -conformal sets. Since we shift at most k
vertices for every cut, the matching porosity increases by at most k, so it ends
up to be 2k. Thus the M -perfect matching width is k again. 
�
We now need the following observation. Let G = (A ∪ B,E) be a bipartite
matching covered graph and M,M ′ ∈ M (G) two distinct perfect matchings.
Then the graph induced by M ∪ M ′ consists only of isolated edges and M -M ′-
conformal cycles. Moreover, the isolated edges are exactly the set M ∩M ′. Let C
be such an M -M ′-conformal cycle. Then in both, D (G,M) and D (G,M ′), C
corresponds to a directed cycle. On the other hand let N ∈ M (G) and let C
be a directed cycle in D (G,N). Then C corresponds to an N -conformal cycle
CN in G of exactly double the length, where E(C) and E(CN ) \ N coincide (if
we forget the direction of edges in C). Thus (N \ E(CN )) ∪ (E(CN ) \ N) is a
perfect matching of G.

So there is a one-to-one correspondence between the directed cycles in
D (G,M) and the M -conformal cycles in G. Using this insight we can trans-
late an M -perfect matching decomposition of G to a cycle decomposition of
D (G,M) and back, which yields the next lemma.

Lemma 3.4. Let G be a bipartite and matching covered graph and M ∈ M (G).
Then M -pmw (G) = cw (D (G,M)).

The following theorem is an immediate corollary of Proposition 3.3 and
Lemma 3.4.

Theorem 3.5. Let G be a bipartite and matching covered graph and M ∈
M (G). Then pmw(G)/2 ≤ cw (D (G,M)) ≤ pmw (G).

3.2 The Bipartite Matching Grid

We now almost have all pieces in place to deduce the grid theorem for matching
covered bipartite graphs. The only missing piece is a minor concept for matching
covered graphs. The standard concept of contractions in graphs reduces the num-
ber of vertices by exactly one. Thus, it does not preserve the property whether
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the graph contains a perfect matching. However, if we always consider conformal
subgraphs and contract two edges at a time, parity is not an issue.

The idea of matching minors appears in the work of McGuaig [McC01],
but the formal framework and the actual name were introduced by Norine and
Thomas in [NT07].

Definition 3.6 (Bicontraction). Let G be a graph and let v0 be a vertex of G
of degree two incident to the edges e1 = v0v1 and e2 = v0v2. Let H be obtained
from G by contracting both e1 and e2 and deleting all resulting parallel edges. We
say H is obtained from G by bicontraction or bicontracting the vertex v0.

Definition 3.7 (Matching Minor). Let G and H be graphs. We say that H
is a matching minor of G if H can be obtained from a conformal subgraph of G
by repeatedly bicontracting vertices of degree two.

There is a strong relation between matching minors of bipartite matching covered
graphs and butterfly minors of strongly connected digraphs.

Lemma 3.8 (McGuaig [McC00]). Let G and H be bipartite matching covered
graphs. Then H is a matching minor of G if and only if there exist perfect
matchings M ∈ M (G) and M ′ ∈ M (H) such that D (H,M ′) is a butterfly
minor of D (G,M).

We want to establish a relation between the perfect matching width of a matching
covered graph and the perfect matching width of its matching minors. By using
our result on the relation of the cyclewidth of digraphs and the cyclewidth of
their butterfly minors, we are able to derive the next result.

Proposition 3.9. Let G and H be matching covered bipartite graphs. If H is a
matching minor of G, then pmw (H) ≤ 2pmw (G).

Proof. Let H be a matching minor of G. Then, Lemma 3.8 provides the
existence of perfect matchings M ∈ M (G) and M ′ ∈ M (H) such that
D (H,M ′) is a butterfly minor of D (G,M). The M -perfect matching width
of G is at most pmw (G) by Proposition 3.3 and, by Lemma 3.4, M -pmw (G) =
cw (D (G,M)). Since D (H,M ′) is a butterfly minor of D (G,M), Theorem 2.9
gives us cw (D (H,M ′)) ≤ cw (D (G,M)). At last, using Lemma3.4 again and
combining the above inequalities, we obtain pmw (H) ≤ 2pmw (G). 
�
As we are going for a cylindrical grid and derive the grid theorem for bipartite
matching covered graphs from the Directed Grid Theorem anyway, it makes
sense to derive our grid from the directed case as well. The following definition
defines the bipartite matching grid by providing a procedure that allows us to
obtain it from the directed cylindrical grid. Let Eo be the set of edges of the
outermost cycle containing exactly those edges which are the sole outgoing edges
of their tails. Let Ei be the set of edges of the innermost cycle containing exactly
those edges which are the sole incoming edges of their heads.
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Definition 3.10 (Bipartite Matching Grid). Let k ∈ N be a positive inte-
ger. Let D̂�

k be the digraph obtained from D�
k by butterfly contracting every edge

from Eo and every edge from Ei. The bipartite matching grid of order k is
the unique bipartite matching covered graph GM

k that has a perfect matching
M ∈ M (

GM
k

)
such that D (

GM
k ,M

)
= D̂�

k .

The uniqueness of GM
k and M follows from Lemma 1.2. Figure 3 provides an

example. Note that all contractible edges are contained in the innermost and in
the outermost cycle of D�

k and provide a perfect matching of those two cycles.
Here, we construct GM

3 from D�
3 . The contractible edges are highlighted.

D3 D3 GM
3

Fig. 3. The construction of the bipartite matching grid of order 3 from the (directed)
cylindrical grid of order 3

Assume that a bipartite matching covered graph G has high perfect matching
width. By Theorem3.5, this implies high cyclewidth for all M -directions of G.
This, in turn, implies large cylindrical grids as butterfly minors on those M -
directions. Now Lemma 3.8 allows us to translate these cylindrical grids into
matching minors of G and as the perfect matching width of G is bounded from
below by the width of its matching minors (Proposition 3.9), we obtain the grid
theorem for bipartite matching covered graphs.

Proposition 3.11. There is a function f : N → N such that every matching
covered bipartite graph G either satisfies pmw (G) ≤ k, or contains the bipartite
matching grid of order f(k) as a matching minor.

4 Conclusion

We provide a first proof for the bipartite version of the Matching Grid Conjecture.
However, this proof relies heavily on machinery found and used in directed graph
structure theory and it would be nice to have a completely matching theoretical
proof. Moreover, there is probably no hope to extend the methods used for
proving the Directed Grid Theorem to the non-bipartite matching covered case
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which remains open. Most likely, we need a completely novel approach in order
to attempt solving this second and much more difficult part of the conjecture.

A smaller and probably more accessible problem occurring in this paper is the
question for a nice lower bound on the cyclewidth in terms of directed treewidth.
The current proof uses the Directed Grid Theorem and therefore the lower bound
is equally exponential as the function provided by the theorem. We conjecture
that cyclewidth and directed treewidth are actually within a constant factor of
each other, a result that would, most likely, enable us to prove Erdős-Pósa-type
results for matching covered bipartite graphs.
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Abstract. This paper is devoted to the distributed complexity of find-
ing an approximation of the maximum cut in graphs. A classical algo-
rithm consists in letting each vertex choose its side of the cut uniformly
at random. This does not require any communication and achieves an
approximation ratio of at least 1

2
in average. When the graph is d-regular

and triangle-free, a slightly better approximation ratio can be achieved
with a randomized algorithm running in a single round. Here, we inves-
tigate the round complexity of deterministic distributed algorithms for
MaxCut in regular graphs. We first prove that if G is d-regular, with d
even and fixed, no deterministic algorithm running in a constant num-
ber of rounds can achieve a constant approximation ratio. We then give
a simple one-round deterministic algorithm achieving an approximation
ratio of 1

d
for d-regular graphs with d odd. We show that this is best pos-

sible in several ways, and in particular no deterministic algorithm with
approximation ratio 1

d
+ ε (with ε > 0) can run in a constant number

of rounds. We also prove results of a similar flavour for the MaxDi-

Cut problem in regular oriented graphs, where we want to maximize the
number of arcs oriented from the left part to the right part of the cut.
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Although the maximum cut problem (MaxCut) is fundamental in combina-
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seen as a distributed randomized algorithm with no rounds of communication.
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By the linearity of expectation, this algorithm gives a cut (a bipartition of the
vertex set) of size at least m/2 in average, where m is the number of edges of
G. Here, by the size of the cut, we mean the number of edges connecting the
two parts of the bipartition. Since every cut in G contains at most m edges, this
algorithm has approximation ratio at least 1

2 in average, which means that the
size of the cut given by the algorithm is at least 1

2 of the size of the maximum
cut in average.

A natural question is whether a better approximation ratio can be obtained
if more rounds of communications are allowed. This question was answered pos-
itively by Shearer [26] in the case of triangle-free d-regular graphs. A d-regular
graph is a graph in which every vertex has degree d. In the case of triangle-free
d-regular graphs, Shearer gave a simple randomized algorithm finding a cut of
size at least m ·( 12 + 0.177√

d
) in average, and thus achieving an approximation ratio

of 1
2 + 0.177√

d
in average. Shearer’s algorithm uses a single round of communica-

tion, messages consisting of a single bit, and at most 3 random bits per vertex.
This was recently improved by Hirvonen, Rybicki, Schmid and Suomela [15],
who obtained a simpler algorithm finding a cut of size at least m ·

(
1
2 + 0.28125√

d

)

in average. Their algorithm uses a single round of communication, messages
consisting of a single bit, and a single random bit per vertex.

The case where d is small and the girth (length of a shortest cycle) is large has
also been considered: for 3-regular graphs, Kardoš, Král’ and Volec [16] showed
that when the girth is at least 637789, there exists a randomized distributed
algorithm that outputs a cut of average size at least 0.88672 m in at most 318894
rounds (the important value here is the size of the cut). This was improved by
Lyons [19], who proved a lower bound of 0.89 m for cubic graphs of girth at least
655. The best known lower bound for cubic graphs of large girth, 0.90 m, was
proved by Gamarnik and Li [9], using a result of Csóka, Gerencsér, Harangi, and
Virág [3]. The bound of Lyons [19] holds for any d-regular graphs of large enough
(but constant) girth: such graphs have a cut of size at least m · ( 12 + 2

π
√

d
) ≈

m ·(12 + 0.637√
d

). On the other hand, Dembo, Montanari and Sen [6] showed that in

random d-regular graphs, the maximum cut has size m · (12 + 0.763+o(1)√
d

) + o(m)
with high probability, proving a conjecture of [9]. The existence of this constant
≈0.763 is also connected to a conjecture of Hatami, Lovász and Szegedy [14] on
limits of sparse graphs (see also the conclusion of [24] where the conjecture is
strongly disproved for maximum independent sets, improving on an earlier result
of [10]).

All the results mentioned above (except the result of Gamarnik and Li [9])
can be translated into efficient algorithms working in the CONGEST model. In
this model, each node of the graph corresponds to a processor with infinite
computational power and has a unique ID (each ID is an integer between 1
and poly(n), where n denotes the number of vertices in the graph). Nodes can
communicate with their neighbors in the graph in synchronous rounds until each
node outputs 0 or 1, corresponding to its side in the cut. In the CONGEST model,
each message sent by a node to a neighbor has size O(log n), while in some of the
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algorithms above, the messages have size at most 1. Let us call CONGEST(B)
the variant of the CONGEST model in which messages are restricted to have size
at most B (instead of O(log n)), and let us say that an algorithm is local in a
model if it runs in a constant number of rounds in this model. In particular the
results of [15,16,26] mentioned above can be translated into local algorithms in
the CONGEST(O(1)) model, while the results of [3,19] can be translated into
local algorithms in the CONGEST model.

Note that some of our lower bounds are also valid in the less restricted
LOCAL model where the size of each message is not limited. In the following, we
will make it clear if this applies. On the other hand, all our algorithms can be
implemented in the PO model (anonymous network with port numbering and
orientations), which is significantly stronger than the CONGEST model (see [13]
for some results on local algorithms in PO and CONGEST).

We now review recent results on distributed approximation of MaxCut. On
the deterministic side, Censor-Hillel, Levy, and Shachnai [2] designed a determin-
istic 1

2 -approximation that runs in Õ (Δ + log∗ n) rounds in the CONGEST model
on any graph of maximum degree at most Δ. More recently, Kawarabayashi
and Schwartzman [17] improved the complexity for constant factor approxima-
tion by providing a deterministic

(
1
2 − ε

)
-approximation that runs in O(log∗ n)

rounds (for any ε > 0), in the CONGEST model. However, no deterministic local
approximation for MaxCut (i.e. running in a constant number of rounds) in
the CONGEST model is known.

There is a similar gap between randomized and deterministic approximations
for the maximum directed cut problem. Censor-Hillel, Levy, and Shachnai [2]
provided a deterministic algorithm running in O(Δ+log∗ n) rounds that guaran-
tees a 1

3 -approximation as well as a randomized 1
2 -approximation with the same

round complexity. The round complexities were improved by Kawarabayashi and
Schwartzman [17] who provided a deterministic

(
1
3 − ε

)
-approximation running

in O(log∗ n) rounds as well as a randomized
(
1
2 − ε

)
-approximation in O(ε−1)

rounds. All these results are stated in the CONGEST model. Similarly, no deter-
ministic local algorithm is known to achieve a constant factor approximation for
this problem.

1.1 Our Results

Our work focuses on bridging the gap between extremely efficient randomized
local algorithms and slower deterministic algorithms for MaxCut. It should
be noted that there are generic tools to derandomize distributed algorithms
(see [4,11] for recent results in this direction) but existing techniques mainly
apply to locally checkable problems (problem for which a solution can be checked
locally), which is not the case of (approximations of) MaxCut.

In Sect. 2 we show that any deterministic algorithm that guarantees a con-
stant factor approximation for MaxCut on the class of bipartite d-regular
graphs when d is a (fixed) even integer requires Ω(log∗ n) rounds, which matches
the complexity of the algorithm of Kawarabayashi and Schwartzman [17] men-
tioned above. When d is odd, we show that one cannot achieve a approximation
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ratio better than 1
d in a constant number of rounds. Our proofs use an elementary

graph construction and then apply Ramsey’s theorem [25]. Both these arguments
are not new in distributed algorithms: our construction is inspired from Linial’s
seminal paper [18] that provides a lower bound on the round complexity of col-
oring cycles and from a more recent paper by Åstrand, Polishchuk, Rybicki,
Suomela, and Uitto [1] which applies Ramsey’s theorem in a similar setting to
prove that there is no deterministic and local constant factor approximation for
the maximum matching problem. It was pointed out to us that similar arguments
were also used by Czygrinow, Hanckowiak, and Wawrzyniak [5] to prove lower
bounds for the approximation of maximum independent sets in cycles. Here, our
results hold for any d-regular graph (d is not necessarily equal to 2), so some
additional work needs to be done compared to the simple case of cycles.

In Sect. 3, we show that this barrier of 1
d when d is odd is sharp: we first

remark that a result of Naor and Stockmeyer [22] on weak 2-coloring of graphs
directly gives a deterministic local algorithm that guarantees a 1

d -approximation.
We then provide a much simpler and faster deterministic local algorithm achiev-
ing the same approximation ratio. It runs in a single round with messages of size
O(log n) and we also argue that this cannot be improved.

For the Maximum Directed Cut problem in d-regular graphs, we prove that
a similar situation occurs. If d is even, a constant factor approximation cannot
be achieved in o(log∗ n) rounds, and if d is odd, no ( 2d + ε)-approximation can
be achieved in o(log∗ n) rounds (for any ε > 0). On the other hand, if d is odd,
a 2

d+1/d factor approximation can be achieved in 0 round, and a 2
d+1/d−Ω(1/d2)

factor approximation can be achieved in 2 rounds. Note that there is a small
gap between the lower bounds and the upper bound of 2

d , and we explain some
obstacles towards closing the gap.

Our results imply that while finding a constant factor approximation for
the (directed) maximum cut problem in regular graphs of even degree does not
require any communication for randomized distributed algorithm (i.e. it can be
solved in 0 round), for deterministic algorithms an unbounded number of rounds
are needed in this case. Note that this separation is not possible for locally
checkable problems (see Theorem 3 in [4]). The (perhaps) surprising aspect is
that in the case of regular graphs of odd degree, the problem can be solved by a
deterministic algorithm without communication (if some orientation is given).

Note that another example of non locally checkable problem with such a
separation between the randomized and deterministic complexities was given in
[11]. Their problem consists in marking (1 + o(1))

√
n vertices of an n-cycle; the

randomized version can also be solved in 0 round, while the deterministic version
needs Ω(

√
n) rounds.

1.2 Definitions

A cut in a graph G is a bipartition (A,B) of its vertex set V (G). We usually
refer to A and B as the left side and the right side of the cut, respectively. The
size of a cut (A,B) is the number of edges with one end in A and the other in
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B. The MaxCut problem in a graph G consists in finding a cut in G whose size
is maximum.

Given an oriented graph G, a directed cut is again a bipartition (A,B) of the
vertex set of G, and the size of the directed cut (A,B) is the number of arcs
with their tail in A and their head in B. The MaxDiCut problem in an oriented
graph G consists in finding a directed cut in G whose size is maximum.

Our results in this paper mainly concern d-regular graph, i.e. graphs in which
each vertex has degree d. When we refer to an oriented d-regular graph G, we
mean that the underlying unoriented graph is d-regular (the out-degrees can be
arbitrary).

For an integer k � 1, the tower function twrk is the function defined as
twr1(x) = x and twrk(x) = 2twrk−1(x) for k � 2. The iterated logarithm of an
integer n, denoted by log∗ n is defined as 0 if n � 1, and as 1 + log∗(log n)
otherwise (here and everywhere else in the paper, log denotes the logarithm
base 2). The following can be easily derived by induction on k.

Claim 1. For any k, n � 1:

log∗(twrk(n)) = k − 1 + log∗(n)

2 Many Rounds for Deterministic Constant Factor
Approximation in Regular Graphs

As mentioned in the introduction of this paper, Kawarabayashi and Schwartzman
[17] provided a deterministic approximation running in O(log∗ n) rounds for both
problems studied here. In this section, we show with simple arguments based on
bounds on Ramsey numbers that their bound is best possible.

In this section, we set [n] = {1, . . . , n}. The q-color Ramsey number rk(n; q)
is the minimum N such that in any q-coloring of the k-element subsets of [N ],
there is an n-element subset S of [N ] such that all k-element subsets of S have
the same color (see [21] for a recent survey on Ramsey numbers).

Theorem 2 ([7,8]). There exists c > 0 such that for any positive integers q, k,
and n, we have rk(n; q) � twrk(c · n · q log q).

We will also need two simple constructions of d-regular bipartite graphs.
We first assume that d is even. We consider a cycle C of size n, with n even,

and then add an edge between each pair of vertices that are at distance exactly
i in C for every i ∈ {3, 5, 7, . . . , d − 1}. This graph, which we denote by Cd

n, is
certainly bipartite (the bipartition corresponds to the vertices at even distance
from some arbitrary vertex in C, and the vertices at odd distance from this
vertex). See Fig. 1 for an example of this graph. By a slight abuse of language,
we say that two (or more) vertices of Cd

n are consecutive if they are consecutive
in C. Similarly, when we refer to the clockwise order around Cd

n, we indeed refer
to the clockwise order around C.
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Assume now d is odd. We take two disjoint copies of Cd−1
n and assume that

the vertices of the cycle C in the first copy are u1, u2, . . . , un, in clockwise order,
and the vertices of the cycle C in the second copy are v1, v2, . . . , vn in clockwise
order. We then connect ui and vi by an edge, for any 1 � i � n. This graph,
which we denote by Dd

2n, is clearly bipartite and d-regular, see Fig. 2 for an
example.

Fig. 1. C4
12 Fig. 2. D5

24

We are now ready to state the main result of this section.

Theorem 3. Let d � 2 be a fixed integer.

– If d is even, then any deterministic algorithm in the LOCAL model that guar-
antees a constant factor approximation for MaxCut on the class of bipartite
d-regular n-vertex graphs runs in Ω(log∗ n) rounds.

– If d is odd, then for any ε > 0, any deterministic
(
1
d + ε

)
-approximation

algorithm in the LOCAL model for MaxCut on the class of bipartite d-regular
n-vertex graphs runs in Ω(log∗ n) rounds.

Note that since the LOCAL model is less restrictive than the CONGEST
model, this theorem is also valid in the CONGEST model.

Due to space limitation, the full proof of Theorem3 is given in the full version
of the paper. The idea is to use the 2 color version of Theorem 2 to find a large
number of blocks of ID’s that behave similarly with respect to a given algorithm,
and to place these blocks of ID’s consecutively around the graphs Cd

n and Dd
2n.

In both cases a significant portion of the edges of a maximum cut will be missed.
In the second case the barrier of 1

d comes from the perfect matching between the
outer cycle and the inner cycle, on which little can be said.

A direct consequence of our theorem is the following corollary that matches
the round complexity obtained by Kawarabayashi and Schwartzman [17]:
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Corollary 4. Deterministic constant factor approximation on general graphs
for MaxCut in the LOCAL model requires Ω(log∗ n) rounds.

2.1 Directed Cut

In this section, we consider the similar problem MaxDiCut where edges are
oriented and we only count the edges going from the left side of the cut to
the right side. We can prove similar bounds on the quality of the solution one
can hope to achieve by simply orienting our lower bound graphs Cd

n and Dd
2n:

we will define
−→
Cd

n as the same graph as Cd
n where we orient all the edges in

clockwise order. Similarly,
−−→
Dd

2n is obtained from Dd
2n by orienting all the edges

in clockwise order on both the inner and outer cycle, and all the edges in the
remaining perfect matching from the outer cycle to the inner cycle. We can again
apply Ramsey’s theorem as in the proof of Theorem 3 to obtain the following
result:

Theorem 5. Let d > 0 be a fixed integer.

– If d is even, any deterministic algorithm that guarantees a constant factor
approximation for MaxDiCut on the class of d-regular bipartite n-vertex
oriented graphs requires Ω(log∗ n) rounds in the LOCAL model.

– If d is odd, then for any ε > 0, any deterministic
(
2
d + ε

)
-approximation

of MaxDiCut on the class of d-regular bipartite n-vertex oriented graphs
requires Ω(log∗ n) rounds in the LOCAL model.

We note a slight difference with Theorem 3 in the case where d is odd. In
Theorem 5 the approximation ratio is only bounded by 2

d , instead 1
d . This hap-

pens because with our definition of
−−→
Dd

2n, one can check that the optimal directed
cut is of size nd

4 = m
2 instead of m in the undirected case.

3 Matching the Approximation Ratio When d Is Odd

3.1 Weak-Coloring

In a landmark paper, Naor and Stockmeyer [22] addressed the issue of what can
or cannot be computed locally. In particular, they proved one result that turns
out to be relevant in our case.

A weak coloring of a graph is a coloring of its vertices such that each vertex
has at least one neighbor with a different color. Observe that a weak coloring
using only 2 colors is a 1

d -approximation of the MaxCut problem when the
graph is d-regular. Let Od be the class of graphs of maximum degree d where
the degree of every vertex is odd. Naor and Stockmeyer proved the following
theorem.
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Theorem 6 ([22]). There is a constant b such that, for every d, there is a
deterministic algorithm with round complexity log∗ d+ b in the CONGEST model
that solves the weak 2-coloring problem in the class Od.

As discussed above, this result directly implies that one can produce a local
deterministic 1

d -approximation of the MaxCut problem on d-regular graphs.
However, the result given here is much stronger than what we are looking for
as in this case every vertex has at least one incident edge in the cut. A natural
question is whether a faster algorithm (of round complexity that does not depend
on d) exists for the MaxCut problem on d-regular graphs with d odd. In the
next section, we prove that such an algorithm exists.

3.2 A Simpler and Faster Algorithm

Consider the following algorithm: every vertex v collects the list of IDs of its
neighbors, then v chooses its side of the cut depending on whether the median
value of this list is higher or lower than its own ID. We call this algorithm the
median algorithm. It runs in a single round and we prove the following theorem:

Theorem 7. When the input is a d-regular graph on n vertices, with d odd, the
median algorithm finds in 1 round a 1

d -approximation for the MaxCut problem
in the CONGEST model.

We will actually give two different proofs of this result, the first proof shows
a slightly better result in term of size of the cut while the second proof holds
even for graphs in Od. In the first one, we prove the following slightly stronger
statement.

Theorem 8. When the input is a d-regular graph on n vertices, with d odd, the
median algorithm outputs in 1 round (in the CONGEST model) a cut of size at
least n

2 + (d−1)(d+1)
4 .

The proof of Theorem 8 is given in the full version of the paper. The idea is
to orient each edge from the lower ID to the higher ID. The obtained orientation
is acyclic, and the median algorithm places the vertices with out-degree higher
than in-degree on one side of the cut and the other vertices on the other side of
the cut. In the analysis the fact that the orientation is acyclic is important to
obtain the additive term (d−1)(d+1)

4 .
An interesting aspect of Theorem 8 is that it shows that in Theorem 3, it

is crucial that d is a fixed constant (independent of n). Indeed, if d = Ω(
√

n),
then n

2 + (d−1)(d+1)
4 � (1 + Ω(1))n

2 and thus the median algorithm achieves a
1+ε
d -approximation, for some ε > 0. This is impossible when d is a constant, as

shown by Theorem 3.
The median algorithm is based on finding an (acyclic) orientation of the input

graph. Here, we do it by simply orienting the edges from the end with lower ID
to the end with higher ID. This costs a single round of communication, with
messages of size log n (since vertices have to send their ID to their neighbors).
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It follows that in the more restricted CONGEST(b) model, where messages have
size at most b, our algorithm takes log n

b rounds. In particular, if only messages
of size 1 are allowed, our algorithm takes log n rounds. It turns out that this is
close to best possible.

Theorem 9. Let Dd =
{
Dd

2n, n > 0
}

for d odd. Any deterministic constant
factor approximation of MaxCut on the class Dd requires at least (1−o(1)) log n
rounds in the CONGEST(1) model.

The proof of Theorem9 is given in the full version of the paper. It is based
on a simple symmetry argument.

3.3 Directed Cuts

Given a bipartition (V1, V2) of an oriented graph G, the set of arcs oriented from
V1 to V2 (the directed cut from V1 to V2) is denoted by

−→
E (V1, V2). The maximum

cardinality of a directed cut in G is denoted by maxdicut(G).
Let G be an oriented graph. For each vertex v, we define the deficit of v as

δ(v) = d+(v) − d−(v), where d+(v) and d−(v) denote the out-degree and in-
degree of v, respectively. We define the sign of a vertex v as the sign of δ(v), and
we say that that a vertex is positive or negative accordingly. The set of positive
vertices is denoted by V + and the set of negative vertices is denoted by V −.
Note that if all the vertices of G have odd degree (in particular if G is d-regular
with d odd), then every vertex is positive or negative and this case V +, V − form
a bipartition of the vertex set V of G.

Note that the median algorithm described in the previous subsection can be
rephrased as: find an acyclic orientation of G and then choose the cut (V −, V +)
with respect to this orientation. Our second proof of Theorem7 will be a direct
consequence of the following general result (which proves that not only the cut,
but also the directed cut between V + and V − has size at least n/2, and that the
original orientation does not need to be acyclic).

Theorem 10. Let G be an n-vertex oriented d-regular graph with d odd, and let
V + and V − be defined as above. Then the directed cut

−→
E (V +, V −) contains at

least max{n
2 , 2

d+1/d · maxdicut(G)} arcs.

The proof of Theorem 10 is given in the full version of the paper. From now
on, we call the 0-round algorithm resulting from Theorem10 the oriented median
algorithm. The factor 2

d+1/d might seem a little surprising, but it turns out to
be sharp, in the following sense: there are infinite families of d-regular oriented
graphs G for which the oriented median algorithm outputs a cut of size precisely

2
d+1/dmaxdicut(G) (an example is given in the full version of the paper). So the
problem does not come from the analysis of the algorithm, but rather from the
algorithm itself.

To overcome this issue and close the gap with the 2
d bound, one might be

tempted to consider local improvements. In the following, a vertex will be stable
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if it has at least one neighbor on the other side of the cut. Otherwise it will be
unstable. We now consider the following simple algorithm: at every round, every
unstable vertex changes side. When we perform one round of this algorithm, we
say we perform a flip (as this algorithm can be seen as a variant of the well
known FLIP algorithm that is further discussed in the conclusion).

Theorem 11. Assume that d � 3 is odd. Then the 2-round algorithm consisting
of the oriented median algorithm followed by two flips provides a 2

d+1/d−c/d2 -
approximation (for some c > 0) for the MaxDiCut problem in d-regular graphs.

The proof of Theorem11 is given in the full version of the paper. Theorem11
proves that after 2 flips, we can slightly improve on the approximation ratio of
Theorem 10. A natural question is whether the same can be achieved after a
single flip (in the full version of the paper, we give an example showing that the
answer is negative).

4 Conclusion

4.1 FLIP

In Sect. 3, we have designed a very simple one-round algorithm approximat-
ing MaxCut in regular graphs (with odd degrees). Once a solution has been
obtained, it might be tempting to run a few more rounds of computation to see
if the solution can be improved locally.

We have already seen a simple way to improve the quality of a solution (by
moving the so-called unstable vertices to the other side of the cut), but the notion
of stability we used was specifically designed to improve the approximation ratio
in a small number of rounds. Another simple way to locally improve a cut (in the
sequential setting this time) is to take a vertex with more neighbors in its own
part than in the other part, and change its side. If this is done until no such vertex
exists, the resulting cut is maximal, and in this case is a 1

2 -approximation of the
maximum cut. This operation, called FLIP, has been studied for a long time.
When the edges are weighted, it was proved by Poljak [23] that any sequence
of FLIPs takes only polynomially many steps before reaching a maximal cut in
cubic graphs, while Monien and Tscheuschner [20] proved that there are graphs
of maximum degree 4 for which a sequence of FLIPs can take exponentially many
steps to reach a maximal cut. In the unweighted case however, since each flip
improves the cut by at least one, the maximum number of flips before reaching
a maximal cut is bounded by the number edges (which is linear in n in bounded
degree graphs). In the distributed framework, it might be tempting to consider
running some rounds of the distributed FLIP dynamics: at each round, each
vertex with more neighbors in its own part than in the other part changes side.
The graph Dd

2n constructed in the previous sections shows that it might not be
helpful at all: if all the vertices of the outer cycle are in one side of the cut,
and all the vertices of the inner cycle are on the other side of the cut, then at
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each round, all the vertices of the graph would change side, not improving the
solution.

It might be worth noting that in our application of the median algorithm, not
all vertices of the outer cycle of Dd

2n are on the same side of the cut (given some
bad labelling): due to some side-effects, roughly d vertices in the outer cycle are
not on the same side of the cut as the others, and similarly for the inner cycle.
It can then be checked that if we run the distributed FLIP dynamics in this
instance, the solution does improve over time, but improving the approximation
ratio from 1

d to 1
d + ε requires Ω(εn) rounds, which is extremely unpractical.

This has to be compared with the lower bound of Theorem3, which says that in
order to achieve an approximation ratio of 1

d + ε in general, one needs a number
of rounds of the order of Ω(log∗ n).

4.2 SLOCAL vs LOCAL Model in the Deterministic Setting

Recently introduced by Ghaffari, Kuhn and Maus in [12], the SLOCAL model
is designed to study the influence of the two major issues in LOCAL algorithms
separately: in this model nodes are processed sequentially in any order. When a
node v is processed, it can access its t-neighborhood and eventually additional
information stored by vertices in this neighborhood that have been processed
before v. In this model, symmetry breaking becomes free (the given order already
breaks the symmetry) and only locality remains challenging.

Although finding an approximate maximum cut is not locally checkable, one
can make an interesting parallel in this case. A very simple deterministic approx-
imation algorithm for the maximum cut can be run in the SLOCAL model: simply
process vertices in any order and when a vertex is processed put it on the side
maximizing its local cut according to already processed neighbors. Note that
each vertex loses at most half of its edges at each step, and each edge is counted
once, so this is indeed a 1

2 -approximation with locality 1 and although we are
studying a problem that is not locally checkable, this suggests that symmetry
breaking (and not locality) is the bottleneck in our case.
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Abstract. The parameterized complexity of counting minimum cuts
stands as a natural question because Ball and Provan showed its #P-
completeness. For any undirected graph G = (V,E) and two disjoint
sets of its vertices S, T , we design a fixed-parameter tractable algorithm
which counts minimum edge (S, T )-cuts parameterized by their size p.
Our algorithm operates on a transformed graph instance. This transfor-
mation, called drainage, reveals a collection of at most n = |V | succes-
sive minimum (S, T )-cuts Zi. We prove that any minimum (S, T )-cut X
contains edges of at least one cut Zi. This observation, together with
Menger’s theorem, allows us to build the algorithm counting all mini-

mum (S, T )-cuts with running time 2O(p2)nO(1). Initially dedicated to
counting minimum cuts, it can be modified to obtain an FPT sampling
of minimum edge (S, T )-cuts.

Keywords: Fixed-parameter tractability · Counting problems ·
Minimum cuts

1 Introduction

The issue of counting minimum cuts in graphs has been drawing attention over
the years due to its practical applications. Indeed, the number of minimum cuts
is an important factor for the network reliability analysis [2–4,24]. Thereby, the
probability that a stochastic graph is connected may be computed [3]. Further-
more, cuts on planar graphs are used for image segmentation [8]. An image is
seen as a planar graph where vertices represent pixels and edges connect two
neighboring pixels if they are similar. Counting minimum cuts provides an esti-
mation of the number of segmentations.

We focus on the problem of counting minimum edge (S, T )-cuts in undirected
graphs G = (V,E), S, T ⊆ V . We call it counting mincuts (Definition 1) as
it is the counting variant of the classical problem mincut, which asks for a
minimum (S, T )-cut in graph G. Ball and Provan showed in [26] that counting
mincuts is unlikely solvable in polynomial time as it is #P-complete. They
c© Springer Nature Switzerland AG 2019
I. Sau and D. M. Thilikos (Eds.): WG 2019, LNCS 11789, pp. 79–92, 2019.
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also devised a polynomial-time algorithm for counting mincuts on planar
graphs [3]. Bezáková and Friedlander [6] generalized it with an O(nμ + n log n)-
time algorithm on weighted planar graphs, where μ is the length of the shortest
(s, t)-paths. For general graphs, some upper bounds on the number of minimum
cuts have been given [10] in function of parameters such as the radius, the
maximum degree, etc. Two fixed-parameter tractable (FPT) algorithms have
been proposed for counting mincuts. Bezáková et al. [5] built an algorithm for
both directed and undirected graphs with small treewidth λ; its time complexity
is O(23λλn). Moreover, Chambers et al. [9] designed an algorithm for directed
graphs embedded on orientable surfaces of genus g: its execution time is O(2gn2).
We study the fixed-parameter tractability of counting mincuts, parameterized
by the size p of the minimum (S, T )-cuts.

Definition 1 (Counting mincuts).

Input: Undirected graph G = (V,E), sets of vertices S, T � V , S ∩ T = ∅.

Output: The number of minimum edge (S, T )-cuts.

The minimum (S, T )-cut size for a counting mincuts instance I =
(G,S, T ) is obtained in polynomial time [17]. A brute force XP algorithm com-
putes the number C(I) of minimum (S, T )-cuts in time nO(p) by enumerat-
ing all edge sets of size p and picking up those which are (S, T )-cuts. More
efficient exponential algorithms exist, as the one of Nagamochi et al., in time
O

(
pn2 + pnC(I)

)
, in [24]. Our contribution, summarized in the theorem below,

is an algorithm efficient for small values of p.

Theorem 1. The counting of minimum edge (S, T )-cuts can be solved in time
O(2p(p+2)pmn3) on undirected graphs G = (V,E).1

An FPT〈p〉 algorithm can be deduced from the results in two articles [5,21]
and its execution time is O∗ (

2H(p)
)

where H(p) = Ω
(

2p√
p

)
. The treewidth

reduction theorem established by Marx et al. in [21] says that there is a linear-
time reduction transforming graph G into another graph G′ which conserves the
(S, T )-cuts of size p and such that the treewidth of G′, τ(G′), verifies τ(G′) =
2O(p). After this transformation, the number of minimum (S, T )-cuts of G′ is
obtained thanks to the algorithm given in [5]. The overall time taken with this
method is O∗ (

22
p)

. Our result, Theorem 1, improves this exponential factor.
This result highlights a complexity gap between the counting and the enumer-

ation, as the latter cannot be FPT parameterized by p. Indeed, certain instances
contain a number C(I) = (n−1

p )p of minimum cuts, as in case of graph G made
of p vertex-disjoint (S, T )-paths with S = {s} and T = {t}.

Our algorithm is based on a cut-decomposition Z(I) = (Z1, . . . , Zk) of
instance I, 1 ≤ k < n, called the drainage where for every 1 ≤ i ≤ k, edge
1 The proofs in Sects. 3 and 4 are withdrawn due to the restriction on the number of
pages. The full version can be found here: https://arxiv.org/abs/1907.02353.

https://arxiv.org/abs/1907.02353
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set Zi is a minimum (S, T )-cut. Set R(Zi, S) denotes the vertices which are
reachable from S after the removal of edges in Zi. The reachable sets of Zi are
included one into another: R(Z1, S) � R(Z2, S) � . . . � R(Zk, S). The drainage
fulfils the following property: if X is a minimum (S, T )-cut, some edges Bi of
a certain Zi belong to X, Bi = X ∩ Zi �= ∅, and no other edge of X has one
endpoint in R(Zi, S). The set Bi is called the front dam of cut X. The key idea of
the recursive counting we propose is that any minimum cut X is the union of its
front dam with a minimum cut of a sub-instance, called dry instance, of I. These
techniques work as well on multigraphs, i.e. on graphs with multiple edges. After
modifications, our algorithm also samples minimum edge (S, T )-cuts.

To design the drainage Z(I), we use the concept of important cuts [20] which
is the key ingredient of many FPT algorithms to solve cuts problems [7,12,14,
20,22]. An (S, T )-cut Y is important if there is no other (S, T )-cut Y ′ such
that |Y ′| ≤ |Y | and R(Y, S) � R(Y ′, S). There is a unique minimum important
(S, T )-cut and it can be identified in polynomial time [20].

The second concept used in our algorithm is Menger’s theorem [23]. It states
that the size of minimum edge (S, T )-cuts in an undirected graph is equal to
the maximum number of edge-disjoint (S, T )-paths. As the max-flow min-cut
theorem [17] generalizes Menger’s theorem, one of the largest sets of edge-disjoint
(S, T )-paths is found in polynomial time.

To close this introductory chapter, we give a “table of contents” of our article.
Section 2 introduces the notations used. Section 3 explains the construction of
the drainage Z(I) = (Z1, . . . , Zk). In Sect. 4, we propose our algorithm and
compute its time complexity. Finally, we conclude and give ideas about future
research.

2 Definitions and Notation

We summarize basic concepts of parameterized and counting complexity but also
introduce the notation we will use.

Fixed-Parameter Tractability. NP-hard problems are unlikely to be solvable
with polynomial time algorithms. However, solving them efficiently may become
possible when parameters are associated to problem instances and the values of
these parameters are small.

Referring to Downey and Fellows [15] and Niedermeier [25], a parameterized
problem is said fixed-parameter tractable (FPT) if there is an algorithm solving
it in time O(f(p)P (n)) = O∗(f(p)), where p is a parameter, n is the instance
size, P is a polynomial function, and f is an arbitrary computable function.
As a problem may be studied for different parameters p1, p2, . . ., the notation
“FPT” becomes ambiguous. If there is an algorithm solving a problem in time
O (f(p1)P (n)), then it is FPT〈p1〉. In this study, the parameter p of counting
mincuts is the size of the minimum (S, T )-cut.

Counting Problems. The study of #P complexity class and the counting prob-
lems it contains, started with Valiant [27]. Class #P is the set of counting prob-
lems such that their decision version is in class NP. The subclass #P-complete
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contains counting problems such that all problems in #P can be reduced to them
with a polynomial-time counting reduction. No #P-complete problem can be
solved in polynomial time unless P = NP. Moreover, there are decision problems
such as cnf-2sat [19] which are solvable in polynomial time but their associated
counting problem is #P-complete [27]. The complexity of counting problems has
been extended via the parameterized complexity framework [13,16]. A relevant
question to ask about a #P-complete problem is whether there is an FPT algo-
rithm counting all its solutions. For example, with G and H as input, FPT
algorithms counting the number of occurrences of H as a subgraph of G have
been intensively studied [1,18,28].

Cuts in Undirected Graphs. We study undirected graphs G = (V,E), where
n = |V | and m = |E|. For any set of vertices U ⊆ V , we denote by E [U ] the set
of edges of G with two endpoints in U and G [U ] the subgraph of G induced by
U : G [U ] = (U,E [U ]). Notation G\U refers to the graph deprived of vertices in
U . For any set of edges E′ ⊆ E, the graph G deprived of edges E′ is denoted by
G\E′:

G\U = G [V \U ] and G\E′ = (V,E\E′) .

A path is a sequence of pairwise different vertices v1 ·v2 ·v3 · · · vi ·vi+1 · · · , where
two successive vertices (vi, vi+1) are adjacent in G. To improve readability, we
abuse notations: v1 ∈ Q and (v1, v2) ∈ Q mean that vertex v1 and edge (v1, v2)
are on path Q, respectively.

Cut problems usually consist in finding the smallest set of edges X ⊆ E which
splits the graph G\X into connected components meeting certain criteria. Given
two sets of vertices S (sources) and T (targets), set X ⊆ E is an (S, T )-cut if
there is no path connecting a vertex from S with a vertex from T in G\X.
An (S, T )-cut X is said to be minimum if there is no (S, T )-cut X ′ such that
|X ′| < |X|. For any (S, T )-cut X, its source side R(X,S) is the set of vertices
that are reachable from S in G\X. Its target side R(X,T ) contains the vertices
reachable from T in G\X. We define two sets V S(X) and V T (X):

– set V S(X) = {u ∈ R(X,S); (u, v) ∈ X}, i.e. the vertices of R(X,S) incident
to cut X,

– set V T (X) = {u ∈ R(X,T ); (u, v) ∈ X}, i.e. the vertices of R(X,T ) incident
to cut X.

Important and Closest Cuts. As defined in [20], an (S, T )-cut X is important
if there is no other (S, T )-cut X ′ such that |X ′| ≤ |X| and R(X,S) � R(X ′, S).
Intuitively, an important (S, T )-cut is such that there is no other cut smaller in
size which is closer to T . The number of important (S, T )-cuts of size at most
p depends only on p [11] and there is no more than one minimum important
(S, T )-cut [20]. Although the proofs in [20] handle vertex cuts, an edge-to-vertex
reduction preserves these properties on edge cuts [7,20].

Lemma 1 (Unicity of minimum important cuts [20]). For disjoint sets
of vertices S and T , there is a unique minimum important (S, T )-cut and it may
be found in polynomial time.
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On undirected graphs, we say that an important (T, S)-cut is a closest (S, T )-
cut. Figure 1 gives an example of graph G with two (S, T )-cuts X1 and X2, where
S = {s1, s2} and T = {t}. Cut X1 is not closest as the edges incident to S form a
cut Z1 smaller than X1 and R(Z1, S) ⊆ R(X1, S). Cut X2 is closest because there
is no cut with at most three edges whose reachable set of vertices is contained
in R(X2, S).

s2

s1

t

Z1
X1 X2

Fig. 1. Illustration of Definition 2 for closest (S, T )-cuts: X2 is closest whereas X1 is
not.

Definition 2. An (S, T )-cut X is closest if there is no other (S, T )-cut X ′ such
that |X ′| ≤ |X| and R(X ′, S) ⊆ R(X,S).

As a minimum closest (S, T )-cut is also a minimum important (T, S)-cut
on undirected graphs, there is a unique minimum closest (S, T )-cut according
to Lemma 1. Since the graph is uncapacitated, computing the minimum closest
(S, T )-cut is made in time O(mp), using p iterations of Ford-Fulkerson’s algo-
rithm [17].

3 Framework: Drainage and Menger’s Paths

We introduce tools needed to design an algorithm solving counting mincuts
in FPT〈p〉 time, where p is the size of any minimum (S, T )-cut. We build the
drainage, a collection of minimum cuts Zi, i ∈ {1, . . . , k}, where k < n, such
that at least one edge of any minimum (S, T )-cut X belongs to

⋃k
i=1 Zi. Then,

we highlight properties coming from Menger’s theorem.

3.1 Construction of the Drainage

The drainage Z (I) = (Z1, . . . , Zk) of an instance I = (G,S, T ) is a collection of
minimum (S, T )-cuts Zi, |Zi| = p, satisfying the following properties:

– there are less than n cuts Zi, i.e. 1 ≤ k < n,
– the reachable sets of cuts Zi fulfil R(Zi, S) � R(Zi+1, S) for i ∈ {1, . . . , k − 1},
– for any minimum (S, T )-cut X, there is at least one cut Zi which has edges

with X in common: X ∩ Zi �= ∅.
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We construct the drainage iteratively. Let S1 = S and Z1 be the minimum
closest (S1, T )-cut. We fix R1 = R(Z1, S). Let S2 be the set of vertices incident
to edges of Z1 inside R(Z1, T ): S2 = V T (Z1) = {v /∈ R1, (u, v) ∈ Z1}.

Next, we construct Z2 which is the minimum closest (S2, T )-cut in
G\R(Z1, S). If |Z2| > p, the drainage construction stops. Otherwise, if |Z2| = p,
set R2 follows the same scheme as R1, R2 = R(Z2, S2) in graph G\R(Z1, S). We
repeat the process until no more minimum (Si, T )-cut Zi of size p can be found.
We denote by k the number of cuts Zi produced and fix Rk+1 = R(Zk, T ). Cuts
Zi form the minimum drainage cuts of I.

R1 R2 R3 R4

s1

s2

s3

t1

t2

Z1

Z2

Z3

Fig. 2. The drainage (cuts Zi, sets Ri and Si) for an instance containing graph G,
sources S = {s1, s2, s3} and targets T = {t1, t2}. Here, R1 = S1 (in general, R1 ⊇ S1).
(Color figure online)

Figure 2 provides us with an example of graph G with S = {s1, s2, s3} and
T = {t1, t2} and indicates its drainage. The size of minimum (S, T )-cuts is
p = 4. Blue, red, and green edges represent minimum drainage cuts Z1, Z2, and
Z3, respectively. Similarly, blue, red, green, and yellow vertices represent sets
S1 = S, S2, S3, and S4. Reachable sets R1, R2, R3, and R4 are also appropriately
colored. As the size of the minimum cut between S4 (yellow vertices) and T in
graph G\R(Z3, S) is greater than p, we have k = 3.

We emphasize that set Ri, which is R(Zi, Si) taken in G\R(Zi−1, S), and
set R(Zi, S) are different for i �= 1. On the one hand, set R(Zi, S) =

⋃i
�=1 R�

contains the vertices reachable from S in graph G deprived of Zi. On the other
hand, set Ri can be written Ri = R(Zi, S)\R(Zi−1, S). Sets Ri and Ri+1 are
disjoint and nonempty, as Si ⊆ Ri and Si+1 ⊆ Ri+1. Moreover, the minimum
drainage cuts are disjoint: Zi ∩ Zj = ∅. The number k of minimum drainage
cuts is less than n and the running time needed to construct the drainage is
in O(mnp). The reachable vertex sets of cuts Zi are included one into another:
R(Zi, S) � R(Zi+1, S). The following theorem shows that, for any minimum
(S, T )-cut X, there is a cut Zi containing edges of X. Among cuts Zi sharing
edges with X, we are interested in the one with the smallest index.
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Definition 3 (Front of X). Front of X, i(X), 1 ≤ i(X) ≤ k is the smallest
index i such that Zi ∩ X �= ∅.

The next theorem states the properties of i(X) for any minimum (S, T )-cut.

Theorem 2. Any minimum (S, T )-cut X admits a front i(X) and
X ∩ E

[
R(Zi(X), S)

]
= ∅.

The reader can verify that any minimum (S, T )-cut of G contains some edges
of at least one cut Z1, Z2, or Z3 in Fig. 2.

3.2 Menger’s Paths

Menger’s theorem states that the size of the minimum edge (S, T )-cuts is equal
to the maximum number of edge-disjoint (S, T )-paths [23]. One of these largest
sets of edge-disjoint (S, T )-paths can be found in polynomial time using flow
techniques [17]. We denote by Q = {Q1, . . . , Qp} such a set of p edge-disjoint
(S, T )-paths, taken arbitrarily. We call paths from Q Menger’s paths, to distin-
guish them from other paths in graph G.

Set Q is used to identify minimum (S, T )-cuts. It is fixed throughout the
course of the proofs in this article. The observation that edges of all minimum
(S, T )-cuts belong to the paths from Q is formulated in:

Lemma 2. For any minimum (S, T )-cut X, each Menger’s path Qj contains
one edge of X. If Qj : v

(j)
1 · v

(j)
2 · · · v(j)

� · v
(j)
�+1 · · · and (v(j)

� , v
(j)
�+1) ∈ X, then

v
(j)
� ∈ R(X,S) and v

(j)
�+1 ∈ R(X,T ).

Its consequence is that each edge of a cut Zi belongs to a Menger’s path.
Figure 3 illustrates the Menger’s paths on the instance (G,S, T ) already intro-
duced in Fig. 2. As the minimum (S, T )-cut size is four, there are four edge-
disjoint (S, T )-paths distinguished with colors. Menger’s paths are naturally ori-
ented from sources to targets.

4 Counting Minimum Edge (S, T )-Cuts in Undirected
Graphs

We describe our algorithm which counts all minimum (S, T )-cuts in an undi-
rected graph G. Based on the concepts introduced in Sect. 3, we prove not only
that it achieves its objective but also that its time complexity is FPT.

4.1 Dams and Dry Areas

We begin by the definition of dams which are subsets of cuts Zi of the drainage
of G.

Definition 4 (Dam). A dam Bi is a nonempty subset of a minimum drainage
cut Zi, i.e. Bi ⊆ Zi, Bi �= ∅.
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R1 R2 R3 R4

s1

s2

s3

t1

t2

Fig. 3. Menger’s paths in graph G with sources S = {s1, s2, s3}, targets T = {t1, t2}.
(Color figure online)

Thanks to this definition, Theorem2 together with the concept of the front
makes us observe that any minimum (S, T )-cut X contains a front dam:

Definition 5 (Front dam). The front dam of a minimum (S, T )-cut X is
Bi(X) = X ∩ Zi(X).

We know that all edges in X\Bi(X) belong to the target side of Zi(X),
E

[
R(Zi(X), T )

]
, and the source side of Zi(X) is empty, X ∩E

[
R(Zi(X), S)

]
= ∅.

If X\Bi(X) = ∅, then X = Zi(X). A dam Bi is characterized by:

– its level, i.e. the index i of the cut Zi it belongs to,
– its signature σ(Bi) = {Qj : Bi ∩ Qj �= ∅}, i.e. the set of Menger’s paths pass-

ing through it.

Choking graph G with dam Bi(X) puts in evidence a subgraph which still
connects S and T through X\Bi(X). Our idea is to dam a graph gradually in
order to dry it completely.

The description of the method we devised to reach this goal requires a trans-
formation of G into GD which is actually G with certain edges directed (GD

is a mixed graph). If edge e does not belong to a Menger’s path, it stays undi-
rected. For path Qj : v

(j)
1 ·v(j)

2 ·v(j)
3 · · · , edges (v(j)

i , v
(j)
i+1) become arcs (v(j)

i , v
(j)
i+1),

respecting the natural flow from sources to targets.
Figure 3 illustrates graph GD. Arrows indicate the arcs while bare segments

represent its edges. According to Lemma 2, any minimum (S, T )-cut of G is made
up of arcs in GD. Minimum drainage cuts Zi are thus composed of arcs, directed
from Ri to Ri+1. We insist on the fact that graph GD is only used to define the
notion of dry area, we do not count minimum cuts in it.

Definition 6 (Dry area). The dry area of Bi is the set A∗(Bi) which contains
the vertices of G which are not reachable from S in graph GD deprived of Bi,
i.e. GD\Bi.

In a less formal way, set A∗(Bi) keeps vertices which are dried as Bi is the
only means to irrigate them. The definition of the dry instance follows.
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R1 R2 R3 R4

s1

s2

s3

t1

t2

B2S∗(B2)

A∗(B2)

T ∗(B2)

Fig. 4. An example of dam B2 and its dry instance D (I, B2) =
(G∗(B2), S

∗(B2), T
∗(B2)) (Color figure online)

Definition 7 (Dry instance). The dry instance induced by a dam Bi is
an instance D (I, Bi) = (G∗(Bi), S∗(Bi), T ∗(Bi)) with graph G∗(Bi) =
(V ∗(Bi), E∗(Bi)). In particular,

– set S∗(Bi) keeps vertices reachable from S “just before” dam Bi. Formally, it
contains the tails of arcs in Bi: S∗(Bi) = {u : (u, v) ∈ Bi},

– set T ∗(Bi) keeps vertices placed “after” dam Bi which become irrigated
in GD\Bi. Formally, it contains the heads of arcs which have their tail
either inside S∗(Bi) or inside A∗(Bi) and their head outside: T ∗(Bi) =
{v /∈ A∗(Bi) : (u, v) ∈ E, u ∈ S∗(Bi) ∪ A∗(Bi)},

– set V ∗(Bi) is the union: V ∗(Bi) = S∗(Bi) ∪ A∗(Bi) ∪ T ∗(Bi),
– set E∗(Bi) stores edges of G which lie inside the dry area of Bi or on its

border (one endpoint is outside) in GD. Formally, it is composed of edges
with two endpoints in V ∗(Bi) and at least one of them in A∗(Bi): E∗(Bi) =
{(u, v) ∈ E : u ∈ A∗(Bi), v ∈ V ∗(Bi)}.

Figure 4 gives an example of dam B2 ⊆ Z2 and the dry instance it induces
in G. Its arcs are drawn in red, arcs of Z2\B2 are red and dashed. Blue vertices
represent the vertices unreachable from S in GD\B2, i.e. set A∗(B2). Sets S∗(B2)
and T ∗(B2) are drawn in green and purple, respectively. Set E∗(B2) is composed
of dam B2 (red arcs) and blue edges/arcs.

An important property of dry areas is that there is no arc (u, v) of GD

“entering” in the dry area A∗(Bi), except for arcs in Bi.

Lemma 3. For any dam Bi, there is no arc (u, v) in GD such that u /∈ A∗(Bi)
and v ∈ A∗(Bi), except for arcs in Bi. Moreover, there is no undirected edge
with exactly one endpoint in A∗(Bi).

In Theorem 3, we provide a characterization of any minimum (S, T )-cut which
is based on dry instances and on closest dams. We start by:
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Definition 8. A dam Bh is closer than dam Bi if (i) h < i, (ii) σ(Bh) = σ(Bi),
and (iii) edges in Bi are the only edges of level i inside the dry instance of Bh:
E∗(Bh) ∩ Zi = Bi.

As a consequence, the dry area of Bi is included in the dry area of Bh when
Bh is closer than Bi: A∗(Bi) � A∗(Bh). Indeed, if a vertex is unreachable from
S in GD\Bi, then it also is unreachable from S in GD\Bh as arcs of Bi cannot
be attained from S in GD\Bh according to Definition 8.

Definition 9 (Closest dam). Dam Bi is a closest dam if no dam Bh, h < i
is closer than Bi.

For any dam Bi, either Bi is a closest dam or there is a closest dam Bh �= Bi,
closer than Bi. Each dam Bi admits a closest dam (itself or Bh) which is unique.

Lemma 4. Any dam Bi has a unique closest dam.

Moreover, if Bh is a closest dam then its complement Bh = Zh\Bh is also a
closest dam. This property will be used to prove the fixed-parameter tractability
of our algorithm.

Lemma 5. If Bh is a closest dam, then Bh = Zh\Bh is also a closest dam.

Observe that the dry areas of a dam Bi and its complement, A∗(Bi) and
A∗(Bi) respectively, are disjoint because any vertex is reachable from S either
in G\Bi or in G\Bi or in both of them.

4.2 A Characterization of Minimum Cuts with Dry Instances

Theorem 3 provides us with the keystone to build our FPT〈p〉 algorithm. It
combines the concepts of dry instance and closest dam: given a minimum (S, T )-
cut X and its front dam Bi(X), either X\Bi(X) = ∅ and X = Zi(X) or edges
in X\Bi(X) �= ∅ belong to the dry instance of the dam Bh(X) = Zh(X)\Bh(X),
where Bh(X) is the closest dam of Bi(X).

Theorem 3. If X �= Zi(X) is a minimum cut for I, Bi(X) its front dam, and
Bh(X) the closest dam of Bi(X), then set X\Bi(X) is a minimum cut for the dry
instance of Bh(X) = Zh(X)\Bh(X), i.e. D (I, Bh(X)

)
.

Therefore, any minimum (S, T )-cut X, which is not a minimum drainage cut
Zi(X) itself, can be partitioned into two sets, Bi(X) and X\Bi(X), such that:

– Bi(X) is a minimum cut of instance D (I, Bh(X)

)
and a dam of I,

– X\Bi(X) is a minimum cut of instance D (I, Bh(X)

)
and all its edges belong

to the target side of Zi(X), E
[
R(Zi(X), T )

]
.

Conversely, given a closest dam Bh and its complement Bh = Zh\Bh, the
union Bi ∪ XBh

, where the closest dam of Bi is Bh and XBh
is a minimum cut

of D (I, Bh

)
, separates S from T .
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Theorem 4. Let Bh be a closest dam of Z(I) and Bh = Zh\Bh. Let Bi be
a dam such that Bh is closer than Bi and XBh

a minimum cut of D (I, Bh

)
.

Then, Bi ∪ XBh
is a minimum (S, T )-cut for instance I.

We now prove a stronger result for set X\Bi(X). In fact, edges of set X\Bi(X)

lie in the target side of level i(X) − h(X) + 1 in the drainage of instance
D (I, Bh(X)

)
. This statement is formulated in the theorem below.

Theorem 5. Let X be a minimum (S, T )-cut of G and let (Z ′
1, . . . , Z

′
k′) be the

drainage of instance D (I, Bh(X)

)
. Then, set Z ′

i(X)−h(X)+1 is equal to Bi(X) =
Zi(X)\Bi(X) and edges X\Bi(X) belong to the target side of Z ′

i(X)−h(X)+1 inside
instance D (I, Bh(X)

)
.

4.3 Description of the Algorithm

Our algorithm starts by computing the drainage Z(I) and the Menger’s paths
of input instance I. For all dams Bi, it counts the minimum cuts of size p in I
which admit the front dam Bi. If Bi �= Zi, it does this recursively by counting
the minimum cuts in instance D (I, Bh

)
which only contains edges from the

target side of the internal level i − h + 1 of D (I, Bh

)
, where Bh is the closest

dam of Bi. The minimum cut size in D(I, Bh) is at most p − 1.
We denote by C0(I) = C(I) the total number of minimum (S, T )-cuts of

instance I. We define C�(I) as the number of minimum cuts of instance I which
are composed of edges from E [R(Z�, T )] only. For example, C2(I) gives the
number of minimum (S, T )-cuts in instance I without edges of Z1 ∪ Z2. Value
C�(I), 0 ≤ � ≤ k − 1, can be written:

C�(I) = k − � +
∑

Closest
dam Bh�Zh

∑

i : i>�,
∃Bi:Bh

closer than Bi

Ci−h+1

(D (I, Bh

))
. (1)

The first k − � cuts are the minimum drainage cuts of I with level greater
than �, i.e. cuts Z�+1, . . . , Zk. The second term counts cuts taking edges only
from E [R(Z�, T )] and admitting a front dam Bi(X) �= Zi(X). Theorems 3 and
5 guarantee that any of these minimum (S, T )-cuts is counted at least once.
Indeed, for any front dam Bi and its closest dam Bh, we compute the number
of cuts in instance D (I, Bh

)
such that all their edges belong to the target side

of Bi, which is the internal level i − h + 1 in D (I, Bh

)
. In the event that the

drainage of D (I, Bh

)
has less than i−h+1 levels, then Ci−h+1

(D (I, Bh

))
= 0,

as it means no minimum cut of I has the front dam Bi.
Conversely, the unicity of a closest dam ensures us that each minimum cut

is counted exactly once. A minimum (S, T )-cut X �= Zi(X) has a unique front
dam Bi(X) and the closest dam Bh(X) of Bi(X) is unique (Lemma 4). Finally,
Theorem 4 secures that all cuts counted with Eq. (1) are minimum (S, T )-cuts.

Value C0(I) is computed thanks to recursive calls on multiple instances
D (I, Bh

)
. From now on, we distinguish the input instance I (for which we
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want to compute C0(I)) with other instances (denoted by J later on) of the
recursive tree. The base cases of the recursion, i.e. the leaves of the recursive
tree, are the computation of values C�(J ) either in instances J where the min-
imum cut size is one or in instances where no minimum cut admits a front dam
Bi �= Zi, i > �. In both cases, the only minimum cuts of J are its minimum
drainage cuts. Each recursive call of the algorithm makes the minimum cut size
decrease: for example, if the minimum cut size of J is q, then it is

∣
∣Bh

∣
∣ < q for

an instance D (J , Bh

)
. Therefore, the recursive tree is not deeper than p − 1.

To terminate this algorithm analysis, we prove that its execution time is
FPT〈p〉. To count minimum cuts for an instance of depth d in the recursive tree,
our algorithm counts not only its minimum drainage cuts but also minimum
cuts of multiple instances of depth d + 1. Consequently, the time complexity of
our algorithm depends on the number of instances in the recursive tree. The
following theorem states it is upper-bounded by 2p2

m.

Theorem 6. There are at most 2p2
m instances in the recursive tree.

For any instance J of the recursive tree, the algorithm computes its drainage
Z (J ), its Menger’s paths and all instances D(J , Bh) where Bh is a closest
dam of Z (J ). This third operation is done by enumerating all dams Bi of
Z(J ), verifying whether there is another dam Bh which is closer than Bi, and
(if Bi is a closest dam) identifying the vertices/edges of D(J , Bi) thanks to
a depth-first search in GD\Bi. As there are at most 2pn dams in Z (J ), its
execution time is O(22pn3). The overall complexity is O

(
2p2

m(mnp + 22pn3)
)

=

O
(
2p(p+2)pmn3

)
.

5 Conclusion

In this study, we were interested in the parameterized complexity of counting the
minimum (S, T )-cuts in undirected graphs. The conclusion is that this problem
is FPT〈p〉 as we devised an algorithm running in O(2p(p+2)pmn3). Our algorithm
starts by “draining” the graph: the drainage is made of k < n minimum cuts
Zi. For any minimum cut of the instance, at least one of the minimum drainage
cuts Zi contains edges of X. For this reason, we believe that the drainage could
be used on other cut problems.

In the future, we will focus on the fixed-parameter tractability of counting
minimum vertex (S, T )-cuts. Although the concepts used for the edge version
can be generalized to vertex cuts (the drainage, Menger’s paths, dry areas, and
closest dams), the generalization of our algorithm to vertex cuts is compromised
for one major reason: Theorem3 is not true anymore.
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Abstract. It is shown that a breadth-first search in a directed or undi-
rected graph with n vertices and m edges can be carried out in O(n+m)
time with n log2 3 + O((log n)2) bits of working memory.

Keywords: Graph algorithms · Space efficiency · BFS ·
Succinct data structures · Choice dictionaries · In-place chain technique

1 Introduction

1.1 Space-Bounded Computation

The study of the amount of memory necessary to solve specific computational
problems has a long tradition. A fundamental early result in the area is the
discovery by Savitch [14] that the s-t connectivity problem (given a graph G
and two vertices s and t in G, decide whether G contains a path from s to
t) can be solved with O((log n)2) bits of memory on n-vertex graphs. In order
for this and related results to make sense, one must distinguish between the
memory used to hold the input and the working memory, which is the only
memory accounted for. The working memory is usable without restrictions, but
the memory that holds the input is read-only and any output is stored in write-
only memory. Informally, these conventions serve to forbid “cheating” by using
input or output memory for temporary storage. They are all the more natural
when, as in the original setting of Savitch, the input graph is present only in
the form of a computational procedure that can test the existence of an edge
between two given vertices.

Savitch’s algorithm is admirably frugal as concerns memory, but its (worst-
case) running time is superpolynomial. It was later generalized by Barnes, Buss,
Ruzzo and Schieber [4], who proved, in particular, that the s-t connectivity prob-
lem can be solved on n-vertex graphs in nO(1) time using O(n/2b

√
log n) bits for

arbitrary fixed b > 0. In the special case of undirected graphs, a celebrated result
of Reingold [13] even achieves polynomial time with just O(log n) bits. The run-
ning times of the algorithms behind the latter results, although polynomial, are
“barely so” in the sense that the polynomials are of high degree. A more recent
research direction searches for algorithms that still use memory as sparingly as
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possible but are nonetheless fast, ideally as fast as the best algorithms that are
not subject to space restrictions. The quest to reduce space requirements and
running time simultaneously is motivated in practical terms by the existence of
small mobile or embedded devices with little memory, by memory hierarchies
that allow smaller data sets to be processed faster, and by situations in which
the input is too big to be stored locally and must be accessed through query pro-
cedures running on a remote server. The Turing machine models running time
on real computers rather crudely, so the model of computation underlying the
newer research is the random-access machine and, more specifically, the word
RAM.

1.2 The Breadth-First-Search Problem

This paper continues an ongoing search for the best time and space bounds for
carrying out a breadth-first search or BFS in a directed or undirected graph.
Formally, we consider the BFS problem to be that of computing a shortest-path
spanning forest of an input graph G = (V,E) consistent with a given permutation
of V in top-down order, a somewhat tedious definition of which can be found
in [8]. Suffice it here to say that if all vertices of the input graph G are reachable
from a designated start vertex s ∈ V , the task at hand essentially is to output
the vertices in V in an order of nondecreasing distance from s in G. The BFS
problem is important in itself, but has also served as a yardstick with which to
gauge the strength of new algorithmic and data-structuring ideas in the realm
of space-efficient computing.

In the following consider an input graph G = (V,E) and take n = |V | and
m = |E|. The algorithms of Savitch [14] and of Barnes et al. [4] are easily
adapted, within the time and space bounds cited above, to compute the actual
distance from s to t (∞ if t is not reachable from s). As a consequence, the
BFS problem can be solved on n-vertex graphs with O((log n)2) bits or in nO(1)

time with n/2Ω(
√

log n) bits. Every reasonably fast BFS algorithm known to the
author, however, can be characterized by an integer constant c ≥ 2, dynamically
assigns to each vertex in V one of c states or colors, and maintains the color
of each vertex explicitly or implicitly. Let us call such an algorithm a c-color
BFS algorithm. E.g., the classic BFS algorithm marks each vertex as visited
or unvisited and stores a subset of the visited vertices in a FIFO queue, which
makes it a 3-color algorithm: The unvisited vertices are white, the visited vertices
in the FIFO queue are gray, and the remaining visited vertices are black. Because
the distribution of colors over the vertices can be nearly arbitrary, a c-color BFS
algorithm with an n-vertex input graph must spend at least n log2 c bits on
storing the vertex colors. The classic BFS algorithm uses much more space since
the FIFO queue may hold nearly n vertices and occupy Θ(n log n) bits.

Similarly as Dijkstra’s algorithm can be viewed as an abstract algorithm
turned into a concrete algorithm by the choice of a particular priority-queue
data structure, Elmasry, Hagerup and Kammer [6] described a simple abstract
4-color BFS algorithm that uses O(n + m) time plus O(n + m) calls of opera-
tions in an appropriate data structure that stores the vertex colors. This allowed
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them to derive a first BFS algorithm that works in O(n + m) time with O(n)
bits. Using the same abstract algorithm with a different data structure, Banerjee,
Chakraborty and Raman [2] lowered the space bound to 2n+O(n log log n/log n)
bits. Concurrently, Hagerup and Kammer [10] obtained a space bound of
n log2 3 + O(n/(log n)t) bits, for arbitrary fixed t ≥ 1, by stepping to a better
so-called choice-dictionary data structure but, more significantly, by developing
an abstract 3-color BFS algorithm to work with it. The algorithm uses the three
colors white, gray and black and, for an undirected graph in which all vertices
are reachable from the start vertex s, can be described via the code below. No
output is mentioned, but a vertex can be output when it is colored gray.

Color all vertices white;
Color s gray;
while some vertex is gray do

for each gray vertex u do (∗ exploration round ∗)
if u = s or u has a black neighbor then

Color gray all white neighbors of u;
for each gray vertex u do (∗ consolidation round ∗)

if u has no white neighbor then
Color u black;

Roughly speaking, the white vertices have not yet been encountered by the
search, the black vertices are completely done with, and the gray vertices form
the layer of currently active vertices at a common distance from s. The two
inner loops of the algorithm iterate over the gray vertices in order to replace
them by their white neighbors, which form the next gray layer. Both iterations
are dynamic in the sense that the set of gray vertices changes while it is being
iterated over. The first iteration (the exploration round) colors additional vertices
gray, and we would prefer for these newly gray vertices not to be enumerated by
the iteration. Satisfying this requirement is not easy for a space-efficient algo-
rithm, however, and therefore the iteration instead tests each enumerated vertex
for being “old”—exactly then does it equal s or have a black neighbor—and
ignores the other gray vertices. Similarly, the second iteration (the consolidation
round) colors black only those gray vertices that are no longer needed as neigh-
bors of white vertices—these include all “old” gray vertices. Even so, the choice
dictionary must support dynamic iteration suitably. This represents the biggest
challenge for a space-efficient implementation of the abstract algorithm.

For a directed graph, the changes are slight: “black neighbor” should be
replaced by “black inneighbor”, and each of the two occurrences of “white neigh-
bor” should be replaced by “white outneighbor”. If not all vertices are reachable
from s, the code above, except for its first line, must be wrapped in a standard
way in an outer loop that steps s through all vertices in a suitable order and
restarts the BFS at every vertex found to still be white when it is chosen as s.
This leads to no additional complications and will be ignored in the following.



96 T. Hagerup

1.3 Recent Work and Our Contribution

Starting with the algorithm of Hagerup and Kammer [10], all new BFS algo-
rithms have space bounds of the form n log2 3+s(n) bits for some function s with
s(n) = o(n). In a practical setting the leading factor of log2 3 is likely to matter
more than the exact form of s, so that the progress since the algorithm of Hagerup
and Kammer could be viewed as insignificant. However, at least from a theoreti-
cal point of view it is interesting to explore how much space is needed beyond the
seemingly unavoidable n log2 3 bits required to store the vertex colors. If a 3-color
BFS algorithm uses n log2 3 + s(n) bits, we will therefore say that it works with
s(n) extra bits. If its running time is t(n,m), we may summarize its resource
requirements in the pair (t(n,m), s(n)). Adapting the notion of pareto domi-
nance, we say that an algorithm with the resource pair (t(n,m), s(n)) dominates
an algorithm with the resource pair (t′(n,m), s′(n)) if t(n,m) = O(t′(n,m)) and
s(n) = o(s′(n)) or t(n,m) = o(t′(n,m)) and s(n) = O(s′(n)).

Banerjee, Chakraborty, Raman and Satti [3] indicated a slew of 3-color BFS
algorithms with the following resource pairs: (nO(1), o(n)), (O(nm), O((log n)2)),
(O(m(log n)2), o(n)) and (O(m log nf(n)), O(n/f(n))) for certain slowly grow-
ing functions f . The first of these algorithms is dominated by that of Barnes
et al. [4], which also uses polynomial time but o(n) bits altogether, not just o(n)
extra bits. The third algorithm of [3] is dominated by the algorithm of Hagerup
and Kammer [10], whose resource pair is (O(n + m), O(n/(log n)t)) for arbi-
trary fixed t ≥ 1. Instantiating the 3-color abstract algorithm of [10] with a new
choice dictionary, Hagerup [8] obtained an algorithm that has the resource pair
(O(n log n + m log log n), O((log n)2)) and dominates the two remaining algo-
rithms of [3]. Another algorithm of [8] is faster but less space-efficient and has
the resource pair (O(n log n + m), nε) for arbitrary fixed ε > 0.

Here we present a new data structure, designed specifically to be used with
the abstract 3-color BFS algorithm of [10], that leads to a concrete BFS algo-
rithm operating in O(n + m) time using n log2 3 + O((log n)2) bits of working
memory. The new algorithm combines the best time and space bounds of all pre-
vious algorithms with running-time bounds of O(nm) or less, and therefore dom-
inates all of them. It is also simpler than several previous algorithms. We obtain
a slightly more general result by introducing a tradeoff parameter t ≥ 1: The run-
ning time is O((n+m)t), and the space bound is n log2 3+O((log n)2/t+ log n)
bits. If the degrees of the vertices 1, . . . , n of the input graph G form a nonde-
creasing sequence or if G is approximately regular, we achieve a running time of
O((n + m) log log n) with just n log2 3 + O(log n) bits.

The technical contributions of the present paper include:

– A new representation of vertex colors
– A new approach to dynamic iteration
– A refined analysis of the abstract 3-color BFS algorithm of [10]
– An amortized analysis of the new data structure.

Conversely, we draw on [10] not only for its abstract 3-color BFS algorithm,
but also for setting many of the basic concepts straight and for a technical
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lemma. Another crucial component is the in-place chain technique of Katoh and
Goto [12], as developed further in [8,9,11]. A fundamental representation of n
colors drawn from {0, 1, 2} in close to n log2 3 bits so as to support efficient access
to individual colors is due to Dodis, Pǎtraşcu and Thorup [5].

2 Preliminaries

We do not need to be very specific about the way in which the input graph
G = (V,E) is presented to the algorithm. With n = |V | and m = |E|, we assume
that n can be determined in O(n + m) time and that V = {1, . . . , n}. If G is
undirected, we also assume that for each vertex u ∈ V , it is possible to iterate
over the neighbors of u in at most constant time plus time proportional to their
number. If G is directed, the assumption is the same, but now the neighbors of u
include both the inneighbors and the outneighbors of u, and inneighbors should
(of course) be distinguishable from outneighbors.

Our model of computation is a word RAM [1,7] with a word length of w bits,
where we assume that w is large enough to allow all memory words in use to
be addressed. As part of ensuring this, we assume that w ≥ log2 n. The word
RAM has constant-time operations for addition, subtraction and multiplication
modulo 2w, division with truncation ((x, y) �→ �x/y	 for y > 0), left shift modulo
2w ((x, y) �→ (x 
 y) mod 2w, where x 
 y = x · 2y), right shift ((x, y) �→ x �
y = �x/2y	), and bitwise Boolean operations (and, or and xor (exclusive or)).

3 The Representation of the Vertex Colors

This section develops a data structure for storing a color drawn from the set
{white, gray,black} for each of the n vertices in V = {1, . . . , n}. As we will see,
the data structure enables linear-time execution of the abstract 3-color BFS algo-
rithm of [10] and occupies n log2 3 + O((log n)2) bits. An inspection of the algo-
rithm reveals that the operations that must be supported by the data structure
are reading and updating the colors of given vertices—this by itself is easy—and
dynamic iteration over the set of gray vertices. A main constraint for the latter
operation is that the iteration must happen in time proportional to the number
of gray vertices, i.e., we must be able to find the gray vertices efficiently.

Let us encode the color white as 1 = 012, gray as 0 = 002 and black
as 2 = 102. In the following we will not distinguish between a color and
its corresponding integer or 2-bit string. Take Λ = �log2 n	, q = 10Λ and
λ = �log2 q = Θ(log log n). In the interest of simplicity let us assume that
n is large enough to make λ2 ≤ Λ. In order to keep track of the colors of the
vertices in V we divide the sequence of n colors into N = �n/q	 segments of
exactly q colors each, with at most q − 1 colors left over. Each segment is rep-
resented via a big integer drawn from {0, . . . , 3q − 1}. Because q = O(log n),
big integers can be manipulated in constant time. The N big integers are in
turn maintained in an instance of the data structure of Lemma1 below, which
occupies N log2 3q + O((log N)2) = n log2 3 + O((log n)2) bits.
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Lemma 1 ([5], Theorem 1). There is a data structure that, given arbitrary
positive integers N and C with C = NO(1), can be initialized in O(log N) time
and subsequently maintains an array of N elements drawn from {0, . . . , C − 1}
in N log2 C + O((log N)2) bits such that individual array elements can be read
and updated in constant time.

3.1 Containers and Their Structure and Operations

We view the N big integers as objects with a nontrivial internal structure and
therefore use the more suggestive term container to denote the big integer in a
given position in the sequence of N big integers. We shall say that each of the
q vertices whose colors are stored in a container is located in the container. A
container may represent q colors a0, . . . , aq−1 in several different ways illustrated
in Fig. 1. The most natural representation is as the integer x =

∑q−1
j=0 aj3j .

We call this the regular representation, and a container is regular if it uses
the regular representation (Fig. 1(b)). When a vertex u is located in a regular
container, we can read and update the color of u in constant time, provided
that we store a table of the powers 30, 31, . . . , 3q−1. E.g., with notation as above,
aj = �x/3j	 mod 3 for j = 0, . . . , q − 1. The table occupies O((log n)2) bits and
can be computed in O(log n) time.

We allow a variant in which a regular container D is a master (Fig. 1(a)). The
difference is that the 3Λ most significant bits of the big integer corresponding
to D are relocated to a different container D′, said to be the slave corresponding
to D, and stored there. This frees 3Λ − 1 bits in D for other uses (the most
significant bit is fixed at 0 to ensure that the value of the big digit does not exceed
3q − 1). Since �log2(N +1) ≤ log2(n/8)+1 = log2 n− 2 ≤ �log2 n	− 1 = Λ− 1,
we can store a pointer (possibly null) to a container in Λ − 1 bits, so a master
has room for three such pointers. One of these designates the slave D′, while the
use of the two other pointers, called iteration pointers, is explained later. Even
though it may be necessary to access the data relocated to the slave, a master
still allows vertex colors to be read and updated in constant time.

When it is desired to iterate over the gray vertices in a regular container,
the container is first converted to the loose representation, in which the 2-bit
strings corresponding to the q color values are simply concatenated to form a
string of 2q bits. Since log2 q ≤ λ, this can be done in O(λ) time with the
algorithm of Lemma 2 below, used with c = 3, d = 4 and s = q. The algorithm
is a word-parallel version (i.e., essentially independent computations take place
simultaneously in different regions of a word) of a simple divide-and-conquer
procedure.

Lemma 2 ([8], Lemma 3.3 with f = 2 and p = 1). Given integers c, d and s

with 2 ≤ c, d ≤ 4, s ≥ 1 and s = O(w) and an integer of the form
∑s−1

j=0 ajc
j,

where 0 ≤ aj < min{c, d} for j = 0, . . . , s − 1, the integer
∑s−1

j=0 ajd
j can be

computed in O(log(s + 1)) time.

Conversely, using the lemma instead with c = 4 and d = 3, we can convert
from the loose to the regular representation, again in O(λ) time. Once a container



Fast Breadth-First Search in Still Less Space 99

Fig. 1. Four different representations in containers. Crosshatched areas symbolize col-
ors white, gray and black stored to base 3, while vertically striped areas symbolize
black-and-white vectors.
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is in the loose representation, we can locate the first (smallest) gray vertex in
the container in constant time with the algorithm of part (a) of the following
lemma that, again, draws heavily on word-parallel techniques. At this point we
use the lemma with m = q and f = 2.

Lemma 3 ([10], Lemma 3.2). Let m and f be given integers with 1 ≤ m, f < 2w

and suppose that a sequence A = (a1, . . . , am) with ai ∈ {0, . . . , 2f − 1} for
i = 1, . . . , m is given in the form of the (mf)-bit binary representation of the
integer

∑m−1
i=0 2ifai+1. Then the following holds:

(a) Let I0 = {i ∈ {1, . . . m} : ai = 0}. Then, in O(1 + mf/w) time, we can test
whether I0 = ∅ and, if not, compute min I0.

(b) If m < 2f and an integer k ∈ {0, . . . , 2f − 1} is given, then rank(k,A) =
|{i ∈ {1, . . . , m} : k ≥ ai}| can be computed in O(1 + mf/w) time.

Subsequently, if we remember the last grey vertex enumerated, we can shift
out that vertex and all vertices preceding it before applying the same algorithm.
This enables us to iterate over the set Vg of gray vertices in the container in
O(|Vg| + 1) time. The colors of the at most q − 1 vertices left over from the
division into segments are kept permanently in what corresponds to the loose
representation. This uses O(log n) bits, and it will be obvious how to adapt the
various operations to take these vertices and their colors into account, for which
reason we shall ignore them in the following.

If a container is a slave (Fig. 1(d)), we require the number ng of gray ver-
tices in the container to be bounded by λ − 1, and we store its gray vertices
separately in a gray list. The gray list takes the form of the integer ng, stored
(somewhat wastefully) in λ bits, followed by a sorted sequence of ng integers,
each represented in λ bits, that indicate the positions of the gray vertices within
the container. By the assumption λ2 ≤ Λ, the gray list fits within Λ bits. Because
of the availability of the gray list, we can store the remaining vertex colors in a
black-and-white vector of just q bits by dropping the most significant bit, which
normally allows us to distinguish between the colors gray and black, from all
q 2-bit color values. Since 32 ≥ 23 and therefore q log2 3 ≥ 15Λ, this leaves at
least 15Λ − Λ − q = 4Λ bits, which are used to hold the 3Λ bits relocated from
the master and a pointer to the master. We call this representation the compact
representation. A container may be compact, i.e., in the compact representation,
without being a slave (Fig. 1(c)). Then, instead of the data relocated from a
master, it stores two iteration pointers and a null pointer.

Using the algorithm of Lemma3(b) with m = ng and f = λ, we can test
in constant time whether a vertex located in a compact container is gray by
checking whether its number within the container occurs in the gray list of
the container. If not, we can subsequently determine the color of the vertex in
constant time from the black-and-white vector. Similarly, we can change the
color of a given vertex in constant time. This may involve creating a gap for
the new vertex in the gray list or, conversely, closing such a gap, which is easily
accomplished with a constant number of bitwise Boolean and shift operations.



Fast Breadth-First Search in Still Less Space 101

It is also easy to see that we can iterate over the ng gray vertices in O(ng + 1)
time.

If a color change increases the number ng of gray vertices in a compact con-
tainer to λ, the container must be converted to the regular representation. For
this it will be convenient if the black-and-white vector stores the q least sig-
nificant bits of the vertex colors not in their natural order, but in the shuffled
order obtained by placing the first half of the bits, in the natural order, in the
odd-numbered positions of the black-and-white vector and the last half in the
even-numbered positions. With this convention, we can still read and update
vertex colors in constant time. We can also unshuffle the black-and-white vector
in constant time, creating 1-bit gaps for the most significant bits, by separating
the bits in the odd-numbered positions from those in the even-numbered posi-
tions and concatenating the two sequences. Subsequently each most significant
bit is set to be the complement of its corresponding least significant bit to rep-
resent the colors white and black according to the loose representation. Going
through the gray list, we can then introduce the gray colors one by one. Thus
we can convert from the compact to the loose and from there to the regular
representation in O(ng + λ) = O(λ) time. Conversely, if a container in the loose
representation has fewer than λ gray vertices, it can be converted to the compact
representation in O(λ) time.

3.2 The In-place Chain Technique for Containers

The overall organization of the containers follows the in-place chain technique [8,
9,11,12]. By means of an integer μ ∈ {0, . . . , N} equal to the number of compact
containers, the sequence D1, . . . , DN of containers is dynamically divided into
a left part, consisting of D1, . . . , Dμ, and a right part, Dμ+1, . . . , DN . A regular
container is a master if and only if it belongs to the left part, and a compact
container is a slave if and only if it belongs to the right part. Thus the two
representations shown on the left in Fig. 1((a) and (c)) can occur only in the
left part, while the two representations shown on the right can occur only in the
right part. In particular, every container in the left part has iteration pointers.

Call a container gray-free if no vertex located in the container is gray. The
iteration pointers are used to join all containers in the left part, with the excep-
tion of the gray-free compact containers, into a doubly-linked iteration list whose
first and last elements are stored in O(log n) bits outside of the containers.

When an update of a vertex color causes a container Di to switch from the
compact to the regular representation, μ decreases by 1, say from μ0 to μ0 −1. If
i = μ0, Di belongs to the left part before the switch and to the right part after
the switch, i.e., in terms of Fig. 1, the switch is from (c) to (b). If i �= μ0, the
switch is more complicated, in that it involves other containers. If i < μ0 (Fig. 1,
(c) to (a)), Di becomes a master, whereas if i > μ0 (Fig. 1, (d) to (b)), Di stops
being a slave. In both cases there now is a master Dm without a slave, a situation
that must be remedied. However, Dμ0 also switches, namely either from (a) to
(b) or from (c) to (d). In the case “(a) to (b)” Dμ0 stops being a master, and its
former slave can become the slave of Dm. In the case “(c) to (d)” Dμ0 becomes a
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slave and can serve as the slave of Dm. Thus in all cases masters and slaves can
again be matched up appropriately. Altogether, the operation involves changing
some pointers and moving some relocated data in at most four containers. After
the conversion of Di, this takes constant time.

In some circumstances that still need to be specified, a container Di may
switch from the regular to the compact representation, which causes μ to increase
by 1, say from μ0 to μ0 + 1. We can handle this situation similarly as above. If
i = μ0 + 1, the switch is from (b) to (c) in Fig. 1, and nothing more must be
done. Otherwise, whether the switch is from (a) to (c) or from (b) to (d), there
will be a slave without a master. Simultaneously Dμ0+1 switches either from (b)
to (a) (it becomes the needed master) or from (d) to (c) (it stops being a slave,
and its former master takes on the new slave). Again, after the conversion of Di,
the matching between masters and slaves can be updated in constant time.

4 BFS Algorithms

4.1 The Basic Algorithm

To execute the first line of the abstract 3-color BFS algorithm with the vertex-
color data structure developed in the previous section, we initialize the data
structure as follows: All vertices are white, all containers are compact, but not
slaves, all have empty gray lists, the iteration list is empty, and μ = N .

It was already described how to read and update vertex colors. If a color
change causes a compact container D in the left part to become gray-free, D is
shunted out of the iteration list. Conversely, if a compact container in the left
part stops being gray-free, it is inserted at the end of the iteration list. The case
in which a container enters or leaves the left part because of a change in μ is
handled analogously. All of this can happen in constant time. The only exception
is if a color change forces a container to switch from the compact to the regular
representation, which takes O(λ) time.

Recall that the abstract 3-color BFS algorithm alternates between exploration
rounds, in which it iterates over the gray vertices and colors some of their white
neighbors gray, and consolidation rounds, in which it iterates over the gray ver-
tices and colors some of them black. Each iteration is realized by iterating over
two lists of containers: the explicitly maintained iteration list and the implicit
right list, which consists of the containers DN ,DN−1, . . . , Dμ+1 in that order.
Each of the two iterations can be viewed as moving a pebble through the relevant
list. Because the lists may change dynamically, the following rules apply: If a
currently pebbled container D is deleted from its list, the pebble is first moved
to the successor of D, if any, in the relevant list. If a pebble reaches the end of its
list, it waits there for new containers that may be inserted at the end of the list.
One of the at most two pebbled containers is the current container Dc, whose
gray vertices are enumerated as explained earlier. If Dc is regular, this involves
first converting it to the loose representation. Once all gray vertices in Dc have
been enumerated, Dc stops being the current container. If it is in the loose rep-
resentation, we convert it to either the regular or the compact representation.
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If the iteration happens in an exploration round, we always convert Dc to the
regular representation, so that μ does not increase. If the iteration happens in a
consolidation round, we attempt to convert it to the compact representation. If
this fails because Dc contains more than λ − 1 gray vertices, we instead convert
it to the regular representation; μ does not decrease. Then the pebble on Dc is
moved to the list successor of Dc, and one of the at most two containers that
are now pebbled is chosen to be the new current container. The iteration ends
when both pebbles are at the end of their respective lists.

Since every container that is not gray-free belongs either to the iteration
list or to the right list, it is clear that each round enumerates all vertices that
are gray at the beginning of the round (and maybe some that become gray in
the course of the round). A container and its gray vertices may be enumerated
twice, namely once as part of the iteration list and once as part of the right
list. The BFS algorithm can tolerate this, and no vertex is enumerated more
than twice within one round because μ moves in only one direction within the
round. A vertex can be gray for at most (part of) four consecutive rounds, so
the total number of vertex enumerations is O(n). Therefore the total time spent
on enumeration is O(n), except possibly for the following two contributions to
the running time: (1) Containers that are enumerated but turn out to be gray-
free; (2) Conversions of containers between different representations. As for (1),
every container concerned is regular or on the right side, i.e., the number of such
containers is bounded by 2(N −μ). Since the iteration converts all N −μ regular
containers to the loose representation, the contribution of (1) is dominated by
that of (2). And as for (2), since the number of other conversions is within a
constant factor of the number of conversions to the regular representation, it
suffices to bound the latter by O(n/λ). Call a conversion of a container D to the
regular representation proper if D contains at least λ gray vertices at the time
of the conversion, and improper otherwise. Improper conversions happen only in
exploration rounds. Before the first conversion of a container D to the regular
representation, λ vertices located in D must have become gray, and between two
successive proper conversions of D at least λ vertices in D either change color
or are enumerated. Moreover, between two consecutive proper conversions of D
there can be at most one improper conversion of D (namely in an exploration
round). Since the number of color changes and of vertex enumerations is O(n),
the bound follows.

Theorem 1. The BFS problem can be solved on directed or undirected graphs
with n vertices and m edges in O(n + m) time with n log2 3 + O((log n)2) bits of
working memory.

4.2 A Time-Space Tradeoff

In order to derive a time-space tradeoff from Theorem 1, we must take a slightly
closer look at the data structure of Dodis et al. [5] behind Lemma 1. For
a certain set S whose elements can be represented in O(log n) bits, a cer-
tain function g : S → S that can be evaluated in constant time and a cer-
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tain start value x0 ∈ S that can be computed in constant time, the pre-
processing of the data structure serves to compute and store a table Y of
x0 = g(0)(x0), g(1)(x0), g(2)(x0), . . . , g(�log2 N�)(x0), where g(j), for integer j ≥ 0,
denotes j-fold repeated application of g. In addition, we need the powers
30, 31, . . . ,3q−1, which are also assumed to be stored in Y . If we carry out the
preprocessing but store g(j)(x0) and 3j only for those values of j that are mul-
tiples of t for some given integer t ≥ 1, the shortened table Y ′ occupies only
O(�(log n)/t log n) = O((log n)2/t + log n) bits, and the rest of the BFS algo-
rithm works with O(log n) bits. Whenever the data structure of Sect. 3 is called
upon to carry out an operation, it needs a constant number of entries of Y , which
can be reconstructed from those in Y ′ in O(t) time. This causes a slowdown of
O(t) compared to an algorithm that has the full table Y at its disposal. Thus
Theorem 1 generalizes as follows:

Theorem 2. For every given t ≥ 1, the BFS problem can be solved on directed
or undirected graphs with n vertices and m edges in O((n + m)t) time with
n log2 3 + O((log n)2/t + log n) bits of working memory.

4.3 BFS with n log2 3 + O(logN) Bits

Suppose now that we are allowed only O(log n) extra bits. Then, with notation
as in the previous subsection, we can no longer afford to store the table Y of
x0, g(x0), g(2)(x0), . . . , g(�log2 N�)(x0) and 30, 31, . . . , 3q−1. Instead we store only
the two O(log n)-bit quantities x0 and 3 and compute g(i)(x0) and 3i from them
as needed. Concerning the latter, 3i can be computed in O(log q) = O(λ) time for
arbitrary i ∈ {0, . . . , q−1} by a well-known method based on repeated squaring.

When the data structure of Dodis et al. [5] is used to represent an array A
with index set {1, . . . , N}, A[j], for j = 1, . . . , N , is associated with the node j
in a complete N -node binary tree T whose nodes are numbered 1, . . . , N in the
manner of Heapsort, i.e., the root is 1, the parent of every nonroot node j is �j/2	,
and every left child is even. Suppose that a node j ∈ {1, . . . , N} is of height h
in T . Then we can access (read or update) A[j] in constant time after computing
g(h)(x0) from x0, which takes O(h + 1) time. In the worst case h = Θ(log n),
so we can access A with a slowdown of O(log n) relative to an algorithm with
access to the full table Y . This leads to the result of Theorem 2 for t = log n, i.e.,
O((n + m) log n) time and O(log n) extra bits. However, for most j the height h
is much smaller than log2 n, which hints at a possible improvement.

For i = 1, . . . , n, let di be the (total) degree of the vertex i in the input graph.
It is easy to see that the number of accesses to the color of i in the course of
the execution of the BFS algorithm is O(di + 1). The color of i is located in the
container Dj , where j = �i/q, or in a slave Dj′ with j′ > j, and Dj is in fact a
big digit stored in A[j], where A is the array maintained with the data structure
of Dodis et al. [5]. The depth of the node j in the corresponding binary tree T
is exactly �log2 j	 = �log2�i/q	, and it is not difficult to see that its height is
at most �log2�n/q	 − �log2�i/q	 ≤ log2(n/i) + 2. Therefore the running time
of the complete BFS algorithm is O((n + m) log log n +

∑n
i=1 di log(2n/i)).
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If d1 ≤ · · · ≤ dn,
∑n

i=1 di log2(2n/i) ≤ (1/n)(
∑n

i=1 di)(
∑n

i=1 log2(2n/i)) =
O(m). Thus if the vertex degrees form a nondecreasing sequence, the running
time is O((n+m) log log n). Since log2(2n/i) ≤ 1+r log2 log2 n if i ≥ n/(log2 n)r

for some r ≥ 1, the same is true if
∑�n/(log2 n)r�

i=1 di = O(m log log n/log n) for
some fixed r ≥ 1. Informally, the latter condition is satisfied if G is approximately
regular. In particular, it is satisfied if the ratio of the maximum degree in G to
the average degree is (at most) polylogarithmic in n.
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Abstract. For a fixed finite family of graphs F , the F-Minor-Free
Deletion problem takes as input a graph G and an integer � and asks
whether there exists a set X ⊆ V (G) of size at most � such that G − X
is F-minor-free. For F = {K2} and F = {K3} this encodes Vertex

Cover and Feedback Vertex Set respectively. When parameterized
by the feedback vertex number of G these two problems are known to
admit a polynomial kernelization. Such a polynomial kernelization also
exists for any F containing a planar graph but no forests.

In this paper we show that F-Minor-Free Deletion parameterized
by the feedback vertex number is MK[2]-hard for F = {P3}. This rules
out the existence of a polynomial kernel assuming NP �⊆ coNP/poly, and
also gives evidence that the problem does not admit a polynomial Turing
kernel. Our hardness result generalizes to any F not containing a P3-
subgraph-free graph, using as parameter the vertex-deletion distance to
treewidth min tw(F), where min tw(F) denotes the minimum treewidth
of the graphs in F . For the other case, where F contains a P3-subgraph-
free graph, we present a polynomial Turing kernelization. Our results
extend to F-Subgraph-Free Deletion.

Keywords: Turing kernelization · Minor-free deletion ·
Subgraph-free deletion · Structural parameterization

1 Introduction

Background and Motivation. Kernelization is a framework for the scientific
investigation of provably effective preprocessing procedures for NP-hard prob-
lems, framed in the language of parameterized complexity. A kernelization for
a parameterized problem is a polynomial-time algorithm that transforms any
parameterized instance (x, k) into an instance (x′, k′) with the same answer,
such that |x′| and k′ are both bounded by f(k) for some computable function
f . The function f is the size of the kernel. Of particular interest are kernels
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of polynomial size. Determining which parameterized problems admit kernels of
polynomial size has become a rich area of algorithmic research [4,13,22].

A common approach in kernelization [1,12,18] is to take the solution size as
the parameter k, with the aim of showing that large inputs that ask for a small
solution can be efficiently reduced in size. However, this method does not give
any nontrivial guarantees when the solution size is known to be proportional to
the total size of the input. For that reason, there is an alternative line of research
[6,7,11,16,19–21,25] that focuses on parameterizations based on a measure of
nontriviality of the instance (cf. [23]). One formal way to capture nontriviality of
a graph problem is to measure how many vertex-deletions are needed to reduce
the input graph to a graph class in which the problem can be solved in polynomial
time. Since many graph problems can be solved in polynomial time on trees and
forests, the structural graph parameter feedback vertex number (the minimum
number of vertex deletions needed to make the graph acyclic, i.e. a forest) is a
relevant measure of nontriviality.

Previous research has shown that for the Vertex Cover problem, there
is a polynomial kernel parameterized by the feedback vertex number [19]. This
preprocessing algorithm guarantees that inputs which are large with respect to
their feedback vertex number, can be efficiently reduced. The Vertex Cover

problem is the simplest in a family of so-called minor-free deletion problems.
For a fixed finite family of graphs F , an input to F-Minor-Free Deletion

consists of a graph G and an integer �. The question is whether there is a set
X of at most � vertices in G, such that the graph G − X obtained by remov-
ing these vertices does not contain any graph from F as a minor. Motivated
by the fact that Vertex Cover and Feedback Vertex Set, arguably the
simplest F-Minor-Free Deletion problems, admit polynomial kernels when
parameterized by the feedback vertex number, we set out to resolve the follow-
ing question: Do all F-Minor-Free Deletion problems admit a polynomial
kernel when parameterized by the feedback vertex number?

Results. To our initial surprise, we prove that the answer to this question is
no. While the parameterization by feedback vertex number admits polynomial
kernels for F = {K2} [19], for F = {K3} [5,18,24], and for any set F containing
a planar graph1 but no forests [12], there are also cases that do not admit
polynomial kernels (assuming NP �⊆ coNP/poly). For example, we will show that
the case of F consisting of a single graph P3 that forms a path on three vertices
does not admit a polynomial kernel.

Recall that a graph is a forest if and only if its treewidth is one [3]. Hence
the feedback vertex number is exactly the minimum number of vertex deletions
needed to obtain a graph of treewidth one. Let tw(G) denote the treewidth
of graph G, and define min tw(F) := minH∈F tw(H). Our lower bound also
holds for F-Subgraph-Free Deletion, which is the related problem that asks

1 If F contains no forests, the size of an optimal solution is at most the size of a
feedback vertex set: the kernel for the solution-size parameterization can be used.
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whether there is a vertex set X of size at most k such that G − X contains no
graph H ∈ F as a subgraph. We prove the following.

Theorem 1. Let F be a finite set of graphs, such that each graph in F has a
connected component on at least three vertices. Then F-Minor-Free Dele-

tion and F-Subgraph-Free Deletion do not admit polynomial kernels when
parameterized by the vertex-deletion distance to a graph of treewidth min tw(F),
unless NP ⊆ coNP/poly.

Theorem 1 implies the claimed lower bound for F = {P3}: when F contains
an acyclic graph with at least one edge we have min tw(F) = 1 and therefore
the vertex-deletion distance to treewidth min tw(F) equals the feedback vertex
number. The theorem also generalizes earlier results of Cygan et al. [7, Theorem
13], who investigated the problem of losing treewidth by removing vertices.

Theorem 1 is obtained through a polynomial-parameter transformation from
the cnf-sat problem parameterized by the number of variables, for which a
superpolynomial kernelization lower bound is known [8,14]. This transformation
also rules out the existence of polynomial-size Turing kernelizations under a
certain hardness assumption. Turing kernelization [10] is a relaxation of the
traditional form of kernelization. Intuitively, it investigates whether inputs (x, k)
can be solved efficiently using the answers to subproblems of size f(k) which are
provided by an oracle, which models an external computation cluster. Formally,
a Turing kernelization of size f for a parameterized problem Q is an algorithm
that can query an oracle to obtain the answer to any instance of problem Q of size
and parameter bounded by f(k) in a single step, and using this power solves any
instance (x, k) in time polynomial in |x| + k. The reduction proving Theorem 1
also proves the non-existence of polynomial-size Turing kernelizations, unless all
parameterized problems in the complexity class MK[2] defined by Hermelin et al.
[17] have polynomial Turing kernels. (cnf-sat with clauses of unbounded length,
parameterized by the number of variables, is MK[2]-complete [17, Theorem 1, cf.
Theorem 10] and widely believed not to admit polynomial-size Turing kernels.)

Motivated by the general form of the lower bound in Theorem1, we also
investigate upper bounds and derive a complexity dichotomy. For any F that
does not meet the criterion of Theorem 1, we obtain a polynomial Turing kernel.

Theorem 2. Let F be a finite set of graphs, such that some H ∈ F has no
connected component of three or more vertices. Then F-Minor-Free Dele-

tion and F-Subgraph-Free Deletion admit polynomial Turing kernels when
parameterized by the vertex-deletion distance to a graph of treewidth min tw(F).

Note that if some graph H ∈ F has no component of three or more vertices,
then H does not contain P3 as a subgraph and therefore consists of isolated ver-
tices and edges. Hence min tw(F) = 1 in nontrivial cases, so that the parameter
is the feedback vertex number. Our Turing kernelization uses an adaptation of
the Tutte-Berge formula to show that the F-minor-free graphs that result after
removing a solution, have a small witness structure that can be guessed by a
Turing kernelization. After this guessing phase, we can reduce the problem to a
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Vertex Cover instance parameterized by feedback vertex set, which we can
shrink using the existing kernelization [19] and query to the oracle.

Organization. We present preliminaries on graphs and kernelization in Sect. 2.
Section 3 develops the lower bounds on (Turing) kernelization when all graphs
in F have a connected component with at least three vertices. In Sect. 4 we show
that in all other cases, a polynomial Turing kernelization exists.

2 Preliminaries

All graphs we consider in this paper are simple, finite and undirected. We denote
the vertex set and edge set of a graph G by V (G) and E(G) respectively. For a
vertex set S ⊆ V (G) let G[S] be the subgraph of G induced by S, and let G − S
denote the subgraph of G induced by V (G) \ S. For a vertex v we use G − v as
shorthand for G − {v}. For a non-negative integer n we use n · G to denote the
graph consisting of n disjoint copies of G. Let NG(S) and NG(v) denote the open
neighborhood in G of a vertex set S and a vertex v respectively. Let degG(v)
denote the degree of v in G. The subscript may be omitted when G is clear from
the context. We use fvs(G) to denote the feedback vertex number of G.

A graph H is a minor of graph G, denoted by H � G, if H can be obtained
from G by a series of edge contractions, edge deletions, and vertex deletions.
An H-model in G is a function ϕ : V (H) → 2V (G) such that (i) for every vertex
v ∈ V (H), the graph G[ϕ(v)] is connected, (ii) for every edge {u, v} ∈ E(H)
there exists an edge {u′, v′} ∈ E(G) with u′ ∈ ϕ(u) and v′ ∈ ϕ(v), and (iii)
for distinct u, v ∈ V (H) we have ϕ(v) ∩ ϕ(u) = ∅. The sets ϕ(v) are called
branch sets. Clearly, H � G if and only if there is an H-model in G. For any
function f : A → B and set A′ ⊆ A we use f(A′) as a shorthand for

⋃
a∈A′ f(a).

Specifically in the case of a minor-model ϕ and graph G, we use ϕ(G) to denote⋃
v∈V (G) ϕ(v). We say a graph H is a component-wise minor of a graph G,

denoted as H � G, when every connected component of H is a minor of G.
For type ∈ {minor, subgraph} and a finite family of graphs F , we define:

F-type-Free Deletion

Input: A graph G and an integer �.
Parameter: vertex-deletion distance to a graph of treewidth min tw(F).
Question: Is there a set X ⊆ V (G) of at most � vertices such that G − X
does not contain any H ∈ F as a type?

A vertex v ∈ V (G) is a cut vertex when its removal from G increases the
number of connected components. A graph is called biconnected when it is con-
nected and contains no cut vertex. A biconnected component of a graph G is a
maximal biconnected subgraph of G. For any integer α, a graph G is called α-
robust when |V (G)| ≥ α and no vertex v ∈ V (G) exists such that G−v contains
a connected component with less than α − 1 vertices.

Proposition 1. Any graph G has a unique maximal α-robust subgraph. Any
α-robust subgraph of G is a subgraph of the maximal α-robust subgraph of G.
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Proof. The proposition follows straightforwardly from the fact that if G[A] and
G[B] are α-robust, then so is G[A ∪ B]. We now prove this fact.

Consider two vertex sets A,B ⊆ V (G), such that G[A] and G[B] are α-robust.
We show that G[A ∪ B] is α-robust. Since G[A] is α-robust we have |A| ≥ α so
then |A∪B| ≥ α. Suppose for contradiction that there exists a vertex v ∈ A∪B
such that G[A ∪ B] − v contains a connected component of size smaller than
α − 1. Let C be the vertices of this connected component. We know C contains
vertices of at least one of A and B. Assume w.l.o.g. A ∩ C �= ∅, then G[A ∩ C]
is a connected component of size less than α − 1 in G[A] − v. If v ∈ A this
directly contradicts α-robustness of G[A], so assume v �∈ A. Now G[A] contains
a connected component with less than α − 1 vertices. Since |C| < α ≤ |A| there
exists a vertex u ∈ A\C, so then G[A]−u contains a connected component with
less than α − 1 vertices, which contradicts α-robustness of G[A]. �

For any graph G and integer α, let α -prune(G) denote the unique maximal
α-robust subgraph of G, which may be empty. We define a leaf-block of a graph
G as a biconnected component of G that contains at most one cut vertex of G.
The size of a leaf-block H is |V (H)|. The size of the smallest leaf-block of a
graph G is denoted as λ(G). Observe that G is α-robust if and only if λ(G) ≥ α.

A polynomial-parameter transformation from parameterized problem P to
parameterized problem Q is a polynomial-time algorithm that, given an instance
(x, k) of P, outputs an instance (x′, k′) of Q such that (x, k) ∈ P ⇔ (x′, k′) ∈ Q,
and k′ is upper-bounded by a polynomial in k.

Due to space restrictions, the proofs of some claims have been omitted and
are given in the full version [9]. These claims are marked with a (�).

3 Lower Bound

In this section we consider the case where all graphs in F contain a connected
component of at least three vertices and give a polynomial-parameter transfor-
mation from cnf-sat parameterized by the number of variables. In this con-
struction we make use of the way biconnected components of graphs G and H
restrict the options for an H-model to exist in G.

Proposition 2. Let H be an α-robust graph and let ϕ be a minimal H-model
in a graph G, then G[ϕ(H)] is α-robust.

Proof. Take an arbitrary vertex v ∈ ϕ(H) and let u ∈ V (H) be such that
v ∈ ϕ(u). Since H − u does not have connected components smaller than α − 1,
G[ϕ(H)]−ϕ(u) cannot have connected components smaller than α−1. Consider
a spanning tree of G[ϕ(u)]. Each leaf of this spanning tree must be connected
to a vertex in a different branch set, otherwise ϕ is not minimal. We know
every connected component in G[ϕ(u)] − v contains at least one leaf of this
spanning tree, hence every connected component of G[ϕ(u)] − v is connected to
G[ϕ(H)]−ϕ(u). So G[ϕ(H)]−v does not contain a connected component smaller
than α − 1. Since v was arbitrary, G[ϕ(H)] is α-robust. �
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Proposition 3. Let ϕ be an H-model in G, and B a biconnected component of
H. Then G[ϕ(B)] contains a biconnected subgraph on at least |B| vertices.
Proof. Let ϕ′ a minimal B-model in G such that ϕ′(v) ⊆ ϕ(v) for all v ∈ V (B).
Hence G[ϕ′(B)] is a subgraph of G[ϕ(B)]. It suffices to show that G[ϕ′(B)]
contains a biconnected component on at least |V (B)| vertices. Since B is bicon-
nected, it is |V (B)|-robust so by Proposition 2 we know G[ϕ′(B)] is |V (B)|-
robust. Hence G[ϕ′(B)] contains a biconnected component on at least |V (B)|
vertices. �
Proposition 4 (�). For any � ∈ {�,�}, two integers α ≥ β, and graphs H
and G we have that H � G ⇒ α -prune(H) � β -prune(G).

We proceed to construct a clause gadget to be used in the polynomial-
parameter transformation from cnf-sat.

Lemma 1. For any connected graph H with at least three vertices there exists a
polynomial-time algorithm that, given an integer n ≥ 1, outputs a graph G and
a vertex set S ⊆ V (G) of size n such that all of the following are true:

1. tw(G) ≤ tw(H),
2. G contains a packing of 3n − 1 vertex-disjoint H-subgraphs,
3. G − S contains a packing of 3n − 2 vertex-disjoint H-subgraphs, and
4. ∀v ∈ S there exists X ⊆ V (G) of size 3n − 1 s.t. all of the following are true:

(a) v ∈ X,
(b) G − X is H-minor-free,
(c) λ(H) -prune(G − X) � H, and
(d) for all connected components Gc of G − X that contain a vertex of S we

have |V (Gc)| < λ(H) and Gc contains exactly one vertex of S.

Proof. Consider a subgraph L of H such that L is a smallest leaf-block of H.
Let R be the graph obtained from H by removing all vertices of L that are not
a cut vertex in H. Note that when H is biconnected, L = H and R is an empty
graph. We distinguish three distinct vertices a, b, c in H. Vertices c and b are
both part of L, where c is the cut vertex (if there is one) and b is any other
vertex in L. Finally vertex a is any vertex in H that is not c or b. See Fig. 1(a).
In the construction of G we will combine copies of H such that a, b, and c form
cut vertices in G and are part of two different H-subgraphs. Vertices b and c are
chosen such that removing either one from a copy of H in G means no vertex
from the L-subgraph of this copy of H can be used in a minimal H-model in G.
In the remainder of this proof we use fK→K′ : V (K) → V (K ′) for isomorphic
graphs K and K ′ to denote a fixed isomorphism.

Take two copies of H, call them H1 and H2. Let R1 and L1 denote the
subgraphs of H1 related to R and L, respectively, by the isomorphism between
H and H1. Similarly let R2 and L2 denote the subgraphs of H2. Take a copy of
L which we call L3. Let M be the graph obtained from the disjoint union of H1,
H2, and L3 by identifying the pair fH→H1(c) and fH→H2(b) into a single vertex
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s, and identifying the pair fH→H2(c) and fL→L3(c) into a single vertex t. We
label fH→H1(a), fH→H1(b), and fL→L3(b) as u, w, and v respectively.

This construction is motivated by the fact that the graphs M − {v, s}, M −
{u, t}, and M − {w, t} are all H-minor-free, which we will exploit in the formal
correctness argument later. We will connect copies of M to each other via the
vertices u, v, and w so that, although two vertices need to be removed in every
copy of M , one such vertex can always be in two copies of M at the same time.

Fig. 1. We show the situation where a is contained in R. Note that a can always be
chosen such that it is contained in R when H is not biconnected. Note that the graphs
in (b) and (c) are isomorphic but drawn differently.

Now take 2n − 1 copies of M , call them M1, . . . ,M2n−1. For readability we
denote fM→Mi

as fi for all 1 ≤ i ≤ 2n − 1. For all 1 ≤ i < n we identify fi(w)
and fn+i(v), and we identify fn+i(w) and fi+1(u). Let this graph be G, and let
S be the set of vertices fi(v) for all 1 ≤ i ≤ n. Let H1,i, H2,i, R1,i, R2,i, L1,i,
L2,i, and L3,i denote the subgraphs in Mi that correspond to the subgraphs H1,
H2, R1, R2, L1, L2, and L3 in M . See Fig. 1(b) and (c).

This concludes the description of graph G and set S. It is easily seen that
these can be constructed in polynomial time. It remains to verify that all con-
ditions of the lemma statement are met.

(1) Since we connected copies of L and R in a treelike fashion along cut ver-
tices, we did not introduce any new biconnected components. Since the treewidth
of a graph is equal to the maximum treewidth over all its biconnected compo-
nents we know that tw(G) ≤ max{tw(R), tw(L)} = tw(H).

(2) For each 1 ≤ i ≤ n we can distinguish two H-subgraphs in Mi, namely
H1,i and L3,i ∪ R2,i. This gives us 2n H-subgraphs in G. Note that since all
M1, . . . ,Mn are vertex-disjoint, these 2n H-subgraphs are also vertex-disjoint
in G. For each n < i ≤ 2n − 1 we distinguish one H-subgraph, namely H2,i.
Note that since H2,i is vertex-disjoint from all M1, . . . ,Mi−1,Mi+1, . . . ,M2n−1

we have a total of 2n + n − 1 = 3n − 1 vertex-disjoint H-subgraphs in G. This
packing is shown in Fig. 2(a).
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(3) Alternatively, for each 1 ≤ i ≤ n we can distinguish one H-subgraph in
Mi, namely H2,i. For each n < i ≤ 2n − 1 we distinguish two H-subgraphs in
Mi, namely H1,i and L3,i ∪ R2,i. Again these H-subgraphs are vertex-disjoint,
and since they also do not contain any vertices of S, they form a packing of
n + 2(n − 1) = 3n − 2 vertex-disjoint H-subgraphs in G − S. See Fig. 2(b).

(4) Let fj(v) ∈ S be an arbitrary vertex in S, implying 1 ≤ j ≤ n, and take

X =
⋃

1≤i<j

{fi(t), fi(w), fi+n(s)} ∪ {fj(v), fj(s)} ∪
⋃

j<i≤n

{fi(t), fi(u), fi+n−1(t)}.

Observe that |X| = 3n−1 and fj(v) ∈ X, so condition 4a of the lemma statement
holds. Next, we give a proof sketch for Conditions 4b, 4c, and 4d for the case
that a ∈ V (R). A complete proof can be found in the full version [9].

Fig. 2. Illustrations of conditions 2, 3 and 4. Vertices in S are marked black.

To show condition 4b holds, by Proposition 4 it is sufficient to show that
λ(H) -prune(G − X) is H-minor-free, since H = λ(H) -prune(H). Figure 2(c)
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shows a super graph of λ(H) -prune(G−X) in gray. It is easily verified from the
figure that every connected component of λ(H) -prune(G − X) contains insuffi-
cient vertices to contain H as a minor. It can also be seen that every connected
component in λ(H) -prune(G − X) is a subgraph of H, proving condition 4c.
Similarly, condition 4d can also directly be seen to hold from the figure. �

Using the clause gadget described in Lemma 1 we give a polynomial-
parameter transformation for the case where F contains a single, connected
graph H.

Lemma 2. For any connected graph H with at least three vertices there exists
a polynomial-time algorithm that, given a CNF-formula Φ with k variables, out-
puts a graph G and an integer � such that all of the following are true:

1. there is a set S ⊆ V (G) of at most 2k vertices such that tw(G−S) ≤ tw(H),
2. if Φ is not satisfiable then there does not exist a set X ⊆ V (G) of size at most

� such that G − X is H-subgraph-free,
3. if Φ is satisfiable then there exists a set X ⊆ V (G) of size at most � such that

G − X is H-minor-free.

Proof. Let x1, . . . , xk denote the variables of Φ, let C1, . . . , Cm denote the sets
of literals in each clause of Φ, and let n denote the total number of occurrences
of literals in Φ, i.e. n =

∑
1≤j≤m |Cj |. Let H1, . . . , Hk be copies of H. In each

copy Hi we arbitrarily label one vertex vxi
and another v¬xi

. Let Gvar be the
graph obtained from the disjoint union of H1, . . . , Hk. For each clause Cj of Φ we
create a graph called Wj and vertex set Sj ⊆ V (Wj) by invoking Lemma 1 with
H and |Cj |. Let G be the graph obtained from the disjoint union of W1, . . . ,Wm

and Gvar where we identify the vertices in Sj with the appropriate vxi
or v¬xi

as
follows: For each clause Cj let s1, . . . , s|Cj | be the vertices in Sj in some arbitrary
order, and let c1, . . . , c|Cj | be the literals in Cj , then we identify si and vci for
each 1 ≤ i ≤ |Cj |. Finally let � = k + 3n − 2m and S =

⋃
1≤i≤k{vxi

, v¬xi
}. Note

that Sj ⊆ S for all 1 ≤ j ≤ m. This concludes the description of G, �, and S.
It is easy to see they can be constructed in polynomial time. Formal argu-

ments for conditions 1, 2, and 3 are given in the full version [9]. Their proofs
rely on the fact that only � − k = 3n − 2m vertex-deletions are available outside
Gvar, and all are required since Wi − V (Gvar) contains 3|Ci| − 2 vertex disjoint
H-subgraphs for each 1 ≤ i ≤ m. However, since Wi contains 3|Cj | − 1 vertex
disjoint H-subgraphs, one additional vertex-deletion in Wi has to coincide with
a vertex-deletion in Gvar. This is possible if and only if a set X ′ ⊆ V (Gvar) of k
vertices can be chosen such that each Wi, 1 ≤ i ≤ m, contains at least one vertex
from X ′. The choice of X ′ corresponds to a satisfying assignment for Φ. �

The construction from Lemma 2 can directly be used to give a polynomial-
parameter transformation from cnf-sat parameterized by the number of vari-
ables. Observe that if G−X is F-minor-free, then G−X is also F-subgraph-free.
Similarly, if G−X contains an H-subgraph for all X ⊆ V (G) with |X| ≤ �, then
G − X also contains an H-minor. Therefore, for any type ∈ {minor, subgraph}
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and F consisting of one connected graph on at least three vertices, Lemma 2
gives a polynomial-parameter transformation from cnf-sat parameterized by
the number of variables to F-type-Free Deletion parameterized by deletion
distance to min tw(F).

When F contains multiple graphs, each containing a connected component
of at least three vertices, it is possible to select a connected component H of one
of the graphs in F such that the construction described in Lemma 2 forms the
main ingredient for a polynomial-parameter transformation. Selection of H and
the remainder of the construction are described in the full version [9].

We conclude that a polynomial-parameter transformation exists for all type ∈
{minor, subgraph} and F containing only graphs with a connected component
on at least three vertices. Together with the fact that cnf-sat is MK[2]-hard
and does not admit a polynomial kernel unless NP ⊆ coNP/poly (cf. [17, Lemma
9]), this proves the following generalization of Theorem1.

Theorem 3 (�). For type ∈ {minor, subgraph} and a set F of graphs, all with
a connected component of at least three vertices, F-type-Free Deletion param-
eterized by vertex-deletion distance to a graph of treewidth min tw(F) is MK[2]-
hard and does not admit a polynomial kernel unless NP ⊆ coNP/poly.

4 A Polynomial Turing Kernelization

In this section we consider the case where F contains a graph with no connected
component of more than two vertices; or in short F contains a P3-subgraph-free
graph. This graph consists of isolated vertices and disjoint edges. Let isol(G)
denote the set of isolated vertices in a graph G, i.e. isol(G) = {v ∈ V (G) |
deg(v) = 0}. We first show that the removal of all isolated vertices from all
graphs in F only changes the answer to F-Minor-Free Deletion and F-
Subgraph-Free Deletion when the input is of constant size.

Lemma 3 (�). For type ∈ {minor, subgraph} and any family of graphs F
containing a P3-subgraph-free graph, let F ′ = {F − isol(F ) | F ∈ F}. For any
graph G, if G is F-type-free but not F ′-type-free, then |V (G)| < max

F∈F
(|V (F )| +

2|V (F )|3).
After the removal of isolated vertices in F to obtain F ′, we know that F ′

contains a graph consisting entirely of disjoint edges, i.e. this graph is isomorphic
to c·P2 for some integer c ≥ 0. If c = 0 then F-type-free graphs have constant size
and the problem is polynomial-time solvable. We proceed assuming c ≥ 1. Let
the matching number of a graph G, denoted as ν(G), be the size of a maximum
matching in G. We make the following observation.

Observation 1. For all c ≥ 1, graph G is c · P2-subgraph-free ⇔ ν(G) ≤ c − 1.

We give a characterization of graphs with bounded matching number, based
on an adaptation of the Tutte-Berge formula [2]. We use odd(G) to denote the
number of connected components in G that consist of an odd number of vertices.
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Lemma 4. (�). For any graph G and integer m we have ν(G) ≤ m if and
only if V (G) can be partitioned into three disjoint sets U,R, S such that all of
the following are true:

– all connected components in G[R] have an odd size of at least 3,
– G[S] is independent,
– NG(S) ⊆ U , and
– |U | + 1

2 (|R| − odd(G[R])) ≤ m.

Observe that for any partition U,R, S satisfying the first three conditions,
we have |R| − odd(G[R]) ≥ 2

3 |R| since each component of G[R] has at least
three vertices. To satisfy the fourth condition therefore requires |U |+ 1

2 ( 23 |R|) ≤
m, which will be a constant in our application. Since NG(S) ⊆ U , the lemma
guarantees that NG(R) ⊆ U .

Let us showcase how Lemma 4 can be used to attack F-Minor-Free Dele-

tion when F consists of a single graph c · P2, so that the problem is to find a
set X ⊆ G of size at most � such that G − X has matching number less than c.

Theorem 4. For any constant c, the {c ·P2}-Minor-Free Deletion problem
parameterized by the size k of a feedback vertex set, can be solved in polynomial
time using an oracle that answers Vertex Cover instances with O(k3) vertices.

Proof. If an instance (G, �) admits a solution X, then Lemma 4 guarantees that
V (G − X) can be partitioned into U,R, S satisfying the four conditions for m =
c − 1. We try all relevant options for the sets U and R in the partition, of which
there are only polynomially many since |U | + 1

3 |R| ≤ m ∈ O(1).
For given sets U,R ⊆ V (G), we can decide whether there is a solution X of

size at most � for which U,R, and S := V (G) \ (U ∪ R ∪ X) form the partition
witnessing that G − X has matching number at most m, as follows. If some
component of G[R] has even size, or less than three vertices, we reject outright.
Similarly, if |U | + 1

2 (|R| − odd(G[R])) > m, we reject. Now, if U and R were
guessed correctly, then Lemma 4 guarantees that the only neighbors of R in the
graph G − X belong to U . Hence we infer that all vertices of X ′ := NG(R) \ U
must belong to the solution X. Note that since S is an independent set in G−X,
the solution X forms a vertex cover of G − (U ∪ R), so that X ′′ := X \ X ′ is
a vertex cover of G′ := G − (U ∪ R ∪ X ′). On the other hand, for every vertex
cover X ′′ of G′, the graph G− (X ′ ∪X ′′) will have matching number at most m,
as witnessed by the partition. Hence the problem of finding a minimum solution
X whose corresponding graph G − X has U and R as two of the classes in its
witness partition, reduces to finding a minimum vertex cover of the graph G′.
In terms of the decision problem, this means G has a solution of size at most
� with U and R as witness partite sets, if and only if G′ has a vertex cover of
size at most � − |X ′|. Since fvs(G′) ≤ fvs(G), we can apply the known [19]
kernel for Vertex Cover parameterized by the feedback vertex number to
reduce (G′, � − |X ′|) to an equivalent instance with O(fvs(G)3) vertices, which
is queried to the oracle. If the oracle answers positively to any query, then (G, �)
has answer yes; otherwise the answer is no. �
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We remark that by using the polynomial-time reduction guaranteed by NP-
completeness, the queries to the oracle can be posed as instances of the origi-
nal F-Minor-Free Deletion problem, rather than Vertex Cover. In the
appendix we present our general (non-adaptive) Turing kernelization for the
minor-free and subgraph-free deletion problems for all families F containing a
P3-subgraph-free graph, combining three ingredients. Lemma3 allows us to focus
on families whose graphs have no isolated vertices. The guessing strategy of The-
orem 4 is the second ingredient. The final ingredient is required to deal with the
fact that a solution subgraph G−X that is c ·P2-minor-free for some c ·P2 ∈ F ,
may still have one of the other graphs in F as a forbidden minor. To cope with
this issue, we show that if G − X has no matching of size c, but does contain a
minor model of some graph in F , then there is such a minor model of constant
size. By employing a more expensive (but still polynomially bounded) guessing
step, this allows us to complete the Turing kernelization and prove the following
theorem.
Theorem 2 (�). Let F be a finite set of graphs, such that some H ∈ F has
no connected component of three or more vertices. Then F-Minor-Free Dele-

tion and F-Subgraph-Free Deletionadmit polynomial Turing kernels when
parameterized by the vertex-deletion distance to a graph of treewidth min tw(F).

5 Conclusion

Earlier work [5,18,19,24] has shown that several F-Minor-Free Deletion

problems admit polynomial kernelizations when parameterized by the feedback
vertex number. In this paper we showed that when F contains a forest and
each graph in F has a connected component of at least three vertices, the
F-Minor-Free Deletion problem does not admit such a polynomial kernel
unless NP ⊆ coNP/poly. This lower bound generalizes to any F where each
graph has a connected component of at least three vertices, when we consider
the vertex-deletion distance to treewidth min tw(F) as parameter.

For all other choices of F we showed that a polynomial Turing kerneliza-
tion exists for F-Minor-Free Deletion parameterized by the feedback vertex
number. The size of the Vertex Cover queries generated by the Turing kernel-
ization does not depend on F : the Turing kernelization can be shown to be uni-
formly polynomial (cf. [15]). However, it remains unknown whether the running
time can be made uniformly polynomial, and whether the Turing kernelization
can be improved to a traditional kernelization.

Our results leave open the possibility that all F-Minor-Free Deletion

problems admit a polynomial kernel when parameterized by the vertex-deletion
distance to a linear forest, i.e. a collection of paths. Resolving this question may
be an interesting direction for future work.



118 H. Donkers and B. M. P. Jansen

References

1. Agrawal, A., Lokshtanov, D., Misra, P., Saurabh, S., Zehavi, M.: Feedback vertex
set inspired kernel for chordal vertex deletion. In: Proceedings of 28th SODA, pp.
1383–1398. SIAM (2017). https://doi.org/10.1137/1.9781611974782.90

2. Berge, C.: Sur le couplage maximum d’un graphe. Comptes rendus hebdomadaires
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Abstract. Flip graphs are a ubiquitous class of graphs, which encode
relations on a set of combinatorial objects induced by elementary, local
changes. A natural computational problem to consider is the flip dis-
tance: Given two objects, what is the minimum number of flips needed
to transform one into the other?

We consider flip graphs on so-called α-orientations of a graph G, in
which every vertex v has a specified outdegree α(v), and a flip consists
of reversing all edges of a directed cycle. We prove that deciding whether
the flip distance between two α-orientations of a planar graph G is at
most 2 is NP-complete. This also holds in the special case of plane perfect
matchings, where flips involve alternating cycles. We also consider the
dual question of the flip distance between graph orientations in which
every cycle has a specified number of forward edges, and a flip is the
reversal of all edges in a minimal directed cut. In general, the problem
remains hard, but if we only change sinks into sources, or vice-versa,
then the problem can be solved in polynomial time.
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Palace. We thank the organizers and participants for the stimulating atmosphere.

c© Springer Nature Switzerland AG 2019
I. Sau and D. M. Thilikos (Eds.): WG 2019, LNCS 11789, pp. 120–134, 2019.
https://doi.org/10.1007/978-3-030-30786-8_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30786-8_10&domain=pdf
http://orcid.org/0000-0002-2364-0583
http://orcid.org/0000-0002-2312-0967
http://orcid.org/0000-0002-6908-923X
http://orcid.org/0000-0002-8151-2184
http://orcid.org/0000-0002-6383-7436
http://orcid.org/0000-0002-4234-6136
http://orcid.org/0000-0002-7166-4467
https://arxiv.org/abs/1902.06103
https://doi.org/10.1007/978-3-030-30786-8_10


Flip Distances Between Graph Orientations 121

1 Introduction

The term flip is commonly used in combinatorics to refer to an elementary, local,
reversible operation that transforms one combinatorial object into another. Such
flip operations naturally yield a flip graph, whose vertices are the considered
combinatorial objects, and two of them are adjacent if they differ by a single flip.
A classical example is the flip graph of triangulations of a convex polygon [44]; see
Fig. 1. The vertex set of this graph are all triangulations of the polygon, and two
triangulations are adjacent if one can be obtained from the other by replacing the
diagonal of a quadrilateral formed by two triangles by the other diagonal. Similar
flip graphs have also been investigated for triangulations of general point sets in
the plane [32], triangulations of topological surfaces [34], and planar graphs [7,8].
The flip distance between two combinatorial objects is the minimum number of
flips needed to transform one into the other. It is known that computing the
flip distance between two triangulations of a simple polygon [3] or of a point
set [33] is NP-hard. The latter is known to be fixed-parameter tractable [28].
On the other hand, the NP-hardness of computing the flip distance between two
triangulations of a convex polygon is a well-known open question [13,31,43].
Flip graphs involving other geometric configurations have also been studied,
such as flip graphs of non-crossing perfect matchings of a point set in the plane,
where flips are with respect to alternating 4-cycles [24], or alternating cycles of
arbitrary length [25]. Very recently the distance computation between perfect
matchings of a (non-geometric) graph with respect to alternating 4-cycles has
been studied [6]. Other flip graphs include the flip graph on plane spanning
trees [2], the flip graph of non-crossing partitions of a point set or dissections
of a polygon [26], the mutation graph of simple pseudoline arrangements [41],
the Eulerian tour graph of an Eulerian graph [46], and many others. There is
also a vast collection of interesting flip graphs for non-geometric objects, such
as bitstrings, permutations, combinations, and partitions [16].

Fig. 1. The flip graph of triangulations of a convex polygon.

In essence, a flip graph provides the considered family of combinatorial
objects with an underlying structure that reveals interesting properties about
the objects. It can also be a useful tool for proving that a property holds for all
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objects, by proving that one particularly nice object has the property, and that
the property is preserved under flips. Flip graphs are also an essential tool for
solving fundamental algorithmic tasks such as random and exhaustive genera-
tion, see e.g. [4] and [39].

The focus of the present paper is on flip graphs for orientations of graphs
satisfying some constraints. First, we consider so-called α-orientations, in which
the outdegree of every vertex is specified by a function α, and the flip operation
consists of reversing the orientation of all edges in a directed cycle. We study
the complexity of computing the flip distance between two such orientations.
An interesting special case of α-orientations corresponds to perfect matchings
in bipartite graphs, where flips involve alternating cycles. We also consider the
dual notion of c-orientations, in which the number of forward edges along each
cycle is specified by a function c. Here a flip consists of reversing all edges in a
directed cut. We also analyze the computational complexity of the flip distance
problem in c-orientations.

There are several deep connections between flip graphs and polytopes. Specif-
ically, many interesting flip graphs arise as the (1-)skeleton of a polytope. For
instance, flip graphs of triangulations of a convex polygon are skeletons of asso-
ciahedra [12], and flip graphs of regular triangulations of a point set in the
plane are skeletons of secondary polytopes (see [32, Chapter 5]). Associahe-
dra are generalized by quotientopes [36], whose skeletons yield flip graphs on
rectangulations [11], bitstrings, permutations, and other combinatorial objects.
Moreover, flip graphs of acyclic orientations or strongly connected orientations
of a graph are skeletons of graphical and co-graphical zonotopes, respectively
(see [37, Section 2]). Similarly, as we show below, flip graphs on α-orientations
are skeletons of matroid intersection polytopes. We also consider vertex flips in
c-orientations, inducing flip graphs that are distributive lattices and in partic-
ular subgraphs of skeletons of certain distributive polytopes. These polytopes
specialize to flip polytopes of planar α-orientations, are generalized by the poly-
tope of tensions of a digraph, and form part of the family of alcoved polytopes
(see [18]).

In the next section, we give the precise statements of the computational
problems we consider, connections with previous work, and the statements of
our results.

2 Problems and Main Results

Flip Distance Between α-Orientations. Given a graph G and some α : V (G) →
N0, an α-orientation of G is an orientation of the edges of G in which every
vertex v has outdegree α(v). An example for a graph and two α-orientations for
this graph is given in Fig. 2. A flip of a directed cycle C in some α-orientation X
consists of the reversal of the orientation of all edges of C, as shown in the figure.
Edges with distinct orientations in two given α-orientations X and Y induce an
Eulerian subdigraph of both X and Y . They can therefore be partitioned into
an edge-disjoint union of cycles in G which are directed in both X and Y . Hence
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the reversal of each such cycle in X gives rise to a flip sequence transforming
X into Y and vice versa. We may thus define the flip distance between two
α-orientations X and Y to be the minimum number of cycles in a flip sequence
transforming X into Y . We are interested in the computational complexity of
determining the flip distance between two given α-orientations.
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Fig. 2. Two α-orientations of a graph and a flip between them, where the values of α
are depicted on the vertices.

Problem 1. Given a graph G, some α : V (G) → N0, a pair X,Y of α-orientations
of G and an integer k ≥ 0, decide whether the flip distance between X and Y is
at most k.

The crucial difficulty of this problem is that a shortest flip sequence trans-
forming X into Y may flip edges that are oriented the same in X and Y an
even number of times, to reach Y with fewer flips compared to only flipping
edges that are oriented differently in X and Y ; see the example in Fig. 3. This
motivates the following variant of the previous problem:

Problem 2. Given G,α,X, Y, k as in Problem 1, decide whether the flip distance
between X and Y is at most k, where we only allow flipping edges that are
oriented differently in X and Y .

2 1

1

1

2 1

1

1

2 1

1

1

2 1

1

1

2 1

1

1

C1 C2 C3 C4

D1

D2

D3

Fig. 3. An α-orientation X of a graph. The α-orientation Y obtained by flipping the
four directed facial cycles C1, . . . , C4 can be reached with fewer flips by flipping only
the three directed facial cycles D1, D2, D3 in this order.

From α-Orientations to Perfect Matchings. The flexibility in choosing a function
α for a set of α-orientations on a graph allows us to capture numerous relevant
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combinatorial structures, including: domino and lozenge tilings of a plane region
[40,45], planar spanning trees [22], (planar) bipartite perfect matchings [30],
(planar) bipartite d-factors [14,38], Schnyder woods of a planar triangulation [9],
Eulerian orientations of a (planar) graph [14], k-fractional orientations of a pla-
nar graph with specified outdegrees [5], and contact representations of planar
graphs with homothetic triangles, rectangles, and k-gons [15,19,20,23].

In the following, we focus on perfect matchings of bipartite graphs. Consider
any bipartite graph G with bipartition (V1, V2) equipped with

α : V (G) → N0, α(x) :=

{
1 if x ∈ V1,

dG(x) − 1 if x ∈ V2.

With this definition, in each α-orientation of G, the edges directed from V1

to V2 form a perfect matching. This is illustrated in Fig. 4. Conversely, given a
perfect matching M of G, orienting all edges of M from V1 to V2 and all the
other edges from V2 to V1 yields an α-orientation of the above type. Further-
more, the directed cycles in any α-orientation of G correspond to the alternating
cycles in the associated perfect matching. Flipping an alternating cycle in a per-
fect matching corresponds to exchanging matching and non-matching edges. An
example of the flip graph of perfect matchings of a graph is given in Fig. 5. In
this special case, Problem 1 boils down to:

Problem 3. Given a bipartite graph G, a pair X,Y of perfect matchings in G
and an integer k ≥ 0, decide whether the flip distance between X and Y is at
most k.

1

1

1

1

1

1

2 2

12

Fig. 4. An α-orientation of a bipartite graph and the corresponding perfect matching.

The example from Fig. 3 can be easily modified to show that when transform-
ing X into Y using the fewest number of flips, we may have to flip alternating
cycles that are not in the symmetric difference of X and Y ; see the example in
Fig. 6. If we restrict the flips to only use cycles in the symmetric difference of
X and Y , then the problem of finding the flip distance becomes trivial, as the
symmetric difference is a collection of disjoint cycles, and each of them has to
be flipped, so Problem 2 is trivial for perfect matchings.

Flip Graphs and Matroid Intersection Polytopes. We give a geometric interpre-
tation of the flip distance between α-orientations as the distance in the skeleton
of a 0/1-polytope.
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Fig. 5. The flip graph of perfect matchings of a graph. The solid edges indicate flips
along facial cycles, and the dashed edges indicate flips along non-facial cycles.

C1 C2 C3 C4

D1

D2

D3

Fig. 6. A perfect matching X in a graph. The perfect matching Y obtained by flipping
the four alternating facial cycles C1, . . . , C4 can be reached with fewer flips by flipping
only the three alternating facial cycles D1, D2, D3 in this order.

Recall that a matroid is an abstract simplicial complex (E, I), where I ⊆
2E satisfies the independent set augmentation property. The elements of I are
called independent sets. A emphbase of the matroid is an inclusionwise maximal
independent set.

It is well-known that perfect matchings in a bipartite graph G = (V1 ∪V2, E)
are common bases of two partition matroids (E, I1) and (E, I2), in which a set
of edges is independent if no two share an endpoint in V1, or, respectively, in V2.

Similarly, α-orientations can be defined as common bases of two partition
matroids. In this case, every edge of the graph G is replaced by a pair of parallel
arcs, one for each possible orientation of the edge. One matroid encodes the
constraint that in a base, for every edge exactly one orientation is chosen. The
second matroid encodes the constraint that in a base, each vertex v has exactly
α(v) outgoing arcs.

The common base polytope of two matroids is a 0/1-polytope obtained as
the convex hull of the characteristic vectors of the common bases. Adjacency of
two vertices of this polytope has been characterized by Frank and Tardos [21].
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A shorter proof was given by Iwata [27]. We briefly recall their result in the
next theorem. To state the theorem, consider a matroid M = (E, I), a base
B ∈ I, and a subset F ⊆ E. The exchangeability graph G(B,F ) of M is a
bipartite graph with B \ F and F \ B as vertex bipartition, and edge set {ij |
B \{i}∪{j} is a basis}. This definition and the theorem are illustrated in Fig. 7
for the two partition matroids whose common bases are perfect matchings of a
graph.

Theorem 1 ([21,27]). For two matroids M+ = (E, I+) and M− = (E, I−),
two common bases A,B ∈ I+ ∩ I− are adjacent on the common base polytope if
and only if all the following conditions hold:

(i) the exchangeability graph G(A,B) of M+ has a unique perfect matching P+,
(ii) the exchangeability graph G(B,A) of M− has a unique perfect matching P−,
(iii) P+ ∪ P− is a single cycle.

From Theorem 1 we conclude that the flip graphs we consider on perfect
matchings and α-orientations are precisely the skeletons of the corresponding
polytopes of common bases.

A = {1, 3, 5, 7, 8}
2

46

1 3

5

7 8

B = {2, 4, 6, 7, 8}
1 3

5

7 8

6 4

2

5

3

1

6

4

2
A \ B B \ A

G(A,B) (solid)
G(B,A) (dashed)

Fig. 7. Two common bases A and B (left and middle) of the matroids M+ and M−,
where M+ and M− have as independent sets all subsets of edges of the graph where
no two share an endpoint in the set of circled vertices, or the set of squared vertices,
respectively. The right hand side shows the exchangeability graphs G(A, B) of M+

(solid edges) and G(B, A) of M− (dashed edges). As the conditions of Theorem 1 are
met, the two bases are adjacent in the common base polytope, and adjacent in the flip
graph shown in Fig. 5.

It is interesting to compare Problems 1 and 3 with the analogous prob-
lems for other families of matroid polytopes. For instance, it is known that
for two bases A,B of a matroid, the exchangeability graph G(A,B) has a per-
fect matching [10]. Hence A can be transformed into B by performing |AΔB|/2
exchanges of elements (where AΔB is the symmetric difference of A and B),
which is also the distance in the skeleton of the base polytope of the matroid.
On the other hand, the problem of computing the flip distance between two
triangulations of a convex polygon amounts to computing distances in skeletons
of associahedra, which are known to be polymatroids (see [1] and references
therein). This problem is neither known to be in P nor known to be NP-hard.
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Also note that for other families of combinatorial polytopes, testing adjacency
is already intractable. This is the case for instance for the polytope of the Trav-
eling Salesman Problem (TSP) [35], whose skeleton is known to have diameter
at most 4 [42]. On the other hand, the corresponding polytope is known to be
the common base polytope of three matroids.

Hardness of Flip Distance Between Perfect Matchings and α-Orientations. We
prove that Problem 3 is NP-complete, even for 2-connected bipartite subcubic
planar graphs and k = 2. This implies that Problem 1 is NP-complete as well.

Theorem 2. Given a 2-connected bipartite subcubic planar graph G and a pair
X,Y of perfect matchings in G, deciding whether the flip distance between X
and Y is at most two is NP-complete.

We prove Theorem 2 by reduction from deciding directed Hamiltonicity of
orientations of cubic planar graphs without sinks and sources. As direct conse-
quences of this proof we get:

Corollary 1. Unless P = NP, deciding whether the flip distance between two
perfect matchings is at most k is not fixed-parameter tractable with respect to
parameter k.

Corollary 2. Unless P = NP, the flip distance between two perfect matchings is
not approximable within a multiplicative factor 3/2 − ε in polynomial time, for
any ε > 0.

We also prove that Problem 2 is NP-complete, even for 4-regular graphs and
k = 2, by reduction from the following problem: Given a digraph D where each
vertex has indegree and outdegree equal to 2, is E(D) the union of two directed
Hamiltonian cycles?

Theorem 3. Given a 4-regular graph G and a pair X,Y of α-orientations of
G, deciding whether the flip distance between X and Y is at most two is NP-
complete. Moreover, the problem remains NP-complete if we only allow flipping
edges that are oriented differently in X and Y .

From α-Orientations in Planar Graphs to c-Orientations. In what follows, we
generalize the problem, via planar duality, to flip distances in so-called c-
orientations.

Consider an arbitrary 2-connected plane graph G and its planar dual G∗.
Then for any orientation D of the edges of G, the directed dual D∗ of D is
obtained by orienting any dual edge forward if it crosses a left-to-right arc in
D in a simultaneous plane embedding of G and G∗, and backward otherwise;
see Fig. 8. Edge sets of directed cycles in D correspond to edge sets of minimal
directed cuts in D∗ and vice-versa. Hence D is acyclic (respectively, strongly
connected) if and only if D∗ is strongly connected (respectively, acyclic). A
directed vertex cut is a cut consisting of all edges incident to a sink or a source
vertex. Directed facial cycles in D are in bijection with the directed vertex cuts
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in D∗, and vice versa. The unbounded face in the plane embedding of D can be
chosen such that it corresponds to a fixed vertex � in D∗.

Let D be an α-orientation of G. Given a minimal cut in D separating U ⊆
V (D) from U := V (D) \ U , we denote by δ+(U) the edges pointing from U to
U in D. We also let d+D(v) denote the outdegree of vertex v in D. We have

|δ+(U)| =
∑
v∈U

d+D(v) − |E(G[U ])| =
∑
v∈U

α(v) − |E(G[U ])|,

which only depends on α and G. Consequently, the set of orientations of G∗ which
are directed duals of α-orientations of G can be characterized by the property
that for every cycle C in G∗, the number of edges in clockwise direction is
fixed by a certain value c(C) independent of the orientation. The flip operation
between α-orientations of D consists of the reversal of a directed cycle. In the
corresponding set of dual orientations of D∗, this translates to the reversal of
the orientations of the edges in a minimal directed cut, as shown on Fig. 8.

Fig. 8. Duality between flips in α-orientations (solid edges) and in c-orientations
(dashed edges).

The same notion has been investigated more generally without planarity
conditions under the name of c-orientations by Propp [38] and Knauer [29].
Given a graph G, we can fix an arbitrary direction of traversal for each cycle C.
Given a graph and an assignment c(C) ∈ N0 to each cycle in G, one may define
a c-orientation of G to be an orientation having exactly c(C) edges in forward
direction for every cycle C in G. Note that it is sufficient to define the function c
on a cycle basis of G, which consists of linearly many cycles. The flip operation
on the set Rc of such c-orientations of a graph is defined as the reversal of all
edges in a minimal directed cut. It is not difficult to see that these flips make
the set of c-orientations of a graph connected.

From the duality between planar α-orientations and planar c-orientations,
determining flip distances between α-orientations of 2-connected planar graphs
reduces to determining flip distances between the dual c-orientations. Note
that planar duals of bipartite graphs are exactly the Eulerian planar graphs.
Theorem 2 therefore directly yields:

Corollary 3. Given an Eulerian planar graph G and c-orientations X,Y of
G, deciding whether the flip distance between X and Y is at most two is NP-
complete.
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c-Orientations and Distributive Lattices. A more local operation consists of flip-
ping only directed vertex cuts, induced by sources and sinks, excluding a fixed
vertex �. We will refer to this special case as a vertex flip. Specifically, given
a pair of c-orientations X,Y of a graph G with a fixed vertex �, we aim to
transform X into Y using only vertex flips at vertices distinct from �.

A c-orientation X of G might contain a cycle C in G which is directed in X.
According to the definition of a c-orientation, this means that C keeps the same
orientation in every c-orientation of G. Consequently, any (minimal) directed
cut in a c-orientation of G is disjoint from E(C). Contracting the cycle C in
G, we end up with a smaller graph G′ containing the same (minimal) directed
cuts, such that the c-orientations of G are determined by their corresponding
orientations on G′. We can therefore safely assume that the c-orientations that
we consider are all acyclic. Similarly, G will be assumed to be connected.

Problem 4. Given a connected graph G with a fixed vertex � and a pair X,Y
of acyclic c-orientations, what is the length of a shortest vertex flip sequence
transforming X into Y ?

We now reason that every pair of c-orientations is reachable from each other
by vertex flips. This property is provided in a much stronger way by a distributive
lattice structure on the set Rc; see Fig. 9. The next theorem is a special case of
Theorem 1 in Propp [38] where the c-orientations are acyclic.

Theorem 4 ([29,38]). Let G be a graph with fixed vertex � and Rc a set of
acyclic c-orientations of G. Then the partial order ≤c on Rc in which Y covers X
if and only if Y can be obtained from X by flipping a source defines a distributive
lattice on Rc.

Hence Problem 4 consists of finding shortest paths in the cover graph of a
distributive lattice, where the size of the lattice can be exponential in the size
of the input G.
Facial Flips in Planar Graphs. When we consider Problem 4 on planar graphs,
restricting to vertex flips and considering the dual plane graph amounts to con-
sidering only flips of directed facial cycles, excluding the outer face whose dual
vertex is �. We refer to these as facial flips. Felsner [14] considered distributive
lattices induced by facial flips. The following computational problem is a special
case of Problem 4.

Problem 5. Given a 2-connected plane graph G and a pair X,Y of strongly
connected α-orientations, what is the length of a shortest facial flip sequence
transforming X into Y ?

Zhang, Qian, and Zhang [47] recently provided a closed formula for this flip
distance, which can be turned into a polynomial-time algorithm. We prove the
analogous stronger statement for Problem 4.

Theorem 5. There is an algorithm that, given a graph G with a fixed vertex �
and a pair X,Y of c-orientations of G, outputs a shortest vertex flip sequence
between X and Y , and runs in time O(m3) where m is the number of edges.
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0
0 0 0

�

0
0 1 0

�

0
1 1 1

�

1
1 1 1

�

0
0 1 1

�
0

1 1 0

�

Fig. 9. The distributive lattice induced by vertex flips in c-orientations. The reference
orientation at the bottom is the directed dual D∗ of the orientation D of the graph G
used in Figs. 4 and 5, where some parallel arcs incident with � are grouped together
for simplicity. The numbers depicted at the vertices indicate the number of times that
each vertex is flipped with respect to the reference orientation.

In the planar case, this directly translates to a polynomial-time algorithm
for Problem 5. In [17], the distributive lattice structure on c-orientations is gen-
eralized to so-called Δ-bonds, also known as tensions. We believe that our proof
of Theorem 5 can be generalized to these objects.

Flip Distance with Larger Cut Sets. While computing the cut flip distance
between c-orientations is an NP-hard problem in general (Theorem 2), there
is a polynomial-time-algorithm for computing the distance when only using ver-
tex flips (Theorem 5). It is natural to ask for a threshold between the hard
and easy cases of flip distance problems. Our proof for Theorem 2 involves very
long directed cycles, which correspond to flips of directed cuts in the dual c-
orientations with cut sets of large size. Consequently, one may hope that the
problem gets easier when restricting the sizes of the cut sets involved in a flip
sequence. Our last result destroys this hope:

Theorem 6. Let X,Y be c-orientations of a connected graph G with fixed
vertex �. It is NP-hard to determine the length of a shortest cut flip sequence
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transforming X into Y , which consists only of minimal directed cuts with inte-
riors of size at most two.

The proof of Theorem 6 is by reduction from the problem of determining the
jump number of a poset of height two, which is known to be NP-hard.

3 Open Problems

Problem 2 asks for a shortest flip sequence of directed cycles transforming one
α-orientation X into another one Y , where we only allow flipping edges that are
oriented differently in X and Y . Since these edges that are oriented differently
in X and Y form an Eulerian subdigraph D of both X and Y , we get:

Question 1. What is the smallest number of directed cycles into which an Eule-
rian digraph can be decomposed?

We have seen in Theorem 3 that from a computational point of view, this
problem is hard for general digraphs, but we wonder what happens when adding
planarity constraints. Another interesting undirected variant of Question 1 is:

Question 2. Given a graph G with an Eulerian subgraph H, what is the smallest
number of cycles of G such that their symmetric difference is H?

Concerning Theorem 6, we believe that for any bound on the size of the cuts,
the corresponding flip distance will be NP-hard to compute. On the other hand,
we use very particular graphs as gadgets, and we do not know the complexity
of the corresponding problem for planar α-orientations. We think the following
is an interesting special case which actually might be tractable:

Question 3. Let X,Y be perfect matchings of a planar bipartite 3-connected
graph G. What is the complexity of determining the distance of X and Y with
respect to alternating cycles that are either a face or the symmetric difference
of two adjacent faces?
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Abstract. In the present paper, we introduce the notion of graph func-
tionality, which generalizes simultaneously several other graph param-
eters, such as degeneracy or clique-width, in the sense that bounded
degeneracy or bounded clique-width imply bounded functionality. More-
over, we show that this generalization is proper by revealing classes of
graphs of unbounded degeneracy and clique-width, where functionality is
bounded by a constant. We also prove that bounded functionality implies
bounded VC-dimension, i.e. graphs of bounded VC-dimension extend
graphs of bounded functionality, and this extension also is proper.

Keywords: Clique-width · Graph degeneracy · VC-dimension ·
Permutation graph · Graph representation

1 Introduction

Let G = (V,E) be a simple graph, i.e. an undirected graph without loops and
multiple edges. We denote by A = AG the adjacency matrix of G and by A(x, y)
the element of this matrix corresponding to vertices x, y ∈ V , i.e. A(x, y) = 1 if
x and y are adjacent, and A(x, y) = 0 otherwise.

We say that a vertex y ∈ V is a function of vertices x1, . . . , xk ∈ V if
there exists a Boolean function f of k variables such that for any vertex z ∈
V − {y, x1, . . . , xk}, we have A(y, z) = f(A(x1, z), . . . , A(xk, z)).

The functionality fun(y) of vertex y is the minimum k such that y is a function
of k vertices. In particular, the functionality of an isolated vertex is 0, and the
same is true for a dominating vertex, i.e. a vertex adjacent to all the other
vertices in the graph. More generally, the functionality of a vertex y does not
exceed the number of its neighbours (the degree of y) and the number of its non-
neighbours. One more simple example of functional vertices is given by twins,
i.e. vertices x and y that have the same set of neighbours different from x and
y. Twins are functions of each other and their functionality is (at most) 1. The
same is true for anti-twins, i.e. vertices whose neighbourhoods complement each
other.

From a practical point of view, the notion of functional vertices is of interest
in the area of graph learning and graph mining, since it makes graphs amenable
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to the techniques of Logical Analysis of Data [11], which is based on Boolean
methods for pattern detection. This notion provides a tool for revealing depen-
dencies that are hidden in the structure of the graph and for identifying alliances
that are more complex than “friends” or “enemies”.

From a theoretical point of view, the importance of this notion is due to the
fact that it defines a new complexity measure, which we call graph functionality.
The functionality fun(G) of G is

max
H

min
y∈V (H)

fun(y),

where the maximum is taken over all induced subgraphs H of G. Similarly to
many other graph parameters, this notion becomes valuable when its value is
small, i.e. is bounded by a constant independent of the size of the graph. The
purpose of this paper is to show that graphs of bounded functionality general-
ize simultaneously several other important graph properties, such as graphs of
bounded vertex degree, degeneracy, arboricity, tree-width and clique-width. We
prove this in Sect. 2. Moreover, in the same section we show that this general-
ization is proper by revealing classes of graphs where functionality is bounded
but the other parameters are not. This includes permutation graphs, line graphs
and, more generally, the intersection graphs of 3-uniform hypergraphs. On the
other hand, in Sect. 3 we show that bounded functionality implies bounded VC-
dimension, i.e. graphs of bounded VC-dimension extend graphs of bounded func-
tionality, and this extension also is proper.

Throughout the paper, we consider only simple graphs and use standard
terminology and notation. In particular, for a graph G, we denote by V (G) and
E(G) the vertex set and the edge set of G, respectively. The neighbourhood N(v)
of a vertex v ∈ V (G) is the set of vertices of G adjacent to v and the degree of
v is |N(v)|. A vertex of degree 0 is called isolated. The closed neighbourhood of
v is N [v] = {v} ∪ N(v). A chordless cycle of length n is denoted Cn. A graph
H is an induced subgraph of a graph G if H can be obtained from G by vertex
deletions. A class X of graphs is hereditary if it is closed under taking induced
subgraphs.

2 Graphs of Small Functionality

From the discussion in the introduction, it follows that graphs of bounded func-
tionality extend graphs of bounded vertex degree. More generally, they extend
graphs of bounded degeneracy, where the degeneracy of G is the minimum k
such that every induced subgraph of G has a vertex of degree at most k. A
notion related to degeneracy is that of arboricity, which is the minimum number
of forests into which the edges of G can be partitioned. The degeneracy of G is
always between the arboricity and twice the arboricity of G and hence graphs
of bounded functionality extend graphs of bounded arboricity too.

One more important graph parameter is clique-width. Many algorithmic
problems that are generally NP-hard become polynomial-time solvable when
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restricted to graphs of bounded clique-width [6]. Clique-width is a relatively new
notion and it generalizes another important graph parameter, tree-width, stud-
ied in the literature for decades. Clique-width is stronger than tree-width in the
sense that graphs of bounded tree-width have bounded clique-width. In Sect. 2.1,
we show that functionality is stronger than clique-width by proving that graphs
of bounded clique-width have bounded functionality. Then in Sects. 2.2 and 2.3
we identify classes of graphs where functionality is bounded, but degeneracy and
clique-width are not.

2.1 Graphs of Bounded Clique-Width

The notion of clique-width of a graph was introduced in [5]. The clique-width of
a graph G is denoted cwd(G) and is defined as the minimum number of labels
needed to construct G by means of the following four graph operations:

– creation of a new vertex v with label i (denoted i(v)),
– disjoint union of two labelled graphs G and H (denoted G ⊕ H),
– connecting vertices with specified labels i and j (denoted ηi,j) and
– renaming label i to label j (denoted ρi→j).

Every graph can be defined by an algebraic expression using the four opera-
tions above. This expression is called a k-expression if it uses k different labels.
For instance, the cycle C5 on vertices a, b, c, d, e (listed along the cycle) can be
defined by the following 4-expression:

η4,1(η4,3(4(e) ⊕ ρ4→3(ρ3→2(η4,3(4(d) ⊕ η3,2(3(c) ⊕ η2,1(2(b) ⊕ 1(a)))))))).

Alternatively, any algebraic expression defining G can be represented as a
rooted binary tree, whose leaves correspond to the operations of vertex creation,
the internal nodes correspond to the ⊕-operations, and the root is associated
with G. The operations η and ρ are assigned to the respective edges of the tree.
Figure 1 shows the tree representing the above expression defining a C5.

+ + + +C5

4(e) 4(d) 3(c) 2(b)

1(a)
ρ4→3ρ3→2η4,3η4,1η4,3 η3,2 η2,1

Fig. 1. The tree representing the expression defining a C5

Among various examples of graphs of bounded clique-width we mention
distance-hereditary graphs. These are graphs of clique-width at most 3 [8]. Every
graph in this class can be constructed from a single vertex by successively adding
either a pendant vertex or a twin (true or false) [4]. From this characterization
we immediately conclude that the functionality of distance-hereditary graphs is
at most one. More generally, in the next theorem we show that functionality is
bounded for all classes of graphs of bounded clique-width.
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Theorem 1. For any graph G, fun(G) ≤ 2cwd(G) − 1.

Proof. Let G be a graph of clique-width k and let T be a tree corresponding to
a k-expression that describes G. Consider a node v of the tree such that the tree
Tv rooted at v has more than k leaves, and neither of the two children of v has
this property (if no such v exists, we are done, since G has at most k vertices).
Since Tv has more than k leaves, at least two of them, say x and y, have the
same label at node v. On the other hand, Tv has at most 2k leaves by the choice
of v. Therefore, G contains at most 2k − 2 vertices that distinguish x and y,
since x and y are not distinguished outside of Tv. As a result, the functionality
of both x and y is at most 2k − 1.

It is known (see e.g. [7]) that the clique-width of an induced subgraph of G
cannot exceed the clique-width of G. Therefore, every induced subgraph of G
has a vertex of functionality at most 2k − 1. Thus, the functionality of G is at
most 2k − 1. ��

In the proof of Theorem 1 the bound on functionality is achieved in a very
specific way: in any graph of bounded clique width, there must exist two ver-
tices whose neighbourhoods have small symmetric difference. The converse is
generally not true. However, large symmetric difference for all pairs of vertices
necessarily implies large clique-width, and this provides an alternative approach
to identifying graphs of large clique-width. To illustrate this idea, in the next
section we construct permutation graphs where the neighbourhoods of any pair
of vertices have large symmetric difference. On the other hand, we show that the
functionality of permutation graphs is bounded by a constant.

2.2 Permutation Graphs

Let π be a permutation of the elements in {1, 2, . . . , n}. The permutation graph
of π is a graph with vertex set {1, 2, . . . , n} in which two vertices i and j are
adjacent if and only if (i − j)(π(i) − π(j)) < 0. Clique-width is known to be
unbounded in the class of permutation graphs [8], and so is degeneracy.

For the purpose of this section, we associate a permutation π with its plot,
i.e. the set of points (i, π(i)) in the plane. We label those points by π(i) and
define the geometric neighbourhood of a point k to be the union of two regions
in the plane: the one above and to its left, and the one below and to its right.
Then it is not difficult to see that the set of points of the permutation lying in
the geometric neighbourhood of k is precisely the set of neighbours of vertex k
in the permutation graph of π.

Theorem 2. The functionality of permutation graphs is at most 8.

Proof. Since the class of permutation graphs is hereditary, it suffices to show
that every permutation graph contains a vertex of functionality at most 8. Let
G be a permutation graph corresponding to a permutation π. The proof will be
given in two steps: first, we show that if there is a vertex with a certain property
in G (yet to be specified), then this vertex is a function of 4 other vertices.
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Fig. 2. Geometric representation of π = 614253, with the neighbourhood of 4 shaded

Second, we show how to find vertices that are “close enough” to having that
property.

Step 1: Consider the plot of π. Among any 3 horizontally consecutive points,
one is vertically between the two others. We call such a point vertical middle (in
the permutation from Fig. 2, the vertical middle points are 4, 2 and 3). Similarly,
among any 3 vertically consecutive points, one is horizontally between the two
others, and we call this point horizontal middle (in Fig. 2, the horizontally middle
points are 2, 5 and 4).

Now let us suppose that π has a point x that is simultaneously a horizontal
and a vertical middle point. Then x is part of a triple x, b, t (not necessarily in
that order) of horizontally consecutive points, where b is the bottom point (the
lowest in the triple) and t is the top point (the highest in the triple). Also, x
is part of a triple x, l, r (not necessarily in that order) of vertically consecutive
points, where l is the leftmost and r is the rightmost point in the triple (see
Fig. 3a for an illustration).

In general, x can be at any of the 9 intersection points of pairs of 3 consecutive
vertical and horizontal lines, i.e. x is somewhere in X (see Fig. 3b). We also have
l ∈ L, r ∈ R, t ∈ T and b ∈ B for the surrounding points (see Fig. 3b). The
important thing to note is that, since the points are consecutive, those are the
only points of the permutation lying in the shaded area X ∪ L ∪ R ∪ T ∪ B. Any
point different from x, l, r, t, b lies in one of Q1, Q2, Q3 or Q4.

It is not difficult to see that the geometric neighbourhood corresponding
to (N(r)∩ N(b))∪ (N(l)∩ N(t)) (see Fig. 3a) will always contain Q2 and Q4,
and will never intersect Q1 or Q3. Therefore, the function that describes how x
depends on {l, r, t, b} can be written as follows:

f(xr, xb, xl, xt) = xrxb ∨ xlxt,

where xr, xb, xl, xt are Boolean variables corresponding to points r, b, l, t, respec-
tively. In other words, a vertex y 
∈ {x, l, r, t, b} is adjacent to x if and only if
f(A(y, r), A(y, b), A(y, l), A(y, t)) = 1.

Step 2: Let us relax the simultaneous middle point condition to the following
one: amongst every 5 vertically (respectively horizontally) consecutive points,
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(b) Partition of the plot

Fig. 3. A middle point x and its four surrounding points

call the middle three weak horizontal (respectively vertical) middle points. Note
that if the number of points is divisible by 5, at least 3

5 of them are weak vertical
and at least 3

5 of them are weak horizontal middle points. Using this observation
it is not hard to deduce that if there are at least 13 points, then more than half
of them are weak vertical and more than half of them are weak horizontal middle
points. Therefore, there must exist a point x that is simultaneously both. We
can deal with this case only, as the functionality of any graph on at most 12
vertices is at most 6, which is due to the fact that every vertex has at most 6
neighbours or non-neighbours. If x is simultaneously a weak vertical and weak
horizontal middle point, then there must exist quintuples l, x, m1, m2, r and
t, x, m3, m4, b (not necessarily in that order), where x is a simultaneous weak
middle point in both directions, while m1, m2, m3 and m4 are the other weak
middle points in their respective quintuples. By removing m1, m2, m3 and m4

from the graph, we find ourselves in the configuration of Step 1 and conclude
that x is a function of {l, r, t, b} in the reduced graph. Therefore, in the original
graph x is a function of {l, r, t, b,m1,m2,m3,m4}, concluding the proof. ��

In the rest of this section, we give a construction of permutation graphs
where every pair of neighbourhoods has large symmetric difference. Together
with Theorem 1, this construction gives an alternative proof of the known fact
that permutation graphs have unbounded clique-width. For two distinct vertices
x1 and x2, let sd(x1, x2) denote the number of vertices other than x1 and x2

that are adjacent to exactly one of them.

Theorem 3. For any t ∈ N, there is a permutation graph G such that for any
distinct x1, x2 ∈ V (G), sd(x1, x2) ≥ t.
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Proof. We will make use of the geometric representation of permutations dis-
cussed earlier. Given two vertices x1 and x2 of a permutation graph G, the
symmetric difference of their neighbourhoods can be represented geometrically
as an area in the plane (see Fig. 4). More precisely, a vertex different from x1

and x2 lies in the symmetric difference of their neighbourhoods if and only if the
corresponding point of the permutation lies in the shaded area.

x1

x2

Fig. 4. Geometric symmetric difference of two points x1 and x2

In order to prove the theorem, it suffices, for each t ∈ N, to exhibit a set St

of points in the plane (with no two on the same vertical or horizontal line) such
that for any pair x1, x2 ∈ St, there are at least t other points of St lying in the
geometric symmetric difference of x1 and x2. Such a construction immediately
gives rise to a permutation and thus a permutation graph where the symmetric
difference of the neighbourhoods of any pair of vertices is at least t.

We construct sets St in the following way (see Fig. 5 for an example):

– start with all the points with integer coordinates between 0 and t inclusive;
– apply to the set the rotation sending (1, 0) to (1, 1

t+1 ) and (0, 1) to (− 1
t+1 , 1).

To see that these sets have indeed the desired property, let x1, x2 ∈ St. For
simplicity, we will use the coordinates of the points before the rotation. Suppose
x1 = (a1, b1) and x2 = (a2, b2). There are four possible cases (after switching x1

and x2 if necessary):

– If a1 = a2 and b1 < b2, then the t points (k, b2), (l, b1) with k < a1 < l are in
the symmetric difference.

– Similarly, if b1 = b2 and a1 < a2, then the t points (a1, k), (a2, l) with
k < b1 < l are in the symmetric difference.

– If a1 < a2 and b1 < b2, the following points all lie in the symmetric difference
of x and y:
(1) Points (a1, k) with k < b1 (in the bottom region).
(2) Points (a1, k) with b1 < k ≤ b2 (in the left region).
(3) Points (a2, k) with b2 < k (in the top region).
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Fig. 5. The set S6

(4) Points (a2, k) with b1 ≤ k < b2 (in the right region).
In particular, (1) and (3) account for at least b1 + t − b2 points, while (2)
and (4) account for 2(b2 − b1) others. We conclude that in total, at least
t + (b2 − b1) > t points lie in the symmetric difference of x1 and x2.

– If a1 < a2 and b1 > b2, a similar index chasing argument exhibits at least t
points in the symmetric difference of x1 and x2. ��

2.3 Intersection Graphs

In this section, we show that unit interval graphs and line graphs have bounded
functionality. It is known (see e.g. [9,12]) that clique-width is unbounded in
both of those classes. The same is true for degeneracy, since line graphs and unit
interval graphs contain arbitrarily large cliques.

Theorem 4. The functionality of unit interval graphs is at most 2.

Proof. Let G be a unit interval graph with n vertices and assume without loss of
generality that G has no isolated vertices (by adding isolated vertices to a graph
we increase neither its functionality not symmetric difference).

Take a unit interval representation for G = (V,E) with the interval endpoints
all distinct. We label the vertices v1, . . . , vn in the order in which they appear
on the real line (from left to right), and denote the endpoints of interval Ii
corresponding to vertex vi by ai < bi.

For two distinct vertices vi and vj , write like before sd(vi, vj) to denote the
number of vertices in V \ {vi, vj} adjacent to exactly one of them. From the
definition, it is immediate that fun(vi) ≤ sd(vi, vj) + 1.

We will bound

S =
n−1∑

i=1

sd(vi, vi+1).
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Note that any neighbour of vi which is not a neighbour of vi+1 needs to have
its right endpoint between ai and ai+1. Similarly, any neighbour of vi+1 but
not of vi needs to have its left endpoint between bi and bi+1. In other words,
sd(vi, vi+1) is bounded above by the number of endpoints in (ai, ai+1)∪(bi, bi+1)
(we say bounded above and not equal, since it might happen that bi lies between
ai and ai+1, without contributing to the symmetric difference).

The key is now to note that any endpoint can be counted at most once in
the whole sum S, since all (ai, ai+1) are disjoint (and the same applies to the
(bi, bi+1)), and the a’s can only appear between b’s (and vice-versa). In fact, a1

and bn are never counted in S, and if a2 is between b1 and b2, then v1 must be
isolated, so a2 is not counted either. The sum is thus at most 2n − 3. Since it
has n−1 terms, one of the terms, say sd(vt, vt+1), must be at most 1. Therefore,
the functionality of both vt and vt+1 is at most 2.

Since the class of unit interval graphs is hereditary, we conclude that the
functionality of any unit interval graph is at most 2. ��
Theorem 5. The functionality of line graphs is at most 6.

Proof. Let G be a graph and H be the line graph of G. Since the class of line
graphs is hereditary, it suffices to prove that H has a vertex of functionality
at most 6. We will prove a stronger result showing that every vertex of H has
functionality at most 6.

Let x be a vertex in H, i.e. an edge in G. We denote the two endpoints of
this edge in G by a and b. Assume first that both the degree of a and the degree
of b are at least 4. Let Y = {y1, y2, y3} be a set of any three edges of G incident
to a, and let Z = {z1, z2, z3} be a set of any three edges of G incident to b.

We claim that a vertex v 
∈ {x}∪ Y ∪Z is adjacent to x in H if and only if it
is adjacent to every vertex in Y or to every vertex in Z. Indeed, if v is adjacent to
x in H, then the edge v intersects the edge x in G. If the intersection consists of
a, then v is adjacent to every vertex in Y in the graph H, and if the intersection
consists of b, then v is adjacent to every vertex in Z in the graph H. Conversely,
let v be adjacent to every vertex in Y , then v must intersect the edges y1, y2, y3
in G at vertex a, in which case v is adjacent to x in H. Similarly, if v is adjacent
to every vertex in Z, then v intersects the edges z1, z2, z3 in G at vertex b and
hence v is adjacent to x in H.

Therefore, in the case when both a and b have degree at least 4 in G, the
function that describes how x depends on {y1, y2, y3, z1, z2, z3} in the graph H
can be written as follows: f(y1, y2, y3, z1, z2, z3) = y1y2y3 ∨ z1z2z3.

If the degree of a is less than 4, we include in Y all the edges of G distinct
from x which are incident to a (if there are any) and remove the term y1y2y3
from the function. Similarly, if the degree of b is less than 4, we include in Z
all the edges of G distinct from x which are incident to b (if there are any) and
remove the term z1z2z3 from the function. If both terms have been removed, the
function is defined to be identically 0, i.e. no vertices are adjacent to x in H,
except for those in Y ∪ Z. ��
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Having proved that the intersection graph of edges, i.e. the intersection graph
of a family of 2-subsets, has bounded functionality, it is natural to ask whether
the intersection graph of a family of k-subsets has bounded functionality for
k > 2. This question is substantially harder and we answer it only for k = 3 (we
omit the proof here).

Theorem 6. Intersection graphs of 3-uniform hypergraphs have functionality
bounded by 462.

3 Graphs of Large Functionality

Knowing what is good without knowing what is bad is just half-knowledge.
Therefore, in this section we turn to graphs of large functionality.

When we talk about graphs of large functionality we assume that we deal
with an infinite family X of graphs, because in any finite collection of graphs
functionality is bounded by a constant. Moreover, we can further assume that
X is hereditary. Indeed, if X is not hereditary, we can extend it to a heredi-
tary class by adding all induced subgraphs of graphs in X, and this extension
has (un)bounded functionality if and only if X has, because by definition the
functionality of an induced subgraph of a graph G is never larger than the func-
tionality of G.

The notion of functional vertices was originally introduced in [1] for com-
pact representation of graphs. This paper does not formally define the notion
of graph functionality, but the results proved in [1] imply that any hereditary
class of graphs of bounded functionality has 2O(n log2 n) labelled graphs with n
vertices. In the terminology of [3], these are classes with (at most) factorial speed
of growth, or simply (at most) factorial classes. Therefore, in every superfacto-
rial class functionality is unbounded. This is the case, for instance, for bipartite,
co-bipartite and split graphs, since each of these classes contains at least 2n

2/4

labelled graphs with n vertices. This conclusion allows us to establish a relation-
ship between functionality and one more important graph parameter known as
VC-dimension.

A set system (X,S) consists of a set X and a family S of subsets of X. A
subset A ⊆ X is shattered if for every subset B ⊆ A there is a set C ∈ S such
that B = A ∩ C. The VC-dimension of (X,S) is the cardinality of a largest
shattered subset of X.

The VC-dimension of a graph G = (V,E) was defined in [2] as the VC-
dimension of the set system (V, S), where S the family of closed neighbourhoods
of vertices of G, i.e. S = {N [v] : v ∈ V (G)}. We denote the VC-dimension of
G by vc(G).

Theorem 7. There exists a function f such that for any graph G, vc(G) ≤
f(fun(G)).

Proof. Fix a k and consider the class Xk of all graphs of functionality at most
k. Clearly, Xk is hereditary. Assume Xk contains graphs of arbitrarily large
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VC-dimension and let G1, G2, . . . be an infinite sequence of graphs from Xk

with strictly increasing values of the VC-dimension. Let Y be the hereditary
class containing all these graphs and all their induced subgraphs. Then Y is a
hereditary subclass of Xk with unbounded VC-dimension. It is was shown in [13]
that the only minimal hereditary classes of graph of unbounded VC-dimension
are bipartite, co-bipartite and split graphs. But then Y and hence Xk contains
one of these three classes, which is a contradiction to the fact that functionality
is unbounded in these classes. Therefore, there is a constant f(k) bounding the
VC-dimension of graphs in Xk, which proves the result. ��

Since large VC-dimension implies large functionality, it would be natural
to construct graphs of large functionality through constructing graphs of large
VC-dimension. The latter is an easy task. Indeed, consider the bipartite graph
Dn = (A,B,E) with two parts |A| = n and |B| = 2n. For each subset C ⊆ A
we create a vertex in B whose neighbourhood coincide with C. Clearly, the VC-
dimension of Dn is n and hence with n growing the functionality of Dn grows
as well.

However, this example is not very interesting in the sense that Dn contains
vertices of low functionality (of low degree) and hence graphs of large function-
ality are hidden in Dn as proper induced subgraphs. A much more interesting
task is constructing graphs where all vertices have large functionality. In what
follows, we show that this is the case for hypercubes.

Let Vn = {0, 1}n be the set of binary sequences of length n and let v, w ∈ Vn.
The Hamming distance d(v, w) between v and w is the number of positions in
which the two sequences differ. A hypercube Qn is the graph with vertex set
Vn = {0, 1}n, in which two vertices are adjacent if and only if the Hamming
distance between them equals 1.

Theorem 8. Functionality of the hypercube Qn is at least (n − 1)/3.

Proof. By symmetry, it suffices to show that the vertex v = 00 . . . 0 ∈ Vn has
functionality at least (n − 1)/3. Suppose v is a function of vertices in a set
S ⊆ Vn\{v}. To provide a lower bound on the size of S, and hence a lower
bound on the functionality of v, for each i = 1, 2, . . . , n consider the set Si =
{w ∈ S : d(w, v) = i}, i.e. the set of all binary sequences in S that contain
exactly i 1s. Also, consider the following set:

I = {i ∈ {1, 2, . . . , n} : ∃z = z1z2 . . . zn ∈ S1 ∪ S2 ∪ S3 with zi = 1}.

Suppose |I| ≤ n − 2. Then there exist two positions i and j such that for any
sequence z = z1z2 . . . zn ∈ S1 ∪ S2 ∪ S3, we have zi = 0 and zj = 0. Consider the
following two vertices:

– u = u1u2 . . . un with uk = 1 if and only if k = i,
– w = w1w2 . . . wn with wk = 1 if and only if k = i or k = j.

We claim that u and w are not adjacent to any vertex z ∈ S. First, it is not
hard to see that for any z ∈ S1 ∪ S2 ∪ S3 we have d(z, u) ≥ 2 and d(z, w) ≥ 2.
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Indeed, any z ∈ S1 ∪ S2 ∪ S3 differs from u and w in position i, i.e. zi = 0 and
ui = wi = 1, and there must exist a k 
= i, j with zk = 1 and uk = wk = 0.
Also, it is not difficult to see that d(z, u) ≥ 2 and d(z, w) ≥ 2 for any vertex
z ∈ S\(S1 ∪ S2 ∪ S3), because any such z has at least four 1s, while u and w
have at most two 1s. Therefore, by definition, u and w are not adjacent to any
vertex in S.

We see that the assumption that |I| ≤ n − 2 leads to the conclusion that
there are two vertices u,w ∈ Qn\(S ∪{v}) which are non-adjacent to any vertex
in S, but have different adjacencies to v. This contradicts the fact that v is a
function of the vertices in S. So, we must conclude that I has size at least n−1.
As each vertex in S1∪S2∪S3 has at most three 1s, we conclude that S1∪S2∪S3

must contain at least |I|/3 = (n − 1)/3 vertices. This completes the proof of the
theorem. ��

Theorem 7 shows that graphs of bounded VC-dimension constitute an exten-
sion of graphs of bounded functionality, while Theorem 8 shows that this exten-
sion is proper, since the hereditary closure of hypercubes constitutes a proper
subclass of bipartite graphs.

4 Concluding Remarks and Open Problems

In this paper, we proved a number of results about graph functionality. However,
many questions on this topic remain unanswered. Some of them are motivated
by the results presented in the paper, for instance:

Problem 1. Is functionality bounded for the intersection graphs of k-uniform
hypergraphs for k > 3? What about interval graphs?

Many other questions are motivated by related research. Of particular interest
is the notion of implicit representation [10]. Similarly to bounded functionality,
any hereditary class that admits an implicit representation is at most factorial.
However, the question whether all factorial classes admit implicit representa-
tions, also known as the implicit graph representation conjecture, is widely open.
Note that for non-hereditary classes the conjecture is not valid (see e.g. [14]). We
ask whether there is any relationship between the two notions in the universe of
hereditary classes.

Problem 2. Does implicit representation of graphs in a hereditary class imply
bounded functionality in that class and/or vice versa?

One more open question is inspired by a result in [1] showing that if the family
of prime (with respect to modular decomposition) graphs in a hereditary class
X is factorial, then the entire class X is factorial.

Problem 3. Is it true that if prime (with respect to modular decomposition)
graphs in a hereditary class X have bounded functionality, then all graphs in X
have bounded functionality?

We note that a similar question for implicit representations is open too.
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Abstract. We study the Maximum Happy Vertices and Maximum

Happy Edges problems. The former problem is a variant of clusteriza-
tion, where some vertices have already been assigned to clusters. The
second problem gives a natural generalization of Multiway Uncut,
which is the complement of the classical Multiway Cut problem. Due
to their fundamental role in theory and practice, clusterization and cut
problems has always attracted a lot of attention. We establish a new con-
nection between these two classes of problems by providing a reduction
between Maximum Happy Vertices and Node Multiway Cut. More-
over, we study structural and distance to triviality parameterizations of
Maximum Happy Vertices and Maximum Happy Edges. Obtained
results in these directions answer questions explicitly asked in four works:
Agrawal ’17, Aravind et al. ’16, Choudhari and Reddy ’18, Misra and
Reddy ’17.

Keywords: Happy coloring · Maximum happy vertices ·
Maximum happy edges · Homophily law · Multiway cut ·
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1 Introduction

In this paper, we study Maximum Happy Vertices and Maximum Happy

Edges. Both problems were recently introduced by Zhang and Li in [24], moti-
vated by a study of algorithmic aspects of the homophyly law in large networks.
Informally they paraphrase the law as “birds of a feather flock together”. The
law states that in social networks people are more likely to connect with peo-
ple sharing similar interests with them. A social network is represented by a
graph, where each vertex corresponds to a person in the network, and an edge
between two vertices denotes that corresponding persons are connected within
the network. Furthermore, we let vertices have colors assigned. The color of a
vertex indicates type, character or affiliation of the corresponding person in the
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network. An edge is called happy if its endpoints are colored with the same color.
A vertex is called happy if all its neighbours are colored with the same color as
the vertex itself. Equivalently, a vertex is happy if all edges incident to it are
happy. The formal definitions of Maximum Happy Vertices and Maximum

Happy Edges are the following:

Maximum Happy Vertices (MHV)
Input: A graph G, a partial coloring of vertices p : S → [�] for

some S ⊆ V (G) and an integer k.
Question: Is there a coloring c : V (G) → [�] extending the partial

coloring p such that the number of happy vertices with
respect to c is at least k?

Maximum Happy Edges (MHE)
Input: A graph G, a partial coloring of vertices p : S → [�] for

some S ⊆ V (G) and an integer k.
Question: Is there a coloring c : V (G) → [�] extending the par-

tial coloring p such that the number of happy edges with
respect to c is at least k?

Maximum Happy Edges has an immediate connection to Multiway Cut.
Precisely, if each color is used in precoloring exactly once, then Maximum

Happy Edges is exactly the Multiway Uncut problem, i.e. the edge comple-
ment of Multiway Cut. Thus, Maximum Happy Edges is a generalization
of the Multiway Uncut problem. So, in this case the connection between clus-
tering vertices by color and cutting edges in order to separate different colors
is pretty obvious. However, this is not the case for vertex version of the prob-
lem, which we would like to connect with the vertex version of Multiway Cut,
Node Multiway Cut.

Maximum Happy Vertices can be seen as a sort of clusterization problem,
in which some vertices already have prescribed color/cluster and the goal is to
identify colors/clusters of initially uncolored/unassigned vertices. In some sense,
we would like to clusterize the graph in such a way that overall boundary of
clusters is minimized. Here, by a boundary of a cluster we understand vertices
of the cluster that are connected to vertices outside the cluster. While it is
possible to straightforwardly formulate the problem in terms of a special cutting
problem, this kind of formalization will sound complicated and unnatural. We
show that MHV can be easily transformed into Node Multiway Cut, thereby
constructing an additional bridge between clusterization and cutting problems.

Recently, MHV and MHE have attracted a lot of attention and were studied
from parameterized [1–3,7,19] and approximation [22–25] points of view as well
as from experimental perspective [18]. Further, dozens of algorithms for the
classical Multiway Cut problem have been considered as well, which is the
complement of a special case of MHE.
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In 2015, Zhang and Li established that �-MHE and �-MHV are NP-hard for
� ≥ 3, where � is the number of colors used. Later, Aravind et al. [2] showed that
when the input graph is a tree, �-MHV and �-MHE can be solved in O(n� log �)
and in O(n�) time respectively. In [19], Misra and Reddy proved NP-hardness
of both MHV and MHE on split and on bipartite graphs, and showed that
MHV is polynomial time solvable on cographs.

From the approximation perspective, the currently best known results are
the following. Zhang et al. [25] showed that MHV can be approximated within

1
Δ+1 , where Δ is the maximum degree of the input graph, and MHE can be

approximated within 1
2 +

√
2
4 f(�), where f(�) = (1−1/�)

√
�(�−1)+1/

√
2

�−1+1/2� ≤ 1. They
also claimed that a more careful analysis can improve the approximation ratio
for MHV to 1

Δ+1/g(Δ) , where g(Δ) = (
√

Δ +
√

Δ + 1)2Δ > 4Δ2.
The known results in parameterized complexity (not including kernelization)

are summarized in Table 1. Results proved in the paper are marked by ∗ in
the table. Agrawal [1] provides O(k2�2)-kernel for MHV, where � is the number
of used colors and k is the number of desired happy vertices. Independently,
Gao and Gao [13] present a (2k�+k + k� + k + �)-kernel for the general case
and a (7(k� + k) + � − 10)-kernel in the case of planar graphs. We provide
a kernel on O(d3) vertices for MHV parameterized by the distance to clique,
partially answering a question in [19]. Note that the kernel sizes mentioned in
this paragraph correspond to the number of vertices in the kernels.

Table 1. Known and established results under distance-to-triviality and structural
parameters. ∗ marks results of this work. T indicates a result proven as a theorem. C
indicates a result proven as a corollary. d denotes the distance parameter of the row.

Parameter MHE �-MHE MHV �-MHV

Distance to threshold
graphs

? ? dO(d) · nO(1) [7]

Distance to clique dO(d) · nO(1) [19]

Distance to cluster W[1]-hard C3∗ �d · nO(1) dO(d) · nO(1) T3∗

Distance to cographs

W[1]-hard C2∗
?

W[1]-hard C3∗
(2�)d · nO(1)

Treewidth �tw · nO(1) [1,3] �tw · nO(1) [3,19]

Pathwidth �pw · nO(1) [3,19] �pw · nO(1) [1,3]
Cliquewidth ? ?

Feedback vertex set
number

�d · nO(1) (2�)d · nO(1)

Vertex cover number dO(d) · nO(1) [19]

Split vertex deletion
number

Odd cycle transver-
sal number

para-NP-hard [19]

Neighbourhood
diversity

2nd · nO(1)[3]

Our Results: The main contributions of our work are the following.
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– We establish a natural connection between Maximum Happy Vertices on a
graph G and Node Multiway Cut on a second power of a certain subgraph
of G.

– We answer questions in [1,2] about existence of FPT-algorithm for MHV

parameterized by the treewidth of the input graph only.
– Similarly, we answer one of the questions from Choudhari et al. [7] and Misra

et al. [19] by showing W[1]-hardness of MHE parameterized by the cluster
vertex deletion number. We show that MHV, in contrast to MHE, is in
FPT when parameterized by the cluster vertex deletion number.

– We partially answer a question stated by Misra and Reddy in [19]. We provide
a kernel of size O(d3) for MHV, where d is the distance to cliques.

– Among other results, we also present the first algorithm for Node Multiway

Cut parameterized by the clique-width of the input graph.

Organization of the Paper: Section 3 describes results under some structural
and distance-to-triviality parameters. In Sect. 5 we provide results connecting
Node Multiway Cut and Maximum Happy Vertices. In Sect. 6 we provide
a polynomial kernel for MHV parameterized by the distance to clique.

2 Preliminaries

Basic Notation. We denote the set of positive integer numbers by N. For each
positive integer k, by [k] we denote the set of all positive integers not exceeding
k, {1, 2, . . . , k}. We use ∞ to denote an infinitely large number, for which holds
n < ∞ and n + ∞ = ∞ + n = ∞, where n is an arbitrary integer. We use
� for the disjoint union operator, i.e. A� B equals A∪ B, with an additional
constraint that A and B are disjoint.

We use the traditional O-notation for asymptotical upper bounds. We
additionally use the O∗-notation that hides polynomial factors. Many of our
results concern the parameterized complexity of the problems, including fixed-
parameter tractable algorithms, kernelization algorithms, and some hardness
results for certain parameters. For a detailed survey in parameterized algorithms
we refer to the book of Cygan et al. [10]. In their book one may also find defini-
tions of pathwidth and treewidth that are considered as parameters in some of
our results.

Throughout the paper, we use standard graph notation and terminology,
following the book of Diestel [12]. All graphs in our work are undirected simple
graphs. We consider several graph classes in our work. Interval graphs are graphs
whose vertices can be represented as intervals on the real line, so that a pair of
vertices are connected by an edge if and only if their representative intervals
intersect. Cluster graphs are graphs that are a disjoint union of cliques, or,
equivalently, graphs that do not contain induced paths on three vertices.

We often refer to the distance to G parameter, where G is an arbitrary graph
class. For a graph G, we say that a vertex subset S ⊆ V (G) is a G modulator of
G, if G becomes a member of G after deletion of S, i.e. G \ S ∈ G. Then, the
distance to G parameter of G is defined as the size of its smallest G modulator.
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Graph Colorings. When dealing with instances of Maximum Happy Ver-

tices or Maximum Happy Edges, we use a notion of colorings. A coloring of
a graph G is a function that maps vertices of the graph to a set of colors. If this
function is partial, we call such a coloring partial. If not stated otherwise, we
use � for the number of distinct colors, and assume that colors are integers in
[�]. A partial coloring p is always given as a part of the input for both problems,
along with graph G. We also call p a precoloring of the graph G, and use (G, p)
to denote the graph along with the precoloring. The goal of both problems is to
extend this partial coloring to a specific coloring c that maps each vertex to a
color. We call c a full coloring (or simply, a coloring) of G that extends p. We
may also say that c is a coloring of (G, p). For convenience, introduce the notion
of potentially happy vertices, both for full and partial colorings.

Definition 1. We call a vertex v of (G, p) potentially happy, if there exists a
coloring c of (G, p) such that v is happy with respect to c. In other words, if
u and w are precolored neighbours of v, then p(u) = p(w) (and p(u) = p(v), if
v is a precolored vertex). We denote the set of all potentially happy vertices in
(G, p) by H(G, p).

By Hi(G, p) we denote the set of all potentially happy vertices in (G, p) such
that they are either precolored with color i or have a neighbour precolored with
color i:

Hi(G, p) = {v ∈ H(G, p) | N [v] ∩ p−1(i) �= ∅}.

In other words, if a vertex v ∈ Hi(G, p) is happy with respect to some coloring
c of (G, p), then necessarily c(v) = i.

Note that if c is a full coloring of a graph G, then |H(G, c)| is equal to the
number of vertices in G that are happy with respect to c.
Clique-Width. Among other structural parameters, we consider clique-width
in our work. We follow definitions presented by Lackner et al. in their work on
Multicut parameterized by clique-width [17].

Due to the space restrictions, we omit the definition of clique-width and k-
expressions to the full version of this paper. For more details on clique-width we
refer to [14].
Omitted Proofs. Due to the space restricitons, we omit full proofs of some
theorems, lemmata, corollaries or claims to the full version of this paper. For
some of them we leave a proof sketch instead of a full proof, and for some of
them we omit the proof completely. Such statements with omitted proofs are
marked with the ‘�’ sign.

3 Structural and Distance-to-Triviality Parameters

In [1], Agrawal proved that Maximum Happy Vertices is W[1]-hard with
respect to the standard parameter, the number of happy vertices. In [2,7,19]
some structural parameters for MHV and MHE were studied. In [1], Agrawal
also asked whether MHV admits an FPT algorithm when parameterized by the
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treewidth of the input graph alone. In this section, we show that both MHV and
MHE are W[1]-hard with respect to certain distance-to-triviality and structural
parameters, including treewidth, answering the question of Agrawal and some
other questions. We start with the definition of a classical W[1]-complete (with
respect to the solution size) problem.

Regular Multicolored Independent Set

Input: Graph G, with degree of every vertex in G equal to r, a
partition of G into k cliques V1, V2, . . . , Vk.

Parameter: k
Question: Is there a multicolored independent set in G of size k, i.e.

a subset S ⊆ V (G) of its vertices that is an independent
set in G and |S ∩ Vi| = 1 for every i ∈ [k]?

Theorem 1. Maximum Happy Vertices is W[1]-hard when parameterized
by the distance to graphs that are a disjoint union of paths consisting of three
vertices.

Proof. We reduce from Regular Multicolored Independent Set, that is
W[1]-complete with respect to k due to [4].

Let (G, k, V1, V2, . . . , Vk) be an instance of Regular Multicolored Inde-

pendent Set, and let r be the degree of every vertex in G, i.e. r = |N(v)| for
any v ∈ V (G). We assume that |Vi| ≥ 2 for each i, since otherwise the instance
can be trivially reduced to an instance with a smaller k. We construct an instance
(G′, p, k′) of Maximum Happy Vertices as follows.

We set � = |V (G)|, so each color corresponds to a unique vertex of G. For
convenience, we use vertices of G as colors, instead of the numbers in [�].

For each edge uv ∈ E(G), we introduce a path on three vertices tuuv, euv, tvuv

in G′, with euv being the middle vertex of the path. Endpoint vertices tuuv and
tvuv are precolored in colors u and v respectively, i.e. p(tuuv) = u and p(tvuv) = v,
and the middle vertex is left uncolored.

We then introduce a selection gadget in G′. That is, we introduce k uncolored
vertices s1, s2, . . . , sk. For each i ∈ [k] and each color v ∈ Vi, we connect si with
each vertex precolored in color v. Thus, a vertex tuuv becomes connected to
exactly one vertex of the selection gadget si, where i is such that u ∈ Vi. The
purpose of the selection gadget is that the color of si in the optimal coloring
corresponds to a vertex that we should take in Vi in the initial instance of
Regular Multicolored Independent Set.

We finally set k′ = kr and argue that (G, k, V1, V2, . . . , Vk) is a yes-instance
of Regular Multicolored Independent Set if and only if (G′, p, k′) is a
yes-instance of Maximum Happy Vertices.

Let S ⊆ V (G) be a multicolored independent set of G, i.e. S is an independent
set in G and |S ∩ Vi| = 1 for each i. Let us construct a coloring c of V (G′) such
that it extends p and at least k′ = kr vertices of G are happy with respect to
c. For each i, set the color of si to vi, i.e. c(si) = vi, where vi ∈ S ∩ Vi. For
each edge uv ∈ E(G), set the color of euv to u, if u ∈ S, or to v, if v ∈ S, and
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to an arbitrary color otherwise. Formally, c(euv) = u, if u ∈ S, and c(euv) = v,
if v ∈ S. If u, v /∈ S, then c(euv) can be assigned an arbitrary color. Note that
either u /∈ S or v /∈ S, since S is an independent set.

G′ has no other uncolored vertex, thus the construction of c is complete.

Claim 1. For each vertex u ∈ S and each edge uv ∈ E(G) incident to u, tuuv is
happy with respect to c.

Proof of Claim 1. Indeed, tuuv is adjacent to exactly two vertices: si, where u ∈
Vi, and euv. Since u ∈ S, c(si) = u and c(euv) = u by construction of c. tuuv is a
vertex precolored with color u, hence tuuv is happy with respect to c. �

For each u ∈ S, there are exactly r edges adjacent to u, hence all r vertices
precolored with color u are happy. |S| = k, hence at least kr vertices of G′ are
happy with respect to c.

It is left to prove that if (G′, p, k′) is a yes-instance of Maximum Happy

Vertices, then (G, k, V1, V2, . . . , Vk) is a yes-instance of Regular Multicol-

ored Independent Set.

Claim 2. Let c be an arbitrary coloring of V (G′) extending p. There are at
most kr happy vertices in G′ with respect to c. Moreover, all happy vertices are
precolored vertices of at most k distinct colors.

Proof of Claim 2. Observe that for each i ∈ [k], si is unhappy with respect to
any coloring extending p, since neighbours of si are precolored with colors in
Vi, and each color is presented exactly r times among its neighbours, and we
assumed that Vi consists of at least two vertices.

For each uv ∈ E(G), euv is adjacent to exactly two vertices tuuv and tvuv,
which are precolored with two distinct colors u and v. Thus, euv is also unhappy
with respect to any coloring extending p.

Hence, only precolored vertices of G′ can be happy, i.e. vertices tuuv for uv ∈
E(G). Each of them is adjacent to exactly one vertex of the selector gadget, i.e.
vertex si for some i ∈ [k]. But for each i ∈ [k], only the neighbours that share
the same color as si can be happy. Thus, each happy vertex shares a color with
one of k vertices of the selection gadget. Since each color is presented exactly r
times in the partial coloring p, there can be at most kr such happy vertices. �

Let c be a coloring of V (G′) extending p such that at least kr vertices of
G′ are happy with respect to c. According to Claim 2, exactly kr vertices of
G′ are happy with respect to c, and they are precolored with k different colors.
Moreover, for each color, all r precolored vertices of this color are happy. Let S
be the set of these k colors, i.e. S = {c(s1), c(s2), . . . , c(sk)}. We argue that S is
an independent set in G. Note that |S ∩ Vi| = 1 is then automatically satisfied,
as Vi is a clique in G for each i ∈ [k].

Claim 3. If there are kr happy vertices among the vertices of type tvuv in G′

with respect to coloring c, that extends p, then S = {c(s1), c(s2), . . . , c(sk)} is
an independent set in G.
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Proof of Claim 3. Indeed, suppose that S is not an independent set in G, i.e.
there are vertices u, v ∈ S, such that uv ∈ E(G). Then there is a path tuuv, euv,
tvuv in G′. tuuv is a happy vertex of color c(tuuv) = p(tuuv) = u, hence c(euv) = u.
Analogously, tvuv is a happy vertex of color v, hence c(euv) = v. We get that
u = c(euv) = v, which contradicts our assumption. �

We have shown that (G′, p, k′) is an instance equivalent to (G, k, V1, V2, . . . ,
Vk); moreover, it can be constructed in polynomial time.

Note that the deletion of the selector gadget vertices in G′ leads to G′ being
a disjoint union of paths consisting of three vertices. Thus, G′ has the distance
parameter being at most k, and if Maximum Happy Vertices is in FPT when
parameterized by the distance to graphs being a disjoint union of path consisting
of three vertices, then W[1]-complete Regular Multicolored Independent

Set is also in FPT. Hence, MHV is W[1]-hard with respect to the distance
parameter. ��

The following corollary answers an open question posed in [1].

Corollary 1. Maximum Happy Vertices is W[1]-hard with respect to param-
eters pathwidth, treewidth or clique-width, distance to cographs, feedback vertex
set number.

Proof Sketch. W[1]-hardness of MHV with respect to the parameters distance
to cographs or feedback vertex set number is an immediate corollary of Theorem
1. Since graphs of type n × P3 (that is, graphs that are a disjoint union of paths
consisting of three vertices) are simultaneously cographs and forests, respectively
to the parameters. Proofs of bounded pathwidth, treewidth and clique-width for
graphs with bounded distance to n × P3 can be found in the full version of the
paper. ��
Theorem 2. Maximum Happy Edges is W[1]-hard when parameterized by
the distance to graphs that are disjoint union of paths consisting of three vertices
and is W[1]-hard when parameterized by the distance to graphs that are a disjoint
union of cycles of length three.

Proof Sketch. We adjust the reduction from Regular Multicolored Inde-

pendent Set to MHV provided in the proof of Theorem 1.
Given an instance (G, k, V1, V2, . . . , Vk) of Regular Multicolored Inde-

pendent Set, we construct an instance (G′, p, k′) of Maximum Happy

Edges as follows.
Let n = |V (G)|, m = |E(G)|. G′ is constructed in the same way as in the

proof of Theorem 1: for each edge uv ∈ E(G), we introduce a path on three
vertices tuuv, euv, tvuv, and set p(tuuv) = u, p(tvuv) = v, and euv is left uncolored;
then we introduce the selection gadget vertices s1, s2, . . . , sk, and introduce an
edge between si and tuuv for each i ∈ [k], u ∈ Vi and uv ∈ E(G). For each i ∈ [k],
si is left uncolored.

Additionally, we introduce edges new to this construction: for each i, j ∈ [k]
and each edge uv ∈ E(G), such that u ∈ Vi and v ∈ Vj , we introduce edges
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between euv and si and between euv and sj . In case i = j, we introduce only
one edge.

We also need additional precolored vertices in order for this reduction to
work. For each i ∈ [k], and each v ∈ Vi, we introduce m new paths consisting
of three vertices in G′: for each j ∈ [m], we introduce a path a1

v,j , a2
v,j , a3

v,j .
Every vertex in these new paths we precolor with color v, i.e. p(a1

v,j) = p(a2
v,j) =

p(a3
v,j) = v for each j, and connect by a newly-introduced edge to exactly one

vertex of the selector gadget si. These auxiliary vertices will ensure that for each
i ∈ [k], si is colored with one of the colors in Vi. Paths between these vertices
are needed only to preserve the distance parameter.

We finally set k′ = kr + (m + kr) + (3k + 2n) · m and argue that
(G, k, V1, V2, . . . , Vk) is a yes-instance of Regular Multicolored Indepen-

dent Set if and only if (G′, p, k′) is a yes-instance of Maximum Happy Edges.
For the full proof of this fact, which is mostly by carefully counting each edge
in G′, we refer to the full version of our paper.

To prove the same for the distance to graphs being a disjoint union of cycles
of length three, we note that in our construction of G′, endpoints of the paths
are precolored vertices. Hence, we can add an edge between endpoints of each
path, i.e. between tvuv and tuuv for each uv ∈ E(G) and between a1

v,j and a3
v,j for

each v ∈ V (G) and j ∈ [m], and just increase the parameter k′ by the number
of newly-appeared happy edges. Namely, these are the edges between a1

v,j and
a3

v,j , thus we increase k′ by n ·m, and the other parts of the construction remain
the same. ��
Corollary 2. Maximum Happy Edges is W[1]-hard with respect to parame-
ters pathwidth, treewidth or clique-width, distance to cographs, feedback vertex
set number.

The rest of the section focuses on the parameterized complexity of both
MHV and MHE parameterized by the distance to cluster parameter. We sepa-
rate MHE and MHV, showing that the former problem is W[1]-hard with respect
to this parameter, but the latter admits an FPT-algorithm. This answers an open
question posed in works of Choudhari and Reddy [7] and Misra and Reddy [19].

Corollary 3. Maximum Happy Edges is W[1]-hard when parameterized by
the cluster vertex deletion number.

Proof. Observe that graph consisting of disjoint cycles of length three is a cluster
graph. Then, by Theorem 2, MHE is W[1]-hard when parameterized by the
distance to cluster graphs. ��
Theorem 3. Maximum Happy Vertices can be solved in O∗((2d)d) time,
where d is the distance to cluster parameter of the input graph.

Proof Sketch. We adapt algorithms of Misra and Reddy presented in [19] in their
proofs of FPT membership result for both MHV and MHE parameterized by
the vertex cover number and by the distance to clique parameters. For a full
proof we refer to the full version of our paper. ��
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4 Obtaining W[2]-Hardness

We are grateful for the anonymous reviewers of this paper for sharing ideas of
how the statements of Theorems 1 and 2 can be changed to obtain W[2]-hardness
with respect to structural parameters, strengthening Corrollaries 1, 2 and 3. This
section is dedicated to these W[2]-hardness results.

Theorem 4 (�). Maximum Happy Vertices is W[2]-hard when parameter-
ized by the distance to graphs that are a disjoint union of stars.

Theorem 5 (�). Maximum Happy Edges is W[2]-hard when parameterized
by the distance to graphs that are a disjoint union of stars and is W[2]-hard when
parameterized by the distance to graphs that are a disjoin union of cliques.

Corollary 4 (�). Maximum Happy Vertices and Maximum Happy

Edges are both W[2]-hard with respect to parameters pathwidth, treewidth or
clique-width, distance to cographs, feedback vertex set number.

5 Maximum Happy Vertices and Node Multiway Cut

This section reveals the connection between Maximum Happy Vertices and
Node Multiway Cut. This connection is a natural supplement of the straight-
forward connection of the edge versions of the problems, Maximum Happy

Edges and Multiway Cut. It is more convenient for us to use a variation of
Node Multiway Cut, called Group Multiway Cut, where terminal groups
are used instead of singleton terminals.

Group Multiway Cut [6]
Input: A graph G and pairwise disjoint sets of terminals

{T1, T2, . . . , T�}, and an integer k.
Question: Is there a set S ⊆ V (G) of size at most k such that G \ S

has no u − v path for any u ∈ Ti, v ∈ Tj and i �= j?

We start with the following crucial lemma.

Lemma 1. Let G be a graph with precoloring p. Let H ⊆ H(G, p) be an arbitrary
subset of its potentially happy vertices. Then a coloring c extending p, so that
all vertices in H are happy with respect to c, exists if and only if there exists no
path u1, u2, . . . , ut in G, such that u1 and ut are precolored and p(u1) �= p(ut),
and for each i ∈ [t − 1], either ui or ui+1 is in H.

Proof Sketch. The basic idea of the proof is that happy vertices are incident only
to happy edges. Furthermore, two vertices of distinct colors cannot be connected
by a path containing only of happy edges. For the full formal proof we refer to
the full version of our paper. ��
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Theorem 6. Let (G, p, k) be an instance of Maximum Happy Vertices.
Then (G, p, k) is a yes-instance of Maximum Happy Vertices if and only if
(G2[H(G, p)], {H1(G, p),H2(G, p), . . . ,H�(G, p)}, |H(G, p)|−k) is a yes-instance
of Group Multiway Cut.

Proof. Let (G, p, k) be a yes-instance of MHV. We show that (G2[H(G, p)],
{H1(G, p),H2(G, p), . . . ,H�(G, p)}, |H(G, p)| − k) is a yes-instance of Group

Multiway Cut. Since (G, p, k) is a yes-instance, there is a coloring c such that
at least k vertices of (G, p) are happy with respect to c. Let H be a set of any k
of these vertices, i.e. |H| = k and all vertices in H are happy with respect to c
in (G, p).

Observe that any path in G whose all edges are incident to at least one vertex
of H, corresponds to a simple path in G2[H]. Indeed, let u1, u2, . . . , ut be a path
in G such that ui ∈ H or ui+1 ∈ H for each i ∈ [t−1]. Let uH

1 , uH
2 , . . . , uH

t1 be the
subsequence of u1, . . . , ut of vertices in H (H ∩ {u1, . . . , ut} = {uH

1 , . . . , uH
t1}).

Note that for each i ∈ [t1 − 1], uH
i and uH

i+1 are either consequent in u1, . . . , ut

or there is only one vertex between them in u1, . . . , ut. That is, there is an edge
between uH

i and uH
i+1 in G2[H]. Thus, uH

1 , uH
2 , . . . , uH

t1 is a path in G2[H]. Vice
versa, any simple path in G2[H] corresponds to paths in G which edges are
incident to vertices in H.

Since all vertices H are happy in (G, p), by Lemma 1, there is no path between
differently precolored vertices with all edges incident to at least one vertex in
H. Consider G2[H] and suppose that there exists a path between vertices v
and w in G2[H], such that v ∈ Hi(G, p) and w ∈ Hj(G, p), and i �= j. As
shown above, this path corresponds to a path between v and w in G, and all
edges of this path are incident to H. Since v ∈ Hi(G, p), there is a precolored
vertex v′ ∈ N [v] with p(v′) = i. Similarly, there is a w′ ∈ N [w] with p(w′) =
j. There is a path between v′ and w′ in G with all edges incident to H and
p(v′) �= p(w′), a contradiction. Hence, no vertices in different sets of terminals
Hi(G, p) and Hj(G, p) are connected in G2[H]. Thus, H(G, p) \ H is an answer
to (G2[H(G, p)], {Hi(G, p)}, |H(G, p)| − k), so it is a yes-instance of Group

Multiway Cut.
The proof in the other direction is similar: if S, (|S| = |H(G, p)| − k), is

a solution to the instance of Group Multiway Cut, then all k vertices in
H(G, p) \ S can be happy simultaneously in (G, p). ��

Theorem 6 shows the importance of potentially happy vertices in the input of
MHV. Other vertices are playing role of common neighbours or precolored neigh-
bours for potentially happy vertices. Note that the sets H(G, p) and Hi(G, p) are
computable in polynomial time. Thus, an instance of MHV can be compressed
in order to contain only useful information about potentially happy vertices. We
formulate this in the following corollary.

Corollary 5 (�). Maximum Happy Vertices, parameterized by the number
of potentially happy vertices h, (i) admits a polynomial compression into Group

Multiway Cut with h vertices and (ii) admits a kernel with O(h2) vertices and
edges.
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Another interesting consequence of Theorem 6, along with Corollary 1, is a
lower bound on algorithms for Group Multiway Cut parameterized by clique-
width.

Corollary 6. Group Multiway Cut is W[1]-hard when parameterized by the
clique-width of the input graph.

Proof. By Corollary 1, Maximum Happy Vertices is W[1]-hard when param-
eterized by the clique-width of the input graph. Take an instance (G, p, k) of
MHV. As shown by Todinca in [21], if G has clique-width t, then the power
Gc of G has clique-width at most 2tct. Hence, G2 has clique-width at most 2t2t.
Then, as shown by Courcelle and Olariu in [9], every induced subgraph of a graph
of clique-width t has clique-width at most t, so G2[H(G, p)] has clique-width at
most 2t2t as well. So, in an instance (G2[H(G, p)], {Hi(G, p)}, |H(G, p)| − k) of
Group Multiway Cut equivalent to the instance (G, p, k), the clique-width
of the input graph is bounded if the clique-width of G is bounded. Since the
reduction from MHV to Group Multiway Cut is polynomial, the corollary
statement follows. ��

In contrast, we have that Node Multiway Cut is in FPT when parame-
terized by the clique-width of the input graph. We present an algorithm solving
Node Multiway Cut using dynamic programming on a w-expression of G.

Theorem 7 (�). Node Multiway Cut can be solved in (w + 3)2w · nO(1), if
a w-expression of G is given.

6 Polynomial Kernel for Maximum Happy Vertices

In this section, we present a polynomial kernel for MHV parameterized by the
distance to clique. This partially answers a question of Misra and Reddy in [19],
where they also showed FPT algorithms for both MHV and MHE parameterized
by this parameter.

Theorem 8 (�). Maximum Happy Vertices admits a kernel with O(d3) ver-
tices, where d is the distance to clique parameter, and the parameter and a clique
modulator of G are not given explicitly.
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Abstract. Imagine that unlabelled tokens are placed on edges forming
a matching of a graph. A token can be moved to another edge pro-
vided that the edges containing tokens remain a matching. The distance
between two configurations of tokens is the minimum number of moves
required to transform one into the other. We study the problem of com-
puting the distance between two given configurations. We prove that
if source and target configurations are maximal matchings, then the
problem admits no polynomial-time sublogarithmic-factor approxima-
tion algorithm unless P = NP. On the positive side, we show that for
matchings of bipartite graphs the problem is fixed-parameter tractable
parameterized by the size d of the symmetric difference of the two given
configurations. Furthermore, we obtain a dε-factor approximation algo-
rithm for the distance of two maximum matchings of bipartite graphs for
every ε > 0. The proofs of our positive results are constructive and can
hence be turned into algorithms that output shortest transformations.
Both algorithmic results rely on a close connection to the Directed
Steiner Tree problem. Finally, we show that determining the exact
distance between two configurations is complete for the class DP, and
determining the maximum distance between any two configurations of a
given graph is DP-hard.

Keywords: Matchings · Reconfiguration ·
Fixed-parameter tractability · Approximation hardness

1 Introduction

A reconfiguration problem asks for the existence of a step-by-step transformation
between two given configurations, where in each step we apply some simple mod-
ification to the current configuration. The set of configurations may for instance
be the set of k-colorings [3,10] or independent sets [15,16,18] of a graph, or the
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G
Ms

Mt

M0

M1

M2 M3

M4

M5

Fig. 1. A reconfiguration sequence Ms = M0, M1, . . . , M4 = Mt of matchings in a
graph G.

set of satisfying assignments of a Boolean formula [12]. A suitable modification
may for example alter the color of a single vertex, or the truth value of a variable
in a satisfying assignment. For recent surveys on reconfiguration problems the
reader is referred to [14] or [20].

Recently, there has been considerable interest in the complexity of find-
ing shortest transformations between configurations. Examples include finding
a shortest transformation between triangulations of planar point sets [22] and
simple polygons [1], configurations of the Rubik’s cube [6], and satisfying assign-
ments of Boolean formulas [19]. For all of these problems, except for the last one,
we can decide efficiently if a transformation between two given configurations
exists. However, deciding if there is a transformation of at most a given length
is NP-complete. In particular, the flip distance of triangulations of planar point
sets is known to be APX-hard [22] and, on the positive side, fixed-parameter
tractable (FPT) in the length of the transformation [17]. Our reference problem
is the task of computing the length of a shortest transformation between two
matchings of a graph.

Reconfiguration of Matchings. A matching M of a graph is a set of pair-
wise independent edges. (Fig. 1 shows the six different matchings of the graph
G.) A matching is inclusion-wise maximal if it is not properly contained in
another matching. We may consider a matching as a placement of (unlabeled)
tokens on independent edges. Then the Token Jumping (TJ ) operation pro-
vides an adjacency relation on the set of matchings of a graph, all having the
same cardinality1: Two matchings M and M ′ of a graph G are adjacent (under

1 There is another well-studied operation called Token Sliding (TS). In this paper, we
employ TJ as the default operation. However, some of our results apply also to TS.
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TJ) if one can be obtained from the other by relocating a single token, that is,
if |M \ M ′| = 1 and |M ′ \ M | = 1. We say that a sequence M0,M1, . . . ,M�

of matchings of G is a reconfiguration sequence of length � from M to M ′, if
M0 = M , M� = M ′, and the matchings Mi−1 and Mi are adjacent for each
i ∈ {1, 2, . . . , �}; see the sequence M0,M1, . . . ,M4 in Fig. 1 as an example. The
following question is often referred to as the reachability variant of the matching
reconfiguration problem:

Matching Reconfiguration
Input: Graph G and two matchings Ms,Mt of G.
Question: Is there a reconfiguration sequence from Ms to Mt?

Matching Reconfiguration is known as an early example of a reconfig-
uration problem that admits a non-trivial polynomial-time algorithm [15]. For
Yes-instances, the algorithm from [15] gives a bound of O(n2) on the length
of a transformation. The distance between two matchings is the length of a
shortest transformation between them (under TJ). If there is no transformation
between two matchings, we regard their distance as infinity. In this paper we
study the complexity of the following optimization problem related to matching
reconfiguration, which is also referred to as the shortest variant.

Matching Distance
Input: Graph G and two matchings Ms,Mt of G.
Task: Compute the distance between Ms and Mt.

We also study two related exact problems. The first is the exact version of
Matching Distance, which takes as input also the supposed distance � of the
given matchings.

Exact Matching Distance
Input: Graph G, matchings Ms,Mt of G, and number � ∈ N.
Question: Is � equal to the distance between Ms and Mt?

We can similarly define Exact Matching Diameter: Given a graph G and
numbers k, � ∈ N, decide if the maximum distance between any two matchings
of G of cardinality k is equal to �.

Related Results. Despite recent intensive studies on reconfiguration problems
(see, e.g., [20]), most known algorithmic (positive) results are obtained for reach-
ability variants. However, such algorithms sometimes also give answers to the
corresponding shortest variants: if the algorithm constructs an actual reconfig-
uration sequence which, at any step, transforms an edge of the initial matching
into an edge of the target one, then the transformation must indeed be a shortest
one.

Generally speaking, finding shortest transformations is more difficult when
we need a detour, a transformation that touches an element that is not in the
symmetric difference of the source and target configurations. For such a detour-
required case, only a few polynomial-time algorithms are known for shortest
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variants, e.g., satisfying assignments of a certain Boolean formulas [19], and inde-
pendent sets under the TS operation for caterpillars [24]. Note that Matching
Reconfiguration belongs to the detour-required case (in the example of Fig. 1,
we need to use the edge in E(G) \ (Ms ∪ Mt) in any reconfiguration sequence).

The reconfiguration of matchings is a special case of the reconfiguration of
independent sets of a graph. To see this, recall that matchings of a graph corre-
spond to independent sets of its line graph. Therefore, by a result of Kamiński
et al. [16], we can solve Matching Distance in polynomial time if the line
graph of a given graph is even-hole-free. Note that in this case no detour is
required.

Our Results. Although the reconfiguration of independent sets is one of the
most well-studied reconfiguration problems (see, e.g., a survey [20]), to the best of
our knowledge, the shortest variant of independent sets under the TJ operation is
known to be solvable only for even-hole-free graphs, as mentioned above. Thus,
in this paper, we start a systematic study of the complexity of finding short-
est reconfiguration sequences between matchings, and more generally, between
independent sets of a graph.

Our first result shows that there is no polynomial-time algorithm that com-
putes a sublogarithmic-factor approximation of the distance between two match-
ings unless P = NP. The result implies approximation hardness for the length of
shortest transformations between b-matchings of a graph and shortest transfor-
mations between independent sets on any graph class containing line graphs of
bipartite graphs. Note that maximal subclasses of line graphs of bipartite graphs
that have been considered in the literature are either trivial (e.g., disjoint unions
of cliques) or even-hole-free, so our result implies a sharp complexity bound.

Theorem 1. Matching Distance admits no polynomial-time o(log n)-factor
approximation algorithm, unless P = NP, even for maximal matchings of bipar-
tite graphs of maximum degree three.

The proof of Theorem1 is provided in Sect. 2. Our main result is positive. We
show that determining the distance between matchings of bipartite graphs is
FPT, where the parameter is the size d of the symmetric difference of the two
input matchings. An outline of the algorithm is provided in Sect. 3.1. We distin-
guish two main cases: either a shortest reconfiguration sequence contains a non-
inclusion-wise maximal matching or not. For the former case we give a polyno-
mial time algorithm. Note that this algorithm implies in particular a polynomial-
time algorithm for finding a shortest transformation between two matchings if
at least one of the two matchings is not inclusion-wise maximal. In order to
deal with the latter case, we give a reduction from Matching Distance to the
problem Directed Steiner Tree, where the number of terminals is of the
order of the size of the symmetric difference of the source and target matchings.
By putting everything together we obtain our main result.

Theorem 2. Matching Distance in bipartite graphs can be solved in time 2d ·
nO(1), where d is the size of the symmetric difference of the two given matchings.
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Theorem 2 raises hopes for possible generalizations, e.g., an FPT algorithm
for finding shortest transformations between matchings in general graphs or
between independent sets of claw-free graphs. For maximum matchings, our
reduction to Directed Steiner Tree is approximation-preserving, which
implies the following.

Corollary 1. Matching Distance restricted to maximum matchings in bipar-
tite graphs admits a polynomial-time dε-factor approximation algorithm for every
ε > 0, where d is the size of the symmetric difference of two given matchings.

The proofs of Theorem 2 and Corollary 1 are given in Sect. 3.
We finally show that there is a polynomial-time algorithm that decides if

the maximum distance between any two matchings of a graph is finite. In con-
trast, we also show that the problems Exact Matching Distance and Exact
Matching Diameter are both hard for the class DP, a class containing both
NP and coNP.

Theorem 3. The problem Exact Matching Distance is DP-complete and
the problem Exact Matching Diameter is DP-hard.

The class DP has been introduced by Papadimitriou and Yannakakis in [21]
and is a natural complexity class for exact problems and critical problems. It was
proved by Frieze and Teng that the related problem of deciding the diameter
of the graph of a polyhedron is also DP-hard [11]. Section 4 is devoted to the
proof of Theorem3. Due to space restriction, proofs of statements marked by
(∗) are not included in this extended abstract. We would like to remark that
the NP-hardness of Matching Distance has been established independently
in [13].

Notation. Let G = (V,E) be a graph. Unless stated otherwise, graphs are
simple. For standard definitions and notation related to graphs, we refer the
reader to [7]. We denote by A� B, the symmetric difference of two sets A and
B. That is, A� B := (A \ B) ∪ (B \ A). Let M ⊆ E be a matching of G.
A vertex of G that is not incident to any edge in M is called M -exposed (or
M -free), otherwise it is called matched or covered.

2 Approximation Hardness of Matching Distance

To prove Theorem 1, we first show the following slightly less general result.

Theorem 4. Matching Distance admits no o(log n)-factor approximation
unless P = NP, even when restricted to maximum matchings on bipartite graphs
of maximum degree three.

We show that a sublogarithmic-factor approximation for Matching Dis-
tance yields a sublogarithmic-factor approximation of Set Cover. Since Set
Cover is not approximable within a sublogarithmic factor, unless P = NP [8],
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Theorem 4 follows. Note that Theorem 4 also holds for the TS operation if M1

and M2 are maximum2. To obtain Theorem 1, we need to slightly alter the
reduction used in the proof of Theorem4 to transform maximum matchings into
maximal matchings. (We refer the reader to the full version [4] for the detailed
construction).

Let us briefly recall some definitions related to the Set Cover problem. An
instance I = (U,S) of Set Cover is given by a set U of items and a family S
of subsets of U . The task is to find the minimum number of sets in S that are
required to cover U . We denote this number by OPT(I) and let n := |U | and
m := |S|. Furthermore, let d := maxS∈S{|S|} be the maximum cardinality of a
set in S and, for each u ∈ U , let fu := |{S ∈ S | u ∈ S}| be the frequency of u,
and let f := maxu∈U{fu} be frequency of I.

Let us now give the reduction and the two main lemmas that guarantee the
safeness of our construction.

Reduction. We construct from the Set Cover instance I = (U,S) an instance
I ′ = (G,M1,M2) of Matching Distance as follows. For each item u ∈ U ,
we create a cycle Cu of length four and label one of the vertices by cu. Then,
for each set S ∈ S, we add a path PS of length L := |U |(2 + f + d) and label
the end-points pS and qS . We may assume without loss of generality that L is
even. Now, for each set S ∈ S and item u ∈ U , we join pS to cu by an edge if
and only if u ∈ S. The two matchings M1 and M2 are constructed as follows.
For each S ∈ S, we leave qS exposed and add every second other edge to both
matchings. For each u ∈ U there are two different perfect matchings of Cu and
we add one to M1 and the other to M2. Note that the graph G is bipartite and,
since L is even, only the vertices qS are M1- and M2-exposed for S ∈ S. In
order to get the maximum degree down to three, we have to use a slightly more
elaborate construction for the part of G that corresponds to the incidence graph
of the Set Cover instance. This completes the construction of the instance I ′

of Matching Distance.
Observe that the construction of I ′ performed in polynomial time. In order

to change the matching on a cycle Cu, it is necessary to move each token on
some path PS such that u ∈ S. Intuitively, we think of L as a very large number,
so in order to change the matching M1 on each cycle Cu, u ∈ U , it is desirable to
minimize the number of times we have to move the tokens on the long paths PS ,
S ∈ S. In order to obtain the approximation hardness result in Theorem4, we
establish the following correspondences between reconfiguration sequences from
M1 to M2 and covers of U by sets in S:

Lemma 1 (∗). Let C ⊆ S be a cover of U . Then there is a reconfiguration
sequence from M1 to M2 of length at most 2L|C| + 2|U |(2 + f + d).

2 If we delete an edge e of a maximum matching, we can only replace it by an edge
e′ sharing an endpoint with e. So for maximum matchings, TJ and TS rules are
equivalent.
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Lemma 2 (∗). There is a polynomial-time algorithm A′ that constructs from
a reconfiguration sequence τ from M1 to M2 of length |τ | a cover C ⊆ S of U of
cardinality at most |τ |/2L.

Combining Lemmas 1 and 2, we have that a o(log |I ′|)-factor approxima-
tion algorithm for Matching Distance yields a o(log n)-factor approximation
algorithm for Set Cover, which contradicts the approximation hardness result
from [8].

3 Matching Distance in Bipartite Graphs is FPT

The goal of this section is Theorem 2, which states that the distance of two
matchings of a bipartite graph is FPT, where the parameter is the size d of the
symmetric difference of the source and target matchings. Let us fix an instance
(G,Ms,Mt) of Matching Distance and let us assume that the graph G =
(V,E) is bipartite with bipartition V = (U,W ). According to [15, Proposition 1]
we may check in polynomial time whether a transformation from Ms to Mt exists,
so let us assume in the following such transformation exists. In the remainder of
this section we denote by C (resp., P) be the set of (Ms,Mt)-alternating cycles
(resp., (Ms,Mt)-alternating paths) in (V,Ms �Mt).

3.1 Overview of the Algorithm

There are two distinct main cases we need to consider.

Case 1 (A shortest transformation from Ms to Mt visits a matching that is not
inclusion-wise maximal).
We show that in this case we can find a shortest transformation from Ms to Mt

in polynomial time, which may seem quite surprising in the light of the hardness
result given in Theorem 1. We first observe that the following holds:

Lemma 3 (∗). A shortest transformation between two matchings can be com-
puted in polynomial time if at least one of them is not inclusion-wise maximal.

To prove Lemma 3, we show that the distance of two matchings Ms and Mt,
at least one of which is not inclusion-wise maximal, is either |Ms �Mt|/2 or
|Ms �Mt|/2 + 1. We can check in polynomial time which case applies. Note
that Lemma 3 also holds if we do not assume that the input graph is bipartite.
The hard part of Case 1 is to prove the following lemma (which only holds for
bipartite graphs):

Lemma 4 (∗). There is a polynomial-time algorithm that outputs a shortest
transformation from Ms to Mt via a matching M that is not inclusion-wise
maximal, or indicates that no such transformation exists.
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Let us briefly summarize the algorithm. Since a shortest transformation from
Ms to Mt visits a non-inclusion-wise maximal matching, we have that Ms and
Mt cannot be maximum, so there is at least one Ms-augmenting path. Note that,
given an Ms-augmenting path P , we may transform Ms into a non-inclusion-
wise maximal matching by sliding tokens along P . We may then find a shortest
transformation from the resulting matching to Mt in polynomial time accord-
ing to Lemma 3. We show that it suffices to find an Ms-augmenting path that
gives an overall shortest transformation. This task reduces to a shortest-path-
computation in a suitable weighted digraph.

Case 2 (No shortest transformation from Ms to Mt visits a matching that is not
inclusion-wise maximal).
Let us first assume that Ms and Mt are maximum. We reduce the task of finding
a shortest transformation from Ms to Mt to the problem Directed Steiner
Tree, which is defined as follows.

Directed Steiner Tree
Input: Directed graph D = (V,A), integral arc weights c ∈ Z

A
≥0, root

vertex r ∈ V , and terminals T ⊆ V .
Task: Find a minimum-cost directed tree in D that connects the root r
to each terminal.

The reduction to Directed Steiner Tree and its correctness are sketched
in Sect. 3.2. The main idea is to construct an instance of Directed Steiner
Tree such that each arc of positive cost corresponds to a token move and its cost
corresponds to how many times the token has to be moved in a transformation
from Ms to Mt. It is known that Directed Steiner Tree parameterized by
the number of terminals is FPT [2,9]. Our reduction gives at most d/2 terminals.
We employ the FPT algorithm from [2] to obtain the following result.

Lemma 5. Let Ms and Mt be maximum. Then there is an algorithm that finds
in time 2d/2 · nO(1) a shortest transformation from Ms to Mt, or indicates that
no such transformation exists.

In order to deal with the case that Ms and Mt are not maximum, we first
recall the following lemma from [15].

Lemma 6 ([15, Lemma 1]). If Ms and Mt are maximum then there is a trans-
formation from Ms to Mt if and only if, for each cycle C ∈ C, there is an
Ms-alternating path in G connecting an Ms-exposed vertex to C.

Note that we assume that for each shortest transformation from Ms to Mt, each
intermediate matching is inclusion-wise maximal. Therefore, in a shortest trans-
formation from Ms to Mt, we have to use the algorithm from the constructive
proof of Lemma 6 to transform the cycles in C. Hence, in such a transformation,
we have to consider for each cycle C ∈ C the two choices that C is reconfig-
ured using either an Ms-exposed vertex from U or from W . Since each cycle has
length at least four, we have that C contains at most d/4 cycles.
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We branch over all of the at most 2d/4 possible choices. For each choice,
we reduce the problem to the case where Ms and Mt are maximum as follows.
We create two sub-instances: one for the cycles C1 that have to be reconfigured
using exposed vertices in U and one for the cycles C2 that have to be reconfigured
using exposed vertices in W . For the sub-instance of cycles in C1, we delete all
the exposed vertices in W and the matching Ms then becomes maximum. (We
perform a similar reduction in the other case). We finally show that no transfor-
mation maintaining maximal matchings all along is better than combining the
optimal solutions of the two sub-instances and obtain the following result.

Lemma 7 (∗). Suppose no shortest transformation from Ms to Mt visits a
matching that is not inclusion-wise maximal. Then there is an algorithm that
finds in time 2d · nO(1) a shortest transformation from Ms to Mt.

Hence, Theorem 2 follows from Lemmas 4 and 7. Note that if Ms and Mt

are maximum, then we may use the approximation algorithm for Directed
Steiner Tree from [5] instead of the exact algorithm from [2]. Since our
reduction to Directed Steiner Tree preserves costs, we obtain from an
α-approximate solution of the Directed Steiner Tree instance an α-
approximate solution to Matching Distance, which implies Corollary 1. Our
techniques are not likely to generalize to matchings in non-bipartite graphs in a
straight-forward way. We leave as an open problem whether finding a shortest
transformation between two matchings in non-bipartite graphs is FPT in the
size of the symmetric difference of source and target matchings.

3.2 Proof of Lemma 5: Reduction to Directed Steiner Tree

Let Ms and Mt be maximum matchings of G. We will reduce the task of finding
a shortest transformation from Ms to Mt to the Directed Steiner Tree
problem. Note that if some edge e is not contained in any maximum matching
of G, then we cannot move any token to e and e can be deleted from the graph.
Therefore, we may assume that every edge of G is contained in some maximum
matching. Let Xs be the set of Ms-exposed vertices of G. By the properties of the
Edmonds-Gallai decomposition [23, Ch. 24.4b], we may assume the following3.

Proposition 1 (∗). Without loss of generality we have Xs ⊆ U .

Reduction. The main feature of the reduction is that it preserves costs. That is,
an optimal Steiner tree of cost α corresponds to a shortest transformation from
Ms to Mt of length at most α. We construct an instance I ′ := (D, c, r, T ) of
Directed Steiner Tree as follows. The digraph D = (U ′, A) is given by

U ′ := {v ∈ U | ∃ an even-length Ms-alternating path from Xs to v} ∪ {r}
A := {uw | u,w ∈ U, ∃v ∈ W : uv ∈ E \ Ms, vw ∈ Ms} ∪ R,

3 Due to space restrictions, the definition of Edmonds-Gallai decomposition is not
included in this extended abstract, see [4] for more details.
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where r is a new vertex and R := {rv | v ∈ Xs}. For an arc uw ∈ A, let the
weight cuw be given by

cuw :=

⎧
⎪⎨

⎪⎩

0 if u = r,

1 if there are two edges uv ∈ Mt and vw in Ms.

2 otherwise.

The set T of terminals is given by T := U ′ ∩ ⋃
Z∈C∪P V (Z). Note that any two

distinct items in P ∪ C are vertex-disjoint. The root of the Steiner tree is the
vertex r. This completes the construction of the instance I ′.

Let us now give an outline of the proof of Lemma5, which states that finding
a shortest transformation between two maximum matchings Ms and Mt of a
bipartite graph is fixed parameter tractable, where the parameter is the size d
of the symmetric difference of Ms and Mt.

We first observe that we may restrict our attention to Steiner trees with some
structure on the paths P and cycles C of (V,Ms �Mt).

Proposition 2 (∗). Let F be a Steiner tree for I ′. Then we can obtain in
polynomial time a Steiner tree F ′ for I ′ of cost at most c(F ) with the following
properties.

(i) For each P ∈ P, the tree F ′ contains all arcs in A(P ).
(ii) For each C ∈ C, the tree F ′ misses exactly one arc of A(C).
(iii) For each P ∈ P, the root r is joined to the Ms-exposed vertex of P .

The proof of next lemma shows how to construct from a Steiner tree F ′ of
cost c(F ′) a reconfiguration sequence of length at most c(F ′).

Lemma 8 (∗). Let F ′ be a Steiner tree for I ′. Then we can construct in poly-
nomial time a transformation from Ms to Mt of length at most c(F ′).

Let us sketch the proof of Lemma 8. If F ′ does not satisfy the properties of
Proposition 2, then we may find in polynomial time a Steiner tree F for I ′ of cost
at most c(F ′) that does. We perform a DFS traversal of F giving a preference
to visiting arcs with largest weight. Note that we visit each arc of F twice, once
going “down” the tree and once going “up”. Each arc of weight at least one
corresponds to a token and the arc-weight specifies how often the corresponding
token is moved during the traversal of F . When we traverse an arc of weight
one going down the tree, then we move a token to its target destination, so we
perform no token move when backtracking. On the other hand, an arc of weight
two corresponds to moving a token away from its target position, so we have to
undo the move when backtracking. The placement of the terminals on the items
in C ∪ P ensures that after the traversal of F , all tokens have been moved to
their target positions.

From Lemma 8 and the next lemma we may conclude that the shortest length
of a transformation from Ms to Mt equals the optimal cost of a Steiner tree for I ′.
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Lemma 9 (∗). Let M0,M1, . . . ,Mm be a transformation of length m from Ms

to Mt. Then there is a Steiner tree F of I ′ such that c(F ) ≤ m.

We combine our previous arguments to prove Lemma5. The construction of
I ′ can be performed in polynomial time. Moreover, the number of terminals of I ′

is at most d/2. So the Directed Steiner Tree algorithm from [2] computes
an optimal Steiner tree F ∗ of I ′ in time 2d/2 · nO(1). Lemma 8 ensures that
F ∗ can be turned into an transformation between Ms and Mt in polynomial
time. Lemma 9 ensures that this transformation is of the shortest length. Finally,
since the construction is polynomial, the approximation algorithm for Directed
Steiner Tree from [5] yields Corollary 1.

4 Exact Distance and Diameter

We consider the problems Exact Matching Distance and Exact Matching
Diameter. Before presenting our hardness results for these problems, we first
prove that we can decide in polynomial if the maximal distance of any two
matchings of a graph is finite. It will be convenient to consider the reconfiguration
graph Mk(G) of matchings of a graph G, which is given as follows.

V (Mk(G)) := {M ⊆ E | M is a matching in G, |M | = k}
E(Mk(G)) := {MN | M,N ∈ V (Mk(G)), |M �N | = 2}

We show that for k ≥ 0 we can decide in polynomial time if Mk(G) is
connected. First suppose that k is less than the size of a maximum match-
ing of G. Then we can transform any matching of size k into one that is not
inclusion-wise maximal by sliding tokens along an augmenting path. Hence, by
the algorithm given in the proof of Lemma3, the graph Mk(G) is connected.
Now suppose that k is equal to the size of a maximum matching of G and con-
sider the Edmonds-Gallai decomposition A,D,C of the vertex set of G, where
C are the vertices that are covered by any maximum matching [23, Ch. 24.4b].
By showing that Mk(G) is connected if and only if the graph G[C] has a unique
perfect matching we obtain the following result.

Theorem 5 (∗). There is a polynomial-time algorithm that, given a graph G
and a number k ∈ N, decides if Mk(G) is connected.

To obtain hardness results for Exact Matching Distance and Exact
Matching Diameter it suffices to consider maximum matchings. By using a
similar construction to the one from Sect. 2 we show that Exact Matching
Distance and Exact Matching Diameter are hard for the class DP, which
is given by DP := {L1 ∩L2 | L1 ∈ NP, L2 ∈ coNP}. We reduce from the problem
Exact Vertex Cover, which asks whether the minimum size of a vertex cover
of a graph is equal to a given number �. Our construction guarantees that, if
we can decide the size of a shortest transformation, then we can decide the size
of a minimum vertex cover. Since Exact Matching Distance is in DP (the
question “is the distance of two matchings in Mk(G) at most �” being in NP),
Theorem 3 follows.
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Abstract. We study the Travelling Salesperson (TSP) and the Steiner
Tree problem (STP) in graphs of low highway dimension. This graph
parameter was introduced by Abraham et al. [SODA 2010] as a model
for transportation networks, on which TSP and STP naturally occur for
various applications in logistics. It was previously shown [Feldmann et
al. ICALP 2015] that these problems admit a quasi-polynomial time
approximation scheme (QPTAS) on graphs of constant highway dimen-
sion. We demonstrate that a significant improvement is possible in the
special case when the highway dimension is 1, for which we present a
fully-polynomial time approximation scheme (FPTAS). We also prove
that STP is weakly NP-hard for these restricted graphs. For TSP we
show NP-hardness for graphs of highway dimension 6, which answers an
open problem posed in [Feldmann et al. ICALP 2015].
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1 Introduction

Two fundamental optimization problems already included in Karp’s initial
list of 21 NP-complete problems [33] are the Travelling Salesperson
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problem (TSP) and the Steiner Tree problem (STP). Given an undirected
graph G = (V,E) with non-negative edge weights w : E → R

+, the TSP asks
to find the shortest closed walk in G visiting all nodes of V . Besides its funda-
mental role in computational complexity and combinatorial optimization, this
problem has a variety of applications ranging from circuit manufacturing [29,41]
and scientific imaging [14] to vehicle routing problems [40] in transportation
networks. For the STP, a subset R ⊆ V of nodes is marked as terminals. The
task is to find a weight-minimal connected subgraph of G containing the ter-
minals. It has plenty of fundamental applications in network design including
telecommunication networks [42], computer vision [20], circuit design [30], and
computational biology [22,43], but also lies at the heart of line planning in public
transportation [17].

Both TSP and STP are APX-hard in general [6,13,21,34,39,45] implying
that, unless P = NP, none of these problems admit a polynomial-time approxi-
mation scheme (PTAS), i.e., an algorithm that computes a (1+ε)-approximation
in polynomial time for any given constant ε > 0. On the other hand, for restricted
inputs PTASs do exist, e.g., for planar graphs [5,18,28,36], Euclidean and Man-
hattan metrics [7,44], and more generally low doubling1 metrics [8].

We study another class of graphs captured by the notion of highway dimen-
sion, which was proposed by Abraham et al. [3]. This graph parameter models
transportation networks and is thus of particular importance in terms of appli-
cations for both TSP and STP. On a high level, the highway dimension is based
on the empirical observation of Bast et al. [9,10] that travelling from a point in a
network to a sufficiently distant point on a shortest path always passes through
a sparse set of “hubs”. The following formal definition is taken from [25] and
follows the lines of Abraham et al. [3].2 Here the distance between two vertices
is the length of the shortest path between them, according to the edge weights.
The ball Bv(r) of radius r around a vertex v contains all vertices with distance
at most r from v.

Definition 1. For a scale r ∈ R>0, let P(r,2r] denote the set of all vertex sets
of shortest paths with length in (r, 2r]. A shortest path cover for scale r is a
hitting set for P(r,2r], i.e., a set spc(r) ⊆ V such that |spc(r) ∩ P | �= ∅ for all
P ∈ P(r,2r]. The vertices of spc(r) are the hubs for scale r. A shortest path
cover spc(r) is locally h-sparse, if |spc(r) ∩ Bv(2r)| ≤ h for all vertices v ∈ V .
The highway dimension of G is the smallest integer h such that there is a locally
h-sparse shortest path cover spc(r) for every scale r ∈ R>0 in G.

The algorithmic consequences of this graph parameter were originally studied
in the context of road networks [1–3], which are conjectured to have fairly small

1 A metric is said to have doubling dimension d if for all r > 0 every ball of radius r
can be covered by at most 2d balls of half the radius r/2.

2 It is often assumed that all shortest paths are unique when defining the highway
dimension, since this allows good polynomial approximations of this graph parame-
ter [2]. In this work however, we do not rely on these approximations, and thus do
not require uniqueness of shortest paths.
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highway dimension. Road networks are generally non-planar due to overpasses
and tunnels, and are also not Euclidean due to different driving or transmission
speeds. This is even more pronounced in public transportation networks, where
large stations have many incoming connections and plenty of crossing links, mak-
ing Euclidean (or more generally low doubling) and planar metrics unsuitable as
models. Here the highway dimension is better suited, since longer connections
are serviced by larger and sparser stations (such as train stations and airports)
that can act as hubs.

The main question posed in this paper is whether the structure of graphs
with low highway dimension admits PTASs for problems such as TSP and STP,
similar to Euclidean or planar instances. It was shown that quasi-polynomial
time approximation schemes (QPTASs) exist for these problems [24], i.e., (1 +
ε)-approximation algorithms with runtime 2polylog(n) assuming that ε and the
highway dimension of the input graph are constants. However it was left open
whether this can be improved to polynomial time.

1.1 Our Results

Our main result concerns graphs of the smallest possible highway dimension, and
shows that for these fully polynomial time approximation schemes (FPTASs)
exist, i.e., a (1 + ε)-approximation can be computed in time polynomial in both
the input size and 1/ε. Thus at least for this restricted case we obtain a significant
improvement over the previously known QPTAS [24].

Theorem 2. Both Travelling Salesperson and Steiner Tree admit an
FPTAS on graphs with highway dimension 1.

From an application point of view, so-called hub-and-spoke networks that can
typically be seen in air traffic networks can be argued to have very small highway
dimension close to 1: their star-like structure implies that hubs are needed at the
centers of stars only, where all shortest paths converge. From a more theoretical
viewpoint, we show that surprisingly the STP problem is non-trivial on graphs
highway dimension 1, since it is still NP-hard even on this very restricted case.
Interestingly, together with Theorem 2 this implies [49] that STP is weakly NP-
hard on graphs of highway dimension 1. This is in contrast to planar graphs or
Euclidean metrics, for which the problem is strongly NP-hard.

Theorem 3. The Steiner Tree problem is weakly NP-hard on graphs with
highway dimension 1.3

It was in fact left as an open problem in [24] to determine the hardness of
STP and also TSP on graphs of constant highway dimension. Theorem3 settles
this question for STP. We also answer the question for TSP, but in this case
we are not able to bring down the highway dimension to 1 so that the following
theorem does not complement Theorem 2 tightly.

Theorem 4. The Travelling Salesperson problem is NP-hard on graphs
with highway dimension 6.
3 The proofs of Theorems 3 and 4 are deferred to the full version of the paper.
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1.2 Techniques

We present a step towards a better understanding of low highway dimension
graphs by giving new structural insights on graphs of highway dimension 1.
It is not hard to find examples of (weighted) complete graphs with highway
dimension 1 (cf. [24]), and thus such graphs are not minor-closed. Nevertheless,
it was suggested in [24] that the treewidth of low highway dimension graphs
might be bounded polylogarithmically in terms of the aspect ratio α, which
is the maximum distance divided by the minimum distance between any two
vertices of the input graph.

Definition 5. A tree decomposition of a graph G = (V,E) is a tree D where
each node v is labelled with a bag Xv ⊆ V of vertices of G, such that the following
holds: (a)

⋃
v∈V (D) Xv = V , (b) for every edge {u,w} ∈ E there is a node

v ∈ V (D) such that Xv contains both u and w, and (c) for every v ∈ V the set
{u ∈ V (D) | v ∈ Xu} induces a connected subtree of D. The width of the tree
decomposition is max{|Xv| − 1 | v ∈ V (D)}. The treewidth of a graph G is the
minimum width among all tree decompositions for G.

As suggested in [24], one may hope to prove that the treewidth of any graph
of highway dimension h is, say, O(h polylog(α)). As argued in Sect. 4, it unfor-
tunately is unlikely that such a bound is generally possible. In contrast to this,
our main structural insight on graphs of highway dimension 1 is that they have
treewidth O(log α). This implies FPTASs for TSP and STP, since we may reduce
the aspect ratio of any graph with n vertices to O(n/ε) and then use algorithms
by Bodlaender et al. [16] to compute optimum solutions to TSP and STP in
graphs of treewidth t in 2O(t)n time. Since reducing the aspect ratio distorts the
solution by a factor of 1 + ε, this results in an approximation scheme. Although
these are fairly standard techniques for metrics (cf. [24]), in our case we need to
take special care, since we need to bound the treewidth of the graphs resulting
from this reduction, which the standard techniques do not guarantee.

It remains an intriguing open problem to understand the complexity and
structure of graphs of constant highway dimension larger than 1.

1.3 Related Work

The Travelling Salesperson problem (TSP) is among Karp’s initial list
of 21 NP-complete problems [33]. For general metric instances, the best known
approximation algorithm is due to Christofides [23] and computes a solution with
cost at most 3/2 times the LP value. For unweighted instances, the best known
approximation guarantee is 7/5 and is due to Sebő and Vygen [47]. In general
the problem is APX-hard [34,39,45]. For geometric instances where the nodes are
points in R

d and distances are given by some lp-norm, there exists a PTAS [4,44]
for fixed d. When d = log n, the problem is APX-hard [48]. Krauthgamer and Lee
[38] generalized the PTAS to hyperbolic space. Grigni et al. [28] gave a PTAS
for unweighted planar graphs which was later generalized by Arora et al. [5] to
the weighted case. For improvements of the running time see Klein [36].
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The Steiner Tree problem (STP) is contained in Karp’s list of NP-
complete problems as well [33]. The best approximation algorithm for general
metric instances is due to Byrka et al. [19] and computes a solution with cost at
most ln(4) + ε < 1.39 times that of an LP relaxation. Their algorithm improved
upon previous results by, e.g., Robins and Zelikovsky [46] and Hougardy and
Prömel [32]. Also the STP is APX-hard [21] in general. For Euclidean dis-
tances and nodes in R

d with d constant there is a PTAS due to Arora [4]. For
d = log |R|/ log log |R| where R is the terminal set, the problem is APX-hard [48].
For planar graphs, there is a PTAS for STP [18], and even for the more general
Steiner Forest problem for graphs with bounded genus [11]. Note that STP

remains NP-complete for planar graphs [27].
It is worth mentioning that alternate definitions of the highway dimension

exist.4 In particular, in a follow-up paper to [3], Abraham et al. [1] define a ver-
sion of the highway dimension, which implies that the graphs also have bounded
doubling dimension. A related model for transportation networks was given
by Kosowski and Viennot [37] via the so-called skeleton dimension, which also
implies bounded doubling dimension. Hence for these definitions, Bartal et al. [8]
already provide a PTAS for TSP. The highway dimension definition used here
(cf. Definition 1) on the other hand allows for metrics of large doubling dimen-
sion as noted by Abraham et al. [3]: a star has highway dimension 1 (by using
the center vertex to hit all paths), but its doubling dimension is unbounded.
While it may be reasonable to assume that road networks (which are the main
concern in the works of Abraham et al. [1–3]) have low doubling dimension, there
are metrics modelling transportation networks for which it can be argued that
the doubling dimension is large, while the highway dimension should be small.
These settings are better captured by Definition 1. For instance, the so-called
hub-and-spoke networks that can typically be seen in air traffic networks are
star-like networks and are unlikely to have small doubling dimension while still
having very small highway dimension close to 1. Thus in these examples it is rea-
sonable to assume that the doubling dimension is a lot larger than the highway
dimension.

Feldmann et al. [24] showed that graphs with low highway dimension can be
embedded into graphs with low treewidth. This embedding gives rise to a QPTAS
for both TSP and STP but also other problems. However, the result in [24] is
only valid for a less general definition of the highway dimension from [2], i.e.,
there are graphs which have constant highway dimension according to Defini-
tion 1 but for which the algorithm of [24] cannot be applied. For the less general
definition from [2], Becker et al. [12] give a PTAS for Bounded-Capacity Vehi-

cle Routing in graphs of bounded highway dimension. Also the k-Center

problem has been studied on graphs of bounded highway dimension, both for
the less general definition [12] and the more general one used here [25,26].

4 See [24, Section 9] and [15] for detailed discussions on different definitions of the
highway dimension.
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2 Structure of Graphs with Highway Dimension 1

In this section, we analyse the structure of graphs with highway dimension 1.
To this end, let us fix a graph G with highway dimension 1 and a shortest path
cover spc(r) for each scale r ∈ R

+. As a preprocessing, we remove edges that
are longer than the shortest path between their endpoints, so that the triangle
inequality holds.

We begin by analysing the structure of the graph G≤2r, which is spanned by
all edges of the input graph G of length at most 2r. If G has highway dimension 1
it exhibits the following key property.

Lemma 6. Let G be a metric graph with highway dimension 1, r ∈ R
+ a scale,

and spc(r) a shortest path cover for scale r. Then, every connected component
of G≤2r contains at most one hub.

Proof. For the sake of contradiction, let r ∈ R
+ and let x, y ∈ spc(r) be a closest

pair of distinct hubs in some component of G≤2r. Let further P be a shortest
path in G≤2r between x and y using only edges of length at most 2r. (Note that
P need not be a shortest path between x and y in G.) In particular, there is no
other hub from spc(r)\{x, y} along P . This implies that every edge of P that is
not incident to either x or y must be of length at most r, since otherwise the edge
would be a shortest path of length (r, 2r] between its endpoints (using that G is
metric) contradicting the fact that spc(r) is a shortest path cover for scale r.

Since the highway dimension of G is 1, any ball Bw(2r) around a vertex
w ∈ V (P ) contains at most one of the hubs x, y ∈ spc(r). Let x′, y′ ∈ P be the
vertices indicent to x and y along P , respectively. Since the length of the edge
{x, x′} is at most 2r, the ball Bx′(2r) must contain x and, by the observation
above, it cannot contain y (in particular {x, y} is not an edge). Symmetrically,
the ball By′(2r) contains y but not x. Consequently, x′ �= y′ and neither of these
two vertices can be a hub of scale r, i.e., the path P contains at least two vertices
different from x and y.

Let Vx = {w ∈ V : dist(x,w) < dist(y, w)} contain all vertices closer to x
than to y, where dist(·, ·) refers to the distance in the original graph G. As all
edge weights are strictly positive, we have that dist(x, y) > 0 and thus y /∈ Vx.
Since P starts with vertex x ∈ Vx and ends with vertex y /∈ Vx we deduce
that there is an edge {u, v} of P such that u ∈ Vx and v /∈ Vx. In particular,
dist(x, u) < dist(y, u) and dist(y, v) ≤ dist(x, v). We must have {u, v} �= {y′, y},
since otherwise dist(x, y′) < dist(y, y′) ≤ 2r and hence By′(2r) would contain x.
Similarly, we have {u, v} �= {x, x′}, since otherwise Bx′(2r) would contain y. Note
that, by definition, u �= y and v �= x, and hence x, y /∈ {u, v}. Consequently, since
every edge of P not incident to either x or y must have length at most r, we
conclude that {u, v} has length at most r.

Finally, consider the scale r′ ∈ R
+, defined such that 2r′ = dist(x, u) +

dist(u, v). Let Q and Q′ denote shortest paths between x, u and v, y in G,
respectively. Then the ball Bv(2r′) around v contains Q by definition of r′.
From dist(y, v) ≤ dist(x, v) ≤ dist(x, u) + dist(u, v) = 2r′ it follows that
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Bv(2r′) contains Q′ as well. Also, dist(y, v) ≤ dist(x, v) means that Bv(2r)
cannot contain x, and hence 2r′ = dist(x, u) + dist(u, v) ≥ dist(x, v) > 2r,
which implies r′ > r. W.l.o.g., assume that dist(x, u) ≤ dist(v, y) (otherwise
consider scale 2r′ = dist(y, v) + dist(u, v) and the ball Bu(2r′)). Our earlier
observation that dist(u, v) ≤ r with r < r′ then yields dist(v, y) ≥ dist(x, u) =
2r′ − dist(u, v) > r′. In other words, the lengths of both paths Q and Q′ are
in (r′, 2r′], and so they both need to contain a hub of spc(r′). However, by defi-
nition of u, v, the paths Q and Q′ are vertex disjoint, which means that the ball
Bv(2r′), which contains Q and Q′, also contains at least two hubs from spc(r′).
This is a contradiction with G having highway dimension 1. 
�

Given a graph G, we now consider graphs G≤2r for exponentially growing
scales. In particular, for any integer i ≥ 0 we define the scale ri = 2i and call a
connected component of G≤2ri

a level-i component. Note that the level-i compo-
nents partition the graph G, and that the level-i components are a refinement of
the level-(i + 1) components, i.e., every level-i component is contained in some
level-(i + 1) component. W.l.o.g., we scale the edge weights of the graph such
that mine∈E w(e) = 3, so that there are no edges on level 0, and every level-0
component is a singleton. Let α = maxu�=v dist(u,v)

minu�=v dist(u,v) = maxu�=v dist(u,v)
3 be the aspect

ratio of G. In our applications we may assume that G is connected, so that there
is exactly one level-(1 + �log2(α)) component containing all of G.

Since every edge is a shortest path between its endpoints, every edge e =
{u, v} that connects a vertex u of a level-i component C with a vertex v outside
C is hit by a hub of spc(rj), where j is the level for which w(e) ∈ (rj , 2rj ].
Moreover, since v lies outside C, we have w(e) > 2ri and, thus, j ≥ i + 1.
The following definition captures the set of the hubs through which edges can
possibly leave C.

Definition 7. Let C be a level-i component of G. We define the set of interface
points of C as IC :=

⋃
j≥i{u ∈ spc(rj) : distC(u) ≤ 2rj}, where distC(u)

denotes the minimum distance from u to a vertex in C (if u ∈ C, distC(u) = 0).

Note that, for technical reasons, we explicitly add every hub at level i of
a component to its set of interface points as well, even if such a hub does not
connect the component with any vertex outside at distance more than 2ri.

Lemma 8. If G has highway dimension 1, then each interface IC of a level-i
component C contains at most one hub for each level j ≥ i.

Proof. Assume that there are two hubs u, v ∈ spc(rj) in IC , and recall that we
preprocessed the graph so that the triangle inequality holds. Then u and v must
be contained in the same level-j component C ′, since u and v are connected
to C with edges of length at most 2rj (or are contained in C) and C ⊆ C ′. This
contradicts Lemma 6. 
�

Using level-i components and their interface points we can prove that the
treewidth of a graph with highway dimension 1 is bounded in terms of the
aspect ratio.
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Lemma 9. If a graph G has highway dimension 1 and aspect ratio α, its
treewidth is at most 1 + �log2(α).
Proof. The tree decomposition of G is given by the refinement property of level-i
components. That is, let D be a tree that contains a node vC for every level-i
component C for all levels 0 ≤ i ≤ 1 + �log2(α). For every node vC we add
an edge in D to node vC′ , if C is a level-i component, C ′ is a level-(i + 1)
component, and C ⊆ C ′. The bag XC for node vC contains the interface points
IC . For a level-0 component C the bag XC additionally contains the single vertex
u contained in C.

Clearly, the tree decomposition has Property (a) of Definition 5, since the
level-0 components partition the vertices of G and every vertex of G is contained
in a bag XC corresponding to a level-0 component C. Also, Property (b) is given
by the bags XC for level-0 components C, since for every edge e of G one of its
endpoints u is a hub of spc(ri) where i is such that w(e) ∈ (ri, 2ri], and the
other endpoint w is contained in a level-0 component C, for which XC contains
u and w.

For Property (c), first consider a vertex u of G, which is not contained in any
set of interface points for any level-i component and any 0 ≤ i ≤ log2(α). Such
a vertex only appears in the bag XC for the level-0 component C containing u,
and thus the node vC for which the bag contains u trivially induces a connected
subtree of D.

Any other vertex u of G is an interface point. Let i be the highest level for
which u ∈ IC for some level-i component C. We claim that u ∈ C, which implies
that C is the unique level-i component containing u in its interface. To show our
claim, assume u /∈ C. Then, by definition, IC contains u because u ∈ spc(rj)
for some j ≥ i and u has some neighbour at distance at most 2rj in C. Since
we preprocessed the graph such that every edge is a shortest path between its
endpoints, this means that there must be an edge e = {u, v} with w(e) ∈ (rj , 2rj ]
and v ∈ C. Since u /∈ C, we have i < j. Let C ′ be the unique level-j component
with C ⊆ C ′. Then, by definition, u ∈ IC′ , which contradicts the maximality
of i. This proves our claim and shows that the highest level component C with
u ∈ XC is uniquely defined. Moreover, we obtain u ∈ spc(ri).

Now consider a level-i′ component C ′ with i′ < i, such that u ∈ XC′ , and
let C ′′ be the unique level-(i′ + 1) component containing C ′. We claim that
u ∈ XC′′ . If u ∈ C ′ ⊆ C ′′, then u ∈ XC′′ , since u ∈ spc(ri), distC′′(u) = 0 ≤ 2ri

and i′ + 1 ≤ i. If u /∈ C ′, then u ∈ XC′ implies u ∈ IC′ , which means that
there must be a vertex w ∈ C ′ with dist(u,w) ≤ 2ri. But then w ∈ C ′′ and thus
distC′′(u) ≤ 2ri. Together with u ∈ spc(ri), this implies u ∈ XC′′ , as claimed.
Since vC′ is a child of vC′′ in the tree D, it follows inductively that the nodes of
D with bags containing u induce a subtree of D with root vC , which establishes
Property (c).

By Lemma 8 each set of interface points contains at most one hub of each
level. Since all edges have length at least 3, there are no hubs in spc(r0) on level 0.
This means that each bag of the tree decomposition contains at most 1+�log2(α)
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interface points. The bags for level-0 components contain one additional vertex.
Thus the treewidth of G is at most 1 + �log2(α), as claimed. 
�

An additional property that we will exploit for our algorithms is the following.
A (μ, δ)-net N ⊆ V is a subset of vertices such that (a) the distance between any
two distinct net points u,w ∈ N is more than μ, and (b) for every vertex v ∈ V
there is some net point w ∈ N at distance at most δ. For graphs of highway
dimension 1 however, we can obtain nets with additional favourable properties,
as the next lemma shows.

Lemma 10. For any graph G of highway dimension 1 and any r > 0, there is
an (r, 3r)-net such that every connected component of G≤r contains exactly one
net point. Moreover this net can be computed in polynomial time.

Proof. We first derive an upper bound of 3r for the diameter of any connected
component of G≤r. Lemma 6 implies that a connected component C contains at
most one hub x of spc(r/2). By definition, any shortest path in C of length in
(r/2, r ] must pass through x. We also know that every edge of C has length
at most r. Consequently, every edge in C not incident to x must have length
at most r/2, since each edge constitutes a shortest path between its endpoints.
This implies that any shortest path in C that is not hit by x must have length
at most r/2: if C contains a shortest path P with length more than r/2 not
containing x we could repeatedly remove edges of length at most r/2 from P
until we obtain a shortest path of length in (r/2, r ] not hit by x, a contradiction.
Now consider a shortest path P in G of length more than r/2 from some vertex
v ∈ C to x (note that this path may not be entirely contained in C). Let {u,w}
be the unique edge of P such that dist(v, u) ≤ r/2 and dist(v, w) > r/2. If the
length of the edge {u,w} is at most r/2 then dist(v, w) ≤ r, and thus w = x,
since the part of the path from v to w is a shortest path of length in (r/2, r ] and
thus needs to pass through x. Otherwise the length of the edge {u,w} is in the
interval (r/2, r ], which again implies w = x, since the edge must contain x. In
either case, dist(v, x) ≤ 3r/2. This implies that every vertex in C is at distance
at most 3r/2 from x, and thus the diameter of C is at most 3r.

To compute the (r, 3r)-net, we greedily pick an arbitrary vertex of each
connected component of G≤r. As the distances between components of G≤r

is greater than r, and every vertex lies in some component containing a net
point, we get the desired distance bounds. Clearly this net can be computed in
polynomial time. 
�

3 Approximation Schemes

In general the aspect ratio of a graph may be exponential in the input size. A key
ingredient of our algorithms is to reduce the aspect ratio α of the input graph G =
(V,E) to a polynomial. For STP and TSP, standard techniques can be used to
reduce the aspect ratio to O(n/ε) when aiming for a (1+ε)-approximation. This
was for instance also used in [24] for low highway dimension graphs, but here
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we need to take special care not to destroy the structural properties given by
Lemma 9 in this process. In particular, we need to reduce the aspect ratio and
maintain the fact that the treewidth is bounded.

Therefore, we reduce the aspect ratio of our graphs by the following prepro-
cessing. Both metric TSP and STP admit constant factor approximations in
polynomial time using well-known algorithms [19,23]. We first compute a solu-
tion of cost c using a β-approximation algorithm for the problem at hand (TSP

or STP). For TSP, the diameter of the graph G clearly is at most c/2. For
STP we remove every vertex of V that is at distance more than c from any
terminal, since such a vertex cannot be part of the optimum solution. After hav-
ing removed all such vertices in this way, we obtain a graph G of diameter at
most 3c. Thus, in the following, we may assume that our graph G has diameter
at most 3c. We then set r = εc

3n in Lemma 10 to obtain a ( εc
3n , εc

n )-net N ⊆ V . As
a consequence the metric induced by N (with distances of G) has aspect ratio at
most 3c

εc/(3n) = O(n/ε), since the minimum distance between any two net points
of N is at least εc

3n and the maximum distance is at most 3c. We will exploit this
property in the following.

By Lemma 10, each connected component of G≤ εc
3n

contains exactly one net
point of N . Let η : V �→ N map each vertex of G to the unique net point in
the same connected component of G≤ εc

3n
. We define a new graph G′ with vertex

set N ⊆ V and edge set {{η(u), η(v)} : {u, v} ∈ E ∧ η(u) �= η(v)}. The length
of each edge {w,w′} of G′ is the shortest path distance between w and w′ in
G. This new graph G′ may not have bounded highway dimension, but we claim
that it has treewidth O(log(n/ε)).

Lemma 11. If G has highway dimension 1, the graph G′ with vertex set N
has treewidth O(log(n/ε)). Moreover, a tree decomposition for G′ of width
O(log(n/ε)) can be computed in polynomial time.

Proof. We construct a tree decomposition D′ of G′ as follows. Following Lemma 9
we can compute a tree decomposition D of width at most 1+�log2(α), where α
is the aspect ratio of G: for this we need to compute a locally 1-sparse shortest
path cover spc(ri) for each level i, which can be done in polynomial time via
an XP algorithm [24] if the highway dimension is 1. We then find the level-i
components and their interface points, from which the tree decomposition D
and its bags can be constructed. Since there are O(log α) levels and α is at most
exponential in the input size (which includes the encoding length of the edge
weights), we can compute D in polynomial time.

We construct D′ from D by replacing every bag X of D by a new bag
X ′ = {η(v) : v ∈ X} containing the net points for the vertices in X. It is not
hard to see that Properties (a) and (b) of Definition 5 are fulfilled by D′, since
they are true for D. For Property (c), note that for any edge {u, v} of G, the
set of all bags of D that contain u or v form a connected subtree of D. This
is because the bags containing u form a connected subtree (Property (c)), the
same is true for v, and both these subtrees share at least one node labelled
by a bag containing the edge {u, v} (Property (b)). Consequently, the set of
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all bags containing vertices of any connected subgraph of G form a connected
subtree. In particular, for any connected component A of G≤ εc

3n
, the set of bags

of D containing at least one vertex of A form a connected subtree. This implies
Property (c) for D′. Thus, D′ is indeed a tree decomposition of G′ according to
Definition 5. Note that D′ can be computed in polynomial time.

To bound the width of D′, recall that a bag X of the tree decomposition D
of G contains the interface points IC of a level-i component C, in addition to one
more vertex of C on the lowest level i = 0. Each interface point is a hub from
spc(rj) at some level j ≥ i and is at distance at most 2rj from C. In particular,
if 2ri ≤ εc

3n then C is a component of G≤2ri
⊆ G≤ εc

3n
, and all hubs of IC ∩spc(rj)

for which 2rj ≤ εc
3n lie in the same connected component A of G≤ εc

3n
as C. These

hubs are therefore all mapped to the same net point w in A by η. In addition
to w, the bag X ′ = {η(v) : v ∈ X} resulting from X and η contains at most
one vertex for every level j such that 2rj > εc

3n . As rj = 2j , this condition is
equivalent to j > log2(

εc
3n ) − 1. As there are 1 + �log2(α) levels in total, there

are O(log(αn
εc )) hubs in X ′. This bound is obviously also valid in case 2ri > εc

3n .
We preprocessed the graph G so that its diameter is at most 3c and its minimum
distance is 3, which implies an aspect ratio α of at most c for G. This means
that every bag X ′ contains O(log(n/ε)) vertices, and thus the claimed treewidth
bound for G′ follows. 
�

We are now ready to prove our main result.

Proof (of Theorem 2). To solve TSP or STP on G we first use the above reduc-
tion to obtain G′ and its tree decomposition D′, and then compute an optimum
solution for G′. For TSP, G′ is already a valid input instance, but for STP we
need to define a terminal set, which simply is R′ = {η(v) | v ∈ R} if R is the
terminal set of G. Bodlaender et al. [16] proved that for both TSP and STP

there are deterministic algorithms to solve these problems exactly in time 2O(t)n,
given a tree decomposition of the input graph of width t. By Lemma 11 we can
thus compute the optimum to G′ in time 2O(log(n/ε)) ·n = (n/ε)O(1). Afterwards,
we convert the solution for G′ back to a solution for G, as follows.

For TSP we may greedily add vertices of V to the tour on N by connecting
every vertex v ∈ V to the net point η(v). As the vertices N of G′ form a
( εc
3n , εc

n )-net of V , this incurs an additional cost of at most 2 εc
n per vertex, which

sums up to at most 2εc. Let Opt and Opt
′ denote the costs of the optimum

tours in G and G′, respectively. We know that c ≤ β · Opt, since we used a
β-approximation algorithm to compute c. Furthermore, the optimum tour in G
can be converted to a tour in G′ of cost at most Opt by short-cutting, due to
the triangle inequality. Thus Opt

′ ≤ Opt, which means that the cost of the
computed tour in G is at most Opt

′ + 2εc ≤ (1 + 2βε)Opt.
Similarly, for STP we may greedily connect a terminal v of G to the terminal

η(v) of G′ in the computed Steiner tree in G′. This adds an additional cost of at
most εc

n , which sums up to at most εc. Let now Opt and Opt
′ be the costs of the

optimum Steiner trees in G and G′, respectively. We may convert a Steiner tree T
in G into a tree T ′ in G′ by using edge {η(u), η(v)} for each edge {u, v} of T . Note
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that the resulting tree T ′ contains all terminals of G′, since R′ = {η(v) | v ∈ R}.
As the vertices N of G′ form a ( εc

3n , εc
n )-net of V , the cost of T ′ is at most

Opt + 2εc if the cost of T is Opt (by the same argument as used for the proof
of Lemma 11). As before, we know that c ≤ β · Opt, and thus the cost of the
computed Steiner tree in G is at most Opt

′ + εc ≤ Opt+ 3εc ≤ (1 + 3βε)Opt.
Hence we obtain FPTASs for both TSP and STP, which compute

(1 + ε)-approximations within a runtime that is polynomial in the input
size and 1/ε. 
�

4 Conclusions

We showed that, somewhat surprisingly, graphs of highway dimension 1 exhibit
a rich combinatorial structure. On one hand, it was already known [24] that
these graphs are not minor-closed and thus their treewidth is unbounded. Here
we additionally showed that STP is weakly NP-hard on such graphs, further
confirming that these graphs have non-trivial properties. On the other hand,
we proved in Lemma 9 that the treewidth of a graph of highway dimension 1 is
logarithmically bounded in the aspect ratio α. This in turn can be exploited to
obtain a very efficient FPTAS for both STP and TSP.

At this point one may wonder whether it is possible to generalize Lemma 9
to larger values of the highway dimension. In particular, in [24] it was suggested
that the treewidth of a graph of highway dimension h might be bounded by,
say, O(h polylog(α)). However such a bound is highly unlikely in general, since
it would have the following consequence for the k-Center problem, for which
k vertices (centers) need to be selected in a graph such that the maximum
distance of any vertex to its closest center is minimized. It was shown in [25]
that it is NP-hard to compute a (2 − ε)-approximation for k-Center on graphs
of highway dimension O(log2 n), for any ε > 0. Given such a graph, the same
preprocessing of Sect. 3 could be used to derive an analogue of Lemma 11, i.e.,
a graph G′ of treewidth O(polylog(n/ε)) could be computed for the net N .
Moreover, a 2-approximation for k-Center can be computed in polynomial
time on any graph [31], and if the input has treewidth t a (1+ ε)-approximation
can be computed in (t/ε)O(t)nO(1) time [35]. Using the same arguments to prove
Theorem 2 for STP and TSP, it would now be possible to compute a (1 + ε)-
approximation for k-Center in quasi-polynomial time (cf. [26]). That is, we
would obtain a QPTAS for graphs of highway dimension O(log2 n), which is
highly unlikely given that computing a (2 − ε)-approximation is NP-hard on
such graphs.

The above argument rules out any bound of (h log α)O(1) for graphs of high-
way dimension h and aspect ratio α, unless NP-hard problems admit quasi-
polynomial time algorithms. In fact, we conjecture that the k-Center problem
is NP-hard to approximate within a factor of 2−ε for graphs of constant highway
dimension (for some constant larger than 1). If this is true, then the above argu-
ment even rules out a treewidth bound of f(h) polylog(α) for any function f .
Thus, in order to answer the open problem of [24] and obtain a PTAS for graphs
of constant highway dimension, a different approach seems to be needed.
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Abstract. This paper revisits the classical Edge Disjoint Paths (EDP)
problem, where one is given an undirected graph G and a set of termi-
nal pairs P and asks whether G contains a set of pairwise edge-disjoint
paths connecting every terminal pair in P . Our aim is to identify struc-
tural properties (parameters) of graphs which allow the efficient solution
of EDP without restricting the placement of terminals in P in any way.
In this setting, EDP is known to remain NP-hard even on extremely
restricted graph classes, such as graphs with a vertex cover of size 3.

We present three results which use edge-separator based parameters
to chart new islands of tractability in the complexity landscape of EDP.
Our first and main result utilizes the fairly recent structural parameter
treecut width (a parameter with fundamental ties to graph immersions
and graph cuts): we obtain a polynomial-time algorithm for EDP on
every graph class of bounded treecut width. Our second result shows that
EDP parameterized by treecut width is unlikely to be fixed-parameter
tractable. Our final, third result is a polynomial kernel for EDP param-
eterized by the size of a minimum feedback edge set in the graph.

Keywords: Edge disjoint path problem · Feedback edge set ·
Treecut width · Parameterized complexity

1 Introduction

Edge Disjoint Paths (EDP) is a fundamental routing graph problem: we
are given a graph G and a set P containing pairs of vertices (terminals), and
are asked to decide whether there is a set of |P | pairwise edge disjoint paths
in G connecting each pair in P . Similarly to its counterpart, the Vertex Dis-

joint Paths (VDP) problem, EDP has been at the center of numerous results
in structural graph theory, approximation algorithms, and parameterized algo-
rithms [1,7,8,12,14,16,18,19,23].
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Both EDP and VDP are NP-complete in general [13], and a significant
amount of research has focused on identifying structural properties which make
these problems tractable. For instance, Robertson and Seymour’s seminal work
in the Graph Minors project [19] provides an O(n3) time algorithm for both
problems for every fixed value of |P |. Such results are often viewed through the
more refined lens of the parameterized complexity paradigm [4,6]; there, each
problem is associated with a numerical parameter k (capturing some structural
property of the instance), and the goal is to obtain algorithms which are effi-
cient when the parameter is small. Ideally, the aim is then to obtain so-called
fixed-parameter algorithms for the problem, i.e., algorithms which run in time
f(k) ·nO(1) where f is a computable function and n the input size; the aforemen-
tioned result of Robertson and Seymour is hence an example of a fixed-parameter
algorithm where k = |P |, and we say that the problem is FPT (w.r.t. this partic-
ular parameterization). In cases where fixed-parameter algorithms are unlikely
to exist, one can instead aim for so-called XP algorithms, i.e., algorithms which
run in polynomial time for every fixed value of k.

Naturally, one prominent question that arises is whether we can use the
structure of the input graph itself (captured via a structural parameter) to solve
EDP and VDP. Here, we find a stark contrast in the difficulty between these
two, otherwise closely related, problems. Indeed, while VDP is known to be FPT
with respect to the well-established structural parameter treewidth [21], EDP is
NP-hard even on graphs of treewidth 3 [8]. What’s worse, the same reduction
shows that EDP remains NP-hard even on graphs with a vertex cover of size
3 [8], which rules out fixed-parameter and XP algorithms for the vast majority of
studied graph parameters (including, e.g., treedepth and the size of a minimum
feedback vertex set).

We note that previous research on the problem has found ways of circumvent-
ing these negative results by imposing additional restrictions. Zhou et al. [23]
introduced the notion of an augmented graph, which contains information about
how terminal pairs need to be connected, and used the treewidth of this graph
to solve EDP. Recent work [11], which primarily focused on the complexity of
EDP on near-forests and with respect to parameterizations of the augmented
graphs, has also observed that EDP admits a fixed-parameter algorithm when
parameterized by treewidth and the maximum degree of the graph.

Our Contribution. The aim of this paper is to provide new algorithms and
matching lower bounds for solving the Edge Disjoint Paths problem without
imposing any restrictions on the number and placement of terminals. In other
words, our aim is to be able to identify structural properties of the graph which
guarantee tractability of the problem without knowing any information about
the placement of terminals. The only positive result known so far in this setting
requires us to restrict the degree of the input graph; however, in the bounded-
degree setting there is a simple treewidth-preserving reduction from EDP to
VDP (see Proposition 1), and so the problem only becomes truly interesting
when the input graphs can contain vertices of higher degree.
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Our main result is an XP algorithm for EDP when parameterized by the
structural parameter treecut width [17,22]. Treecut width is inherently tied to
the theory of graph immersions; in particular, it has a similar relationship to
graph immersions and cuts as treewidth has to graph minors and separators.
Since its introduction, treecut width has been successfully used to obtain fixed-
parameter algorithms for problems which are W[1]-hard w.r.t. treewidth [9,10];
however, this is the first time that it has been used to obtain an algorithm for a
problem that is NP-hard on graphs of bounded treewidth.

One “feature” of algorithmically exploiting treecut width is that it requires
the solution of a non-trivial dynamic programming step. In previous works, this
was carried out mostly by direct translations into Integer Linear Program-

ming instances with few integer variables [9] or by using network flows [10]. In
the case of EDP, the dynamic programming step requires us to solve an instance
of EDP with a vertex cover of size k where every vertex outside of the vertex
cover has a degree of 2; we call this problem Simple EDP and solve it in the
dedicated Sect. 3. It is worth noting that there is only a very small gap between
Simple EDP (for which we provide an XP algorithm) and graphs with a vertex
cover of size 3 (where EDP is known to be NP-hard).

In view of our main result, it is natural to ask whether the algorithm can be
improved to a fixed-parameter one. After all, given the parallels between EDP

parameterized by treecut width (an edge-separator based parameter) and VDP

parameterized by treewidth (a vertex-separator based parameter), one would
rightfully expect that the fixed-parameter tractability result on the latter [21]
would be mirrored in the former case. Surprisingly, we rule this out by showing
that EDP parameterized by treecut width is W[1]-hard [4,6] and hence unlikely
to be fixed-parameter tractable; in fact, we obtain this lower-bound result even in
the more restrictive setting of Simple EDP. The proof is based on an involved
reduction from an adapted variant of the Multidimensional Subset Sum

problem [10,11] and forms our second main contribution.
Having ruled out fixed-parameter algorithms for EDP parameterized by tree-

cut width and in view of previous lower-bound results, one may ask whether it is
even possible to obtain such an algorithm for any reasonable parameterization.
We answer this question positively by using the size of a minimum feedback
edge set as a parameter. In fact, we show an even stronger result: as our final
contribution, we obtain a so-called linear kernel [4,6] for EDP parameterized
by the size of a minimum feedback edge set.

Organization of the Paper. After introducing the required preliminaries in
Sect. 2, we proceed to introducing Simple EDP, solving it via an XP algorithm
and establishing our lower-bound result (Sect. 3). Section 4 then contains our
algorithm for EDP parameterized by treecut width. Finally, in Sect. 5 we obtain
a polynomial kernel for EDP parameterized by the size of a minimum feedback
edge set.
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2 Preliminaries

We use standard terminology for graph theory, see for instance [5]. Given a
graph G, we let V (G) denote its vertex set and E(G) its edge set. The (open)
neighborhood of a vertex x ∈ V (G) is the set {y ∈ V (G) : xy ∈ E(G)} and is
denoted by NG(x). For a vertex subset X, the neighborhood of X is defined as⋃

x∈X NG(x) \ X and denoted by NG(X); we drop the subscript if the graph is
clear from the context. Contracting an edge {a, b} is the operation of replacing
vertices a, b by a new vertex whose neighborhood is (N(a)∪N(b)) \ {a, b}. For a
vertex set A (or edge set B), we use G−A (G−B) to denote the graph obtained
from G by deleting all vertices in A (edges in B), and we use G[A] to denote the
subgraph induced on A, i.e., G − (V (G) \ A).

A forest is a graph without cycles, and an edge set X is a feedback edge set
if G − X is a forest. The feedback edge set number of a graph G, denoted by
fes(G), is the smallest integer k such that G has a feedback edge set of size k.
We use [i] to denote the set {0, 1, . . . , i}.

We assume that readers are familiar with basic notions in the area of param-
eterized complexity [3,6], such as the classes FPT and W[1] and the notion of
kernelization.

2.1 Edge Disjoint Path Problem

Throughout the paper we consider the following problem.

Edge Disjoint Paths (EDP)

Input: A graph G and a set P of terminal pairs, i.e., a set of
subsets of V (G) of size two.

Question: Is there a set of pairwise edge disjoint paths connecting
every set of terminal pairs in P?

A vertex which occurs in a terminal pair is called a terminal, and a set of
pairwise edge disjoint paths connecting every set of terminal pairs in P is called a
solution. Without loss of generality, we assume that G is connected. The Vertex

Disjoint Paths (VDP) problem is defined analogously as EDP, with the sole
distinction being that the paths must be vertex-disjoint.

The following proposition establishes a link between EDP and VDP on
graphs of bounded degree. Since we will not need the notion of treewidth [20] for
any other result presented in the paper, we refer to the standard textbooks [3,6]
for its definition.

Proposition 1. There exists a linear-time reduction from EDP to VDP with
the following property: if the input graph has treewidth k and maximum degree
d, then the output graph has treewidth at most k · d + 1.

We remark that Proposition 1 in combination with the known fixed-
parameter algorithm for VDP parameterized by treewidth [21] provides an
alternative proof for the fixed-parameter tractability of EDP parameterized by
degree and treewidth [11].
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2.2 Treecut Width

The notion of treecut decompositions was introduced by Wollan [22], see also [17].
A family of subsets X1, . . . , Xk of X is a near-partition of X if they are pairwise
disjoint and

⋃k
i=1 Xi = X, allowing the possibility of Xi = ∅.

Definition 1. A treecut decomposition of G is a pair (T,X ) which consists of
a rooted tree T and a near-partition X = {Xt ⊆ V (G) : t ∈ V (T )} of V (G). A
set in the family X is called a bag of the treecut decomposition.

For any node t of T other than the root r, let e(t) = ut be the unique edge
incident to t on the path to r. Let Tu and Tt be the two connected components
in T − e(t) which contain u and t, respectively. Note that (

⋃
q∈Tu

Xq,
⋃

q∈Tt
Xq)

is a near-partition of V (G), and we use Et to denote the set of edges with one
endpoint in each part. We define the adhesion of t (adh(t)) as |Et|; we explicitly
set adh(r) = 0 and E(r) = ∅.

The torso of a treecut decomposition (T,X ) at a node t, written as Ht, is
the graph obtained from G as follows. If T consists of a single node t, then the
torso of (T,X ) at t is G. Otherwise let T1, . . . , T� be the connected components
of T − t. For each i = 1, . . . , �, the vertex set Zi ⊆ V (G) is defined as the set⋃

b∈V (Ti)
Xb. The torso Ht at t is obtained from G by consolidating each vertex

set Zi into a single vertex zi (this is also called shrinking in the literature). Here,
the operation of consolidating a vertex set Z into z is to substitute Z by z in G,
and for each edge e between Z and v ∈ V (G) \ Z, adding an edge zv in the new
graph. We note that this may create parallel edges.

The operation of suppressing (also called dissolving in the literature) a vertex
v of degree at most 2 consists of deleting v, and when the degree is two, adding
an edge between the neighbors of v. Given a connected graph G and X ⊆ V (G),
let the 3-center of (G,X) be the unique graph obtained from G by exhaustively
suppressing vertices in V (G) \ X of degree at most two. Finally, for a node t of
T , we denote by H̃t the 3-center of (Ht,Xt), where Ht is the torso of (T,X ) at
t. Let the torso-size tor(t) denote |H̃t|.
Definition 2. The width of a treecut decomposition (T,X ) of G is
maxt∈V (T ){adh(t), tor(t)}. The treecut width of G, or tcw(G) in short, is the
minimum width of (T,X ) over all treecut decompositions (T,X ) of G.

Without loss of generality, we shall assume that Xr = ∅. We conclude this
subsection with some notation related to treecut decompositions. Given a tree
node t, let Tt be the subtree of T rooted at t. Let Yt =

⋃
b∈V (Tt)

Xb, and let Gt

denote the induced subgraph G[Yt]. A node t �= r in a rooted treecut decompo-
sition is thin if adh(t) ≤ 2 and bold otherwise (Fig. 1).

While it is not known how to compute optimal treecut decompositions effi-
ciently, there exists a fixed-parameter 2-approximation algorithm which we can
use instead.

Theorem 1 ([15]). There exists an algorithm that takes as input an n-vertex
graph G and integer k, runs in time 2O(k2 log k)n2, and either outputs a treecut
decomposition of G of width at most 2k or correctly reports that tcw(G) > k.
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Fig. 1. A graph G and a width-3 treecut decomposition of G, including the torso-size
(left value) and adhesion (right value) of each node.

A treecut decomposition (T,X ) is nice if it satisfies the following condition for
every thin node t ∈ V (T ): N(Yt)∩(

⋃
b is a sibling of t Yb) = ∅. The intuition behind

nice treecut decompositions is that we restrict the neighborhood of thin nodes
in a way which facilitates dynamic programming. Every treecut decomposition
can be transformed into a nice treecut decomposition of the same width in cubic
time [9].

For a node t, we let Bt = { b is a child of t | |N(Yb)| ≤ 2 ∧ N(Yb) ⊆ Xt }
denote the set of thin children of t whose neighborhood is a subset of Xt, and
we let At = { a is a child of t | a �∈ Bt } be the set of all other children of t. Then
|At| ≤ 2k + 1 for every node t in a nice treecut decomposition [9].

We refer to previous work [9,15,17,22] for a more detailed comparison of
treecut width to other parameters. Here, we mention only that treecut width
lies “between” treewidth and treewidth plus maximum degree.

3 The Simple Edge Disjoint Paths Problem

Before we start working towards our algorithm for solving EDP parameterized
by treecut width, we will first deal with a simpler (but crucial) setting for the
problem. We call this the Simple Edge Disjoint Paths problem (Simple
EDP) and define it below.

Simple EDP

Input: An EDP instance (G,P ) such that V (G) = A ∪ B where B
is an independent set containing vertices of degree at most 2.

Parameter: k = |A|
Question: Is (G,P ) a YES-instance of EDP?

Notice that every instance of Simple EDP has treecut width at most k, and
so it forms a special case of EDP parameterized by treecut width. Indeed, the
treecut decomposition where T is a star, the center bag contains A, and each
leaf bag contains a vertex from B (except for the root r, where Xr = ∅), has
treecut width at most k. This contrasts to the setting where G has a vertex
cover of size 3 and all vertices outside the vertex cover have degree 3; the treecut
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width of such graphs is not bounded by any constant, and EDP is known to be
NP-complete in this setting [8].

The main reason we introduce and focus on Simple EDP is that it captures
the combinatorial problem that needs to be solved in the dynamic step of the
algorithm for EDP parameterized by treecut width. Hence, our first task here
will be to solve Simple EDP by an algorithm that can later be called as a
subroutine.

Lemma 1. Simple EDP can be solved in time O(|P |(k2)+1(k + 1)!).

Sketch of Proof. Let (G,P ) with partition A and B and k = |A| be an instance
of Simple EDP. Let the terminal graph of G, denoted by GT , as the graph with
vertex set V and edge set P . Our first course of action will be to simplify the
instance by removing all vertices in B that are not part of any terminal pair;
to this end, we add multi-edges into G[A] which represent removed degree-2
vertices. We now make the following two observations:

O1 Consider a path H connecting a terminal pair p ∈ P in a solution. Because
B is an independent set and every vertex in B has degree at most two and
is contained in at least one terminal pair in P , we obtain that all inner
vertices of H are from A. Hence, H contains at most k + 2 vertices and
all inner vertices of H are contained in A. It follows that H is completely
characterized by the sequence of vertices it uses in A. Consequently, there
are at most

∑k
�=1

(
k
�

)
�! ≤ (k + 1)! different types of paths that need to be

considered for the connection of any terminal pair.
O2 GT [B] is a disjoint union of paths and cycles. This is because every vertex

v of G can be contained in at most |NG(v)| terminal pairs in P (otherwise
we immediately reject) and all vertices in B have degree at most two.

Let u and v be two distinct vertices in A. Because |A| ≤ k, we can enumer-
ate all possible paths between u and v in G[A] in time O((k + 1)!). We will
represent each such path H as a binary vector EH , whose entries are indexed
by all sets of two distinct vertices in A, such that EH [e] = 1 if H uses the
edge e and EH [e] = 0 otherwise. Moreover, we will denote by Eu,v the set
{EH | H is a path between u and v in G[A] }; intuitively, Eu,v captures all pos-
sible sets of edges that need to be used in order to connect u to v.

Let S be a solution for (G,P ). The algorithm represents every solution S for
(G,P ) as a solution vector ES of natural numbers whose entries are indexed by
all sets {u, v} of two distinct vertices in A. More specifically, for two distinct
vertices u and v in A, ES [{u, v}] is equal to the number of edges between u
and v used by the paths in S. The algorithm uses dynamic programming to
compute the set L of all solution vectors; clearly, L �= ∅ if and only if (G,P ) is
a YES-instance. We compute L in two main steps:

(S1) the algorithm computes the set LA of all solution vectors for the sub-
instance (G[A], P ′) of (G,P ), where P ′ is the subset of P containing all
terminal pairs {p, q} with p, q ∈ A.
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(S2) the algorithm computes the set of all solution vectors for the sub-instance
(G,P \ P ′). Note that every terminal pair p in P \ P ′ is either completely
contained in B, in which case it forms an edge of a path or a cycle in GT [B],
or p has one vertex in A and the other vertex in B, which is the endpoint
of a path in GT [B]. The algorithm now computes the set of all solution
vectors for the sub-instance (G,P \ P ′) in two steps:

(S2A) For every cycle C in GT [B], the algorithm computes the set LC of all
solution vectors for the sub-instance (G[A ∪ V (C)], PC), where PC is the
subset of P containing all terminal pairs {p, q} such that p, q ∈ C.

(S2B) For every path H in GT [B], the algorithm computes the set LH of all
solution vectors for the sub-instance (G[A∪V (H)], PH), where PH is the
subset of P containing all terminal pairs {p, q} with {p, q} ∩ V (H) �= ∅.

In the end, the set of all hypothetical solution vectors L′ for (G,P ) is obtained
as LA ⊕ (⊕C is a cycle of GT [B]LC) ⊕ (⊕H is a path of GT [B]LH), where P ⊕ P ′ for
two sets P and P ′ of solution vectors is equal to {R + R′ | R ∈ P ∧ R′ ∈ P ′ }.
Each vector in L′ describes one possible set of multi-edges in G[A] that can be
used to connect all terminal pairs in P . In order to compute L, one simply needs
to remove all vectors from L′ which require more multi-edges than are available
in G[A]; in particular, to obtain L we delete each S from L′ such that there
exist u, v ∈ A where ES [{u, v}] exceeds the number of multi-edges between u
and v in G. The algorithm then returns YES if L is non-empty and otherwise
the algorithm returns NO. �

Notice that Lemma 1 does not provide a fixed-parameter algorithm for Sim-

ple EDP. Our second task for this section will be to rule out the existence of
such algorithms (hence also ruling out the fixed-parameter tractability of EDP

parameterized by treecut width).
Before we proceed, we would like note that this outcome was highly surprising

for the authors. Indeed, not only does this “break” the parallel between {VDP,
treewidth} and {EDP, treecut width}, but inspecting the dynamic programming
algorithm for EDP parameterized by treecut width presented in Sect. 4 reveals
that solving Simple EDP is the only step which requires more than “FPT-time”.
In particular, if Simple EDP were FPT, then EDP parameterized by treecut
width would also be FPT. This situation contrasts the vast majority of dynamic
programming algorithms for parameters such as treewidth and clique-width [2],
where the complexity bottleneck is usually tied to the size of the records used
and not to the computation of the dynamic step.

Our lower-bound result is based on a parameterized reduction from the
following problem, whose W[1]-hardness follows from recent work of the
authors [10,11]:
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Multidimensional Subset Sum (MSS)

Input: An integer k, a set S = {s1, . . . , sn} of item-vectors with si ∈
N

k for every i with 1 ≤ i ≤ n, a target vector t ∈ N
k, and an

integer �.
Parameter: k
Question: Is there a subset S′ ⊆ S with |S′| ≥ � such that

∑
s∈S′ s ≤ t?

Lemma 2. Simple EDP is W[1]-hard.

4 An Algorithm for EDP on Graphs of Bounded Treecut
Width

The goal of this section is to provide an XP algorithm for EDP parameterized by
treecut-width. The core of the algorithm is a dynamic programming procedure
which runs on a nice treecut decomposition (T,X ) of the input graph G.

Overview. Our first aim is to define the data table the algorithm is going to
dynamically compute for individual nodes of the treecut decomposition; to this
end, we introduce two additional notions. For a node t, we say that Yt (or Gt)
contains an unmatched terminal s if {s, e} ∈ P , s ∈ Yt and e �∈ Yt; let Ut be the
multiset containing all unmatched terminals Yt (one entry in Ut per tuple in P
which contains an unmatched terminal). For a subgraph H of G, let PH ⊆ P
denote the subset of terminal pairs whose both endpoints lie in H.

Let a record for node t be a tuple (δ, I, F, L) where:

– δ is a partitioning of Et into internal (I ′), leaving (L′), foreign (F ′) and
unused (U ′);

– I is a set of subsets of size 2 that is a perfect matching between the edges in
I ′;

– F is a set of subsets of size 2 that is a perfect matching between the edges in
F ′;

– L is a perfect matching between Ut and the edges in L′.

Intuitively, a record captures all the information we need about one possi-
ble interaction between a solution to EDP and the edges in Et. In particular,
unmatched terminals need to cross between Yt and Gt using an edge in Et and
L captures the first edge used by a path from an unmatched terminal in the
solution, while I and F capture information about paths which intersect with
Et but whose terminals both lie in Yt and V (Gt) \Yt, respectively. We formalize
this intuition below through the notion of a valid record.

Definition 3. A record λ = (δ, I, F, L) is valid for t if (Gλ, Pλ) is a YES-
instance of EDP, where (Gλ, Pλ) is constructed from (Gt, PGt

) as follows:

1. For each {{a, b}, {c, d}} ∈ I where a, c ∈ Yt, add a new vertex into Gt and
connect it to a and c by edges (note that if a = c then this simply creates a
new leaf and hence this operation can be ignored).
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2. For each {s, {a, b}} ∈ L where a ∈ Yt, add a new tuple {s, e′} into PGt
and a

new leaf e′ into Gt adjacent to a.
3. For each {{a, b}, {c, d}} ∈ F where a, c ∈ Yt, add two new leaves b′, d′ into

Gt, make them adjacent to a and c respectively, and add {b′, d′} into PGt
.

We are now ready to define our data tables: for a node t ∈ V (T ), let D(t)
be the set of all valid records for t. We now make two observations. First, for
any node t in a nice treecut decomposition of width k, it holds that there exist
at most 4k · k! distinct records and hence |D(t)| ≤ 4k · k!; indeed, there are 4k

possible choices for δ, and for each such choice and each edge e in Et one has
at most k options of what to match with e. Second, if r is the root of T , then
either D(r) = ∅ or D(r) = {(∅, ∅, ∅, ∅)}; furthermore, (G,P ) is a YES-instance
if and only if the latter holds. Hence it suffices to compute D(r) in order to solve
EDP.

The next lemma shows that D(t) can be computed efficiently for all leaves
of t.

Lemma 3. Given (G,P ), a width-k treecut decomposition (T,X ) of G and a
leaf t ∈ V (T ) as the input, it is possible to compute D(t) in time kO(k2).

At this point, all that is left to obtain a dynamic leaves-to-root algorithm
which solves EDP is the dynamic step, i.e., computing the data table for a node
t ∈ V (t) from the data tables of its children. Unfortunately, that is where all
the difficulty of the problem lies, and our first step towards handling this task
will be the introduction of two additional notions related to records. The first
is correspondence, which allows us to associate each solution to (G,P ) with a
specific record for t; on an intuitive level, a solution corresponds to a particular
record if that record precisely captures the “behavior” of that solution on Et.
Correspondence will, among others, be used to later argue the correctness of our
algorithm.

Definition 4. A solution S to (G,P ) corresponds to a record λ = (δ, I, F, L)
for t if the conditions 1.–4. stated below hold for every a-b path S ∈ S such that
S ∩ Et �= ∅. We let s = |S ∩ Et| and we denote individual edges in S ∩ Et by
e1, e2, . . . es, ordered from the edge nearest to a along S.

1. If a, b �∈ Yt, then for each odd i ∈ [s], F contains (ei, ei+1).
2. If a, b ∈ Yt, then for each odd i ∈ [s], I contains (ei, ei+1).
3. If {a, b} ∩ Yt = {a}, then L contains (a, e1), and for each even i ∈ [s] F

contains (ei, ei+1).
4. There are no elements in I, F, L other than those specified above.

Note that “restricting” the solution S to the instance (Gλ, Pλ) used in Def-
inition 3 yields also a solution to (Gλ, Pλ); in particular, for each path S ∈ S
that intersects Et, one replaces the path segments of S in G \ Yt by the newly
created vertices to obtain a solution to (Gλ, Pλ). Consequently, if S corresponds
to λ then λ must be valid (however, it is clearly not true that every valid record
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has a solution to the whole instance that corresponds to it). Moreover, since
Definition 4 is constructive and deterministic, for each solution S and node t
there exists precisely one corresponding valid record λ.

The second notion that we will need is that of simplification. This is an
operation which takes a valid record λ for a node t and replaces Gt by a “small
representative” so that the resulting graph retains the existence of a solution
corresponding to λ. Simplification can also be seen as being complementary
to the construction of (Gλ, Pλ) used in Definition 3 (instead of modeling the
implications of a record on Gt, we model its implications on G − Yt), and will
later form an integral part of our procedure for computing valid records for
nodes.

Definition 5. The simplification of a node t in accordance with λ = (δ, I, F, L)
is an operation which transforms the instance (G,P ) into a new instance (G′, P ′)
obtained from (G − Yt, PG−Yt

) as follows. (1) For each {s, {a, b}} ∈ L where
(s, e) ∈ P and b �∈ Yt, we add (s, e) to P ′ and create a vertex s adjacent to b.
(2) For each {{a, b}, {c, d}} ∈ I where a, c ∈ Yt and a �= c, we add (a, c) into
P ′, add vertices a and c into G′, and add edges {a, b} and {c, d}. (3) For each
{{a, b}, {c, d}} ∈ F where a, c ∈ Yt and b �= d, we create a vertex x and set
N(x) = {b, d}.
Observation 1. If there exists a solution to (G,P ) which corresponds to a
record λ = (δ, I, F, L) for t, and if (G′, P ′) is the result of simplification of t in
accordance with λ, then (G′, P ′) admits a solution. On the other hand, if (G′, P ′)
is the result of simplification of t in accordance with a record λ and if (G′, P ′)
admits a solution, then (G,P ) also admits a solution.

The Dynamic Step. The following crucial lemma represents the tool that
allows us to deal with the dynamic step of our leaf-to-root computation along
the decomposition.

Lemma 4. There is an algorithm which takes as input (G,P ) along with a
width-k treecut decomposition (T,X ) of G and a non-leaf node t ∈ V (T ) and
D(t′) for every child t′ of t, runs in time (k|P |)O(k2), and outputs D(t).

Sketch of Proof. We begin by looping through all of the at most 4k · k! distinct
records for t; for each such record λ, our task is to decide whether it is valid, i.e.,
whether (Gλ, Pλ) is a YES-instance. On an intuitive level, our aim will now be
to use branching and simplification in order to reduce the question of checking
whether λ is valid to an instance of Simple EDP.

In our first layer of branching, we will select a record from the data tables
of each node in At. Formally, we say that a record-set is a mapping τ : t′ ∈
At �→ λt′ ∈ D(t′). Note that the number of record-sets is upper-bounded by
(4k · k!)3(2k+1), and we will loop over all possible record-sets.

Next, for each record-set τ , we will apply simplification to each node t′ ∈ At

in accordance with τ(t′), and recall that each vertex v created by this sequence
of simplifications has degree at most 2. We then apply a reduction rule to ensure
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that each such vertex is only adjacent to (V (G) \ Yt) ∪ Xt. At this point, every
vertex contained in a bag Xt′ for t′ ∈ At has degree at most 2 and is only
adjacent to Xt ∪ (V (G)\Yt). Now, we apply one additional reduction rule which
allows us to replace every thin node by vertices of degree at most 2 adjacent to
Xt (there are only a few possible kinds of records that thin nodes can have, and
we use simple replacement rules for each individual case).

At this point, every vertex in V (Gλ) \ Xt is of degree at most 2 and only
adjacent to Xt, and so (Gλ, Pλ) is an instance of Simple EDP. All that is left is
to invoke Lemma 1; if it is a YES-instance then we add λ to D(t), and otherwise
we do not.

We conclude the proof by arguing correctness. Assume λ is a valid record.
By Definition 3, this implies that (Gλ, Pλ) admits a solution S. For each child
t′ ∈ At, S corresponds to some record λS

t′ for t; consider now the branch in our
algorithm which sets τ(t′) = λS

t′ . Then by Observation 1 it follows that each
simplification carried out by the algorithm preserves the existence of a solution
to (Gλ, Pλ). Hence the instance of Simple EDP we obtain at the end of this
branch must also be a YES-instance. �

Theorem 2. EDP can be solved in time at most O(n3) + kO(k2)n2 +
(k|P |)O(k2)n, where k is the treecut width of the input graph and n is the number
of its vertices.

Proof. We begin by invoking Theorem1 to compute a treecut decomposition of
G of width at most 2k and then converting it into a nice treecut decomposition
(this takes time kO(k2)n2 and O(n3), respectively). Afterwards, we use Lemma 3
to compute D(t) for each leaf of T , followed by a recursive leaf-to-root application
of Lemma 4. Once we compute D(r) for the root r of T , we output YES if and
only if D(r) = {(∅, ∅, ∅, ∅)}. �

5 Kernelizing EDP Parameterized by Feedback Edge Set

The goal of this section is to provide a fixed-parameter algorithm for EDP which
exploits the structure of the input graph exclusively. While treecut width cannot
be used to obtain such an algorithm, here we show that the feedback edge set
number can. More specifically, we obtain a linear kernel for EDP parameterized
by the feedback edge set number. Our kernel relies on the following two facts:

Fact 1. A minimum feedback edge set of a graph G can be obtained by deleting
the edges of minimum spanning trees of all connected components of G, and
hence can be computed in time O(|E(G)| · log |V (G)|).
Fact 2 ([12]). EDP can be solved in polynomial time when G is a forest.

For the purposes of this section, it will be useful to assume that each vertex
v ∈ V (G) occurs in at most one terminal pair, each vertex in a terminal pair has
degree 1 in G, and each terminal pair is not adjacent to each other. Note that
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for any instance without these properties, we can add a new leaf vertex for each
terminal, attach it to the original terminal, and replace the original terminal in
P with the leaf vertex [11,23].

Consider an instance (G,P ) of EDP and let X ⊆ E(G) be a minimum
feedback edge set X. Let Y be the set of all vertices incident to at least one
edge from X, and let Q = G − X. Similarly as before, given a subgraph H of G,
we say that H contains an unmatched terminal s if {s, t} ∈ P , s ∈ V (H) and
t �∈ V (H). We begin with two simple reduction rules which allow us to remove
degree 2 vertices and leaves not containing a terminal.

Reduction Rule 1. Let v ∈ V (G) be such that |NG(v)| = 1. If v is not a
terminal, then delete v from G.

Reduction Rule 2. Let v, a, b ∈ V (G) be such that NG(v) = {a, b} and {a, b} �∈
E. Then delete v and add the edge ab into E. Furthermore, if {a, v} or {v, b}
were in X then add {a, b} in X.

Of crucial importance is our third rule, which allows us to prune the instance
of subtrees with a single edge to Y . For a subgraph H of G, recall that PH ⊆ P
denotes the subset of terminal pairs whose both endpoints lie in H.

Reduction Rule 3. Let L be a connected component of G − Y such that there
exists a single edge {� ∈ L, y ∈ Y } between L and Y .

a. If L contains no unmatched terminal and (L,PL) is a YES-instance of EDP,
then set P := P \ PL and G := G \ V (L).

b. If L contains precisely one unmatched terminal s where {s, t} ∈ P and the
instance (L,PL ∪ {s, �}) is a YES-instance of EDP, then set P := P \ PL

and G := ((V (G) \ V (L)) ∪ {s}, (E(G) \ (E(L) ∪ {{�, y}}) ∪ {y, s}).
c. In all other cases, (G,P ) is a NO-instance of EDP.

After exhaustive application of Reduction Rules 1, 2 and 3 we observe that
each leaf in Q is either in Y or adjacent to a vertex in Y . The simple rule below
is required to obtain a bound on the number of leaves in Q in the subsequent
step.

Reduction Rule 4. If {a, b} ∈ P and a, b are leaves in G such that N(a) =
N(b), then remove a and b from G and P .

After exhaustive application of Reduction Rules 1, 2, 3 and 4, we can prove:

Lemma 5. If Q contains more than 4|X| leaves, then (G,P ) is a NO-instance.

Finally, we put everything together in the proof of the desired theorem.

Theorem 3. EDP admits a linear kernel parameterized by the feedback edge
set number of the input graph.
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Proof. Let (G,P ) be an instance of EDP; w.l.o.g. we assume that G is and
remains connected (note that if G becomes disconnected due to a later appli-
cation of a reduction rule, one can simply kernelize each connected component
separately). We begin by computing a minimum feedback edge set X of G using
Fact 1. We then exhaustively apply Reduction Rules 1, 2, 3 and 4; since EDP

is polynomial-time tractable by Fact 2, the time required to apply each rule is
easily seen to be polynomial.

After no more rules can be applied, we compare the number of leaves in
Q = G − X to |X| (note that V (G) = V (X)). If Q contains more than 4|X|
leaves, then we reject in view of Lemma 5. On the other hand, if Q contains at
most 4|X| leaves, then we claim that Q contains at most 11|X| − 2 vertices.
Indeed, the number of vertices of degree at least 3 in a forest is at most equal to
the number of leaves minus two and in particular Q has at most 4|X|−2 vertices
of degree at least 3. Moreover, due to the exhaustive application of Reduction
Rule 2 it follows that the number of degree two vertices is at most |X|. And
so, by putting together the bounds on |Y | along with the number of vertices of
degree 1 and 2 and 3, we obtain |V (G)| = |V (Q)| ≤ 2|X|+4|X|+ |X|+4|X|−2,
as claimed. �
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Abstract. Motivated by the study of ordinal embeddings in machine
learning and by the recognition of Euclidean preferences in computa-
tional social science, we study the following problem. Given a graph G,
together with a set of relationships between pairs of edges, each speci-
fying that an edge must be longer than another edge, is it possible to
construct a straight-line drawing of G satisfying all these relationships?

We mainly consider a dichotomous setting, in which edges are par-
titioned into short and long, as otherwise there are simple (planar)
instances that do not admit a solution. Since the problem is NP-hard even
in this setting, we study under which conditions a solution always exists.
We prove that degeneracy-2 graphs, subcubic graphs, double-wheels, and
4-colorable graphs in which the short edges induce a caterpillar always
admit a realization. These positive results are complemented by negative
instances, even when the input graph is composed of a maximal planar
graph, namely a double-wheel graph, and an edge. We conjecture that
planar graphs always admit a (not necessarily planar) realization in the
dichotomous setting.

Keywords: Geometric representations · Ordinal data ·
Graph drawing

1 Introduction

When modeling an application domain by means of a graph, it is sometimes
necessary to associate weights to the edges, in order to represent the strength
of the binary relationship among the actors. When a quantitative information is
available, it is possible to assign specific values for the weights; this is however not
always the case, as many application domains only carry an ordinal information.
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A typical example, which first triggered our work, comes from automatic
classification systems (say, of images), whose training set often consists of a
set of answers to questions of the type: Given three images A, B, and C; is
A more similar to B or to C? This setting is modeled in machine learning by
the notion of ordinal embedding [21]. Consider a set of objects x1, . . . , xn in an
abstract space, and suppose that the only information about their displacement
is a set of ordinal constraints of the form dist(xi, xj) < dist(xk, xl). The goal
is to find a point configuration p1, . . . , pn in the d-dimensional Euclidean space
R

d that, by preserving as many ordinal constraints as possible, returns a good
approximation of the displacement of x1, . . . , xn.

Ordinal embeddings are also known as non-metric multi-dimensional scaling,
as opposed to the classical multi-dimensional scaling [7], where the goal is to pre-
serve the actual (possibly weighted) graph distances. Ordinal embeddings were
first applied in the 60’s by Shepard [19,20] and Kruskal [14,15] to the analysis of
psychometric data. They have been later studied in several domains, mainly from
a heuristic point of view [1,3,13,17,22]. Alon et al. [5] also provided approxima-
tion algorithms. A major contribution is due to Terada and von Luxburg [21],
who proved that, if n is large enough, it suffices to know the h nearest neighbors
of each point, for some parameter h, to approximately reconstruct the point set.

Another example comes from the recognition of Euclidean multidimensional
preferences [6,9,10,16] in computational social science. In this setting, two sets
of objects are given, the decision makers and the alternatives, and the goal is
to place them in R

d so that their distances represent the preferences of each
decision maker. One can see this problem as an ordinal embedding one in which
the graph is bipartite; however, the goal here is to test if all constraints can be
satisfied rather than to find an approximation. Efficient algorithms exist when
d = 1 [9,10], while for any d ≥ 2 the problem is as hard as the existential theory
of the reals (that is, it is ∃R-hard, and thus NP-hard) [16].

We approach these problems from a graph drawing perspective. Given a
graph G and a set R of relationships, each specifying that an edge must be longer
than another, the goal is to construct a realization of 〈G,R〉, i.e., a straight-line
drawing of G in R

2 satisfying R. We consider the special case in which R induces
a partition of the edges of G = (V,E) into k sets E1, . . . , Ek and the goal is to
find a straight-line drawing of G in which all the edges in Ei are (strictly) shorter
than those in Ej , for 1 ≤ i < j ≤ k. Aichholzer et al. [2] studied this problem
when R describes a total order on the edges (i.e., k = |E|) with the extra
requirement that the drawing of G has to be planar. Another variant of this
problem, which has been proven to be NP-hard with and without the planarity
requirement [8,11,18], requires all edges to have the same length.

We mainly focus on the case k = 2, where the partition consists of short and
long edges; in this case, R is dichotomous. In image classification, the dichoto-
mous setting may originate from answers to the question: Given two images A
and B, are they similar to each other? Also, the setting in which only the h
nearest neighbors of each vertex are known [21] is equivalent to the one in which
h of the edges incident to a vertex must be shorter than the remaining ones; note



Geometric Representations of Dichotomous Ordinal Data 207

that in this case the short/long dichotomy is defined on a local scale. Finally, the
recognition of d-dimensional Euclidean preferences has also been studied when a
decision maker either likes (short edge) an alternative or not (long edge) [12,16],
both for global and local dichotomies. Since the ∃R-hardness [16] extends to these
relaxations, our problem is ∃R-hard, and thus NP-hard, even when G is bipartite.

Alam et al. [4] independently proved NP-hardness, when G is complete, and
that degree-2 contractible graphs always admit realizations in the dichotomous
setting; a graph is degree-2 contractible if there is a sequence of edge-contractions,
each involving an edge with a vertex of degree at most 2, that results in the
removal of all edges. This includes 2-trees, and thus series-parallel graphs.

Our Contribution. In Sect. 2, we extend the result by Alam et al. [4] to any
set of (not necessarily dichotomous) relationships. Given that both hardness
results [4,16] hold when G is a non-planar graph, we study the role of planarity
in our problem. As noted in [2], one cannot hope for planar realizations, even
for small graphs like K4. Thus, we investigate whether planar graphs admit not-
necessarily planar realizations. While we could construct a negative instance for
k = 3 in which G is planar, even if we allow non-planar realizations (Sect. 2), we
are not aware of any planar instance for the dichotomous setting. For this reason,
we focus the rest of our study on the dichotomous setting. In Sect. 3, we present
negative instances when G is a maximal planar graph plus an edge (includ-
ing K5), and give algorithms to construct realizations for any set of dichotomous
relationships for several graph classes: degeneracy-2 graphs (i.e., graphs where
every subgraph has at least one vertex of degree at most 2), subcubic graphs,
and double wheels (i.e., maximal planar graphs composed of a cycle and two
vertices, each connected to all vertices of the cycle). Since degree-2 contractible
graphs have degeneracy 2, we obtain another strengthening of the result by Alam
et al. [4]. We finally prove that every 4-colorable graph admits a realization, if
the subgraph induced by the short edges is a caterpillar, namely a tree such
that the removal of all the leaves yields a path. This includes planar graphs,
and (even non-planar) bipartite graphs, for which the problem is NP-hard if
we neglect the additional condition on the short edges. We conclude with open
problems in Sect. 4.

Preliminaries. We start with an observation, based on the fact that, if there
exists a set of long edges whose removal creates different connected compo-
nents, we can draw such components separately and place them far away from
each other.

Observation 1. Let G be a graph and let R be a set of relationships partitioning
its edges into k ≥ 2 sets E1, . . . , Ek. Then, it is not a loss of generality to assume
that the subgraph obtained by removing the longest edges (that is, Ek) is connected
and spanning. In particular, if R is dichotomous, the subgraph induced by the
short edges is connected and spanning.

Next, we describe a configuration that enforces a crossing between specific
edges, which we use for constructing instances that do not admit any realization.
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Fig. 1. (a)–(b) Illustrations for the proof of Lemma 1; (c)–(g) realizations of K4 for any
combination of short (solid) and long (dashed) edges that complies with Observation 1.

Lemma 1. Let G be a graph containing K4 as a subgraph, and let R be a set of
relationships partitioning its edges into k ≥ 2 sets E1, . . . , Ek. Let e1 ∈ Ei and
e2 ∈ Ej be two independent edges of the K4, with i ≤ j. Suppose that each of
the remaining edges of the K4 belongs to one of the sets E1, . . . , Ei−1. Then, in
any realization of 〈G,R〉, edges e1 and e2 cross.

Proof. Assume there is a realization of 〈G,R〉 in which e1 and e2 do not cross.
We distinguish two cases, based on whether the four vertices of the K4 are in
convex position or not. In the latter case, one of them, say v, lies inside the
triangle created by the remaining three. Note that in this realization, no two
edges of the K4 cross each other. However, v is incident to an edge, say e1, that
is longer than its other two incident edges, say e and e′ (see Fig. 1a). Notice that
the angle between e1 and e (e1 and e′) must be smaller than 90◦, as otherwise
the opposite edge would be longer than e1. Hence, the angle between e and e′ is
larger than 180◦, a contradiction to the fact that v lies inside the triangle.

We now consider the case in which the endpoints of e1 and e2 are in con-
vex position. Thus, together with two shorter edges, they form a planar convex
quadrilateral (see Fig. 1b). Notice that every interior angle of the quadrilateral
is formed by exactly an edge in E1, . . . , Ei−1 and one in Ei, . . . , Ek. Hence, all
interior angles are smaller than 90◦, as otherwise the edges corresponding to the
two diagonals of the quadrilateral would be longer than e1 or e2. As a result,
their sum is smaller than 360◦, a contradiction. �	

The fact that a realization of K4 may require a crossing was already observed
by Aichholzer et al. [2] in the dichotomous setting. Lemma 1 restates this result
in a slightly stronger form, since it enforces a specific pair of edges to cross,
and holds for any k ≥ 2. On the other hand, we observe that when crossings are
allowed, then K4 is realizable for any set of dichotomous relationships; see Fig. 1.

Another observation for the dichotomous setting is that it is not a loss of
generality to assume that G is biconnected. To see this, consider any cut-vertex
v of G, which defines several subgraphs of G that are all incident to v. Suppose
that each of these subgraphs admits a realization with respect to R. By scaling
up or down each of these realizations uniformly, we can ensure that each short
edge of R is shorter than 1 and each long edge is longer than 1. This results
in a realization for 〈G,R〉. On the other hand, any realization of 〈G,R〉 clearly
contains a realization of each of the subgraphs defined by v.
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We conclude this section with a positive result for the dichotomous setting
when the subgraph induced by the short edges has some special structure.

Lemma 2. Let G be a graph and R a set of dichotomous relationships. Then,
〈G,R〉 admits a realization, if the subgraph induced by the short edges is (i) a
rooted spanning tree T and there is no long edge connecting two vertices whose
depths in T differ by at most 1, or (ii) a Hamiltonian cycle of G.

Proof. For (i), we place the vertices on the x-axis, such that each vertex lies in
a small neighborhood of the point with x-coordinate equal to its depth in T .
Hence, the minimum (maximum) distance between any two vertices joined by a
long (short) edge is almost 2 (slightly more than 1). For (ii), we place the vertices
of G at the corners of a regular n-gon Qn, as they appear along the Hamiltonian
cycle. Hence, the short edges are drawn as the boundary edges of Qn, while the
long edges are drawn as chords of Qn. Consequently, the length of each of the
short edges of R is smaller than the length of the long edges of R. �	

2 Realizability When k ≥ 3

In this section, we consider instances 〈G,R〉 in which the set of relationships R
is not dichotomous, that is, it defines a partition E1, . . . , Ek of the edges of G
such that k ≥ 3. We first prove that a negative instance 〈G,R〉 exists even if
k = 3 (that is, R is trichotomous) and G is a planar 3-tree with seven vertices.
On the positive side we show that, if G is a degree-2 contractible graph, then
〈G,R〉 can always be realized for any value of k, which generalizes the result by
Alam et al. [4] from the dichotomous setting to the general one.

Theorem 1. For every n ≥ 7, there exists an n-vertex planar 3-tree G and a set
of trichotomous relationships R such that 〈G,R〉 does not admit any realization.

Proof. Let G be the planar 3-tree on seven vertices of Fig. 2a. The set R of tri-
chotomous relationships is such that E1 = {(u1, u6), (u1, u7), (u2, u5), (u2, u6),
(u3, u5), (u3, u7)}, E2 = {(u1, u4), (u2, u4), (u3, u4)}, and E3 =

{
(u1, u2),

(u2, u3), (u3, u1), (u4, u5), (u4, u6), (u4, u7)
}
. Suppose, for a contradiction, that

u1

u3u2

u4
u6 u7

u5

u1

u3u2

u4

u5

u1

u3u2
u5

u4

Fig. 2. Illustration for the proof of Theorem 1. The edges of E1, E2 and E3 are illus-
trated solid, dotted and dashed, respectively.
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〈G,R〉 admits a realization. We distinguish two cases: (i) at least one of the
edges of E2 crosses an outer edge of G, and (ii) none of the edges of E2 crosses
an outer edge of G. Note that the outer edges of G belong to E3.

Consider Case (i) and assume w.l.o.g. that (u1, u4) crosses (u2, u3); see
Fig. 2b. By applying Lemma1 to the K4 formed by the vertices 〈u2, u3, u4, u5〉,
we have that edges (u2, u3) and (u4, u5) cross. We claim that the gray-shaded
angle at u4 is at least 120◦. To see this, observe that vertices 〈u1, u2, u4〉 and
〈u1, u3, u4〉 form two triangles, whose longest edges are (u1, u2) and (u1, u3),
respectively. Thus, the angles opposite to these edges are at least 60◦ each.
Since these two angles together form the gray-shaded angle at u4, the claim
holds. Since the edges (u2, u5) and (u3, u5) are both shorter than the edges
(u2, u4) and (u3, u4), the gray-shaded angle at u5 is larger than the one at u4;
hence, it is larger than 120◦. Also, in both triangles formed by 〈u2, u4, u5〉 and
〈u3, u4, u5〉, the longest edge is (u4, u5). Thus, each of the gray-shaded angles at
u2 and u3 is larger than 60◦. Since the sum of the angles of the quadrilateral
formed by 〈u2, u4, u3, u5〉 is larger than 360◦, we have a contradiction.

Consider now Case (ii). As in the previous case, edges (u2, u3) and (u4, u5)
cross, by Lemma 1. Analogously, (u1, u3) and (u4, u7) cross, and (u1, u2) and
(u4, u6) cross, by Lemma 1. These observations together with the assumption of
Case (ii) imply that vertex u4 must lie inside the triangle formed by 〈u1, u2, u3〉;
see Fig. 2c. In this case, the edges (u1, u4), (u2, u4), and (u3, u4) form three angles
around u4, one of which is at least 120◦; say w.l.o.g. the angle between (u2, u4)
and (u3, u4). Since the edges (u2, u5) and (u3, u5) are both shorter than the edges
(u2, u4) and (u3, u4), the gray-shaded angle at u5 is larger than the one at u4;
hence, it is larger than 120◦. Since in both triangles formed by 〈u2, u4, u5〉 and
〈u3, u4, u5〉 the longest edge is (u4, u5), each of the gray-shaded angles at u2 and
u3 is larger than 60◦, and thus the sum of the angles of the quadrilateral formed
by 〈u2, u4, u3, u5〉 is larger than 360◦; a contradiction.

By Cases (i)–(ii), 〈G,R〉 does not admit a realization. Since any planar graph
that contains G as a subgraph has the same property, the statement follows. �	

We now present our positive result for degree-2 contractible graphs.

Theorem 2. Let G be a degree-2 contractible graph and let R be a set of rela-
tionships partitioning its edges into k ≥ 2 sets. Then, 〈G,R〉 admits a realization.

Proof. Let v1, . . . , vn be the vertices of G in the order implied by the definition
of degree-2 contractible graphs, and let E1, . . . , Ek be the given partition of its
edges. Our proof is inspired by the one in [4] for the case k = 2. Beside extending
this result to any value of k, we also prove a slightly stronger statement, namely
that we can draw all the edges in the same set Ei with the same length, which
we set to �i = k + i. As a result, �i

2 < �j < 2�i, for any 1 ≤ i, j ≤ k, and hence
the ratio between the lengths of any two edges of G is less than 2.

The proof is by induction on the number m of edges of G. In the base case
m = 1, we draw the unique edge, which belongs to a set Ej , as a horizontal
line segment of length �j . In the inductive case, in which G has m > 0 edges,
we consider the last vertex vn in the order v1, . . . , vn of the vertices. Let G− be
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the graph obtained from G by contracting one of the edges incident to vn. Note
that, if vn has degree 2 in G, this contraction may introduce an edge in G−,
between the two neighbors of vn, that does not belong to G. In this case, we add
this edge to set E1.

By induction, G− admits a drawing Γ− in which every edge in set Ei, with
1 ≤ i ≤ k, has length �i. If vn has degree 1 in G, we construct a drawing Γ of G
in which every edge in set Ei, with 1 ≤ i ≤ k, has length �i by placing vn in Γ−

on any point at distance �j from the unique neighbor of vn. If vn has degree 2 in
G, let vl and vr be the two neighbors of vj in G. Since vn has been contracted to
one of vl and vr in order to obtain G−, edge (vl, vr) exists in G− and belongs to
some set Ej , with 1 ≤ j ≤ k (recall that j = 1, if (vl, vr) does not belong to G).
Also, let Ex and Ey, with 1 ≤ x, y ≤ k, be the sets that contain edges (vn, vl)
and (vn, vr), respectively. Consider two circles Cl and Cr with radii �x and �y,
centered at vl and vr in Γ−, respectively. Since vl and vr have distance �j in
Γ−, and since �x + �y > �j (given that �x, �y >

�j
2 ), circles Cl and Cr intersect in

two distinct points. Hence, we can obtain Γ by placing vn in Γ− on one of these
two points, which ensures that edges (vn, vl) and (vn, vr) have length �x and �y,
respectively. Since vn has degree at most 2, by definition of degree-2 contractible
graph, this concludes the proof. �	

3 Realizability in the Dichotomous Setting

In this section we study whether certain graph classes admit realizations for any
set of dichotomous relationships, and provide positive and negative examples.
While 〈K4, R〉 admits a realization for any set R of dichotomous relationships,
we show that for the complete graph K5 there exists a set of dichotomous rela-
tionships making it not realizable. We prove this statement in the next theorem
for a more general class of graphs, whose members are almost planar, in the
sense that the removal of a single edge is sufficient to ensure planarity.

Theorem 3. For every odd n ≥ 5, there exists an n-vertex graph G, composed
of a maximal planar graph and of a single edge, and a set of dichotomous rela-
tionships R such that 〈G,R〉 does not admit any realization.

Proof. Graph G is initialized as a double wheel on n vertices, i.e., starting from
two central vertices, s and t, and a cycle C = v1, . . . , vn−2, we connect every vi

to both s and t; see Fig. 3a. All the edges of the cycle C are long, while all the
edges incident to s and t, are short. Finally, we add a long edge between s and t.

Note that any two consecutive vertices vi and vi+1 along C form a K4 together
with s and t, in which (s, t) and (vi, vi+1) form an independent pair of long edges.
Hence, by Lemma 1, edge (s, t) must cross every edge (vi, vi+1) of C. Since n is
odd, this implies that v1 and vn−2 are in the same half-plane defined by the line
through s and t, but then (v1, vn−2) cannot cross (s, t), a contradiction. Note
that, when n is even, a realization exists; see Fig. 3b. �	
Theorem 3 implies that there exist negative instances of the problem in which
the input graph G is composed of a double wheel and of an edge between its two
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Fig. 3. Illustrations for the proofs of (a–b) Theorem 3 and of (c) Theorem4.

central vertices; also, for n = 5 the obtained graph is the complete graph K5,
which has degree at most 4. In the following, we prove that this result is tight
in two senses. First, we show in Theorem 4 that, if G is a double wheel (without
the edge between its central vertices), then 〈G,R〉 is a positive instance for every
set R of dichotomous relationships. Second, we show in Theorem 6 that, if G is a
subcubic graph (i.e., its vertices have degree at most 3), then 〈G,R〉 is a positive
instance for every set R of dichotomous relationships.

Note that a subcubic graph is not necessarily degree-2 contractible, even if
the graph is not cubic (i.e., its vertices have degree exactly 3). For example, any
subdivision of a cubic graph is not degree-2 contractible. On the other hand, if
a subcubic graph has a vertex of degree at most 2, then it has degeneracy at
most 2. Thus, as an auxiliary result for Theorem 6, we prove in Theorem5 that a
degeneracy-2 graph always admits a realization in the dichotomous setting. This
result is interesting per sé, as it provides another strengthening of the result by
Alam et al. [4], since a degree-2 contractible graph has degeneracy at most 2.

Theorem 4. Let G be a double wheel graph on n ≥ 4 vertices and let R be any
set of dichotomous relationships. Then, 〈G,R〉 admits a realization.

Proof sketch. We place the two central vertices s and t of G at a distance d <
√

3
to be defined later. Consider two circles Cs and Ct with radius 1, centered at s
and t, respectively; see Fig. 3c. Since d <

√
3, Cs and Ct intersect at two points

p1 and p2 whose distance is larger than 1. Thus, there exist two small disks D1

and D2, centered at p1 and p2, respectively, with radius ε > 0 such that the
distance between any point inside D1 and any point inside D2 is larger than 1.

Our strategy is to place every vertex vi of the cycle C = v1, . . . , vn−2 of G,
except for at most two of them, in the interior of either D1 or D2. Note that
each of these disks is split by Cs and Ct into four subregions, which realize all
possible combinations of distances, larger or smaller than 1, from s and t. Thus,
when we place a vertex vi in a disk, we choose the subregion that realizes the
required lengths of edges (s, vi) and (t, vi).

We first place v1 in D1. Then, for each i = 2, . . . , n − 2, we place vi inside
D1 or D2 based on the placement of vi−1 and on the required length of edge
(vi−1, vi). Namely, if this edge is short, we place vi in the same disk as vi−1,
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otherwise in the other disk. This strategy works well when the number of long
edges in C is even (including the case in which all edges of C are short), since the
placement of vn−2 inside D1 or D2 determined by our strategy is coherent with
the required length of edge (v1, vn−2). When the number of long edges along C
is odd, we have to find a way to “break the parity”.

With this in mind we distinguish two cases, based on whether there exist two
consecutive long edges (vi−1, vi) and (vi, vi+1) along C, or not. In the former case,
we place vertex vi in a suitable position outside the two disks that respects the
required distances to s and t, and allows vi−1 and vi+1 to be placed in different
disks, hence breaking the parity. Note that, if we choose the value of the distance
d between s and t to be smaller than 1, then we can guarantee a position for
vi. In the latter case, we consider three consecutive edges along C such that
(vi−1, vi) is short, (vi, vi+1) is long, and (vi+1, vi+2) is short, and we break the
parity by placing vi−1 and vi+2 in the same disk. This is done via an additional
case analysis, based on the required lengths of the edges connecting vi and vi+1

to s and t. Note that, in one of the cases, we need the value of the distance d
between s and t to be larger than 1 (in particular, we set it equal to 1.5 <

√
3).

Since the distance between D1 and D2 is larger than 1 for any value d <
√

3,
and since only one of the cases needs to be applied in order to break the parity,
we can set the required value at the beginning of the construction. �	
Theorem 5. Let G be a degeneracy-2 graph and let R be any set of dichotomous
relationships. Then, 〈G,R〉 admits a realization s.t. all vertices of G lie on a cir-
cle C with radius

√
2/2 and each short (long) edge in R is smaller (larger) than 1.

Proof. Let v1, . . . , vn be an ordering of the vertices of G such that vertex vi has
degree at most 2 in the subgraph Hi of G induced by vertices v1, . . . , vi, for
each i = 1, . . . , n. In the base of the recursion, we place vertex v1 at any point
of C. For the recursive step of our algorithm, assume that we have computed
a realization of the subgraph Hi−1 of G induced by the vertices v1, . . . , vi−1,
for some i = 2, . . . , n − 1 such that: (I.1) all vertices of Hi−1 lie on C, (I.2) no
two vertices of Hi−1 are at antipodal points of C, (I.3) each short (long) edge of
Hi−1 in R has length smaller (larger) than 1. In the following, we describe how
to determine a position of vi, such that (I.1)–(I.3) are satisfied for graph Hi.

Recall that vertex vi has at most two neighbors in Hi−1. Assume first that vi

has exactly two neightbors in Hi−1, say vj and vk; see Fig. 4a. By (I.1) and (I.2),
vertices vj and vk lie on two points, say pj and pk of C, which are not antipodal.
Let Cj and Ck be two circles of unit radius centered at pj and pk, respectively.
Since the sum of the radii of Cj and Ck is larger than the diameter of C, circles Cj

and Ck overlap. Further, the overlap of Cj and Ck contains an arc of C of positive
length, which we denote by S(j, k). In particular, S(j, k) lies on the shorter of
the two arcs of C defined by pj and pk; also, S(j, k) would degenerate to a single
point only if pj and pk were antipodal. Symmetrically, on the longer of the two
arcs of C defined by pj and pk, there is an arc of C with positive length, which
is contained neither in Cj nor in Ck; we denote this arc by L(j, k). Again, L(j, k)
would degenerate to a single point, only if pj and pk were antipodal.
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Fig. 4. Illustrations for the proofs of Theorem 5.

If the edges from vi to vj and vk are both short (long), then we place vi at any
point pi of S(j, k) (L(j, k), respectively), that is antipodal to none of the points
where v1, . . . , vi−1 reside. Clearly, (I.1) and (I.2) are satisfied. If pi ∈ S(j, k), then
pi lies in the interior of both Cj and Ck. Otherwise, pi is contained neither in Cj

nor in Ck. In both cases (I.3) is also satisfied. Consider now the case where the
edge from vi to vj is short, while the edge from vi to vk is long; the other case is
symmetric. We place vi at any point on the arc of C that lies in the interior of Cj ,
but not along S(j, k), and is antipodal to none of the points where v1, . . . , vi−1

reside. Note that this arc exists since Cj and Ck have the same radius and are
centered in different points of C. By construction, (I.1)–(I.3) are clearly satisfied.

If vi has only one neighbor in Hi−1, say vj , placed at point pj , we consider
a circle Cj with unit radius centered at pj ; see Fig. 4b. We place vi on a point of
C that is antipodal to none of the points where v1, . . . , vi−1 reside, and is either
in the interior or in the exterior of Cj , based on whether edge (vi, vj) is short or
long, respectively. Thus, (I.1)–(I.3) are satisfied. �	
Theorem 6. Let G be a subcubic graph and let R be any set of dichotomous
relationships. Then, 〈G,R〉 admits a realization.

Proof. Let H be the subgraph of G induced by the short edges of R. Suppose
first that there exists no vertex of G that is incident to three short edges of R.
In this case, graph H forms either a Hamiltonian path or a Hamiltonian cycle of
G, since H is connected and spanning by Observation 1, and since G is subcubic.
Hence, 〈G,R〉 admits a realization by Lemma 2.

Suppose now that G has a vertex v that is incident to three short edges of R.
If we remove v, then the resulting graph G′ becomes 2-degenerate. Note that G′

is connected, since G can be assumed biconnected (as observed in Preliminaries).
Let R′ ⊂ R be the set of dichotomous relationships for G′. By Theorem 5, 〈G′, R′〉
admits a realization such that all vertices of G′ lie on a circle C with radius

√
2/2

and each short (long) edge of G′ in R′ has length smaller (larger) than 1. Since
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Fig. 5. Illustrations for the proof of Theorem 7.

v is incident to three short edges of R in G, and since the radius of C is smaller
than 1, if we place v at the center of C, then all the edges incident to v are
shorter than 1. �	

We conclude by extending the previous two results to 4-colorable graphs,
which include all planar graphs, all bipartite graphs, and all graphs of maximum
degree 4 (except for K5). For this, however, we have to impose some constraints
on the structure of the subgraph induced by the short edges.

Theorem 7. Let G be a 4-colorable graph and let R be a set of dichotomous
relationships such that the subgraph induced by the short edges is a spanning
caterpillar. Then, 〈G,R〉 admits a realization.

Proof. Recall that a caterpillar is a tree such that the removal of all the leaves
yields a path v1, . . . , vm, called spine. Let f : V → C be a 4-coloring of G, where
C = {1, . . . , 4}. Denote by Lj

i the leaves adjacent to vi with color j. For each
pair of consecutive spine vertices vi and vi+1, with 1 ≤ i < m, we identify a color
ci ∈ C, which we call common color of vi and vi+1 with the following properties.
The common color ci is different from the colors of vi and vi+1 in the 4-coloring
f ; also, no three consecutive vertices share the same common color, i.e., for all
1 < i < m, it holds that ci−1 = ci. To compute the common colors, we first set
c1 ∈ C\{f(v1), f(v2)}; then, for each i > 1, we set ci = C\{f(vi), f(vi+1), ci−1}.

We place the spine vertices at unit distances along an arc such that the spine
is slightly bent (see Fig. 5a) by setting α = 60◦ + γ and β = 90◦ − 3

2γ for some
small γ > 0. The leaves of every vi are placed according to their color. Consider
the three sets L

ci−1
i , Lci

i and Lc′
i , where c′ = C \ {ci−1, ci, f(vi)}. We will say

that one of these sets is placed at a spot, meaning that all its vertices lie in a
small neighborhood around a point.

The first two sets L
ci−1
i , Lci

i are placed at unit distance from vi at the two
spots indicated in Fig. 5b. The interior angles α > 60◦ ensure that L

ci−1
i and Lci

i

are at a distance greater than 1 from each other and also from vi−1 and vi+1

(dashed). The third set Lc′
i is placed on the inner side of the arc (see Fig. 5b).
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For i even, we place set Lc′
i at unit distance from vi, while for i odd at distance

1
2 from vi. For any 0 < γ ≤ min {3.386◦, 60◦/n}, it can be proved that Lc′

i is
not only far enough from vi−1 and vi+1, but also from their corresponding spots
that are placed on the inner side of the arc (see, e.g., Lc′′

i in Fig. 5b).
By construction, the short edges of the caterpillar are not longer than 1.

Moreover, the distance between every pair of vertices that have distinct colors
and are adjacent to the same spine vertex is larger than 1. The critical part are
the distances between leaves adjacent to consecutive spine vertices. However,
since Lci

i , Lci
i+1 have the common color ci, there cannot exist an edge between

them. The sets placed on the inner side of the arc alternate in their distance
from the spine vertex ensuring that their distance is larger than 1. �	

4 Conclusions

We studied the problem of constructing geometric realizations of graphs accom-
panied with ordinal relationships on their edge lengths. We derived constructive
algorithms for some graph classes, mainly in the dichotomous case, and presented
some negative instances. Our work raises several open problems.

– The most intriguing question is whether every instance 〈G,R〉 such that G is a
planar graph admits a realization in the dichotomous setting. We conjecture
an affirmative answer to this question. Towards settling this conjecture, a
possible direction is to consider restrictions on the subgraph induced by the
short edges that make planar graphs realizable, as in Theorem7, or to focus
on special families of planar graphs, e.g., triangle-free planar graphs, planar
graphs with maximum degree 4, or planar 3-trees.

– As an extension of Theorem 5, another interesting class in the dichotomous
setting is the one of degeneracy-3 graphs, which include (even non-planar)
3-trees. Note that the negative instances from Theorem 3 have degeneracy 4.

– Another possible direction is to consider instances in which the subgraph
induced by the long edges (rather than by the short edges) has a special
structure, e.g., it forms a Hamiltonian cycle.

– Finally, from the ordinal embeddings point of view, the variant in which the
edge relationships are specified locally to each vertex is equally important.

Acknowledgement. The authors would like to thank Michael Kaufmann and Ulrike
von Luxburg for useful discussions.
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Abstract. We provide an O(n logn) algorithm computing the linear
maximum induced matching width of a tree and an optimal layout.
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1 Introduction

The study of structural graph width parameters like tree-width, clique-width
and rank-width has been ongoing for a long time, and their algorithmic use has
been steadily increasing [11,18]. The maximum induced matching width, denoted
MIM-width, and the linear variant linear MIM-width, introduced by Vatshelle
in 2012 [21], are graph parameters having very strong modelling power. The
linear MIM-width parameter asks for a linear layout of vertices such that the
bipartite graph induced by edges crossing any vertex cut has a maximum induced
matching of bounded size. Belmonte and Vatshelle [2] showed that interval

graphs, convex graphs and permutation graphs, where clique-width can be
proportional to the square root of the number of vertices [10], all have linear
MIM-width 1, and that an optimal layout can be found in polynomial time.

Since many well-known classes of graphs have bounded MIM-width or lin-
ear MIM-width, algorithms that run in XP time in these parameters will yield
polynomial-time algorithms on several interesting graph classes at once. Such
algorithms have been developed for many problems: by Bui-Xuan et al. [4] for
the class of LCVS-VP - Locally Checkable Vertex Subset and Vertex Partition-
ing - problems, by Jaffke et al. for non-local problems like Feedback Vertex

Set [14,15] and also for Generalized Distance Domination [13], by Golo-
vach et al. [9] for output-polynomial Enumeration of Minimal Dominating

sets, by Bergougnoux and Kanté [3] for several Connectivity problems, and by
Galby et al. for Semitotal Domination [8]. These results give a common
explanation for many classical results in the field of algorithms on special graph
classes and extends them to the field of parameterized complexity.

Note that very low MIM-width or linear MIM-width still allows quite complex
cuts compared to similarly defined graph parameters. For example, carving-
width 1 allows just a single edge, maximum matching-width 1 a star graph,
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and rank-width 1 a complete bipartite graph. In contrast, linear MIM-width 1
allows any cut where the neighborhoods of the vertices in a color class can be
ordered linearly w.r.t. inclusion. In fact, it is an open problem whether the class
of graphs having linear MIM-width 1 can be recognized in polynomial-time or if
this is NP-complete. Sæther et al. [19] showed that computing the exact MIM-
width and linear MIM-width of general graphs is W[1]-hard and not in APX
unless NP=ZPP, while Yamazaki [22] shows that under the small set expansion
hypothesis it is not in APX unless P=NP. The only graph classes where we know
an exact polynomial-time algorithm computing linear MIM-width are the above-
mentioned classes interval, bi-interval, convex and permutation that all
have structured neighborhoods implying linear MIM-width 1 [2]. Belmonte and
Vatshelle also gave polynomial-time algorithms showing that circular arc

and circular permutation graphs have linear MIM-width at most 2, while
Dilworth k and k-trapezoid have linear MIM-width at most k [2]. Recently,
Fomin et al. [7] showed that linear MIM-width for the very general class of
H-graphs is bounded by 2|E(H)|, and that a layout can be found in polynomial
time if given an H-representation of the input graph. However, none of these
results compute the exact linear MIM-width. On the negative side, Mengel [16]
has shown that strongly chordal split graphs, co-comparability graphs
and circle graphs all can have MIM-width, and linear MIM-width, linear in
the number of vertices.

Just as linear MIM-width can be seen as the linear variant of MIM-width,
path-width can be seen as the linear variant of tree-width. Linear variants of
other well-known parameters like clique-width and rank-width have also been
studied. Arguably, the linear variant of MIM-width commands a more notewor-
thy position, since in contrast to these other linear parameters, for almost all
well-known graph classes where the original parameter (MIM-width) is bounded,
but clique-width is unbounded, then also the linear variant (linear MIM-width)
is bounded.

In this paper we give an O(n log n) algorithm computing the linear MIM-
width of an n-node tree. This is the first graph class of linear MIM-width larger
than 1 having a polynomial-time algorithm computing linear MIM-width and
thus constitutes an important step towards a better understanding of this param-
eter. The path-width of trees was first studied in the early 1990s by Möhring [17],
with Ellis et al. [6] giving an O(n log n) algorithm computing an optimal path-
decomposition, and Skodinis [20] an O(n) algorithm. In 2013 Adler and Kanté [1]
gave linear-time algorithms computing the linear rank-width of trees and also
the linear clique-width of trees, by reduction to the path-width algorithm. Even
though linear MIM-width is very different from path-width, the basic framework
of our algorithm is similar to the path-width algorithm in [6].

In Sect. 2 we give some standard definitions and prove the Path Layout
Lemma, that if a tree T has a path P such that all components of T \ N [P ]
have linear MIM-width at most k then T itself has a linear layout with linear
MIM-width at most k + 1. We use this to prove a classification theorem stating
that a tree T has linear MIM-width at least k + 1 if and only if there is a node
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v such that after rooting T in v, at least three children of v themselves have at
least one child whose rooted subtree has linear MIM-width at least k. From this
it follows that the linear MIM-width of an n-node tree is no more than log n.
Our O(n log n) algorithm computing linear MIM-width of a tree T picks an arbi-
trary root r and proceeds bottom-up on the rooted tree Tr. In Sect. 3 we show
how to assign labels to the rooted subtrees encountered in this process giving
their linear MIM-width. However, as with the algorithm computing pathwidth
of a tree, the label is sometimes complex, consisting of linear MIM-width of a
sequence of subgraphs of decreasing linear MIM-width, that are not themselves
full rooted subtrees.

Proposition 1 gives a 7-way case analysis giving a subroutine used to update
the label at a node given the labels at all children. In Sect. 4 we give our bottom-
up algorithm, which will make calls to the subroutine underlying Proposition 1
in order to compute the complex labels and the linear MIM-width.

Finally, we use all the computed labels to lay out the tree in an optimal
manner.

2 Classifying Linear MIM-Width of Trees

We use standard graph theoretic notation, see e.g. [5]. For a graph G = (V,E)
and subset of its nodes S ⊆ V we denote by N [S] the closed neighborhood of S,
by N(S) = N [S]\S its open neighborhood, and by G[S] the graph induced by S.
For a graph G we denote by mim(G) the size of its maximum induced matching
(MIM), the largest number of edges whose endpoints induce a matching. Let σ
be a total order corresponding to the enumeration v1, . . . , vn of the nodes of G;
this will also be called a linear layout of G. For any index 1 ≤ i < n we have a
cut of σ that defines the bipartite graph on edges “crossing the cut” i.e. edges
with one endpoint in {v1, . . . , vi} and the other endpoint in {vi+1, . . . , vn}. The
maximum induced matching width of G under layout σ is denoted mw(σ,G), and
is defined as the maximum, over all cuts of σ, of the value attained by the MIM
of the cut, i.e. of the bipartite graph defined by the cut.

The linear maximum induced matching width – linear MIM-width – of G is
denoted lmw(G), and is the minimum value of mw(σ,G) over all possible layouts
σ of the vertices of G.

We start by showing that if we have a path P in a tree T then the linear MIM-
width of T is no larger than the maximum linear MIM-width of any component
of T \ N [P ], plus 1. To discuss these components, the following notion is useful.

Definition 1 (Dangling Tree). Let T be a tree containing the adjacent nodes
v and u. The dangling tree from v in u, T 〈v, u〉, is the component of T \ (u, v)
containing u.

Given a node x ∈ T with neighbors {v1, . . . , vd}, the forest obtained by
removing N [x] from T is a collection of dangling trees {T 〈vi, ui,j〉}, where ui,j �=
x is some neighbor of vi. We can generalize this to a path P = (x1, . . . , xp)
in place of x, such that T \ N [P ] = {T 〈vi,j , ui,j,m〉}, where vi,j ∈ N(P ) is a
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neighbor of xi and ui,j,m �∈ N [P ]. See top part of Fig. 1. This naming convention
will be used in the following sections.

Lemma 1 (Path Layout Lemma). Let T be a tree. If there exists a path
P = (x1, . . . , xp) in T such that every connected component of T \ N [P ] has
linear MIM-width ≤ k then lmw(T ) ≤ k +1. Moreover, given the layouts for the
components, we can in linear time compute the layout for T .

Proof. Given the optimal linear layouts of the connected components of T \N [P ],
we give the below algorithm LinOrd constructing a linear layout σT on the
nodes of T showing that linear MIM-width of T is ≤ k +1. The layout σT starts
out empty and the algorithm has an outer loop going through vertices in the
path P = (x1, . . . , xp). When arriving at xi it uses the concatenation operator
⊕ to add the path node xi before looping over all neighbors vi,j of xi adding the
linear layouts of each dangling tree from vi,j and then vi,j itself. See Fig. 1 for
an illustration.
function LinOrd(T : tree, P = (x1, . . . , xp): path, {σT 〈vi,j ,ui,j,m〉}: lin-ords)

σT ← ∅ � The list starts out empty
for i ← 1, p do � For all nodes on path (x1, . . . , xp)

σT ← σT ⊕ xi � Append path node
for j ← 1, |N(xi) \ P | do � For all nbs of xi not on path: vi,j

for m ← 1, |N(vi,j) \ xi| do � For all dangling trees from vi,j
σT ← σT ⊕ σT 〈vi,j ,ui,j,m〉 � Append given order of T 〈vi,j , ui,j,m〉

σT ← σT ⊕ vi,j � Append vi,j

T1 T2 T3 T4 T5 T6 T8T7

x1 x2 x3 x4

v1,1 v2,1
v1,2

v1,3 v3,1 v3,2

u1,1,1
u2,1,1u1,1,2 u1,2,1

u3,1,1
u3,1,2

u3,2,1 u3,2,2

T1 T2 T3 T4 T5 T6 T8T7

x1 x2 x3 x4
v1,1 v2,1v1,2 v1,3 v3,1 v3,2

u1,1,1 u2,1,1u1,1,2 u1,2,1 u3,1,1 u3,1,2 u3,2,1 u3,2,2

Fig. 1. A tree with a path P = (x1, x2, x3, x4), with nodes in N [N [P ]] and dangling
trees featured, and below it the layout given by the Path Layout Lemma.

Firstly, from the algorithm it should be clear that each node of T is added
exactly once to σT , that it runs in linear time, and that there is no cut containing
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two crossing edges from two separate dangling trees. Now we must show that σT

does not contain cuts with MIM larger than k + 1. By assumption the layout of
each dangling tree has no cut with MIM larger than k, and since these layouts
can be found as subsequences of σT it followes that then also σT has no cut with
more than k edges from a single dangling tree T 〈vi,j , ui,j,m〉. Also, we know that
edges from two separate dangling trees cannot both cross the same cut. The only
edges of T left to account for, i.e. not belonging to one of the dangling trees, are
those with both endpoints in N [N [P ]], the nodes at distance at most 2 from a
node in P . For every cut of σT that contains more than a single crossing edge
(xi, xi+1), there is a unique xi ∈ P and a unique vi,j ∈ N(xi) such that every
edge with both endpoints in N [N [P ]] that crosses the cut is incident on either
xi or vi,j . Since the edge connecting xi and vi,j also crosses the cut, at most one
of these edges can be taken into an induced matching. With these observations
in mind, it is clear that lmw(T ) ≤ mw(σT , T ) ≤ k + 1.

Definition 2 (k-neighbor and k-component Index). Let x be a node in the
tree T and v a neighbor of x. If v has a neighbor u �= x such that lmw(T 〈v, u〉) ≥
k, then we call v a k-neighbor of x. The k-component index of x is equal to the
number of k-neighbors of x and is denoted DT (x, k), or shortened to D(x, k).

Theorem 1 (Classification of the Linear MIM-width of Trees). For a
tree T and k ≥ 1 we have lmw(T ) ≥ k + 1 if and only if D(x, k) ≥ 3 for some
node x.

Proof. We first prove the backward direction by contradiction. Thus we assume
D(x, k) ≥ 3 for a node x and there is a linear layout σ such that mw(σ, T ) ≤ k.

Let v1, v2, v3 be the three k-neighbors of x and T1, T2, T3 the three trees of
T \ N [x] each of linear MIM-width k, with vi connected to a node of Ti for
i = 1, 2, 3, that we know must exist by the definition of D(x, k). We know that
for each i = 1, 2, 3 we have a cut Ci in σ with MIM=k and all k edges of this
induced matching coming from the tree Ti. Wlog we assume these three cuts
come in the order C1, C2, C3, i.e. with the cut having an induced matching of
k edges of T2 in the middle. Note that in σ all nodes of T1 must appear before
C2 and all nodes of T3 after C2, as otherwise, since T is connected and the
distance between T2 and the two trees T1 and T3 is at least two, there would
be an extra edge crossing C2 that would increase MIM of this cut to k + 1. It
is also clear that v1 has to be placed before C2 and v3 has to be placed after
C2, for the same reason, e.g. the edge between v1 and a node of T1 cannot cross
C2 without increasing MIM. But then we are left with the vertex x that cannot
be placed neither before C2 nor after C2 without increasing MIM of this cut by
adding at least one of (v1, x) or (v3, x) to the induced matching. We conclude
that D(x, k) ≥ 3 for a node x implies linear MIM-width at least k + 1.

For the full proof of the forward direction, please see the full paper [12], here
we give a sketch. We assume that every node in T has D(x, k) < 3 and show that
then lmw(T ) ≤ k. We define the following node subsets: D=2 = {x ∈ V (T ) |
D(x, k) = 2} and D=1 = {x ∈ V (T ) | D(x, k) = 1}. We show that there is always
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a path P in T such that all the connected components in T \ N [P ] have linear
MIM-width ≤ k − 1 in the following way:

If D=2 �= ∅: Then we show that the nodes in D=2 induce a path P =
(x1, . . . , x|P |) in T . This path, plus two extra nodes x0 and x|P |+1, the second
k-neighbor of x1 and x|P | respectively, constitute a path as described above.

If D=2 = ∅, but D=1 �= ∅: Then we show that starting out with an arbitrary
node in D=1, and adding the k-neighbor of the previously added node as long
as it has such a neighbor, constitutes a path as described above.

If D=2 = D=1 = ∅: Then any node in T obviously constitutes a path as
described above.

By the Path Layout Lemma, we then get that lmw(T ) ≤ k.

By Theorem 1, every tree with linear MIM-width k ≥ 2 must be at least 3
times bigger than the smallest tree with linear MIM-width k − 1, which implies
the following.

Remark 1. The linear MIM-width of an n-node tree is O(log n).

3 Rooted Trees, k-critical Nodes and Labels

Our algorithm computing linear MIM-width will work on a rooted tree, process-
ing it bottom-up. We will choose an arbitrary node r of the tree T and denote
by Tr the tree rooted in r. For any node x we denote by Tr[x] the standard com-
plete subtree of Tr rooted in x. During the bottom-up processing of Tr we will
compute a label for various subtrees. The notion of a k-critical node is crucial
for the definition of labels.

Definition 3 (k-critical Node). Let Tr be a rooted tree with lmw(Tr) = k. We
call a node x in Tr k-critical if it has exactly two children v1 and v2 that each has
at least one child, u1 and u2 respectively, such that lmw(Tr[u1]) = lmw(Tr[u2]) =
k. Thus x is k-critical in T if and only if lmw(T ) = k and DTr[x](x, k) = 2.

If lmw(Tr) = k, then Tr cannot have two k-critical nodes, as by Theorem 1,
Tr would else have linear MIM-width k + 1. For a detailed proof, see the full
paper [12].

Remark 2. If Tr has linear MIM-width k it has at most one k-critical node.

Definition 4 (Label). Let rooted tree Tr have lmw(Tr) = k. Then label(Tr)
consists of a list of decreasing numbers, (a1, . . . , ap), where a1 = k, appended
with a string called last type, which tells us where in the tree an ap-critical node
lies, if it exists at all. If p = 1, then the label is simple, otherwise it is complex.
The label is defined recursively, with type 0 being a base case for singletons and
for stars, and with type 4 being the only one defining a complex label.

– Type 0: r is a leaf, i.e. Tr is a singleton, then label(Tr) = (0, t.0);
or all children of r are leaves, then label(Tr) = (1, t.0)
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– Type 1: No k-critical node in Tr, then label(Tr) = (k, t.1)
– Type 2: r is the k-critical node in Tr, then label(Tr) = (k, t.2)
– Type 3: A child of r is k-critical in Tr, then label(Tr) = (k, t.3)
– Type 4: There is a k-critical node uk in Tr that is neither r nor a child of r.

Let w be the parent of uk. Then label(Tr) = k ⊕ label(Tr \ Tr[w])

In type 4 we note that lmw(Tr \ Tr[w]) < k, since otherwise uk would have
three k-neighbors (two children in the tree and also its parent), and then by
Theorem 1 lmw(Tr) = k + 1. Therefore, all numbers in label(Tr \ Tr[w]) are
smaller than k, and a complex label is thus a list of decreasing numbers followed
by last type ∈ {t.0, t.1, t.2, t.3}.

We now give a Proposition that, for any node x in Tr, will be used to com-
pute label(Tr[x]) based on labels of subtrees rooted at descendants of x. The
subroutine underlying this Proposition (see the decision tree in Fig. 2) will be
used when reaching node x in the bottom-up processing of Tr.

Proposition 1. Let x be a node of Tr with children Child(x), and given
label(Tr[v]) for all v ∈ Child(x). Let k = maxv∈Child(x) {lmw(Tr[v])} and
Nk = {v ∈ Child(x) | lmw(T [v]) = k} and denote by Nk = {v1, . . . , vq} and
by li = label(Tr[vi]). Let tk = DTr[x](x, k) by noting that tk = |{vi ∈ Nk |
vi has child uj with lmw(Tr[uj ]) = k}|. Given this, we find label(Tr[x]) as fol-
lows:

– Case 0: if |Child(x)| = 0 then label(Tr[x]) = (0, t.0);
else if k = 0, then label(Tr[x]) = (1, t.0)

– Case 1: Every label in Nk is simple and has last type equal to t.1 or t.0,
and tk ≤ 1. Then, label(Tr[x]) = (k, t.1)

– Case 2: Every label in Nk is simple and has last type equal to t.1 or t.0, but
tk = 2. Then, label(Tr[x]) = (k, t.2)

– Case 3: Every label in Nk is simple and has last type equal to t.1 or t.0, but
tk ≥ 3. Then, label(Tr[x]) = (k + 1, t.1)

– Case 4: |Nk| ≥ 2 and for some vi ∈ Nk, either li is a complex label, or li
has last type equal to either t.2 or t.3. Then, label(Tr[x]) = (k + 1, t.1)

– Case 5: |Nk| = 1, l1 is a simple label and l1 has last type equal to t.2. Then,
label(Tr[x]) = (k, t.3)

– Case 6: |Nk| = 1, l1 is either complex or has last type equal to t.3, and
k �∈ label(Tr[x]\Tr[w]), where w is the parent of the k-critical node in Tr[v1].
Then, label(Tr[x]) = k ⊕ label(Tr[x] \ Tr[w])

– Case 7: |Nk| = 1, l1 is either complex or has last type equal to t.3, and
k ∈ label(Tr[x]\Tr[w]), where w is the parent of the k-critical node in Tr[v1].
Then, label(Tr[x]) = (k + 1, t.1)

Proof. For a full proof see the full paper [12], here we only give a sketch. Observe
the decision tree in Fig. 2 which takes care of all cases, 1 up to 7, apart from
the base cases. It follows from the definition of labels, k, Nk and tk that cases 1
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up to 7 of Proposition 1 corresponds to cases 1 up to 7 in the decision tree, and
this shows that exactly one case applies to every possible rooted tree. To prove
that labels are assigned correctly a case analysis is made based on Definition 4
and position of k-critical nodes. We argue for the two most complicated cases
only.

Case 6: x has only one child v with lmw(Tr[v]) = k, and there is a k-critical
node uk with parent w – neither of which are equal to x – in Tr[v], i.e. Tr[v] is a
type 3 or type 4 tree. Moreover, no tree rooted in another child of w, apart from
uk, can have linear MIM-width ≥ k, since this would imply DTr[v](u

k, k) = 3
and thus lmw(Tr[v]) > k; nor can Tr[x]\Tr[w] have linear MIM-width = k, since
then we would have k in label(Tr[x] \ Tr[w]) disagreeing with the condition of
Case 6. Therefore DTr[x](u, k) = 2, and lmw(Tr[x]) = k. Tr[x] is thus a type 4
tree and the label is assigned according to the definition.

Case 7: Tr[v], uk and w are as described in Case 6. But here, lmw(Tr[x]\Tr[w]) =
k (since the condition says that k is in its label), and thus w is a k-neighbor of
its child uk. By Theorem 1 lmw(Tr[x]) = k + 1, and Tr[x] is a type 1 tree.

DTr[x](x, k)?

≤ 1 = 2 ≥ 3

YES

Is there a child-tree, Tr[vi], of xNO YES

lmw(Tr[x]) = k + 1 and

lmw(Tr[x]) = k and

Tr[x] is a type 1 tree

lmw(Tr[x]) = k and

Tr[x] is a type 2 tree

Tr[x] is a type 1 tree

lmw(Tr[x]) = k + 1 and

Tr[x] is a type 1 tree

lmw(Tr[x]) = k and

Tr[x] is a type 3 tree

Is the lmw of the tree

lmw(Tr[x]) = k and

Tr[x] is a type 4 tree

lmw(Tr[x]) = k + 1 and

Tr[x] is a type 1 tree

NO

YES NO

What is the value of

Is it the root v1 ∈ Tr[v1]

that is the k-critical node?

Tr[x]\Tr[w] equal to k?

Are there other child-trees

that contains a k-critical node? than Tr[vi] that has lmw k?

Case 6

Case 2

Case 4

Case 1

Case 5

Case 3 Case 7

NO YES

Fig. 2. A decision tree corresponding to the case analysis of Proposition 1

4 Computing the Linear MIM-Width of Trees and
Finding an Optimal Layout

The subroutine underlying Proposition 1 will be used in a bottom-up algorithm
that starts out at the leaves and works its way up to the root, computing labels
of subtrees Tr[x]. However, in two cases (Case 6 and 7) we need the label of
Tr[x] \ Tr[w], which is not a complete subtree rooted in any node of Tr. Note
that the label of Tr[x]\Tr[w] is again given by a (recursive) call to Proposition 1
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and is then stored as a suffix of the complex label of Tr[x]. We will compute
these labels by iteratively calling Proposition 1 (substituting the recursion by
iteration). We first need to carefully define the subtrees involved when dealing
with complex labels.

From the definition of labels it is clear that only type 4 trees lead to a complex
label. In that case we have a tree Tr[x] of linear MIM-width k and a k-critical
node uk that is neither x nor a child of x, and the recursive definition gives
label(Tr[x]) = k ⊕ label(Tr[x] \ Tr[w]) for w the parent of uk. Unravelling this
recursive definition, this means that if label(Tr[x]) = (a1, . . . , ap, last type), we
can define a list of nodes (w1, . . . , wp−1) where wi is the parent of an ai-critical
node in Tr[x] \ (Tr[w1] ∪ . . . ∪ Tr[wi−1]). We expand this list with wp = x, such
that there is a unique node in Tr[x] corresponding to each number in label(Tr[x]),
and Tr[x] \ (Tr[w1] ∪ . . . ∪ Tr[wp]) = ∅.

Now, in the first level of a recursive call to Proposition 1 the role of Tr[x] is
taken by Tr[x]\Tr[w1], and in the next level it is taken by (Tr[x]\Tr[w1])\Tr[w2]
etc. The following definition gives a shorthand for denoting these trees.

Definition 5. Let x be a node in Tr, label(Tr[x]) = (a1, a2, . . . , ap, last type)
and the corresponding list of vertices (w1, . . . , wp) is as we describe in the above
text. For any non-negative integer s, the tree Tr[x, s] is the subtree of Tr[x]
obtained by removing all trees Tr[wi] from Tr[x], where ai ≥ s.

In other words, if q is such that aq ≥ s > aq+1, then Tr[x, s] = Tr[x] \
(Tr[w1] ∪ Tr[w2] ∪ . . . ∪ Tr[wq]).

Some important properties of Tr[x, s] follow:

Remark 3. Let Tr[x, s], label(Tr[x, s]), (w1, . . . , wp) and q as in the definition.
Then

1. if s > a1, then Tr[x, s] = Tr[x]
2. label(Tr[x, s]) = (aq+1, . . . , ap, last type)
3. lmw(Tr[x, s]) = aq+1 < s
4. lmw(Tr[x, s + 1]) = s if and only if s ∈ label(Tr[x])
5. Tr[x, s + 1] �= Tr[x, s] if and only if s ∈ label(Tr[x])

The above Remarks follow from the definitions. Note that for any s the tree
Tr[x, s] is defined only after we know label(Tr[x]). In the algorithm, we com-
pute label(Tr[x]) by iterating over increasing values of s (until s > lmw(Tr[x])
since by Remark 3.1 we then have Tr[x, s] = Tr[x]) and we could hope for a
loop invariant saying that we have correctly computed label(Tr[x, s]). However,
Tr[x, s] is only known once we are done. Instead, each iteration of the loop will
correctly compute the label of the following subtree called Tunion[x, s], which is
not always equal to Tr[x, s], but importantly for s > lmw(Tr[x]), we will have
Tunion[x, s] = Tr[x, s] = Tr[x].

Definition 6. Let x be a node in Tr with children v1, . . . , vd. Tunion[x, s] is then
equal to the tree induced by x and the union of all Tr[vi, s] for 1 ≤ i ≤ d. More
technically, Tunion[x, s] = Tr[Vunion] where Vunion = x ∪ V (Tr[v1, s]) ∪ . . . ∪
V (Tr[vd, s]).
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Given a tree T , we find its linear MIM-width by rooting it in an arbitrary
node r, and computing labels by processing Tr bottom-up. The answer is given
by the first element of label(Tr[r]), which by definition is equal to lmw(T ). At
a leaf x of Tr we initialize by label(Tr[x]) ← (0, t.0), and at a node x for which
all children are leaves we initialize by label(Tr[x]) ← (1, t.0), according to Def-
inition 4. When reaching a higher node x we compute label of Tr[x] by calling
function MakeLabel(Tr, x).
function MakeLabel(Tr, x) � finds cur label = label(Tr[x])

cur label ← (0, t.0) � This is label(Tunion[x, 0])
{v1, . . . , vd} = children of x
if 0 ∈ label(Tr[vi]) for some i then

cur label ← (1, t.0) � This is then label(Tunion[x, 1])
for s ← 1,maxd

i=1{first element of label(Tr[vi])} do
{l′1, . . . , l

′
d} = {label(Tr[vi, s + 1]) | 1 ≤ i ≤ d}

Ns = {vi | 1 ≤ i ≤ d, s ∈ l′i}
ts = |{vi | vi ∈ Ns, vi has child uj s.t. s ∈ label(Tr[uj , s + 1])}|
if |Ns| > 0 then

case ← the case from Prop. 1 applying to s, {l′1, . . . , l
′
d}, Ns and ts

cur label ← as given by case in Prop. 1 (s ⊕ cur label if Case 6)

Lemma 2. Given labels at descendants of node x in Tr, MakeLabel(Tr, x)
computes label(Tr[x]) as the value of cur label.

Proof. See the full paper [12] for a full proof, here we give only a sketch. The
crucial issue is to prove the loop invariant: “At the end of the s’th iteration of the
for loop the value of cur label is equal to label(Tunion[x, s + 1]).” This invariant
suffices since for s > lmw(Tr[x]), we have Tunion[x, s] = Tr[x].

That this invariant holds for every iteration of the for loop, is proven by induc-
tion. The base case states that before the first iteration (i.e. in the first five lines
of MakeLabel), the value of cur label is set to be equal to label(Tunion[x, 1].
This is true because Tunion[x, 1] is equal to a star if and only if x has a child v
such that 0 ∈ label(Tr[v]), and equal to a singleton otherwise.

To prove the induction step, we assume that the value of cur label is
equal to label(Tunion[x, s] at the beginning of the s’th iteration. To show that
cur label = label(Tunion[x, s+1] at the end of the s’th iteration, we argue for the
correspondence given by the below Table, between parameters used in Proposi-
tion 1 and parameters used in the for loop of MakeLabel.

Table 1. Correspondences between variables

Proposition 1 for loop iteration s Explanation

Tr[x], k Tunion[x, s+ 1], s Tree needing label, max lmw of children

Tr[v1], ..., Tr[vd] Tr[vi, s], ..., Tr[vd, s] Subtrees of children

l1, ..., ld, Nk, tk l′1, ..., l
′
d, Ns, ts Child labels, those with max, root comp. index

label(Tr[x] \ Tr[w]) cur label This is also label(Tunion[x, s+ 1] \ Tr[w, s+ 1])
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Let us here give only the two most complicated of these arguments, showing
that ts computed in iteration s of the for loop corresponds to tk = DTr[x](x, k) in
Proposition 1 – meaning we need to show that ts = DTunion[x,s+1](x, s). Consider
vi, a child of x. In accordance with MakeLabel we say that vi contributes to
ts if vi ∈ Ns and vi has a child uj with s in its label. We thus need to show
that vi contributes to ts if and only if vi is an s-neighbor of x in Tunion[x, s+1].
Observe that by Remark 3.4, lmw(Tr[vi, s + 1]) = lmw(Tr[uj , s + 1]) = s if and
only if s is in the labels of both Tr[vi] and Tr[uj ]. If s �∈ label(Tr[uj , s + 1]),
then lmw(Tr[uj , s + 1]) < s, and if this is true for all children of vi, then vi
is not an s-neighbor of x in Tunion[x, s + 1]. If s �∈ label(Tr[vi, s + 1]), then
lmw(Tr[vi, s + 1]) < s and no subtree of Tr[vi, s + 1] can have linear MIM-width
s. However, if s ∈ label(Tr[uj , s + 1]) and s ∈ label(Tr[vi, s + 1]) (this is when vi
contributes to ts), then Tr[vi, s + 1] ∩ Tr[uj ] must be equal to Tr[uj , s + 1] and
Tr[uj , s + 1] ⊆ Tunion[x, s + 1]. We thus conclude that vi is an s-neighbor of x in
Tunion[x, s + 1] if and only if vi contributes to ts, so ts = DTunion[x,s+1](x, s).

We then show that if Tunion[x, s + 1] is a Case 6 or Case 7 tree – that is,
|Ns| = 1, and Tr[v1, s + 1] is a type 3 or type 4 tree, with w being the parent of
an s-critical node – then the algorithm has label(Tunion[x, s + 1] \ Tr[w, s + 1])
available for computation, indeed that this is the value of cur label. We know,
by definition of label and Remark 3.5 that Tr[vi, s + 1] \ Tr[vi, s] = Tr[w, s + 1].
But since |Ns| = 1, for every j �= i, Tr[vj , s + 1] \ Tr[vj , s] = ∅. Therefore
Tunion[x, s + 1] \ Tunion[x, s] = Tr[w, s + 1] and Tunion[x, s + 1] \ Tr[w, s + 1] =
Tunion[x, s]. But by the induction assumption, cur label = label(Tunion[x, s]).
Thus cur label corresponds to label(Tr[x] \ Tr[w]) in Proposition 1.

By the correspondences in Table 1, we conclude from Proposition 1, Defini-
tion 6 and the inductive assumption, that cur label = label(Tunion[x, s + 1]) at
the end of the s’th iteration of the for loop in MakeLabel. The loop runs for
k iterations, with k the biggest number in any label of the children of x. At the
end, cur label is thus equal to label(Tunion[x, k + 1]). Since k ≥ lmw(Tr[vi]) for
all i, by definition Tr[vi, k+1] = Tr[vi] for all i, and thus Tunion[x, k+1] = Tr[x].
Therefore, when MakeLabel finishes, cur label = label(Tr[x]).

Theorem 2. Given any tree T , lmw(T ) can be computed in O(n log n)-time.

Proof. We find lmw(T ) by bottom-up processing of Tr and returning the first
element of label(Tr). After correctly initializating at leaves and nodes whose
children are all leaves, we make a call to MakeLabel for each of the remaining
nodes. Correctness follows by Lemma 2 and induction on the structure of the
rooted tree.

For the timing we show that each call runs in O(log n) time. m is given as the
biggest number in any label of children of x, which is O(log n) by Remark 1. For
every integer s from 1 to m, the algorithm checks how many labels of children of
x contain s (to compute Ns), and how many labels of grandchildren of x contain
s (to compute ts). The labels are sorted in descending order, therefore the whole
loop goes only once through each of these labels, each of length O(log n). Other
than this, MakeLabel only does a constant amount of work. Therefore, Make-

Label(Tr, x), if x has a children and b grandchildren, takes time proportional
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to O(log n)(a+ b). As the sum of the number of children and grandchildren over
all nodes of Tr is O(n), we conclude that the total runtime to compute lmw(T )
is O(n log n).

Theorem 3. A layout of linear MIM-width lmw(T ) of a tree T can be found in
O(n log n)-time.

Proof. For a detailed proof, see the full paper [12]. Given T we first run the
algorithm computing lmw(T ) finding the label of every full rooted subtree in
Tr. We give a recursive layout-algorithm that uses these labels in tandem with
LinOrd presented in the Path Layout Lemma. We call it on a rooted tree where
labels of all subtrees are known. For simplicity we call this rooted tree Tr even
though in recursive calls this is not the original root r and tree T :

(1) Let lmw(Tr) = k and find a path P in Tr such that all trees in Tr \ N [P ]
have linear MIM-width < k. The path depends on the type of Tr as explained
below.
(2) Call this layout-algorithm recursively on every rooted tree in Tr \ N [P ]
to obtain optimal linear layouts; for this, we need the correct labels for these
trees, but they are easy to obtain.
(3) Call LinOrd on Tr, P and the layouts provided in step 2.

The path P is found for every Type of tree as follows:

Type 0 trees: Choose P = (r).
Type 1 trees: Choose P to start at the root r, and as long as the last node in
P has a k-neighbor v �∈ P , v is appended to P .
Type 2 trees: We look at the trees rooted in the two k-neighbors of r, Tr[v1]
and Tr[v2]. These are Type 1 trees. Choose paths P1, P2 for Tr[v1] and Tr[v2]
as described above. Gluing these paths together at r we get the path for Tr.
Type 3 trees: r has exactly one child v such that Tr[v] is of type 2. Choose P
as described above for Tr[v].
Type 4 trees: In these trees, Tr contains precisely one node w �= r such that
w is the parent of a k-critical node, x. Tr[w] is a type 3 tree. Choose P for
Tr[w] as described above which will be the path for Tr.

For all paths chosen above, the trees in T \ N [P ] have linear MIM-width
strictly less than k since no node in P has a k-neighbor that is not in P . For the
recursive calls we need labels for all subtrees in T \ N [P ]. In every case except
Type 4 trees, all these subtrees are full rooted subtrees of Tr, and the label is
clearly known. In Type 4 trees, the subtree Tr \ Tr[w], where w the parent of a
k-critical node, is not a full rooted subtree. In this case we must update the
label of every ancestor y of w, but this is simple, since label(Tr[y] \ Tr[w]) =
label(Tr[y, k]) which we get by removing the first element from label(Tr[y]).
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Abstract. A string graph is an intersection graph of simple curves on
the plane. For k ≥ 0, Bk-VPG graphs are intersection graphs of simple
rectilinear curves having at most k cusps (bends). It is well-known that
any string graph is a Bk-VPG graph for some value of k. For k ≥ 0,
unit Bk-VPG graphs are intersection graphs of simple rectilinear curves
having at most k cusps (bends) and each segment of the curve being unit
length. Any string graph is a unit-Bk-VPG graph for some value of k.

In this article, we show that the Minimum Dominating Set (MDS)
problem for unit Bk-VPG graphs is NP-Hard for all k ≥ 1 and provide an
O(k4)-approximation algorithm for all k ≥ 0. Furthermore, we also pro-
vide an 8-approximation for the MDS problem for the vertically-stabbed
L-graphs, intersection graphs of L-paths intersecting a common vertical
line. The same problem is known to be APX-Hard (MFCS, 2018). As a
by-product of our proof, we obtained a 2-approximation algorithm for
the stabbing segment with rays (SSR) problem introduced and studied
by Katz et al. (Comput. Geom. 2005).

Keywords: String graph · Dominating set · Approximation algorithm

1 Introduction

A string graph is a graph with simple curves on a plane as vertices, and two
vertices are adjacent if they intersect. String graphs are important as it contains
all intersection graphs of connected sets in R

2. Asinowski et al. [1] introduced the
concept of Bk-VPG graphs to initiate a systematic study of string graphs and
its subclasses. A path is a simple rectilinear curve and a k-bend path is a path
having k cusps (bend). The Bk-VPG graphs are intersection graphs of k-bend
paths. Any string graph has a Bk-VPG representation for some k [1]. A unit
k-bend path is a k-bend path with each segments being of unit length. The unit
Bk-VPG graphs are intersection graphs of unit k-bend paths. Any string graph
has a unit Bk′-VPG representation for some k′.

A dominating set of a graph G = (V,E) is a subset D of vertices V such that
each vertex in V \D is adjacent to some vertex in D. The Minimum Dominating
Set (MDS) problem is to find a minimum cardinality dominating set of a graph
G. It is not possible to approximate the MDS problem on string graphs with n
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vertices to within (1−α) ln n unless NP ⊆ DTIME(nO(log log n)) [5]. Researchers
have studied the MDS problem extensively on important graph classes like pla-
nar graphs, permutation graphs, cocomparability graphs all of which are sub-
classes of string graphs [1,13,14,16] and hence unit Bk-VPG graphs for some k.
The MDS problem admits constant factor approximation algorithms on intersec-
tion graphs of unit disks, rectangles with bounded aspect ratio, r-regular polygons
etc. all of which are also subclasses of string graphs [10,12]. Mehrabi [18] gave
constant factor approximation algorithms for the MDS problem on restricted
subclasses of B1-VPG graphs. However, for k ≥ 1, it is not known if there is
an f(k)-approximation algorithm for the MDS problem on Bk-VPG graphs. We
show that the MDS problem remains NP-Hard on unit Bk-VPG graphs with
k ≥ 1.

Theorem 1. It is NP-Hard to solve the MDS problem on unit Bk-VPG graphs
with k ≥ 1.

We achieved a constant factor approximation algorithm for the MDS problem
on unit Bk-VPG graphs for a given unit Bk-VPG representation and fixed k.

Theorem 2. Given a unit Bk-VPG representation of a graph G with n vertices,
there is an O(k2n5)-time O(k4)-approximation algorithm to solve the MDS prob-
lem on G.

The MDS problem remains difficult in restricted families of B1-VPG graphs.
An L-path is a 1-bend path having the shape ‘L’. A vertically-stabbed -L-
representation of a graph is a collection of L-paths along with a vertical line
intersecting all the paths such that each path in the collection represents a
vertex of the graph and two paths intersect if and only if the vertices they
represent are adjacent in the graph. A graph is a vertically-stabbed-L graph if
it has a vertically-stabbed-L-representation. Bandyapadhyay et al. [2] proved
APX-hardness for the MDS problem on vertically-stabbed-L graphs. The class
of vertically-stabbed-L graphs was introduced by McGuinness [17] and it con-
tains many important graph classes like interval graphs, outerplanar graphs,
permutation graphs, circle graphs as subclasses. Researchers have studied the
MDS problem on these classes of graphs [4,7–9,11]. An ε-net based algorithm
of Mehrabi [18] gives an O(1)-approximation algorithm for the MDS problem
on vertically-stabbed-L-graphs. The specific value of the constant (which is at
least 32) was not reported by the author. In this paper, we prove the following.

Theorem 3. Given a vertically-stabbed-L-representation of a graph G with n
vertices, there is an O(n5)-time 8-approximation algorithm to solve the MDS
problem on G.

To prove Theorems 2 and 3, we needed to prove a lemma about the stabbing
segment with rays (SSR) problem introduced by Katz et al. [15]. In this prob-
lem, the inputs are a set of disjoint leftward-directed horizontal rays and a set
of disjoint vertical segments. The objective is to select a minimum number of
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leftward-directed horizontal rays that intersect all vertical segments. Through-
out this article, we let SSR(R, V ) denote an SSR instance where R is a given
set of disjoint leftward-directed horizontal rays and V is a given set of disjoint
vertical segments. We observe the following lemma.

Lemma 1. Let R be a set of leftward-directed horizontal rays and V be a set of
vertical segments. The cost of an optimal solution for the Integer Linear Program
(ILP) of SSR(R, V ) is at most twice the cost of an optimal solution for the
relaxed linear program (LP) of SSR(R, V ).

As a consequence of the above Lemma 1, we have a subquadratic 2-
approximation algorithm for the SSR problem.

Theorem 4. There is an O((n + m) log(n + m))-time 2-approximation algo-
rithm for SSR problem where n and m are the number of rays and segments,
respectively.

We prove both Lemma 1 and Theorem 4 in Sect. 2 and prove Theorem3 in
Sect. 3. In Sect. 4, we prove Theorems 1 and 2.

2 Proof of Lemma1 and Theorem4

In this section, we represent a leftward-directed horizontal ray by simply a ray
and a vertical segment by a segment in short. Let R be a set of disjoint rays and
V be a set of disjoint vertical segments. We assume each segment intersects at
least one ray in R and no two segments in V has the same x-coordinate.

To prove Lemma 1, first we present an iterative algorithm consisting of three
main steps. The first step is to include all rays r ∈ R in heuristic solution S
whenever some segments in V intersect precisely a single ray r in that iterative
step. In the next step, delete all segments intersecting any ray in S from V .
In the final step, find a ray in R \ S whose x-coordinate of the right endpoint
is the smallest among all rays in R \ S and delete it from R (when there are
multiple such rays, choose anyone arbitrarily). We repeat the above three steps
until V is empty. The above algorithm takes O((|R| + |V |) log(|R| + |V |)) time
(using segment trees [3]) and outputs a set S of rays such that all segments in
V intersect at least one ray in S.

We describe the above algorithm formally in Algorithm1. Below we introduce
some notations used to describe the algorithm. We assign token Tr = {r} for
each r ∈ R initially. For i ≥ 1, let Ri, Vi, Si be the set of rays, the set of segments
and the heuristic solution constructed by this Algorithm1, respectively at the
end of ith iteration. A ray r ∈ Ri is critical if there is a segment v ∈ Vi such
that r is the only ray in Ri that intersects v. We describe a discharging technique
below.

Let D be a subset of R. A ray r ∈ D lies in between two rays r′, r′′ ∈ D if
the y-coordinate of r lies in between those of r′, r′′. A ray r ∈ D lies just above
(resp. just below) a ray r′ ∈ D if y-coordinate of r is greater (resp. smaller) than
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that of r′ and no other ray lies in between r, r′ in D. Two rays r, r′ ∈ D are
neighbours of each other if r lies just above or below r′.

Discharging Method: Let r ∈ Ri−1\Si be a ray whose x-coordinate of the right
endpoint is the smallest. The phrase “r discharges the token to its neighbours”
in the ith iteration means the following operations in the given order.

(i) Let r′ lie just above r and r′′ lie just below r in Ri−1 \ Si. For all x ∈ Tr

(x and r not necessarily distinct) do the following. If there is a segment in
Vi that intersects x, r′ and r then assign Tr′ = Tr′ ∪ {x} and if there is a
segment in Vi that intersects x, r′′ and r then Tr′′ = Tr′′ ∪ {x}.

(ii) Make Tr = ∅ after performing the above step.

Algorithm 1. SSR-Algorithm
Input: A set R of leftward-directed rays and a set V of vertical segments.
Output: A subset of R that intersects all segments in V .

1: Tr = {r} for each r ∈ R and i ← 1, V0 ← V, R0 ← R, S ← ∅, S0 ← ∅ �
Initialisation.

2: while Vi−1 �= ∅ do
3: S ← S ∪ {r : r ∈ Ri−1, r is critical after (i − 1)th iteration} and Si ← S.

� Critical ray collection.
4: Vi ← the set obtained by deleting all segments from Vi−1 that intersect a ray

in Si.
5: Find a r ∈ Ri−1 \ Si whose x-coordinate of the right endpoint is the smallest.
6: r discharges the token to its neighbours.
7: Ri ← The set obtained by deleting {r} ∪ Si from Ri−1.

� Discharging token step.
8: i ← i + 1;
9: end while
10: return S

We have the following observation.

Observation A. For some v ∈ Vk, k ≥ 1, if some ray r ∈ R0 intersects v, then
either r ∈ Rk or there exists some ray r′ ∈ Rk such that r ∈ Tr′ .

Proof. Assume r /∈ Rk. Let <r1, r2, . . . , rk> be a sorted order of the rays such
that for i < j, ri discharged the token to the neighbours before rj . Due to step
5 of SSR-algorithm, X = <r1, r2, . . . , rk> is an increasing sequence based on
the x-coordinate of their right endpoint. Observe that, whenever a ray ri ∈ X
discharged its token to its neighbours in the ith iteration, all the vertical segments
in Vi intersected by ri also intersects one of the immediate neighbours of ri. Again
as v ∈ Vk, v is not intersected by critical ray within k iteration. Hence the result
follows. ��
Lemma 2. For a ray r, there are at most two tokens containing r.
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Proof. If r never discharged its token to its neighbours, then the statement is
true. Let r discharged the token to its neighbours at iteration i. Note that, r
discharged tokens to at most two of its neighbours. Since r gets deleted after
the discharging step, the rays whose token contain r become neighbours of each
other.

Let j be the minimum integer with i < j such that at the end of (j − 1)th

iteration, there is a ray p ∈ Rj−1 which is critical and r ∈ Tp. Note that iteration
of SSR-Algorithm may stop before encountering such events. However, within
iteration i to j − 1, there may exist some rays which discharged their tokens
containing r due to step 5 of SSR-Algorithm.

To prove the lemma, we use induction to show that there are at most two
tokens containing r in any iteration from i upto j−1. Consider some k, i < k < j,
such that x1, x2 ∈ Rk−1 be only two rays where r ∈ Tx1 and r ∈ Tx2 . Notice that,
x1 and x2 are neighbours of each other and without loss of generality assume
x1 lies just above x2 in Vk−1. Assume x1 discharged its token at kth iteration.
If there exists a neighbour of x1 (say x3) which is different from x2, then due to
the discharging step of kth iteration, x1 passes the token to its neighbours (i.e x2

and x3) and gets deleted from Rk−1 to create Rk. If x3 does not exist, then x1

shall pass the token only to x2. Therefore x2 becomes the top-most ray among
those rays in Rk which intersect some segment intersecting r.

Moreover, if x was the only ray in Rk−1 such that r ∈ Tx, then x was the
top-most (or bottom-most) ray among those rays in Rk−1 which intersect some
segment intersecting r. Therefore, at the end of kth iteration there is exactly one
ray x′ ∈ Rk such that r ∈ Tx′ and x′ must be the top-most (resp. bottom-most)
ray among those rays in Rk which intersect some segment intersecting r.

Hence we conclude that for each k with i ≤ k < j, there is at most two rays
r′, r′′ ∈ Rk such that r ∈ Tr′ ∩ Tr′′ and they are neighbours. If there is exactly
one ray r′′′ ∈ Rk such that r ∈ Tr′′′ then r′′′ must be the top-most or bottom-
most ray among those rays in Rk which intersect some segment intersecting r.

In iteration j, ray p is critical and r ∈ Tp and p is put in heuristic solution.
If p is the only ray whose token contained r, only Tp will contain r after the
termination of Algorithm 1. Let r′, p ∈ Rj−1 be the rays whose token contained
r. They must be neighbours. Without loss of generality assume that p lies just
above r′. If both r′, p are selected in Sj , then there is nothing to prove. Now
consider the set A of segments in Vj that intersects r but not p. Note that, no
ray above p intersects any segment in A. Hence r′ becomes the only ray in next
iterative step whose token contains r and r′ turns to be bottom most ray among
those rays in Rj−1 which intersect some segment intersecting r. Now consider
any iteration k > j. By similar arguments as above, there would be at most one
ray in Rk that contains the token r. Hence the lemma follows. ��

For a segment v ∈ V , let N(v) ⊆ R be the set of rays that intersect v. Let
r ∈ S be a ray, i be the minimum integer such that r ∈ Si. There must exist a
segment νr ∈ Vi−1 such that r is the only ray in Ri−1 that intersects νr and all
rays in N(νr) \ {r} must have passed the token to its neighbours. So, for each
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ray r ∈ S, there exists a segment νr such that for all x ∈ N(νr) \ {r} we have
Tx = ∅. We call νr a critical segment with respect to r.

Observation B. For a ray r ∈ S let νr be a critical segment with respect to r.
Then N(νr) ⊆ Tr.

Proof. Consider any arbitrary but fixed deleted ray y ∈ N(νr) \ {r} which was
deleted at some jth iteration. By ObservationA, there exists a ray y′ ∈ Rj such
that y′ intersects v and y ∈ Ty′ . Applying the above argument for all rays in
N(νr) \ {r}, we have the proof. ��
Lemma 3. If S is the set returned by SSR-algorithm with rays R and segments
V , then |S| ≤ 2|OPT |, where OPT is an optimum solution of SSR(R, V ).

Proof. Let R be the set of rays and V be the set of segments with |R| = n, |V | =
m. Consider the ILP formulation Q of SSR(R, V ). For each ray r ∈ R, let
xr ∈ {0, 1} denote the variable corresponding to r. Objective is to minimize∑

r∈R

xr with constraints
∑

r∈N(v)

xr ≥ 1 for all v ∈ V . Let the corresponding

relaxed LP formulation be Ql.
Let Ql = {xr}r∈R be an optimal solution of Ql. Consider SSR-algorithm.

Here, define yr = 1 if r ∈ S, yr = 0 if r /∈ S and Q′ = {yr}r∈R, obtained by
the algorithm. This is a feasible solution of Q as SSR-algorithm terminates only
when no segments are left in Vi. Now we fix any arbitrary r ∈ S and νr be a
critical segment with respect to r. Then due to ObservationB, we know that for
all z ∈ N(νr)\{r} we have Tz = ∅ and N(νr) ⊆ Tr. Therefore, for the constraint
corresponding to νr in Ql, we have that

∑

z∈N(νr)

yz = 1 ≤
∑

z∈N(νr)

xz ≤
∑

z∈Tr

xz [since N(νr) ⊆ Tr by Observation B]

Therefore, from above argument and from Lemma 2 we conclude that

|S| =
∑

r∈S

yr =
∑

r∈S

∑

z∈N(νr)

yz ≤
∑

r∈S

∑

z∈Tr

xz ≤ 2
∑

z∈R

xz ≤ 2|OPT |.

Hence we have the proof. ��
The proofs of Lemma 1 and Theorem 4 follows directly from the proof of

Lemma 3.

3 Proof of Theorem3

In this section, we shall give an O(n5)-time 8-approximation algorithm to solve
the MDS problem on vertically-stabbed-L graphs. In the rest of the paper,
OPT (Q) and OPT (Ql) denote the cost of the optimum solution of an ILP Q
and LP Ql respectively.
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Overview of the Algorithm: First, we solve the relaxed LP formulation of
the ILP of the MDS problem on the input vertically-stabbed-L graph G and
create two subproblems. We shall show that one of those two subproblems is
equivalent to the SSR problem and the other is equivalent to a Stabbing Rays
with Segments problem (defined below) introduced by Katz et al. [15]. We solve
these two subproblems individually.

In the Stabbing Rays with Segments (SRS) problem, the input is a set
R of disjoint leftward-directed horizontal rays and a set V of disjoint vertical
segments. The objective is to select a minimum cardinality subset of V that
intersects all rays in R. We shall propose a heuristic algorithm that gives a
feasible solution, and its cost is at most twice the cost of the optimum solution
of the ILP of SRS.

2-Approximation Algorithm for SRS Problem: With each segment v ∈ V ,
we associate a token Tv which is a subset of V . Initialise Tv = ∅ for each v ∈ V .
Let ri be the ray whose right-endpoint, (xi, yi), has the smallest x-coordinate.
We assume without loss of generality that x- and y-coordinates of the endpoints
of the rays are all distinct. Assuming that there is a feasible solution to the SRS
instance, there must exist a segment of V that intersects ri. Let N(ri) ⊆ V
be the set of segments that intersect ri. Let vtop (resp. vbot) be a segment in
N(ri) whose top endpoint is top-most (resp., bottom endpoint is bottom-most);
it may be that vtop = vbot. We add both vtop and vbot to our heuristic solution
set S. Also we set Tvtop

= Tvbot
= N(ri). We remove from R all of the rays that

intersect vtop or vbot, delete all segments in N(ri) and then repeat the above
steps untill R = ∅. Observe that for each ray r, there is a segment v ∈ S that
intersects r. Also observe that for each segment v ∈ V , there are at most two
tokens such that both of them contains v.

Lemma 4. Let Q be the ILP of the SRS instance with a set of rays R and set of
segments V as input and Ql be the corresponding relaxed LP. Then OPT (Q) ≤
2 · OPT (Ql).

Proof. Let X = {xv}v∈V be an optimal solution of Ql where xv denotes the value
of the variable in Ql corresponding to v ∈ V . Let S be the solution returned
by the above algorithm with R, V as input. Now define for each v ∈ V , yv = 1
if v ∈ S, yv = 0 if v /∈ S and let Y = {yv}v∈V . Observe that Y is a feasible
solution of Q. For each z ∈ S, there is a ray ri such that Tz = N(ri). Therefore,
yz = 1 ≤

∑

v∈N(ri)

xv =
∑

v∈Tz

xv.

As a segment v is contained in at most two tokens, using the above inequality
we have

|S| =
∑

v∈S

yv ≤
∑

v∈S

∑

v′∈Tv

xv′ ≤ 2
∑

v′∈V

xv′ = 2 · OPT (Ql)

Hence the result follows. ��
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Now we describe our approximation algorithm for MDS problem on
vertically-stabbed-L graphs. Let R = {Lu}u∈V be a vertically-stabbed-L-
representation of a graph G = (V,E). Without loss of generality, we assume that
(i) the vertical line x = 0 intersects all the L-paths in R and the x-coordinate
of the corner point of each L-path in R is strictly less than 0, and (ii) whenever
two distinct L-paths intersect in R, they intersect at exactly one point.

For a vertex u ∈ V , let N [u] denote the closed neighbourhood of u in G,
Hu = {c ∈ N [u] : Lc intersects the horizontal segment of Lu} and let Vu denote
the set N(u) \ Hu. Based on these we have the following ILP (say Q) of the
problem of finding a minimum dominating set of G.

minimize
∑

v∈V

xv

subject to
∑

v∈Hu

xv +
∑

v∈Vu

xv ≥ 1, ∀u ∈ V

xv ∈ {0, 1}, ∀v ∈ V
Q

Let Ql be the the relaxed LP formulation of Q and Ql = {xv : v ∈ V } be an
optimal solution of Ql. Now we define the following sets.

A1 =

{

u ∈ V :
∑

v∈Hu

xv ≥ 1
2

}

, A2 =

{

u ∈ V :
∑

v∈Vu

xv ≥ 1
2

}

H =
⋃

u∈A1

Hu, V =
⋃

u∈A2

Vu

Based on these, we consider the following two integer programs Q′ and Q′′.

minimize
∑

v∈H

x′
v

subject to
∑

v∈Hu

x′
v ≥ 1,∀u ∈ A1

x′
v ∈ {0, 1}, v ∈ H

minimize
∑

v∈V

x′′
v

subject to
∑

v∈Vu

x′′
v ≥ 1,∀u ∈ A2

x′′
v ∈ {0, 1}, v ∈ V

Q′ Q′′

Let Q′
l and Q′′

l be the relaxed LP of Q′ and Q′′ respectively. Clearly, the
solutions of Q′ and Q′′ gives a feasible solution for Q. Hence OPT (Q) ≤
OPT (Q′) + OPT (Q′′). For each xv ∈ Ql, define yv = min{1, 2xv} and define
Yl = {yv}xv∈Ql

. Notice that Yl gives a solution to Q′
l and Q′′

l . Therefore,
OPT (Q′

l) + OPT (Q′′
l ) ≤ 4 · OPT (Ql). We have the following lemma.

Lemma 5. OPT (Q′) ≤ 2 · OPT (Q′
l) and OPT (Q′′) ≤ 2 · OPT (Q′′

l ).

Proof. Note that for each vertex u ∈ A1, Hu is non-empty and for each v ∈ Hu,
Lv intersects the horizontal segment of Lu. Let R be the set of horizontal seg-
ments of the L-paths representing the vertices in A1 and S be the set of vertical
segments of the L-paths representing the vertices in H. Since all horizontal seg-
ments in R intersect the vertical line x = 0 and the x-coordinates of the vertical
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segments in S is strictly less than 0, we can consider the horizontal segments
in R as rightward directed rays. Hence, solving Q′ is equivalent to solving the
ILP, say E , of the problem of finding a minimum cardinality subset of vertical
segments S that intersects all rays in the set R of rightward-directed rays. Hence
solving E is equivalent to solving an SRS instance with R and S as input. By
Lemma 4, we have that

OPT (Q′) = OPT (E) ≤ 2 · OPT (El) ≤ 2 · OPT (Q′
l)

where El is the relaxed LP of E . Hence we have proof of the first part.
For the second part, using similar arguments as above, we can show that

solving Q′′ is equivalent to solving an SSR instance. Hence, by Lemma 1, we
have that OPT (Q′′) ≤ 2 · OPT (Q′′

l ). Hence the proof follows. ��

Proof of Theorem 3: Lemma 5 implies that solving Q′ (resp. Q′′) is equivalent
to solving SRS (resp. SSR) problem instance. Let A be the union of the solutions
returned by 2-approximation algorithm for SRS problem and SSR-algorithm,
used to solve Q′ and Q′′ respectively. Hence,

|A| ≤ 2(OPT (Q′
l) + OPT (Q′′

l )) ≤ 8 · OPT (Ql) ≤ 8 · OPT (Q)

Since Ql consists of n variables where n = |V |, solving Ql takes O(n5) time [19].
Solving both the SSR and SRS instances takes a total of O(n log n) time and
therefore the total running time of the algorithm is O(n5).

4 Proof of Theorem1 and Theorem2

First we prove the NP-hardness for the MDS problem on unit B1-VPG graphs.
The (h,w)-grid is the undirected graph G with vertex set {(x, y) : x, y ∈ Z, 1 ≤
x ≤ h, 1 ≤ y ≤ w} and edge set {(u, v)(x, y) : |u − x| + |v − y| = 1}. A graph
G is a grid graph if G is an induced subgraph of (h,w)-grid for some positive
integers h,w.

Proof of Theorem 1: We shall reduce the NP-complete MDS problem on grid
graphs [6] to the MDS problem on unit B1-VPG graphs. It is sufficient to show
that for any positive integers h,w the (h,w)-grid has a unit B1-VPG repre-
sentation. Let G = (V,E) be a (h,w)-grid and ε = 1

hw . For each (x, y) ∈ V
consider the unit L-path L(x,y) such that top endpoint of vertical segment of
L(x,y) is (x, y − ε(x − 1)). The set R = {L(x,y) : (x, y) ∈ V } is a unit B1-VPG
representation of G. This completes the proof.

To prove Theorem 2 we will need Lemma 6. For sake of clarity, first we shall
prove Theorem 2 assuming Lemma 6 to be true. The proof of Lemma 6 uses
Lemma 1, but it is omitted due to space constraints.

Lemma 6. Let S1 and S2 be sets of orthogonal unit length segments. Let C be
the ILP of the problem of finding a minimum cardinality subset D of S2 such
that every segment in S1 intersects some segment in D. There is an O(n5)-time
algorithm to compute a set D′ which gives a solution of C and |D′| ≤ 18·OPT (Cl)
where n = |S1 ∪ S2| and Cl is the relaxed LP of C.
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Completion of Proof of Theorem 2 Assuming Lemma 6: Let R be a unit
Bk-VPG representation of a unit Bk-VPG graph G = (V,E). We shall assume
that every vertex of G has a self loop (this does not contradict the intersection
model as every rectilinear path intersects itself). For a vertex v ∈ V , let P (v)
denote the path in R that corresponds to v. For a vertex v ∈ V , N(v) and
N [v] denote the open neighbourhood and closed neighbourhood of v, respectively.
Throughout this section, we assume that the segments of each path P ∈ R are
numbered consecutively starting from the leftmost segment by 1, 2, . . . , t where
t(≤ k + 1) is the number of segments in P .

Define φ : E → N × N such that for an edge uv, φ(uv) = (i, j) if and only if
the ith segment of P (u) intersects the jth segment of P (v), and for all 1 ≤ a < i
and 1 ≤ b < j, the ath segment of P (u) does not intersect the bth segment of
P (v).

For a vertex u ∈ V , let Xu(i, j) = {v ∈ N [u] : φ(uv) = (i, j)}. For distinct
pairs (i, j) and (i′, j′) the sets Xu(i, j) and Xu(i′, j′) are disjoint. Let K denote
the set {1, 2, . . . , k + 1} × {1, 2, . . . , k + 1}. Based on these we have the following
ILP of the MDS problem on G.

minimize
∑

v∈V

xv

subject to
∑

(i,j)∈K

∑

v∈Xu(i,j)

xv ≥ 1, ∀u ∈ V

xv ∈ {0, 1}, ∀v ∈ V
Q

First step of our algorithm is to solve the relaxed LP formulation (say Ql) of
Q. Let Ql = {xv : v ∈ V } be an optimal solution of Ql. For each vertex u ∈ V ,
there is a pair (i, j) ∈ K such that

∑

v∈Xu(i,j)

xv ≥ 1
(k+1)2 . For each pair (i, j) ∈ K,

define

A(i, j) =

⎧
⎨

⎩
u ∈ V :

∑

v∈Xu(i,j)

xv ≥ 1
(k + 1)2

⎫
⎬

⎭
, B(i, j) =

⋃

u∈A(i,j)

Xu(i, j)

Based on these, we have the following ILP for each pair (i, j) ∈ K.

minimize
∑

v∈B(i,j)

x′
v

subject to
∑

v∈Xu(i,j)

x′
v ≥ 1, ∀u ∈ A(i, j)

x′
v ∈ {0, 1}, ∀v ∈ B(i, j)

Q(i, j)

For each pair (i, j) ∈ K, let Ql(i, j) be the relaxed LP of Q(i, j). We have
the following

OPT (Q) ≤
∑

(i,j)∈K
OPT (Q(i, j))
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For each xv ∈ Ql, define yv = min{1, xv(k+1)2} and define Yl = {yv}xv∈Ql
.

Clearly, Yl gives a solution to Ql(i, j) for each (i, j) ∈ K. Moreover,
∑

(i,j)∈K
OPT (Ql(i, j)) ≤ (k + 1)4 · OPT (Ql)

Now we have the following lemma.

Lemma 7. For each pair (i, j) ∈ K, there is a solution D(i, j) for Q(i, j) such
that |D(i, j)| ≤ 18 · OPT (Ql(i, j)).

Proof. For any (i, j) ∈ K, solving Q(i, j) is equivalent to finding a minimum
cardinality subset D of B(i, j) such that each vertex u ∈ A(i, j) has a neighbour
in D∩Xu(i, j). Notice that, for each u ∈ A(i, j) the set Xu(i, j) is non-empty and
each v ∈ Xu(i, j), the ith segment of P (u) intersects the jth segment of P (v).
Let S = {ith segment of P (u) : u ∈ A(i, j)}, T = {jth segment of P (v) : v ∈
B(i, j)}.

Solving Q(i, j) is equivalent to the problem of finding a minimum cardinality
subset D of T such that every segment in S intersect at least one segment in D.
Moreover, every segment in S ∪T have unit length. Hence by Lemma6, we have
a solution (say D(i, j)) for Q(i, j) such that |D(i, j)| ≤ 18 · OPT (Q(i, j)). ��

For each pair (i, j) ∈ K, due to Lemma 7, we have a solution D(i, j) of Q(i, j)
such that |D(i, j)| ≤ 18 · OPT (Ql(i, j)) in polynomial time. Let D be the union
of D(i, j)’s for all (i, j) ∈ K. We have that

|D| =
∑

(i,j)∈K
|D(i, j)|

≤
∑

(i,j)∈K
18 · OPT (Ql(i, j))

≤ 18 · (k + 1)4 · OPT (Ql) ≤ 18 · (k + 1)4 · OPT (Q)

This completes the proof of Theorem 2.

5 Conclusion

We initiated the study of approximating MDS of string graphs in terms of their
unit Bk-VPG representation. It is unlikely that there is o(log k)-approximaiton
algorithm for MDS problem on Bk-VPG graphs. This naturally leads to the
following question.

Question 1. Is there an O(log k)-approximation algorithm for the MDS problem
on Bk-VPG graphs or unit Bk-VPG graphs?
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Abstract. In this paper, we consider the problem of computing an opti-
mal matching in a bipartite graph G = (A ∪ P,E) where elements of A
specify preferences over their neighbors in P , possibly involving ties, and
each vertex can have capacities and classifications. A classification Cu for
a vertex u is a collection of subsets of neighbors of u. Each subset (class)
C ∈ Cu has an upper quota denoting the maximum number of vertices
from C that can be matched to u. The goal is to find a matching that
is optimal amongst all the feasible matchings, which are matchings that
respect quotas of all the vertices and classes.

We consider two well-studied notions of optimality namely popularity
and rank-maximality. The notion of rank-maximality involves finding a
matching in G with maximum number of rank-1 edges, subject to that,
maximum number of rank-2 edges and so on. We present an O(|E|2)-time
algorithm for finding a feasible rank-maximal matching, when each clas-
sification is a laminar family. We complement this with an NP-hardness
result when classes are non-laminar even under strict preference lists,
and even when only posts have classifications, and each applicant has a
quota of one. We show an analogous dichotomy result for computing a
popular matching amongst feasible matchings (if one exists) in a bipar-
tite graph with posts having capacities and classifications and applicants
having a quota of one.

To solve the classified rank-maximal and popular matchings problems,
we present a framework that involves computing max-flows iteratively in
multiple flow networks. Besides giving polynomial-time algorithms for
classified rank-maximal and popular matching problems, our framework
unifies several algorithms from literature [1,10,12,15].

Keywords: Bipartite graphs · Popularity · Rank-maximality ·
Matchings under classifications

1 Introduction

Matchings under preferences have been well-studied in literature. The input
consists of a bipartite graph G = (A ∪ P,E) where A is a set of applicants, P
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https://doi.org/10.1007/978-3-030-30786-8_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30786-8_19&domain=pdf
https://doi.org/10.1007/978-3-030-30786-8_19


Classified Matchings 245

is a set of posts, and applicants have preferences over their neighbors in P . The
preference list of an applicant can involve ties. An edge (a, p) is said to have
rank k, if p is a kth choice of a. The setting where applicants and posts both can
be assigned at most one element from the opposite set is called the one-to-one
setting. This has been generalized to a model where a post p can accommodate
more than one applicant, and has a positive quota q(p) denoting the maximum
number of applicants it can accommodate. An allocation of applicants to posts
in this setting is referred to as a many-to-one matching. Additionally, if an
applicant a can be allotted more than one post simultaneously, up to a positive
quota q(a), it is called the many-to-many setting.

In all the above settings the goal is to match applicants to posts optimally
with respect to the preferences of the applicants. Two well-studied notions of
optimality in this setting are rank-maximality [10] and popularity [1,6]. The
notion of signature defined in the literature [10] is useful to compare two match-
ings with respect to rank-maximality. The signature σM of a matching M is an
r-tuple (x1, . . . , xr) where r denotes the largest rank used by an applicant to
rank any post. For 1 ≤ k ≤ r, xk denotes the number of rank k edges in M .

Definition 1 (Rank-maximal matching). A matching is rank-maximal if it
matches the maximum number of applicants to their rank-1 posts, subject to that,
the maximum number of applicants to their rank-2 posts, and so on. That is, M
has the maximum signature when comparing the signatures of two matchings
lexicographically.

Popularity is defined in terms of votes of applicants between two matchings M
and M ′. An applicant a prefers M over M ′ if and only if a is matched to a higher
preferred post in M as compared to that in M ′, and any applicant prefers to be
matched to one of its neighbors over remaining unmatched.

Definition 2 (Popular matching). A matching M is more popular than
another matching M ′ if more applicants prefer M over M ′ than M ′ over M .
A matching M is popular if there is no matching that is more popular than M .

Rank-maximal matchings have been studied in the many-to-many setting [15],
and popular matchings have been considered in the many-to-one setting [12],
polynomial-time algorithms being known in both the cases.

We consider a natural generalization of the many-to-many setting, where
each vertex u can additionally specify a classification Cu on its set of neighbors
N(u). A classification is a set of subsets of N(u). Each subset Ci

u ∈ Cu is called
a class, and each class has its own quota 0 < q(Ci

u) ≤ q(u). A matching now
requires to respect the quotas of all the classes, and we call such a matching
a feasible matching. Classifications arise naturally in matching problems. While
allotting courses to students, a student does not want to be allotted too many
courses on closely related topics. An instructor may not want a course to have too
many students from the same department. While assigning doctors to hospitals
in the well-studied hospital-residents setting, a hospital has an upper limit on
the number of doctors in a specialization. These constraints are readily modeled
using classifications.
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Figure 1 shows an example instance of the classified matching problem where
A = {a1, a2, a3} and P = {p1, p2}. The preferences of the applicants, and the
classifications and quotas can be read from the figure. Consider a feasible match-
ing M = {(a1, p2), (a2, p1), (a3, p2)} which has a signature of (2, 1). The match-
ing M ′ = {(a1, p1), (a2, p1), (a3, p2)} has signature (3, 0) but is infeasible because
of the classification C1

p1
. We will show that the matching is M is both rank-

maximal and popular in this instance.

a1 : p1, p2
a2 : (p1, p2)

a3 : p2, p1

Preference Lists

Cp1 = {C1
p1 = {a1, a2}}

Cp2 = {C1
p2 = {a2, a3}}

Classifications

q(p1) = q(p2) = 2

q(C1
p1) = q(C1

p2) = 1

q(ai) = 1; i = {1, 2, 3}
Quotas

Fig. 1. Preferences to be read as: a1 treats p1 as rank-1 post and p2 as rank-2 post.
Applicant a2 has ties in its preference list and treats both p1 and p2 as its rank-1 posts.
Although q(p1) = 2, the class C1

p1 ∈ Cp1 implies that in any feasible matching post p1
can be matched to at most one applicant from {a1, a2}.

We address the problems of finding a rank-maximal matching in the many-to-
many setting and a popular matching (if it exists) in the many-to-one setting,
both in the presence of classifications. We refer to these problems as CRMM
and CPM problems respectively. We show that both the problems are NP-
hard for arbitrary classifications, and complement the hardness results by giving
polynomial-time algorithms when the classification of each vertex is a laminar
family. A family F of subsets of a set S is said to be laminar if, for every pair
of sets X,Y ∈ F , either X ⊆ Y or Y ⊆ X or X ∩ Y = ∅. Laminar classifications
are natural in settings like student allocation to schools where schools may want
at most a certain number of students from a particular region, district, state,
country and so on. Laminar classification includes the special case of partition,
where the classes are disjoint – a natural classification arising in practice.

Classifications have been previously studied for the two-sided preference
model [4,7] – called the stable marriage setting. In the stable matching case,
existence of a stable matching respecting the classifications can be determined
in polynomial-time if the classes specified by each vertex form a laminar family
[4,7], and otherwise the problem is NP-complete [7]. In our setting, the prefer-
ences being only on one side and the optimality criteria being rank-maximality
or popularity are very different from the stable matching setting. Yet we show
similar results as those of [7] and [4].

Our Contribution: We show the following new results in this paper. Let G =
(A ∪ P,E) denote an instance of the CRMM problem or the CPM problem.

Theorem 1. There is an O(|E|2)-time algorithm for the CRMM problem when
the classification for every vertex is a laminar family.



Classified Matchings 247

We also show the above result for the CPM problem in the many-to-one setting.

Theorem 2. There is an O(|A||E|)-time algorithm for the CPM problem when
the classification for every post is a laminar family.

We complement the above results with a matching hardness result:

Theorem 3. The CRMM and CPM problems are NP-hard when the classes are
non-laminar even when all the preferences are strict, and classifications exist on
only one side of the bipartition.

The hardness holds even when the intersection of the classes in a family is at
most one, and the preference lists have length at most 2. Our reduction also
shows the following hardness result even when there are no ranks on edges.

Theorem 4. The problem of finding a maximum cardinality matching is NP-
hard in the presence of non-laminar classifications.

Related Work: Irving introduced the rank-maximal matchings problem as
“greedy matchings” in [9] for the one-to-one case of strict preferences. Irv-
ing et al. [10] generalized the same to preference lists with ties allowed and
this was further generalized by Paluch [15] for the many-to-many setting. Abra-
ham et al. [1] initiated the study of Popular Matchings problem in the one-to-
one setting and subsequently there have been several results [8,12,13] on gen-
eralization of this model. In all the above results where the model is without
classifications, the algorithms for computing a rank-maximal matching [10,15]
and for computing popular matching in [1,8,12,13] have the following template:
The algorithms are iterative and make crucial use of the well-known Dulmage-
Mendelsohn decomposition w.r.t. maximum matchings in bipartite graphs. The
main use of the decomposition theorem in all the literature mentioned above is
to identify edges that can not belong to any optimal matching. Such edges are
deleted in each iteration, resulting in a reduced graph, such that every maximum
matching in the reduced graph is an optimal matching in the given instance.

Our Technique and Comparison with Prior Work: Although the high-level
idea of our algorithm is similar as in the Irving et al. [10] and Abraham et al. [1],
due to the presence of classifications the proof techniques and the details are
completely different. The Dulmage-Mendelsohn decomposition [3] crucially used
in [10,15] for identifying unnecessary edges relies on the fact that a partial match-
ing computed in an iteration is a maximum matching in the graph considered
in that iteration. In our setting, a feasible matching need not be a maximum
matching in any graph; this poses a difficulty in obtaining a decomposition. We
overcome this by exploiting the connection between matchings and flows. We
use the fact that in any flow network, w.r.t. any max-flow the vertices can be
decomposed into three disjoint sets and this decomposition is invariant of the
flow. To the best of our knowledge, the decomposition of the vertices of a flow
network w.r.t. any max-flow and its invariance w.r.t. a max-flow have not been
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used in the literature on matchings with preferences. Besides giving polynomial-
time algorithms for CRMM and CPM problems, our work also unifies several
known results [1,10,12,15].

We emphasize that the techniques used in the capacitated setting, namely
by Manlove and Sng [12] in the capacitated house allocation problem and by
Paluch [15] in the capacitated rank-maximal matchings do not work in the
presence of classifications. We believe that exploiting the natural connection
between bipartite matchings and network flows makes our approach elegant and
also practical. The problems of capacitated matchings with preferences are not
only of theoretical interest but have a wide range of practical applications. We
finally note that the CRMM problem can also be solved using min-cost flows
with slightly higher time complexity, but that approach involves using exponen-
tial weights. Analogously, the CPM problem can be solved using the matroid
generalization considered by Kamiyama [11], however, the running time of the
corresponding algorithm is O(m4). In contrast, our algorithms for the CRMM
and CPM problems are simple, combinatorial and use only elementary flow com-
putations.

Organization of the Paper: In Sect. 2 we describe our flow network for the laminar
CRMM problem and prove properties of the network. In Sect. 3 we present our
algorithm and prove its correctness. In Sect. 4 we give the hardness for the non-
laminar CRMM problem. In the interest of space and readability we present the
detailed algorithmic results for the CPM problem in the full-version [14].

2 Construction of the Flow Network

In this section, we present the construction of our flow-networks used by the
polynomial-time algorithms for the CRMM and the CPM problems when the
classes of each vertex form a laminar family. Recall that the given instance is a
bipartite graph G = (A∪P,E), along with a preference list for each a ∈ A, and a
laminar classification Cu for each u ∈ A∪P for the CRMM problem, and for each
u ∈ P for the CPM problem. We describe the more general case of the CRMM
problem here. We construct the flow network H0 corresponding to the input
bipartite graph G with classifications. We apply the following pre-processing for
every vertex in G:

For every u ∈ A ∪ P with classification Cu, we add the following classes to
Cu.

– C∗
u: We include a class C∗

u = N(u) into Cu with capacity q(C∗
u) = q(u).

– Cw
u : For every w ∈ N(u) and u ∈ A ∪ P , we add a class Cw

u to Cu with
capacity q(Cw

u ) = 1.

It is easy to see that this does not change the set of feasible matchings. In the
rest of the paper, we refer to this modified instance as our instance G.

Definition 3 (Classification tree). Let every vertex u ∈ A∪P have a laminar
family of classes Cu. Then, the classes in Cu can be represented as a tree called the
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classification tree Tu with C∗
u being the root of Tu. For two classes C1

u, C2
u ∈ Cu,

the class C1
u is the parent of C2

u in Tu iff C1
u is the smallest class in Cu containing

C2
u. For every w ∈ N(u), the corresponding singleton class Cw

u is a leaf of Tu.

Throughout the paper, we refer to the vertices V of H0 as “nodes”. The
network H0 has nodes corresponding to every element of Tu for each u ∈ A ∪ P .
In addition, there is a source s and a sink t. The edges of H0 include an edge
from s to the root of Ta for each a ∈ A, and an edge from the root of Tp to t,
for each p ∈ P . Each edge of Ta, for each a ∈ A, is directed from parent to child
whereas each edge of Tp, p ∈ P is directed from child to parent in H0. Thus,

V = {s, t} ∪ {Ci
u | Ci

u ∈ Tu and u ∈ A ∪ P}
The set of all edges of H0 represented by F0 and their capacities are as follows:

– For every a ∈ A, F0 contains an edge (s, C∗
a) with capacity q(C∗

a).
– For every p ∈ P , F0 contains an edge (C∗

p , t) with capacity q(C∗
p ).

– For a ∈ A and edge (C1
a , C2

a) ∈ Ta such that C1
a is the parent of C2

a , F0

contains an edge (C1
a , C2

a) with capacity q(C2
a).

– For p ∈ P and edge (C1
p , C2

p) ∈ Tp such that C2
p is the parent of C1

p , F0

contains an edge (C1
a , C2

a) with capacity q(C1
a).

C∗
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a2

C∗
a3

s

Cp2
a3

Cp2
a2

Cp1
a1
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Cp1
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Ca3
p2

Ca2
p2

Ca1
p2

Ca3
p1

Ca1
p1

Ca2
p1
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p1

C∗
p2

t
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p1

C1
p2

L R

2

2

Fig. 2. Flow Network H1 correspond-
ing to example in Fig. 1. H0 is the net-
work without any edges between L and
R. All edges except the one labeled
have unit capacity.
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p1
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p2

t
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p1
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Fig. 3. Black edges and red edges form
the network H1(f1). Black edges alone
form the network H ′

1. Black and blue
edges together form the network H2.
The white and black nodes represent
S1, T1 respectively. In this example
U1 = ∅. (Colro figure online)

We collectively refer to the set of leaves of Ta for all a ∈ A as L and similarly,
the set of leaves of Tp for all p ∈ P as R. Thus

L = {Cp
a | a ∈ A and p ∈ N(a)}; R = {Ca

p | p ∈ P and a ∈ N(p)}
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Figure 2 (ignoring the edges from L to R) shows the flow network H0 correspond-
ing to the example in Fig. 1. The nodes in L (respectively R) (shown in the two
ellipses in the figure) have a unique predecessor (successor) in H0. Moreover,
H0 can be seen as a disjoint union of two trees, one rooted at s and another at
t, the edges of the former being directed from parent to child and those of the
latter from child to parent. We call the two trees as applicant-tree and post-tree
respectively. As evident, the graph H0 admits no path from s to t, hence has a
zero max-flow. Our algorithm in Sect. 3 iteratively adds edges to H0. Let H be
any such flow network constructed by our algorithm in some iteration and let f
be a max-flow in H.

Decomposition of Vertices: In this section, we present a decomposition of the
vertices of the flow network w.r.t. a max-flow f . We prove in Sect. 2.1 that the
decomposition is invariant of the max-flow. The decomposition of the vertices
allows us to delete certain edges in H that ensures that signature of the matching
M corresponding to H is preserved in the future iterations. For a flow network
H and a max-flow f in H, let H(f) denote the residual network. We define the
sets Sf , Tf , Uf as follows. Since f is a max-flow, it is immediate that the sets
partition the vertex set V .

Sf = {v | v ∈ V and v is reachable from s in H(f)}
Tf = {v | v ∈ V and v can reach t in H(f)}
Uf = {v | v ∈ V and v /∈ Sf ∪ Tf}

It is well-known that the partition (Sf , Tf ∪ Uf ) is a min-s-t-cut of H.

2.1 Properties of the Flow Network

We state properties of the flow network which are essential to prove the correct-
ness of our algorithms for the CRMM and CPM problems. Lemma 1 is known
from theory of network flows (See e.g. [5]). Lemma 2 shows the invariance of the
sets Sf , Tf , Uf . All proofs ommited in the interest of space can be found in the
full-version [14]. The statement of Lemma 2 and its proof are implicit from the
structure of minimum cuts [16]. We remark that the properties in Lemmas 1,
and 2 hold for any flow network H.

Lemma 1. [5] Let H = (V, F ) be any flow network where V is the vertex set
and F is the edge set. Let f be a max-flow in H and (X,Y ) be any min-s-t-cut
of H. Then the following hold:

– For any edge (a, b) ∈ F such that a ∈ X, b ∈ Y , we have f(a, b) = c(a, b).
– For any edge (b, a) ∈ F such that a ∈ X, b ∈ Y , we have f(a, b) = 0.

Lemma 2. The sets Sf , Tf and Uf are invariant of the max-flow f in H.

The next lemma is specific to our flow network and is useful in proving the
rank-maximality of our algorithm. An analogous claim can be proved for the leaf
classes in the post tree.
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Lemma 3. Consider a node Ci
a ∈ T ∪ U such that either the parent C of Ci

a in
Ta is in S or Ci

a = C∗
a . Then the following hold:

– (i) Every leaf Cp
a in the subtree of Ci

a in Ta belongs to T ∪ U .
– (ii) Every max-flow f must saturate the edge (C,Ci

a).

Conversely, in the applicant-tree, every leaf node Cp
a ∈ T ∪ U has an ancestor

Ci
a ∈ T ∪ U such that the predecessor C of Ci

a (possibly s) is in S and the edge
(C,Ci

a) is saturated in every max-flow.

3 Algorithm for Laminar CRMM

This section gives the detailed pseudo-code for our iterative algorithm for com-
puting a laminar CRMM (see Algorithm 1). We begin by constructing the flow
network H0 as described in Sect. 2. For all e ∈ F0, the max-flow f0(e) = 0 since
there is no s-t path in H0. Start with G′

0 = G0 = (A ∪ P, ∅). We partition the
edges of G into sets Ek, 1 ≤ k ≤ r where r is the maximum rank on any edge
of G and Ek contains the edges of rank k from G. Our algorithm repeatedly
constructs the network Hk and maintains the reduced bipartite graph G′

k. In
each iteration our algorithm operates as follows: it computes a max-flow fk in a
flow network Hk (Step 5) and computes the partition of the vertices Sk, Tk, Uk

w.r.t fk (Step 6). The algorithm then deletes forward and reverse edges of min-
cut (Sk, Tk ∪ Uk) (Step 7). This step is crucial to ensure that the signature of
the matching corresponding to the flow in the subsequent iterations does not
degrade. Finally, the algorithm deletes certain edges of rank higher than k from
the given bipartite graph (Step 8) – we prove that these edges cannot belong to
any CRMM and hence can be removed. Finally, the output of our algorithm is
the R-L edges of the flow network H ′

r constructed in the final iteration.
We illustrate these steps on the example in Fig. 1. Add to H0 edges of

the form (Cp
a , Ca

p ) for every rank-1 edge in G to obtain the flow network
H1 (see Fig. 2). Let f1 be a max-flow in H1 corresponding to the matching
M1 = {(a1, p1), (a3, p2)}. That is, for an edge (a, p) ∈ M1 the unique s − t
path containing the edge (Cp

a , Ca
p ) in H1 carries unit flow. Figure 3 (black

and red edges) shows the residual network H1(f1) along with the partition
of the vertices as S1, T1, U1 (the set U1 is empty in this example). The edges
{(C∗

p1
, C1

p1
), (C∗

p2
, C1

p2
)} in H1(f1) are of the form (T1, S1) and hence are deleted

as a reverse edges of the min-s-t cut to obtain H ′
1. The flow network H2 is

obtained by adding to H ′
1 the edges {(Cp2

a1
, Ca1

p2
), (Cp1

a3
, Ca3

p1
)}. We remark that

if the reverse edges of the min-s-t cut were not deleted, an augmenting path in
H2 of the form ρ1 = 〈s, C∗

a2
, Cp1

a2
, . . . , C∗

a1
, . . . , C∗

p2
, C1

p2
, C∗

a3
, . . . Ca3

p1
, C∗

p1
, t〉 can

be used to degrade the signature on rank-1 edges. We prove in the subsequent
sections that our deletions ensure that the signature is never degraded.

In Lemma 4 and Corollary 1 we state properties of edges deleted by our algo-
rithm.

Lemma 4. Any edge between Cp
a and Ca

p in Hk(fk) is of the form SkSk, TkTk

or UkUk, irrespective of its direction in Hk(fk). Hence an edge between L and
R is not deleted in Step 7 of Algorithm1.
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Algorithm 1. Laminar CRMM
1: Construct the flow network H0 = (V, F0) as described in Section 2.
2: Let F ′

0 = F0 and for each i set E′
i = Ei.

3: for k = 1 to r do
4: Hk = (V, Fk) where Fk = F ′

k−1 ∪ {(Cp
a , C

a
p ) | (a, p) ∈ E′

k}.
5: Let fk be a max-flow in Hk. Compute the residual graph Hk(fk) w.r.t. flow fk.
6: Compute the sets Sk, Tk and Uk.
7: Delete all edges of the form (Tk ∪ Uk, Sk) in Hk(fk).
8: Delete an edge (a, p) ∈ E′

j where j > k if Cp
a ∈ Tk ∪ Uk or Ca

p ∈ Sk ∪ Uk.

9: Let H ′
k = (V, F ′

k) be the modified Hk(fk) and let G′
k = (A ∪ P,

⋃k
i=1 E

′
i).

10: Let Mk = {(a, p)|(Ca
p , C

p
a) ∈ H ′

k}.
11: end for
12: Return Mr.

Proof. Let e = (Cp
a , Ca

p ) be an edge in Hk. Recall that this is the only outgoing
edge for Cp

a and only incoming edge for Ca
p in Hk. Also, Cp

a has an incoming
edge of capacity 1 from its parent and Ca

p has an outgoing edge with capacity 1
to its parent.

Case 1: Edge e does not carry a flow in fk. Then Cp
a and Ca

p do not receive any
flow. In Hk(fk), e retains its direction. Thus if Cp

a is in Sk, so is Ca
p . Conversely,

if Ca
p is in Sk, then Cp

a has to be in Sk, since Ca
p has no other incoming edge,

and hence the path from s to Ca
p must use the edge e. Similarly, Cp

a is in Tk if
and only if Ca

p is in Tk. If Cp
a is in Uk, then by the same argument as above, Ca

p

can not be in Sk or Tk and hence must be in Uk.
Case 2: Edge e carries a flow of 1 unit in fk. Then the direction of e is reversed

in Hk(fk), thus (Ca
p , Cp

a) is in Hk(fk). Similarly, the direction of the edge to Cp
a

from its parent and of the edge from Ca
p to its parent is also reversed. Thus, both

Cp
a and Ca

p still have only one incoming and one outgoing edge in Hk(fk). Now, if
Cp

a is in Sk, the only path possible from s to Cp
a has to be through Ca

p and hence
Ca

p must be in Sk. Conversely, if Ca
p is in Sk, so is Cp

a since (Ca
p , Cp

a) ∈ Hk(fk).
An analogous argument holds for containment in Tk, and hence in Uk as well. 
�

Corollary 1. For every edge (Cp
a , Ca

p ) in Hk that carries unit flow in fk, either
one edge on the path from s to Cp

a in Hk or an edge on the path from Ca
p to t in

Hk, but not both, is deleted in the k-th iteration of Step 7 of Algorithm1.

Proof. By Lemma 4, each edge (Cp
a , Ca

p ) has both its end-point in the same set
i.e. S, U , or T . If both the end-points are in S, by analogue of Lemma 3, an edge
on the path from Ca

p to t is deleted in Step 7 of the algorithm. We argue that
no edge on the path from s to Cp

a gets deleted. Let ρA be the path from s to Cp
a

that carried flow in Hk. Then every edge on the path ρA is reversed in Hk(fk)
and because Cp

a ∈ S, every vertex on ρA also belongs to S. This implies that no
edge on the path ρA gets deleted.

If both the end-points are in U or T , by Lemma 3, an edge on the path from
s to Cp

a is saturated and hence deleted in Step 7 of the algorithm. An argument
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similar to above shows that no edge on the path from Cp
a to t gets deleted in

this case. 
�

3.1 Rank-Maximality of the Output

To prove correctness, we consider flow networks Xi = (V, F0∪{(Cp
a , Ca

p ) | (a, p) ∈⋃
j≤i Ej}) and first establish a one-to-one correspondence between matchings in

Gi and flows in Xi. With an abuse of notation, we call an edge (Cp
a , Ca

p ) in any
flow network H a rank k edge if the corresponding edge (a, p) in G has rank
k. Also, we refer to directed edges from leaves in the applicant-tree to leaves in
the post-tree as L-R edges and directed edges from leaves in the post-tree to
leaves in the applicant-tree as R-L edges. In the following lemma, we establish
a correspondence between matchings in Gi and flows in Xi.

Lemma 5. For every feasible matching Mi in Gi, there is a corresponding feasi-
ble flow gi in Xi and vice versa. Moreover, the edges present in Mi are precisely
the L-R edges in Xi that carry one unit flow in gi and hence appear as R-L
edges in the residual network Xi(gi).

Define signature of a flow to be signature of the corresponding matching in
G.

Definition 4 (Rank-maximal flow). We call a flow gi in a network Xi to be
rank-maximal if the corresponding matching Mi is rank-maximal in Gi.

Thus gi is a rank-maximal flow in Xi if it uses the maximum number of rank
1 edges, subject to that, maximum number of rank 2 edges and so on. By flow-
decomposition theorem (see e.g. [2]), a flow gi in Xi can be decomposed into
flow on s − t paths, such that each path uses exactly one L-R edge. Thus, based
on the ranks of the L-R edges used, gi can be decomposed into flows g1i , . . . , gi

i

such that, for each j: 1 ≤ j ≤ i, gj
i uses paths only through L-R edges of rank

j. Thus gi = g1i + . . . + gi
i . We call gj

i to be the jth component of gi.

Lemma 6. Suppose, for each j ≤ i, the jth component gj
i of every rank-maximal

flow gi in Xi is a max-flow in Hj. Then the (i + 1)st component gi+1
i+1 of any

rank-maximal flow gi+1 in Xi+1 is a max-flow in Hi+1.

Proof. The statement clearly holds for i = 0, since H1 is same as X1. Now
assume the statement for all j ≤ i < r. We will prove it for i + 1. Moreover, by
the definition of rank-maximal flow, g1i+1 + . . . + gi

i+1 is a rank-maximal flow in
Xi, call it gi.

Let e be an edge with residual capacity c in Xi when the flow gi is set up
in Xi. We show that e has the same residual capacity in Hi(gi

i+1), and hence in
Hi+1. This clearly holds in H1(g1i+1) since H1 and X1 are the same networks.
Inductively, each gj

i+1 is a flow in Hj for 1 ≤ j < i and hence the same amount
of flow is sent through e in Xj as the total flow sent in H1, . . . , Hj . Hence the
residual capacity of e is the same in Xi(gi

i+1) as in Hi(gi
i+1).
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Consider a path ρ in Xi+1 that carries a flow of one unit from gi+1
i+1 . Let eρ

be the rank i+1 L-R edge on ρ. Moreover ρA and ρP be the subpaths of ρ from
s to the leaf node in applicant-tree and from the leaf node to t in the post-tree.

Every edge e on ρ must be unsaturated by g1i+1 + . . .+ gi
i+1. If this is not the

case, then gi+1
i+1 can not be routed through e without reducing some flow from

g1i+1 + . . . + gi
i+1 and the resulting flow will not be rank-maximal. Since each

gj
i+1 for 1 ≤ j ≤ i is a max-flow in Hj , and all the edges on ρA and ρP are

unsaturated in each of the flows, every node on ρA is in S and each node on ρP

is in T in each of the first i iterations of the algorithm. Thus no edge of ρA or
ρP is deleted from Hj in the jth iteration of the algorithm for any 1 ≤ j ≤ i,
and also, eρ is not deleted in Step 7 in any iteration.

Thus, in the flow-decomposition of gi+1, every path that carries some flow
along a rank i + 1 edge, is also present in Hi+1. Moreover, if c such paths pass
through an edge e, then as proved above, e has a capacity c in Hi+1. Hence gi+1

i+1

is a valid flow in Hi+1. It has to be a max-flow in Hi+1, otherwise gi+1 will not
be a rank-maximal flow in Xi+1. 
�

Lemma 7. Define Yi as the set of R-L edges in H ′
i. For every i, j, with j > i,

the number of edges of rank at most i is the same in Yi and Yj.

Let fi be a max-flow in Hi and Hi(fi) denote the corresponding residual network.
Let Y denote the set of R-L edges in Hi(fi). Corresponding to the R-L edges in
Y , we can set up a flow gi which is a feasible flow in Xi. To obtain such a flow,
we start with every edge having gi(e) = 0. Repeatedly select an unselected edge
e from Y . Let ρe denote the unique s − t path in Xi containing e. We increase
the flow along every edge in ρe by one unit. Using arguments similar to Lemma 5
we conclude that gi is a feasible flow in Xi.

Lemma 8. For every 1 ≤ k ≤ r, the following hold:

1. For every rank-maximal flow gk = g1k + . . . + gk
k of Xk, gi is a max-flow in

Hi for 1 ≤ i ≤ k.
2. Conversely, the flow gk (constructed as above) corresponding to the R-L edges

of Hk(fk) is a rank-maximal flow in Xk.

Proof. We prove this by induction on k. When k = 1, X1 and H1 are the same
networks. A rank-maximal flow g1 in X1 is just a max-flow in X1 and hence in
H1. Algorithm 1 also computes a max-flow in H1. Hence both the statements
hold for k = 1. Assume the statements to be true for each j ≤ i. We prove
them for i + 1. The first statement follows from Lemma 6. We prove the second
statement. By induction hypothesis, gi corresponding to fi is a rank-maximal
flow in Xi, let its signature be (σ1, . . . , σi). Let the signature of a rank-maximal
flow in Xi+1 be (σ1, . . . , σi+1). By Lemma 7, the number of R-L edges of rank
j in H ′

i+1 and hence in Hi+1(fi+1) is the same as in H ′
i, for each j ≤ i. Thus

the signature of gi+1 in Xi+1 corresponding to fi+1 is (σ1, . . . , σi, σ
′
i+1) where

σ′
i+1 ≤ σi+1. However, by Lemma 6, the (i + 1)st component of a rank-maximal

flow in Xi+1 is a max-flow in Hi+1. Since fi+1 is also a max-flow in Hi+1 it must
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be of the same value and hence the corresponding flow gi+1 of fi+1 must have
signature (σ1, . . . , σi+1). 
�

Running Time: The size of our flow network is determined by the total number
of classes. Due to the tree structure of Tu, the size of the flow network is equal
to the total size of all preference lists which is O(|E|). The maximum matching
size in our instance is upper bounded by |E| and the max-flow in our network
is also at most O(|E|). By Ford-Fulkerson algorithm, each augmentation takes
O(|E|) time and O(|E|) augmentations are sufficient. This gives an upper bound
of O(|E|2) on the running time. Thus we establish Theorem1.

4 Hardness for Non-laminar Classifications

Here, we consider the CRMM and CPM problems where the classifications are not
necessarily laminar. We show that the following decision version of the CRMM
problem is NP-hard: Given an instance G = (A ∪ P,E) of the CRMM problem
and a signature vector σ = (σ1, . . . , σr), does there exist a feasible matching
M in G such that M has a signature ρ such that ρ � σ? We give a reduction
from the monotone 1-in-3 SAT problem to the above decision version of CRMM.
Throughout this section, we refer to this decision version as the CRMM problem.

The monotone 1-in-3 SAT problem is a variant of the boolean satisfiability
problem where the input is a conjunction of m clauses. Each clause is a disjunc-
tion of exactly three variables and no variable appears in negated form. The goal
is to decide whether there exists a truth assignment to the variables such that
every clause has exactly one true variable and hence two false variables. This
problem is known to be NP-hard [17]. Let φ be the given instance of the monotone
1-in-3 SAT problem, with n variables x1, . . . , xn and m clauses C1, C2, . . . , Cm.
We construct an instance G = (A ∪ P,E) of the CRMM problem as follows:

Applicants: For each variable xi in φ, there are two applicants ai, bi in A.
For each occurrence of xi in clause Cj , there are two applicants aij , bij . Thus
A = {ai, bi, aij , bij | xi ∈ φ, xi ∈ Cj} and |A| = 2n + 6m.

Posts: For each variable xi, there are three posts pi, p
t
i and pf

i . For each clause
Cj , there is a post p̂j . Thus P = {pi, p

t
i, p

f
i | xi ∈ φ} ∪ {p̂j | Cj ∈ φ} and

|P | = 3n + m.

Preferences of Applicants: The applicants have following preferences:

ai : pi, pt
i

bi : pi, pf
i

aij : p̂j , pt
i

bij : p̂j , pf
i

Quotas and Classifications of Posts:

1. Let Cj = xi ∨ xi′ ∨ xi′′ ; the corresponding post p̂j , q(p̂j) = 3 and has classes:
(a) Sij = {aij , bij} with quota 1 for each xi ∈ Cj .
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(b) S1j = {aij , ai′j , ai′′j} with quota 1.
(c) S2j = {bij , bi′j , bi′′j} with quota 2.

2. Each post pt
i has quota ki = the number of occurrences of xi in φ and classes:

St
j = {aij , ai} with quota 1, for each j such that xi ∈ Cj .

3. Each post pf
i has quota ki = the number of occurrences of xi in φ and classes:

Sf
j = {bij , bi} with quota 1, for each j such that xi ∈ Cj .

4. Each post pi has quota 1 and no classes.

This completes the description of our CRMM instance. Our reduction also works
for showing the hardness for CPM problem, since only posts have classifications,
and each applicant can be matched to at most one post. We note that the pref-
erences are strict and are of length two; thus the hardness for both the problems
applies even under these restrictions. This establishes Theorems 3 and 4.
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Abstract. Θ6-graphs are important geometric graphs that have many
applications especially in wireless sensor networks. They are equivalent
to Delaunay graphs where empty equilateral triangles take the place
of empty circles. We investigate lower bounds on the size of maximum
matchings in these graphs. The best known lower bound is n/3, where n
is the number of vertices of the graph, which comes from half-Θ6-graphs
that are subgraphs of Θ6-graphs. Babu et al. (2014) conjectured that any
Θ6-graph has a (near-)perfect matching (as is true for standard Delaunay
graphs). Although this conjecture remains open, we improve the lower
bound to (3n − 8)/7.

We also relate the size of maximum matchings in Θ6-graphs to the
minimum size of a blocking set. Every edge of a Θ6-graph on point set
P corresponds to an empty triangle that contains the endpoints of the
edge but no other point of P . A blocking set has at least one point in
each such triangle. We prove that the size of a maximum matching is
at least β(n)/2 where β(n) is the minimum, over all Θ6-graphs with n
vertices, of the minimum size of a blocking set. In the other direction,
lower bounds on matchings can be used to prove bounds on β, allowing
us to show that β(n) ≥ 3n/4 − 2.

Keywords: Theta-six graphs · Proximity graphs ·
Maximum matching · Minimum blocking set · Triangular-distance
Delaunay graph

1 Introduction

One of the many beautiful properties of Delaunay triangulations is that they
always contain a (near-)perfect matching, that is, at most one vertex is
unmatched, as proved by Dillencourt [21]. This is one example of a structural
property of a so-called proximity graph. A proximity graph is determined by a set
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S of geometric objects in the plane, such as all disks, or all axis-aligned squares.
Given such a set S and a finite point set P , we construct a proximity graph with
vertex set P and with an edge (p, q) if there is an object from S that contains
p and q and no other point of P . When S consists of all disks, then we get the
Delaunay triangulation. Proximity graphs are often defined in a more general
way, with constraints on how the objects may touch points p and q, but this
narrow definition suffices for our purposes.

Various structural properties have been proved for different classes of prox-
imity graphs. Another example is that the L∞-Delaunay graph, which is a prox-
imity graph defined in terms of the set S of all axis-aligned squares, has the even
stronger property of always having a Hamiltonian path [2].

Our paper is about structural properties of Θ6-graphs, which are the prox-
imity graphs determined by equilateral triangles with a horizontal edge. More
precisely, for any finite point set P , define G�(P ) to be the proximity graph
of P with respect to upward equilateral triangles �, define G�(P ) to be the
proximity graph of P with respect to downward equilateral triangles �, and
define G�(P ), the Θ6-graph of P , to be their union. In particular, G�(P ) has
an edge between points p and q if and only if there is an equilateral triangle with
a horizontal side that contains p and q and no other point of P . Such a triangle
can be shrunk to an empty triangle that has one of p or q at a corner, the other
point on its boundary, and no points of P in its interior.

The graphs G�(P ) and G�(P ) are triangular-distance (or “TD”) Delaunay
graphs, first introduced by Chew [18]. Clarkson [19] and Keil [24] first intro-
duced Θ6-graphs(via a different definition), and the equivalence with the above
definition was proved by Bonichon et al. [14]. See Sect. 1.1 for more information.

We explore two conjectures about Θ6-graphs.

Conjecture 1 (Babu et al. [8]). Every Θ6-graph has a (near-)perfect matching.

u

(a)

u

(b)

u

(c)

Fig. 1. A Θ6-graph on n = 6 points with a perfect matching and a blocking set of size
5. (a) A perfect matching. Empty triangles corresponding to edges of u are highlighted.
(b) A blocking set B of size n − 1. Edges have the same color as their blocking point.

(c) G�(P ∪ B). For every edge, one endpoint is in B. (Color figure online)

See Fig. 1a for an example. The best known bound is that every Θ6-graph
on n points has a matching of size at least n/3 minus a small constant—in fact,
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this bound holds for any planar graph with minimum degree 3 [27], hence for
any triangulation and in particular for each of G� and G� (modulo the small
additive constant)—see Babu et al. [8] for the exact bound of �(n − 1)/3�. Our
main result is an improvement of this lower bound:

Theorem 1. Every Θ6-graph on n points has a matching of size (3n − 8)/7.

We prove Theorem 1 in Sect. 2 using the same technique that has been used
for matchings in planar proximity graphs, namely the Tutte-Berge theorem,
which relates the size of a maximum matching in a graph to the number of
components of odd cardinality after removing some vertices. In our case, this
approach is more complicated because Θ6-graphs are not planar.

Our second main result relates the size of matchings to the size of blocking or
stabbing sets of proximity graphs, which were introduced by Aronov et al. [5] for
purposes unrelated to matchings. For a proximity graph G(P ) defined in terms
of a set of objects S, we say that a set B of points blocks G(P ) if B has a point
in the interior of any object from S that contains exactly two points of P , i.e.,
the set B destroys all the edges of G(P ), or equivalently, G(P ∪B) has no edges
between vertices in P ; see Fig. 1b–c.

For a set of points P , let β(P ) be the minimum size of a blocking set of
G�(P ). Let β(n) be the minimum, over all point sets P of size n, of β(P ). It
is known that β(n) ≥ �(n − 1)/2� since that is a lower bound for blocking all
G�-graphs of n points [12]. Let μ(n) be the minimum, over all point sets P of
size n, of the size of a maximum matching in G�(P ). Conjecture 1 can hence be
restated as μ(n) ≥ �(n − 1)/2�. We relate the parameters μ and β as follows.

Theorem 2. (a) For any point set P of n points in the plane, G�(P ) has a
matching of size β(n)/2, i.e., μ(n) ≥ β(n)/2. (b) On the other hand, if μ(n) ≥
cn + d for some constants c, d, then β(n) ≥ (cn + d)/(1 − c).

The two statements in the theorem are proved in Sect. 3. The idea of using
bounds on blocking sets to obtain bounds on matchings is new, and is proved
via the Tutte-Berge theorem. Theorem 2 has two consequences. The first is
that Theorem 1 implies that β(n) ≥ 3n/4 − 2. The second consequence is that
Conjecture 1 is equivalent to the following:

Conjecture 2. β(n) ≥ n − 1.

In the full version of the paper [11], we explore an approach to obtaining
lower bounds on β(n). For B to be a blocking set, it must have a point in every
empty triangle of P that defines an edge in G�(P ). Let α(n) be the maximum
number of pairwise internally-disjoint empty triangles of any point set of size n.
Clearly, β(P ) ≥ α(P ) and β(n) ≥ α(n). Conjecture 1 would be proved if we
could show that α(n) ≥ n − 1. However, we give an example of a point set P of
size n with α(P ) ≤ 3n/4, which shows that α(n) ≤ 3n/4.

We also explore a previously-studied variant where the empty triangles must
be completely disjoint. If D is such a set, then every empty triangle in D corre-
sponds to an edge in G�(P ), and these edges share no endpoint because the tri-
angles are disjoint. Then D corresponds to a strong matching in G�(P ). Strong
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matchings were introduced by Ábrego et al. [1,2] for the case where the empty
objects are line segments, rectangles, disks, or squares. They who showed that
Delaunay and L∞-Delaunay need not have strong (near-)perfect matchings (for
disks and squares, respectively). See the following subsection for further back-
ground. Biniaz et al. [12] proved that for any point set of size n, G�(P ) has a
strong matching of at least �(n− 1)/9� edges and G�(P ) has a strong matching
of at least �(n − 1)/4� edges. We prove an upper bound by giving an example
where the maximum strong matching in G�(P ) has 2n/5 edges.

In the full version of the paper [11], we prove some additional bounds on
the number of edges, maximum vertex degree, and maximum independent set of
Θ6-graphs.

1.1 Background

Θ6-graphs and TD-Delaunay Graphs. The Θ6-graph on a set P of points
in the plane, as originally defined by Clarkson [19] and Keil [24], is a geometric
graph with vertex set P and edges constructed as follows. For every point p ∈ P ,
place 6 rays emanating from p at angles that are multiples of π/3 radians from
the positive x-axis. These rays partition the plane into 6 cones with apex p, which
we label C1, . . . , C6 in counterclockwise order starting from the positive x-axis;
see Fig. 2a. Add an edge from p to the closest point in each cone Ci, where the
distance between the apex p and a point q in Ci is measured by the Euclidean
distance from p to the projection of q on the bisector of Ci as depicted in Fig. 2a.
It is straight-forward to show that this definition of Θ6-graphs is equivalent to
the definition of G�(P ). The edges of G�(P ) come from the odd cones, and the
edges of G�(P ) come from the even cones, so the TD-Delaunay graphs G�(P )
and G� are known as “half-Θ6” graphs.

TD-Delaunay graphs are called TD-Delaunay “triangulations”. In fact, they
might fall short of being triangulations. As discussed by Drysdale [22] and
Chew [18] (see also [7]), they are plane graphs that consist of a “support hull”
which need not be convex, and a complete triangulation of the interior (an
explicit proof can be found in [8]). This anomaly is often remedied by surround-
ing the point set with a large bounding triangle. We will use a similar approach.

The more general Θk-graphs, which are defined in terms of k cones, have some
properties that are relevant in a number of application areas. In particular, they
are sparse—Θk(P ) has at most k|P | edges [26]—and they are spanners—the
ratio (known as the spanning ratio) of the length of the shortest path between
any two vertices in Θk, k ≥ 4, to the Euclidean distance between the vertices is at
most a constant [15,17,18,24]. Because of these properties, Θk-graphs have appli-
cations in many areas including wireless networking [4,16], motion planning [19],
real-time animation [23], and approximating complete Euclidean graphs [18,25].

Among Θk-graphs, Θ6 has some nice properties that make it suitable for
communications in wireless sensor networks. In particular, k = 6 is the smallest
integer for which: (i) Θk has spanning ratio 2 [14,15,17]; (ii) the so-called ΘΘk-
graph, which is a subgraph of Θk where each vertex has only one incoming edge
per cone, is a spanner [20]; and (iii) half-Θk-graphs admit a deterministic local
competitive routing strategy [16].
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Convex Distance Delaunay Graphs. For a set S of homothets of a convex
polygon, the corresponding proximity graphs are the convex distance Delaunay
graphs. This concept has been thoroughly studied, see, e.g., [7,22]. Some of the
helper lemmas we need for half-Θ6-graphs come from more general results that
hold for all convex distance Delaunay graphs.

Blocking Sets in Proximity Graphs. Blocking or “stabbing” sets were intro-
duced by Aronov et al. [5] as a more flexible way to represent graphs via prox-
imity. The idea was explored further by Aichholzer et al. [3] who showed that
3n/2 points are sufficient and at least n − 1 points are necessary to block any
Delaunay triangulation with n vertices. Biniaz et al. [12] showed that at least
�(n − 1)/2� points are necessary to block any G�-graph with n vertices. This
bound is tight for G�-graphs and provides a lower bound on β(n). For results
on blocking [higher order] Gabriel graphs, see [6,13].

Strong Matchings in Proximity Graphs. The idea of strong matchings in
proximity graphs—i.e., pairwise disjoint objects from S each with two points
of P on the boundary and no points in the interior—was introduced by Ábrego
et al. [1,2] for line segments, rectangles, disks, and squares. They show that
strong (near-)perfect matchings always exist in the first two cases, but not always
for disks (Delaunay graphs) and squares (L∞-Delaunay graphs). In fact, they
prove upper bounds of 36n/73 and 5n/11, respectively, on the size of a strong
matching. They also give lower bounds of �(n − 1)/8� and �n/5�, respectively.
The lower bound for squares was improved to �(n − 1)/4� by Biniaz et al. [12]
who also proved lower bounds of �(n − 1)/9� for G� and �(n − 1)/4� for G�.

p

C1

C2

C3

C4

C5

C6

(a)

p

C1

C2

C3

C4

C5

C6

(b)

Fig. 2. The construction of (a) the Θ6-graph, and (b) the odd half-Θ6-graph.

1.2 Preliminaries

We assume that points are in general position and that no line passing through
two points of P makes an angle of 0◦, 60◦ or 120◦ with the horizontal.

Notation. For two points p and q in the plane, we denote by �(p, q) (resp., by
�(p, q)) the smallest upward (resp., downward) equilateral triangle that has p
and q on its boundary. We say that a triangle is empty if it has no points of P
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in its interior. With these definitions, the Θ6-graph has an edge between p and
q if and only if �(p, q) is empty or �(p, q) is empty, in which case we say that
the edge (p, q) is introduced by �(p, q) or by �(p, q). Let P be a set of points.
We use the following notation:

μ(P ) = maximum number of edges in a matching of G�(P )
β(P ) = minimum size of a set of points that block all empty triangles of P

α(P ) = maximum number of pairwise internally-disjoint empty triangles

μ∗(P ) = maximum number of edges in a strong matching of G�(P )

Furthermore, we define μ(n), β(n), α(n), μ∗(n) to be the minimum of the corre-
sponding parameter over all sets of n points.

Properties of Θ6-Graphs. We need the following two properties of Θ6-graphs:

Lemma 1 (Babu et al. [8]). Let P be a set of points in the plane, and let p
and q be any two points in P . There is a path between p and q in G�(P ) that lies
entirely in �(p, q). Moreover, the triangles that introduce the edges of this path
also lie entirely in �(p, q). Analogous statements hold for G�(P ) and �(p, q).

We remark that this lemma holds more generally for any convex-distance
Delaunay graph, as does the second property we need. It generalizes the fact
that the (standard) Delaunay triangulation contains the minimum spanning tree
with respect to Euclidean distances. We state the result for the special case of
equilateral triangles. For any two points p and q in the plane, define the weight
function w�(p, q) to be the area of the smallest �-triangle containing p and q.

Lemma 2 (Aurenhammer and Paulini [7]). The minimum spanning tree
of points P with respect to the weight function w�(p, q) is contained in G�(P ).

A consequence of Lemma 2 (as noted by Aurenhammer and Paulini in their
more general setting) is that the minimum spanning tree of points P with respect
to the weight function w�(p, q) is contained in both G�(P ) and G�(P ), because
w�(p, q) = w�(p, q). In particular, this means that the intersection of G�(P )
and G�(P ) is connected, as was proved with a different method by Babu et al. [8].

The Tutte-Berge Matching Theorem. Let G be a graph and let S be an arbi-
trary subset of vertices of G. Removing S splits G into a number, comp(G \ S),
of connected components. Let odd(G\S) denote the number of odd components
of G \ S, i.e., components with an odd number of vertices. In 1947, Tutte [28]
characterized graphs that have a perfect matching as exactly those graphs that
have at most |S| odd components for any subset S. In 1957, Berge [10] extended
this result to a formula (today known as the Tutte-Berge formula) for the size
of maximum matchings in graphs. The following is an alternate way of stating
this formula in terms of the number of unmatched vertices.

Theorem 3 (Tutte-Berge Formula; Berge [10]). The number of unmatched
vertices of a maximum matching in G is equal to the maximum over subsets
S ⊆ V of odd(G \ S) − |S|.
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To obtain a lower bound on the size of a maximum matching it suffices, by
Theorem 3, to find an upper bound on odd(G \ S) − |S| that holds for any S.
We will use this approach in our proofs of Theorems 1 and 2. In fact, as in
Dillencourt’s proof [21] that Delaunay graphs have perfect matchings we will
find an upper bound on comp(G\S)−|S| that holds for any S, i.e., we establish
a bound on the toughness of the graph [9].

2 Bounding the Size of a Matching

In this section, we prove Theorem 1. Let P be a set of n points in the plane and
let G�(P ) be the Θ6-graph on P . We will prove that G�(P ) contains a matching
of size at least (3n − 8)/7. As implied by Theorem 3, in order to prove a lower
bound on the size of maximum matching in G�(P ), it suffices to prove an upper
bound on odd(G�(P ) \ S) − |S| that holds for any subset S of P . Since it is
hard to argue about odd components, we will in fact prove an upper bound on
comp(G�(P ) \ S) − |S|. Such a bound applies to odd(G�(P ) \ S) − |S| because
odd(G�(P ) \ S) ≤ comp(G�(P ) \ S).

Our proof will depend on an analysis of the faces of G�(P )\S and G�(P )\S
for which we need some preliminary results. Consider a planar graph G with a
fixed planar embedding. Such an embedding divides the plane into connected
regions, called faces. For every face f of G, we define its degree as the number of
triangles in a triangulation of f plus 2; see Fig. 3 for some examples. Let Fd(G)
denote the set of faces of G with degree d. An easy counting argument shows
that if |V | ≥ 3, then

∑
d≥3(d − 2)|Fd(G)| = 2|V | − 4, since a face of degree d

gives rise to d − 2 faces in a triangulation of G, which has 2|V | − 4 faces by
Euler’s polyhedra formula.

=15d=6d=3d =6d

Fig. 3. The notion of degree of a face.

We will utilize the following lemma that Dillencourt used in his proof
that every Delaunay triangulation contains a (near-)perfect matching. Let G[S]
denote the subgraph of G that is induced by a subset S of its vertices.

Lemma 3 (Dillencourt [21], Lemma 3.4). Let G be a triangulated planar
graph and let S be a subset of vertices of G. Then every face of G[S] contains
at most one component of G \ S.
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We aim to apply this result to G�(P ) and G�(P ). As noted in Sect. 1.1, the
interior faces of G�(P ) and G�(P ) are triangles, but their outer faces need not
be the convex hull of P . For this reason, we add a set A = {a1, . . . , a6} of sur-
rounding points as follows. Find the smallest �-triangle T� and �-triangle T�

containing all points of P . Let R(P ) be the region T� ∪ T�. Observe that all
of the empty triangles that introduce edges of G�(P ) lie in R(P ), so adding
points outside R(P ) does not remove any edge from the graph. We now place
points a1, . . . , a6 near the corners of T� and T� while maintaining the general
position of the point set (see Fig. 4a): at each corner, place a point in the cone
opposite to the cone that contains the triangle, and name the points in such a
way that every point of P has ai in cone Ci.

Now fix a set S for which we want to bound comp(G�(P )\S)−|S|, and define
SA = S∪A. Pick an arbitrary representative point from every connected compo-
nent of G�(P )\S, and let Q be the set of these points, so |Q| = comp(G�(P )\S).

Define G�
A = G�(P ∪ A) and consider its subgraph G�

A [SA] induced by SA.
By construction, the outer face of both G�

A and G�
A [SA] is the hexagon formed

by A; we add three graph edges (not segments) to triangulate the outer face, so
that G�

A is triangulated. Note that none of the points of P (and in particular
therefore no points of Q) are inside the four newly introduced triangular faces.

P

a1

a2

a3

a4

a5

a6

b

R(P )

(a)

q

C1

C2

C3

C4

C5

C6

s

s1s3

s5

π1

π

π3

π5

(b)

Fig. 4. (a) Augmentation of P : the shaded region is R(P ), and A = {a1, . . . , a6}.
(b) Illustration for the proof of Lemma 4.

Let f�
d be the number of faces of degree d in G�

A [SA] that contain some
point of Q. We define f�

4+ =
∑

d≥4 f�
d . Since all faces of G�

A are now triangles,
Lemma 3 applies and every face of G�

A [SA] contains at most one component,
hence at most one point of Q. Therefor,

|Q| = f�
3 + f�

4+ and similarly |Q| = f�
3 + f�

4+, (1)

where f�
d is defined in a symmetric manner on graph G�

A [SA].
Let Fd be the set of faces of degree d in G�

A [SA] and observe that, since
no point of Q appears in the four triangles outside the hexagon of A, we have
f�
3 ≤ |F3| − 4. As a consequence,



266 T. Biedl et al.

f�
3 + 2f�

4+ ≤
∑

d≥3

(d − 2)f�
d ≤

∑

d≥3

(d − 2)|Fd| − 4

≤ 2|V (G�
A [SA])| − 4 − 4 = 2|S| + 2|A| − 8 = 2|S| + 4 (2)

and similarly f�
3 + 2f�

4+ ≤ 2|S| + 4.
The crucial insight for getting an improved matching bound is that no com-

ponent can reside inside a face of degree 3 in both G� and G�.

Lemma 4. We have f�
3 ≤ f�

4+ and f�
3 ≤ f�

4+.

Proof. Consider any point q ∈ Q, hence q �∈ SA. Let F� and F� be the faces
of G�

A [SA] and G�
A [SA] that contain q, respectively. It suffices to show that one

of F� and F� has degree at least 4.
By Lemma 2, the minimum-weight spanning tree T of P ∪ A belongs to

both G�
A and G�

A . Find a path π in T that connects q to some point s ∈ SA

such that no vertex of π except s belongs to SA.
Assume first that s is in a cone with even index. Let s1, s3, s5 be the points

of SA that are closest to q in cones C1, C3, C5, respectively; since A ⊆ SA, such
points si exist. Refer to Fig. 4b. By Lemma 1, for every i ∈ {1, 3, 5}, there exists
a path πi between q and si in G� that lies fully in �(q, si). By our choices of
si, no vertex of πi except si is in SA.

So we have four (not necessarily disjoint) paths π, π1, π3, π5 in G� that begin
at q and end at four points s, s1, s3, s5 of SA. These points are distinct because
they belong to four different cones of q. Furthermore, intermediate points of
these paths are not in SA. This implies that s, s1, s3, s5 belong to the boundary
of the same face F� of G�[SA]. In consequence, F� has degree at least 4.

Similarly, if s is in a cone with odd index, then F� has degree at least 4. �
Now we have tools to prove an upper bound on the number of unmatched

vertices and, more generally, the toughness of a Θ6-graph.

Lemma 5. For any S ⊆ P , we have comp(G�(P ) \ S) − |S| ≤ (|P | + 16)/7.

Proof. Recall that we fixed a set Q of points in P \S with |Q| = comp(G�(P )\S).
So n = |P | ≥ |S| + |Q|, or equivalently n − |Q| − |S| ≥ 0. Combining this with
the above inequalities, we get

7
(
comp(G�(P ) \ S) − |S|

)
≤ 7|Q| − 7|S| + (n − |Q| − |S|)
= n + 3|Q| + 3|Q| − 8|S|

(by (1)) = n + 3
(
f�
3 + f�

4+

)
+ 3

(
f�
3 + f�

4+

)
− 8|S|

(by Lemma 4) ≤ n + 2f�
3 + 4f�

4+ + 2f�
3 + 4f�

4+ − 8|S|
(by (2)) ≤ n + (4|S| + 8) + (4|S| + 8) − 8|S|

= n + 16.

�
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Therefore, odd(G�(P ) \ S) − |S| ≤ comp(G�(P ) \ S) − |S| ≤ (n + 16)/7. In
consequence of the Tutte-Berge formula, therefore any maximum matching M
of G�(P ) has at most (n+16)/7 unmatched vertices, hence at least (6n−16)/7
matched vertices and |M | ≥ (3n− 8)/7. This completes the proof of Theorem 1.

q

Fig. 5. A set P of seven points and a subset S (the six larger points). The graph

G�(P ) \ S contains a singleton-component q which lies in a face of degree 3 in G�[S]
(green solid edges) and a face of degree 4 in G�[S] (blue dashed edges). (Color figure
online)

Remark. If we knew f�
3 ≤ f�

5+ and f�
3 ≤ f�

5+ (where f�
5+ =

∑
d≥5 f�

d etc.),
then a similar analysis would show odd(G�(P )\S)−|S| ≤ 4, which would imply
Conjecture 1 except for a small constant term. However, Fig. 5 shows an example
where a point q �∈ S lies in a face of degree 3 in G�

A and a face of degree 4 in
G�

A , so our proof-approach cannot be used to prove such a claim.

3 Relationship Between Blocking Sets and Matchings

In this section, we prove Theorem 2—that a lower bound on the blocking size
function β(n) implies a lower bound on the size μ(n) of a maximum matching,
and vice versa.

Lemma 6. For any n ≥ 1, we have β(n + 1) ≤ β(n) + 1.

Proof. Consider a set P with n points such that β(n) = β(P ). Let T� be a
downward equilateral triangle that strictly encloses all points of P . Let b be the
rightmost point of T�. Then P lies in cone C4 of b. Let a1 be a point strictly
inside cone C1 of b; see also Fig. 4a. Every upward or downward equilateral
triangle between a1 and any point of P contains the point b. Set P ′ = P ∪ {a1},
and observe that we can block G�(P ′) by using a minimum blocking set B of
G�(P ) and adding b to it. Since |B| = β(P ) = β(n), we have β(P ′) ≤ β(n) + 1,
and β(n + 1) cannot be larger than that.

Since β(1) = 0, this lemma also shows that β(n) ≤ n − 1, or in other words,
that the ‘n − 1’ in Conjecture 2 is tight.
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Theorem 2 (a). For any set P of n points in the plane, G�(P ) has a
matching of size β(n)/2 .

Proof. Consider the Θ6-graph G�(P ) on a set P of n points in the plane. We
again use the Tutte-Berge formula (Theorem 3) to prove that G�(P ) contains
a matching of size at least β(n)/2. Fix an arbitrary set S ⊆ P and consider
the connected components of G�(P ) \ S. As in the proof of Theorem 1, fix one
representative point in each component, and let Q be the set of these points.

Consider the Θ6-graph G�(Q) of only the points in Q, and let (q1, q2) be
an edge in it; say it is introduced by �(q1, q2). By Lemma 1, there is a path π
between q1 and q2 in G�(P ) that is fully contained in �(q1, q2). Since q1 and q2
are in different components of G�(P ) \ S, at least one point of π belongs to S.

Thus, for any edge in G�(Q), the triangle that supports that edge contains a
point in S. Put differently, S blocks G�(Q), and thus |S| ≥ β(|Q|). Furthermore,
β(n) ≤ β(|Q|) + n − |Q| by Lemma 6 since |Q| ≤ n. Combining this with
Theorem 3, it follows that the size of maximum matching in G�(P ) is at least

n − (|Q| − |S|)
2

≥ n − (|Q| − β(|Q|))
2

≥ n − (n − β(n))
2

=
β(n)

2
.

�
In particular, if β(n) ≥ n − 1, then μ(n) ≥ β(n)/2 ≥ (n − 1)/2, so by

integrality μ(n) ≥ �(n−1)/2�. In other words, Conjecture 2 implies Conjecture 1.
We now turn to the other half of Theorem 2. Note that Aichholzer et al. [3]

proved a similar result (for c = d = 1/2 and Delaunay graphs), and our proof is
a modification of theirs. (In fact, the proof applies to any proximity graphs.)

Theorem 2 (b). Assume that we know that μ(n) ≥ cn + d for some constants
c, d. Then β(n) ≥ (cn + d)/(1 − c) .

Proof. Let P be a set of n points such that β(P ) = β(n) = b, and let B be a
minimum blocking set of G�(P ). Let M be a matching of size at least μ(b+n) ≥
cb+cn+d in G�(P ∪B). Since P is an independent set in G�(P ∪B), it contains
at most one endpoint of each edge in M , as well as some unmatched points, so

n = |P | ≤ |M | + (n + b − 2|M |) ≤ n + b − (cb + cn + d)

Solving for b gives β(n) = b ≥ (cn + d)/(1 − c).

In particular, if Conjecture 1 holds, then μ(n) ≥ (n − 1)/2. Hence, c = 1/2
and d = −1/2, therefore β(n) ≥ 2(n − 1)/2 = n − 1 and Conjecture 2 holds.
So Conjecture 1 implies Conjecture 2. As a second consequence, we know that
(3n−8)/7 is a valid lower bound on μ(n) by Theorem 1, therefore (with c = 3/7)
we have β(n) ≥ 7/4 · (3n − 8)/7 = 3n/4 − 2.
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4 Conclusions, Additional Properties, Open Problems

We have improved the lower bound on the size of a matching in any Θ6-graph
on n points to (3n − 8)/7. A main open problem is to prove the conjecture that
any Θ6-graph has a (near-)perfect matching.

We have shown that this conjecture is equivalent to proving that every Θ6-
graph on n points requires at least n−1 points to block all its edges. More gener-
ally, we proved a relationship between the minimum size of maximum matchings
and the minimum size of blocking sets so that any improvement in the lower
bound for one of these parameters will also improve the other.

We can also give additional bounds on several parameters of Θ6-graphs. In
particular, we can show that α(n) ≤ 3n/4 and μ∗ ≤ 2n/5. Further, we can prove
that β̂(n) ≥ (5n − 6)/4, where β̂(n) is the maximum number of points that
may be needed to block any Θ6-graph on n points. Finally, we can show that
any Θ6-graph on n ≥ 3 points has at most 5n − 12 edges and minimum degree
at most 9, while there are Θ6-graphs with 5n − 17 edges and Θ6-graphs with
minimum degree 7. The proofs are given in the full version of the paper [11].
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Abstract. We consider the independent set problem, a classical NP-
hard optimization problem that remains hard even under substantial
restrictions on the input graphs. The complexity status of the prob-
lem is unknown for the classes of Pk-free graphs for all k ≥ 7 and for
the class of even-hole-free graphs, that is, graphs not containing any
even induced cycles. Using the technique of augmenting graphs we show
that the independent set problem is solvable in polynomial time in the
class of even-hole-free graphs not containing an induced path on 10 ver-
tices. Our result is developed in the context of the more general class of
{P10, C4, C6}-free graphs.

Keywords: Independent set · Augmenting graph ·
Polynomial-time algorithm

1 Introduction

Given a (finite, simple, undirected) graph G = (V,E), a set I ⊆ V is an inde-
pendent set if no two vertices in I are adjacent. An independent set is said to
be maximal if it is not contained in any other independent set, and maximum
if it is of maximum possible size. In the Maximum Independent Set problem
we are given a graph G as input and the goal is to find an independent set in G
of maximum cardinality. This NP-hard problem is one of the central problems
in theoretical computer science and combinatorial optimization. The problem
is known to remain NP-hard even under substantial restrictions on the input
graphs, for instance for triangle-free graphs [20], planar graphs of maximum
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degree at most three [9], and for H-free graphs whenever not every component
of H is a subdivision of a path or the claw [2].

Among the most prominent examples of polynomial-time solvable cases, let
us mention the classes of P5-free graphs [16], P6-free graphs [12], claw-free
graphs [18,22], their generalizations fork-free graphs [3] and �claw-free graphs [5],
and perfect graphs [11]. While Maximum Independent Set is known to
admit subexponential-time algorithms in any class of Pk-free graphs [6], the
determination of the exact complexity status of the problem in the classes of
graphs excluding a fixed path as induced subgraph is a notorious open problem.
Another related open question is whether Maximum Independent Set admits
a polynomial-time algorithm in the class of even-hole-free graphs, where a graph
is said to be even-hole-free if all its induced cycles are odd (see, e.g., the survey
by Vušković [24]). It is worth pointing out that even-hole-free graphs (without
clique cutsets) have unbounded clique-width [1] and hence we cannot solve the
problem in this class by using Tarjan’s decomposition [23] and the metatheorem
of Courcelle et al. [7].

Using the technique of augmenting graphs we show that Maximum Inde-
pendent Set is solvable in polynomial time in the class of even-hole-free graphs
not containing an induced path on 10 vertices. Our result is developed in the
context of the more general class of {P10, C4, C6}-free graphs. These result gener-
alize the fact that Maximum Independent Set is solvable in polynomial time
in the class of {P8, even-hole}-free graphs, which follows from polynomial-time
solvability of the problem in the more general class of {P8, banner}-free graphs,
as shown by Gerber et al. [10].

Structure of the Paper. In Sect. 2 we present the necessary definitions and the
method of augmenting graphs. A characterization of minimal augmenting graphs
in the class of even-hole-free graphs is given in Sect. 3. We present a polynomial-
time algorithm for the independent set problem in {P9, C4, C6}-free graphs in
Sect. 4. Section 5 is devoted to the main result. Due to space limitations, several
proofs are omitted.

2 Preliminaries

Let G = (V,E) be a graph. As usual, we write V (G) for V , E(G) for E, and
uv ∈ E for an edge {u, v} ∈ E. For a non-empty subset W ⊆ V , the induced
subgraph G[W ] is defined as the graph H = (W,E ∩ (

W
2

)
), where

(
W
2

)
is the set

of all unordered pairs in W . Given two graphs G and H, we say that G is H-free
if it does not contain an induced subgraph isomorphic to H. Let F be a family of
graphs. A graph G is F-free if it is H-free for every H ∈ F . We denote by Free(F)
the class of F-free graphs. The graph G[V \W ] is denoted as G\W . For W = {v},
we will write G\v for simplicity. A hole in a graph is a chordless cycle of length
at least four. A hole is even (resp. odd) if it contains an even (resp. odd) number
of vertices. For n ≥ 3, the cycle with n vertices is denoted as Cn. For k ≥ 2, a
path on k vertices (denoted Pk) is obtained by deleting a vertex from Ck+1. The
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neighborhood of a vertex v is the set of vertices NG(v) = {u ∈ V | uv ∈ E}. We
define NG[v] = NG(v)∪ {v}. When the graph is clear from the context, we may
omit the subscript G. The (closed and open) neighborhoods of a set W ⊆ V are
defined as NG[W ] =

⋃
v∈W NG[v] and NG(W ) = NG[W ]\W , respectively. Let

S1, S2 ⊆ V (G). We say that S1 dominates S2 if every vertex in S2 is adjacent
to a vertex in S1. Assume additionally that S1 ∩ S2 = ∅. We say that S1 and
S2 are complete to each other if every vertex of S1 is adjacent to every vertex
S2 and we say that S1 and S2 are anticomplete to each other if there is no edge
with one endpoint in S1 and the other in S2. We will denote by n the number
of vertices of the graph under consideration.

Augmenting Graphs

Given a graph G = (V,E), its line graph L(G) is the graph with vertex set E(G),
with two distinct vertices of L(G) adjacent if and only if they share a vertex as
edges in G. If G is isomorphic to the line graph of H, we say that H is a root
graph of G. Every independent set in L(H) corresponds to a matching in H.
Hence, in the class of line graphs Maximum Independent Set is equivalent to
the maximum matching problem in the root graph. Since we can find in linear
time a root graph of a given line graph [15,21] and the maximum matching
is solvable in polynomial time for any graph G [8], it follows that Maximum
Independent Set is polynomial-time solvable in the class of line graphs.

Generalizing the notion of augmenting paths for the maximum matching
problem to the notion of augmenting graphs for Maximum Independent Set
led to several new polynomial-time algorithms for the problem in particular
classes of graphs, starting with the result for the class of claw-free graphs,
obtained in 1980 independently by Minty [18] and Sbihi [22]. The key defini-
tion is as follows.

Definition 1. Given a graph G and an independent set I ⊆ V (G), an induced
bipartite subgraph H = (W,B;E) in G is I-augmenting if the following holds:

– W ⊆ I,
– B ⊆ V (G)\I,
– |W | < |B| and
– NG(B) ∩ I ⊆ W .

The following theorem, which can be found, e.g., in Mosca [19], suggests a
possible application of augmenting graphs.

Theorem 1. An independent set I in a graph G is maximum if and only if there
is no I-augmenting graph.

The theorem leads to the following approach for finding a maximum inde-
pendent set. Start with an independent set I, then find an I-augmenting graph
(W,B;E) if one exists, replace I with (I\W ) ∪ B and iterate. Since the size
of an independent set is at most n = |V (G)|, we will repeat the step at most
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n−1 times and obtain a maximum independent set. This approach leads to effi-
cient algorithms for the problem for particular classes of graphs, see [4,10,13,17].
Moreover, it suffices to consider only minimal augmenting graphs. A definition
and a characterization follow.

Definition 2. An augmenting graph H for an independent set I in a graph G
is minimally I-augmenting if no proper induced subgraph of H is I-augmenting.

Lemma 1 (Lozin and Milanič [17]). Given a graph G and an independent
set I ⊆ V (G), an I-augmenting graph H = (W,B;E) is minimally I-augmenting
if and only if the following conditions hold:

(i) |W | = |B| − 1,
(ii) for every non-empty subset A ⊆ W , we have |A| < |NH(A)|, and
(iii) H is connected.

Note that conditions (i)–(iii) are independent of G and I. This leads to the
following.

Definition 3. A minimal augmenting graph is a connected bipartite graph H =
(W,B;E) such that |W | = |B| − 1 and for every non-empty subset A ⊆ W , we
have |A| < |NH(A)|.

3 Minimal Augmenting Even-Hole-Free Graphs

In order to characterize the minimal augmenting graphs in the class of even-
hole-free graphs, the following definition will be helpful.

Definition 4. We say that a tree T is a black-white tree if its vertex set can
be partitioned into two sets B and W such that both sets are independent and
every vertex in W has degree exactly 2. We say that vertices in W are white and
vertices in B are black.

Observation 2. A graph T is a black-white tree if and only if it can be obtained
by subdividing each edge of a tree exactly once.

Lemma 2. A tree is a minimal augmenting graph if and only if it is a black-
white tree.

Proof. Let H = (W,B;E) be a tree. Suppose first that H is a minimal aug-
menting graph. We will show that every vertex in part W is of degree 2. Since
|NH(A)| > |A| for all non-empty subsets A ⊆ W , there exists no white vertex of
degree 1. Moreover, since |B| = |W |+1, we have |B|+ |W | = 2|W |+1. Since H
is a tree, the latter implies that H has exactly 2|W | edges. Suppose that there
exists a vertex w ∈ W of degree 3 or more. Since every vertex in W has degree
at least 2 and W is a part of bipartition (W,B) of H, we infer that H has more
than 2|W | edges; a contradiction.
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Suppose now that H is a black-white tree. Consider the graph H ′ with vertex
set B in which two vertices are adjacent if and only if they have a common
neighbor in H. Since every white vertex in H has degree exactly 2 and H is
acyclic, there is a bijective correspondence between edges of H ′ and vertices in
W . Thus, |W | = |E(H ′)| = |V (H ′)| − 1 = |B| − 1, where the second equality
holds since H ′ is a tree. We still need to show that |NH(A)| > |A| for all non-
empty subsets A ⊆ W . Such a set A can be identified with a set of edges of H ′,
say A′. Then, NH(A) corresponds to the set of endpoints of edges in A′. Since
the subgraph of H ′ induced by NH(A) is acyclic and contains all edges in A, we
have |A| ≤ |NH(A)| − 1, as claimed. Thus, H is a minimal augmenting graph. 	


Note that every even-hole-free graph that is bipartite is acyclic. Since minimal
augmenting graphs are connected and bipartite, it follows that every even-hole-
free minimal augmenting graphs is a tree. In particular, by Lemma 2 we have
the following corollary.

Corollary 1. An even-hole-free graph H is a minimal augmenting graph if and
only if it is a black-white tree.

We will refer to a black-white tree also as a (minimal) augmenting tree.
Let us define some particular black-white trees for later use. For positive

integers r and s, we define a black-white rooted tree Tr,s as follows. The root of
the tree Tr,s is white and has exactly two children, both black. The two children
of the root have exactly r and s white children, respectively. Recall that each
non-root white vertex is of degree two and hence has a unique child. There are
no further vertices in Tr,s. Furthermore, for a non-negative integer s we define
a black-white tree Ts as a rooted tree having a black root vertex with exactly s
white children, each having a unique child. There are no further vertices in Ts.
See Fig. 1 for concrete examples. Note that the trees T1,1 and T2 are isomorphic
to paths P7 and P5, respectively.

Fig. 1. T3,2 (left) and T3 (right).

The following lemma is a consequence of Corollary 1.

Lemma 3. Let H be {P9, even-hole}-free graph. Then, H is a minimal aug-
menting graph if and only if H is either isomorphic to a Tr,s for some positive
integers r and s, or to a Ts for some non-negative integer s.
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Proof. By Corollary 1, it suffices to prove that trees of the form Tr,s or Ts

are the only P9-free black-white trees. Let H be a P9-free black-white tree.
By Observation 2, there exists a tree T such that H can be obtained from T
by subdividing each edge exactly once. Since H is P9-free, T is P5-free. If T
contains an induced P4, then there exist positive integers r and s such that T
is isomorphic to the graph obtained from the disjoint union of K1,r and K1,s by
connecting the two centers with an edge. In this case H is isomorphic to Tr,s.
On the other hand, if T is P4-free, then T is isomorphic to some K1,s for some
non-negative integer s, which implies that H is isomorphic to a Ts for some
non-negative integer s.

In the remaining two sections we apply the method of augmenting graphs
to obtain a polynomial-time algorithm for Maximum Independent Set in the
class of {P10, C4, C6}-free graphs. We start by developing a polynomial-time
algorithm for the case of {P9, C4, C6}-free graphs.

4 Maximum Independent Set in {P9, C4, C6}-Free
Graphs

Suppose that we want to check, given a graph G and an independent set I in
G, if G contains an I-augmenting graph. Trivially, we can assume that I is a
maximal independent set, since every vertex w ∈ V (G)\I with no neighbor in I
induces an I-augmenting graph. Moreover, we can check in polynomial time if
there exists an I-augmenting graph isomorphic to P3. Thus, we may assume the
following without loss of generality.

Assumption 1. Set I is a maximal independent set in G that does not admit
an augmenting P3.

Note that the trees T0 and T1 are isomorphic to K1 and P3, respectively.
Thus, if a graph G admits an I-augmenting Ts, then s ≥ 2.

For a vertex w ∈ I we define K(w) = {v ∈ V (G) : NG(v) ∩ I = {w}}.

Observation 3. If I is a maximal independent set in a graph G that does not
admit any I-augmenting P3, then for every w ∈ I, the set K(w) is a clique in G.

Our goal is to show that we can efficiently check if a maximal indepen-
dent set I in a given graph G (that satisfies some extra assumptions) admits
an augmenting graph. We try to build an augmenting graph starting from some
prescribed set of vertices. Note that, once we add a vertex b ∈ V (G)\I to our aug-
menting graph, then, by the definition of an augmenting graph, all the neighbors
of b that are in the independent set I must also be included in the augmenting
graph.

We start with two general lemmas establishing sufficient conditions for check-
ing if a maximal independent set I in a given graph G without an I-augmenting
P3 admits an augmenting graph of the form Ts or Tr,s.
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Lemma 4. Let F be a set of graphs and k ≥ 3 such that the Maximum
Independent Set problem can be solved in polynomial time in the class of
({Pk−1}∪F)-free graphs. Let G be an ({Pk}∪F)-free graph and let I be a max-
imal independent set in G such that G has no I-augmenting P3. Then it can be
tested in polynomial time whether G has an I-augmenting graph isomorphic to
Ts for some integer s ≥ 2.

Proof. For every vertex x ∈ V (G)\I with |NG(x) ∩ I| ≥ 2, we show how to
check in polynomial time whether G has an I-augmenting Ts with root x, where
s = |NG(x) ∩ I|. We will try to build such a tree T . By the definition of an
augmenting graph, all vertices in NG(x) ∩ I are in T , so add them to T . Note
that since s ≥ 2, vertex x does not belong to K(w) for any w ∈ NG(x) ∩ I.
Let S =

(⋃
w∈NG(x)∩I K(w)

)
\NG(x). By Observation 3, set S is a union of s

cliques. Therefore, there exists an augmenting Ts with root x if and only if there
exists an independent set I∗ in G[S] such that |I∗| = s. Moreover, any such set I∗

is necessarily a maximum independent set in G[S]. It thus suffices to show that
the graph G[S] is ({Pk−1}∪F)-free, since the assumption of the lemma will then
imply that a maximum independent set in G[S] can be computed in polynomial
time. Since G is F-free, so is G[S]. Suppose that G[S] contains an induced
Pk−1 with vertices p1, . . . , pk−1 along the path. Let w ∈ NG(x) ∩ I such that
pk−1 ∈ K(w). Then {p1, . . . , pk−1, w} induces a Pk in G unless pk−2 ∈ K(w).
Assume pk−2 ∈ K(w). Then the set {p1, . . . , pk−2, w, x} induces a Pk in G; a
contradiction. 	

Lemma 5. Let F be a set of graphs and k ≥ 4 such that the Maximum
Independent Set problem can be solved in polynomial time in the class of
({Pk−3} ∪ F)-free graphs. Let G be a ({Pk} ∪ F)-free graph and let I be a max-
imal independent set in G such that G has no I-augmenting P3. Then it can be
tested in polynomial time whether G has an I-augmenting graph isomorphic to
Tr,s for some positive integers r, s.

Proof. For every vertex v ∈ I, we show how to test in polynomial time if there
exists an I-augmenting Tr,s with root v. We consider all pairs of non-adjacent
vertices b′, b′′ ∈ NG(v) and check if there exists an I-augmenting tree T of
type Tr,s with root at v and containing vertices v, b′, b′′. Since b′ and b′′ are
black vertices, any I-augmenting tree T containing b′ and b′′ also contains all
vertices in NG(b′) ∩ I and NG(b′′) ∩ I. If NG(b′) ∩ NG(b′′) ∩ I �= {v} then
such an augmenting tree T does not exist. For the rest of the proof, suppose
that NG(b′) ∩ NG(b′′) = {v}. Denote q = |NG({b′, b′′}) ∩ (I\{v})|. Let Q =(⋃

w∈NG({b′,b′′})∩(I\{v}) K(w)
)

\NG({b′, b′′}). By Observation 3, set Q is a union
of q cliques. Therefore, there exists an augmenting Tr,s with root v and containing
{b′, b′′} if and only if there exists an independent set I∗ in G[Q] such that |I∗| = q.
Moreover, any such set I∗ is necessarily a maximum independent set in G[Q].
It thus suffices to show that the graph G[Q] is ({Pk−3} ∪ F)-free, since the
assumption of the lemma will then imply that a maximum independent set in
G[Q] can be computed in polynomial time.
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Since G is F-free, so is G[Q]. For the sake of a contradiction, suppose that
there exists an induced Pk−3 in G[Q]. Denote its vertices as p1, . . . , pk−3 along
the path. Denote by w a vertex in NG({b′, b′′}) ∩ (I\{v}) such that pk−3 ∈
K(w)\NG({b′, b′′}). We may assume without loss of generality that wb′′ ∈ E.
Then wb′ �∈ E. Then the set {p1, . . . , pk−3, w, b′′, v} induces a Pk in G unless
pk−4 ∈ K(w). Assume pk−4 ∈ K(w). Then {p1, . . . , pk−4, w, b′′, v, b′} induces a
Pk in G; a contradiction. 	


Gerber et al. showed in [10] that Maximum Independent Set is solvable
in polynomial time in the class of {P8, banner}-free graphs. The banner is a
graph containing an induced C4, therefore every {P8, C4}-free graph is also {P8,
banner}-free. It follows that Maximum Independent Set is solvable in poly-
nomial time in the class of {P8, banner}-free graphs. Applying Lemmas 4 and 5
with F = {C4} and k = 9 we thus obtain the following.

Corollary 2. Let G be a {P9, C4}-free graph and let I be a maximal independent
set in G such that G has no I-augmenting P3. Then it can be tested in polynomial
time whether G has an I-augmenting graph isomorphic to Ts for some integer
s ≥ 2 or to Tr,s for some positive integers r, s.

Corollary 2 leads to the following theorem.

Theorem 4. Maximum Independent Set is polynomial-time solvable in the
class of {P9, even-hole}-free graphs.

Proof. By Lemma 3, the minimal augmenting graphs in the class of {P9, even-
hole}-free are of type Ts or Tr,s. By Assumption 1 and Corollary 2, we conclude
that Maximum Independent Set is polynomial-time solvable in the class of
{P9, even-hole}-free graphs. 	


Observe that the {P9, even-hole}-free graphs are exactly the {P9, C4, C6, C8}-
free graphs. We strengthen the result of Theorem 4 to the class of {P9, C4, C6}-
free graphs. We do this by showing that there are only finitely many minimal
augmenting {P9, C4, C6}-free graphs that are not Ts or Tr,s. This follows from
Lemma 3 and the following observation.

Lemma 6. Every minimal augmenting {P9, C4, C6}-free graph containing an
induced C8 has at most 15 vertices.

Assumption 1, Corollary 2, and Lemma 6 lead to the following theorem.

Theorem 5. Maximum Independent Set is polynomial-time solvable in the
class of {P9, C4, C6}-free graphs.

5 Maximum Independent Set in {P10, C4, C6}-Free
Graphs

In this section we generalize the previous result on {P9, C4, C6}-free graphs to
the class of {P10, C4, C6}-free graphs. As before, we first classify the minimal
augmenting graphs and then present an algorithm for finding them. We consider
two cases: augmenting trees and augmenting graphs containing a C8 or a C10.
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Augmenting Trees. Next to the already mentioned trees Ts and Tr,s, a minimal
augmenting tree in the class of {P9, C4, C6}-free graphs can be a black-white
tree containing an induced P9. These are exactly black-white trees with the root
in the middle vertex of a P9 and every vertex being at distance at most 4 from
the root. An example of such a tree is depicted in Fig. 2.

Fig. 2. A minimal augmenting tree containing a P9.

We already know that Maximum Independent Set is solvable in polyno-
mial time in the class of {P9, C4, C6}-free graphs. Therefore, by Lemmas 4 and 5
we have a polynomial-time algorithm for checking whether a maximal indepen-
dent set I in a {P10, C4, C6}-free graph G admits a minimal augmenting graph
isomorphic to a Ts or a Tr,s. Hence, we need to show how to test whether such a
maximal independent set I admits a minimal augmenting tree containing a P9.

Lemma 7. Let G be a {P10, C4, C6}-free graph and I a maximal independent set
in G. It can be tested in polynomial time whether I admits a minimal augmenting
tree H = (W,B;E) containing an induced P9.

Augmenting Graphs Containing a C8 or a C10. Let us show that a minimal
augmenting graph in the class of {P10, C4, C6}-free graphs cannot contain an
induced C10.

Lemma 8. Let H = (W,B;E) be a minimal {P10, C4, C6}-free augmenting
graph. Then H is C10-free.

Proof. We prove the lemma by contradiction. Let C be an induced C10 in H.
Denote the vertices of C by v1, . . . , v10 so that consecutive vertices are adjacent
(indices modulo 10). Since H is a connected graph with an odd number of ver-
tices, it contains a vertex adjacent to C that is not in C. Let vi be a vertex in
C adjacent to some vertex x ∈ V (H)\V (C). Since G is {C4, C6}-free, we infer
that NH(x) ∩ V (C) = {vi}. But now, (V (C)\{vi+1}) ∪ {x} (indices modulo 10)
induces a P10 in G; a contradiction. 	


By Lemma 8, we know that in the class of {P10, C4, C6}-free graphs a minimal
augmenting graph H is either a black-white tree or contains a C8. It turns out
that a minimal augmenting graph containing a C8 is either one of two specific
graphs or belongs to a particular family of graphs.
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Fig. 3. A (2, 3, 3)-crab.

Definition 5. For non-negative integers a, b, c with c ≥ 2, an (a, b, c)-crab is a
bipartite graph H = (W,B;E) that can be built from two disjoint trees of type
Tr, say T and T ′, as follows (see Fig. 3):

– T is isomorphic to Ta+c and T ′ is isomorphic to Tb+c.
– Exactly c leaves of T are identified with c leaves of T ′. We call these inner

leaves. Non-identified leaves of T and T ′ are leaves of H.
– We name the root of T as x and the root of T ′ as y. We say that x and y are

the root vertices of H. We denote by W x the set of white vertices of T whose
children are identified with some leaves of T ′. Similarly for W y.

– A set of c − 1 inner leaves (out of c) is chosen and for each such vertex �,
exactly one of its two neighbors in W x ∪ W y is adjacent to a unique vertex
�p �∈ V (T )∪V (T ′). Moreover �p has no other neighbors in H. We say that �p
is the additional leaf of �. The unique vertex f ∈ NH(W x) ∩ NH(W y) that
does not have an additional leaf will be called the flat vertex of H.

Lemma 9. There exist two graphs F1 and F2 such that the following holds.
Let G be a {P10, C4, C6}-free graph and I a maximal independent set in G that
admits neither an augmenting P3 nor an augmenting P5. Let H = (W,B;E) be
a minimally augmenting graph for I that contains a C8. Then H is either F1,
F2, or an (a, b, c)-crab.

Since F1 and F2 are two fixed graphs, an augmenting graph isomorphic to
F1 or F2 can be trivially detected in polynomial time. Thus, Lemma 9 and the
next lemma imply that we can efficiently detect the existence of an augmenting
graph that contains a C8.

Lemma 10. Let G be a {P10, C4, C6}-free graph and I a maximal independent
set in G such that G has no I-augmenting P3. Then we can test in polynomial
time if I admits an augmenting (a, b, c)-crab.

Proof. By the definition of an (a, b, c)-crab it holds that c ≥ 2. It follows that
every (a, b, c)-crab contains an induced C8. We will check if there exists an
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induced cycle C on 8 vertices in G that can be extended to an induced (a, b, c)-
crab. For the rest of the proof, we fix an induced cycle C on 8 vertices in G
and show how one can check if C can be extended to an (a, b, c)-crab. By the
definition of an augmenting graph it must hold |V (C) ∩ I| = |C\I| = 4. Denote
the vertices of C by v1, . . . , v8 so that consecutive vertices are adjacent (indices
modulo 8) and {v1, v3, v5, v7} ⊆ I.

More precisely, we will show how to check if C can be extended to an (a, b, c)-
crab with two particular opposite black vertices of C set as roots of the crab;
furthermore, we may also guess the flat vertex, as well as the additional leaf.
By symmetry, it suffices to consider the case when C can be extended to an
(a, b, c)-crab H with roots v2 and v6, flat vertex v8, and an additional leaf s3
that has unique neighbor v3 in C. See Fig. 4.

v2

v3

v4

v5

v6

v7

v8

v1

s3

w′′

K(w′′)

K2(w′, w′′)

w′

K(w′)
W2

W6
w′′

Fig. 4. Testing for an augmenting (a, b, c)-crab.

In the rest of the proof, whenever we say (a, b, c)-crab we mean an (a, b, c)-
crab with the properties described in the previous sentence. Therefore, it suffices
to consider only the non-neighbors of {v1, v3, v4, v5, v7, v8, s3} (except v2, v6).
Define W6 = NG(v6) ∩ (I\{v5, v7}) and W2 = NG(v2) ∩ (I\{v1, v3}). By the
definition of an augmenting graph, W2∪W6 ⊆ V (H). Moreover, by the definition
of an (a, b, c)-crab, the set of all white vertices that should be in H is exactly
the set {v1, v3, v5, v7} ∪ W2 ∪ W6. So we only need to check whether we can
find a set a black vertices to complete our augmenting graph. We only consider
vertices in V (G)\I non-adjacent to v2 and v6 that are contained in some K(w)
for w ∈ W2 ∪ W6 (we will call these type 1 vertices) or vertices with exactly
one neighbor in W2 and exactly one neighbor in W6 (we will call these type 2
vertices).

Let x be a type 2 vertex and denote by w′, w′′ its neighbors in W2 and W6,
respectively. Suppose that there exists a type 2 vertex y such that its neighbors
in W2 and W6 are w′ and w′′

y (w′′
y �= w′′), respectively. If x is non-adjacent to y,
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then the set {y, w′, x, w′′, v6, w′′
y} induces a C6. It follows that xy ∈ E(G) and

thus {y, x, w′′, v6, v7, v8, v1, v2, v3, s3} induces a P10; a contradiction. Hence for
each w′ ∈ W2 having a type 2 neighbor we can define its unique corresponding
vertex w′′ ∈ W6. Moreover, we define K2(w′) = K2(w′′) = K2(w′, w′′) as the
set of all type 2 neighbors of w′ and w′′. Since G is C4-free, every such set is a
clique.

Suppose that w′ ∈ W2 and w′′ ∈ W6 are a pair of corresponding vertices.
Then K2(w′, w′′) �= ∅. Let u and v be two non-adjacent vertices in K2(w′, w′′)∪
K(w′) ∪ K(w′′). Since G does not admit any I-augmenting P3, sets K(w′) and
K(w′′) are cliques by Observation 3. Thus, u and v must belong to different sets
among K(w′), K(w′′), and K2(w′, w′′). If u ∈ K2(w′, w′′) and, say, v ∈ K(w′′),
then we could add u as an inner leaf and v as the additional leaf of u to H. If
on the other hand, u ∈ K(w′) and v ∈ K(w′′) (or vice versa), then we could add
both u and v as leaves to H.

The above suggests the following procedure. For every vertex w′ ∈ W2 having
a type 2 neighbor, we identify its corresponding vertex w′′ ∈ W6, take a pair of
non-adjacent vertices in K2(w′, w′′) ∪ K(w′) ∪ K(w′′), and add the two vertices
to H. If such a pair does not exist, return that there is no (a, b, c)-crab. For the
vertices w ∈ W2 ∪ W6 that have no corresponding vertex, i.e., have no neighbor
of type 2, pick an arbitrary vertex in K(w) and add it to H. If some K(w) = ∅,
then I does not admit an augmenting (a, b, c)-crab.

One can check that c−2 is equal to the number of added non-adjacent vertex
pairs such that one of the two vertices was from some K2(w′) and the other one
from some K(w′′). Similarly, we can take a = |W2|−(c−2) and b = |W6|−(c−2).

Claim. The above procedure is correct.

Proof of Claim: For all type 1 vertices w ∈ W2 ∪W6, we set K2(w) = ∅. Observe
that for the correctness of the above procedure it suffices to prove the following
statement: For every two distinct vertices w′, w′′ ∈ W2 ∪ W6 such that either

1. at least one of w′, w′′ is of type 1, or
2. they are both of type 2 but they are not corresponding vertices,

sets K(w′) ∪ K2(w′) and K(w′′) ∪ K2(w′′) are anticomplete to each other.
To prove the above statement, suppose for a contradiction that there exist

two distinct vertices w′, w′′ ∈ W2 ∪ W6 such that either at least one of w′, w′′

is of type 1, or they are both of type 2 but they are not corresponding vertices,
a vertex s ∈ K(w′) ∪ K2(w′), and a vertex t ∈ K(w′′) ∪ K2(w′′) such that
st ∈ E(G). The assumptions on w′ and w′′ imply that s and t have no common
neighbors in W2 ∪ W6. Now, if w′ ∈ W2, then {t, s, w′, v2, v3, v4, v5, v6, v7, v8}
induces a P10, while if w′ ∈ W6, then {t, s, w′, v6, v7, v8, v1, v2, v3, v4} induces a
P10. In either case, we reach a contradiction. �

Clearly, the procedure runs in polynomial time. 	

We obtain the following theorem.

Theorem 6. Maximum Independent Set is solvable in polynomial time in
the class of {P10, C4, C6}-free graphs.
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Corollary 3. Maximum Independent Set is solvable in polynomial time in
the class of {P10, even-hole}-free graphs.
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Abstract. Independent Set Reconfiguration is one of the most
well-studied problems in the setting of combinatorial reconfiguration. It is
known that the problem is PSPACE-complete even for graphs of bounded
bandwidth. This fact rules out the tractability of parameterizations by
most well-studied structural parameters as most of them generalize band-
width. In this paper, we study the parameterization by modular-width,
which is not comparable with bandwidth. We show that the problem
parameterized by modular-width is fixed-parameter tractable under all
previously studied rules TAR, TJ, and TS. The result under TAR resolves
an open problem posed by Bonsma [WG 2014, JGT 2016].

Keywords: Reconfiguration · Independent set · Modular-width

1 Introduction

In a reconfiguration problem, we are given an instance of a search problem
together with two feasible solutions. The algorithmic task there is to decide
whether one solution can be transformed to the other by a sequence of pre-
scribed local modifications while maintaining the feasibility of intermediate
states. Recently, reconfiguration versions of many search problems have been
studied (see [14,23]).
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Independent Set Reconfiguration is one of the most well-studied recon-
figuration problems. In this problem, we are given a graph and two independent
sets. Our goal is to find a sequence of independent sets that represents a step-
by-step modification from one of the given independent sets to the other. There
are three local modification rules studied in the literature: Token Addition and
Removal (TAR) [3,19,22], Token Jumping (TJ) [4,5,16–18], and Token Sliding
(TS) [1,2,8,10,13,15,21]. Under TAR, given a threshold k, we can remove or add
any vertices as long as the resultant independent set has size at least k. (When
we want to specify the threshold k, we call the rule TAR(k).) TJ allows to swap
one vertex in the current independent set with another vertex not dominated by
the current independent set. TS is a restricted version of TJ that additionally
asks the swapped vertices to be adjacent.

It is known that Independent Set Reconfiguration is PSPACE-
complete under all three rules for general graphs [16], for perfect graphs [19],
and for planar graphs of maximum degree 3 [13] (see [4]). For claw-free graphs,
the problem is solvable in polynomial time under all three rules [4]. For even-
hole-free graphs (graphs without induced cycles of even length), the problem
is known to be polynomial-time solvable under TAR and TJ [19], while it is
PSPACE-complete under TS even for split graphs [1]. Under TS, forests [8] and
interval graphs [2] form maximal known subclasses of even-hole-free graphs for
which Independent Set Reconfiguration is polynomial-time solvable. For
bipartite graphs, the problem is PSPACE-complete under TS and, somewhat
surprisingly, it is NP-complete under TAR and TJ [21].

Independent Set Reconfiguration is studied also in the setting of
parameterized computation. (See the recent textbook [7] for basic concepts in
parameterized complexity.) It is known that there is a constant b such that the
problem is PSPACE-complete under all three rules even for graphs of bandwidth
at most b [25]. Since bandwidth is an upper bound of well-studied structural
parameters such as pathwidth, treewidth, and clique-width, this result rules out
FPT (and even XP) algorithms with these parameters. Given this situation, Bon-
sma [3] asked whether Independent Set Reconfiguration parameterized by
modular-width is tractable under TAR and TJ. The main result of this paper
is to answer this question by presenting an FPT algorithm for Independent
Set Reconfiguration under TAR and TJ parameterized by modular-width.
We also show that under TS the problem allows a much simpler FPT algorithm.

Our results in this paper can be summarized as follows:1

Theorem 1.1. Under all three rules TAR, TJ, and TS, Independent Set
Reconfiguration parameterized by modular-width mw can be solved in time
O∗(2mw).

In Sect. 3, we give our main result for TAR (Theorem 3.9), which implies the
result for TJ (Corollary 3.10). The FPT algorithm under TS is given in Sect. 4
(Theorem 4.7).

The proofs marked with �’s are omitted due to the space limitation.

1 The O∗(·) notation suppresses factors polynomial in the input size.
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2 Preliminaries

Let G = (V,E) be a graph. For a set of vertices S ⊆ V , we denote by G[S] the
subgraph induced by S. For a vertex set S ⊆ V , we denote by G − S the graph
G[V \S]. For a vertex u ∈ V , we write G − u instead of G − {u}. For u, v ∈ S,
we denote S ∪ {u} by S + u and S\{v} by S − v, respectively. We use α(G)
to denote the size of a maximum independent set of G. For two sets S,R we
use S � R to denote their symmetric difference, that is, the set (S\R) ∪ (R\S).
For an integer k we use [k] to denote the set {1, . . . , k}. For a vertex v ∈ V , its
(open) neighborhood is denoted by N(v). The open neighborhood of a set S ⊆ V
of vertices is defined as N(S) =

⋃
v∈S N(v)\S. A component of G is a maximal

vertex set S ⊆ V such that G contains a path between each pair of vertices in
S.

In the rest of this section, we are going to give definitions of the terms used
in the following formalization of the main problem:

Problem: Independent Set Reconfiguration under TAR(k)
Input: A graph G, an integer k, and independent sets S and S′ of G.
Parameter: The modular-width of the input graph mw(G).
Question: Does S �k S′ hold?

2.1 TAR(k) Rule

Let S and S′ be independent sets in a graph G and k an integer. Then we write
S

G↔k S′ if |S � S′| ≤ 1 and min{|S|, |S′|} ≥ k. If G is clear from the context we
simply write S ↔k S′. Here S ↔k S′ means that S and S′ can be reconfigured to
each other in one step under the TAR(k) rule, which stands for “Token Addition
and Removal”, under the condition that no independent set contains fewer than
k vertices (tokens). We write S

G�k S′, or simply S �k S′ if G is clear, if there
exists � ≥ 0 and a sequence of independent sets S0, . . . , S� with S0 = S, S� = S′

and for all i ∈ [�] we have Si−1 ↔k Si. If S �k S′ we say that S′ is reachable
from S under the TAR(k) rule.

We recall the following basic facts.

Observation 2.1. For all integers k the relation defined by �k is an equiva-
lence relation on independent sets of size at least k. For any graph G, integer k,
and independent sets S,R, if S �k R, then S �k−1 R. For any graph G and
independent sets S,R we have S �0 R.

2.2 TJ and TS Rules

Under the TJ rule, one step is formed by a removal of a vertex and an addition
of a vertex. As this rule does not change the size of the independent set, we
assume that the given initial and target independent sets are of the same size. In
other words, two independent sets S and S′ with |S| = |S′| can be reconfigured
to each other in one step under the TJ rule if |S � S′| = 2. It is known that the
TJ reachability can be seen as a special case of TAR reachability as follows.
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Proposition 2.2 ([19]). Let S and R be independent sets of G with |S| = |R|.
Then, R is reachable from S under TJ if and only if S �|S|−1 R.

One step under the TS rule is a TJ step with the additional constraint that
the removed and added vertices have to be adjacent. Intuitively, one step in a
TS sequence “slides” a token along an edge. We postpone the introduction of
notation for TS until Sect. 4 to avoid any confusions.

2.3 Modular-Width

In a graph G = (V,E) a module is a set of vertices M ⊆ V with the property that
for all u, v ∈ M and w ∈ V \M , if {u,w} ∈ E, then {v, w} ∈ E. In other words,
a module is a set of vertices that have the same neighbors outside the module.
A graph G = (V,E) has modular-width at most k if it satisfies at least one of
the following conditions (i) |V | ≤ k, or (ii) there exists a partition of V into at
most k sets V1, V2, . . . , Vs, such that G[Vi] has modular-width at most k and Vi

is a module in G, for all i ∈ [s]. We will use mw(G) to denote the minimum k for
which G has modular-width at most k. We recall that there is a polynomial-time
algorithm which, given a graph G = (V,E) produces a non-trivial partition of
V into at most mw(G) modules [6,12,24] and that deleting vertices from G can
only decrease the modular-width. We also recall that Maximum Independent
Set is solvable in time O∗(2mw). Indeed, a faster algorithm with running time
O∗(1.7347mw) is known [9].

A graph has neighborhood diversity at most k if its vertex set can be par-
titioned into k modules, such that each module induces either a clique or an
independent set. We use nd(G) to denote the minimum neighborhood diversity
of G, and recall that nd(G) can be computed in polynomial time [20] and that
nd(G) ≥ mw(G) for all graphs G [11].

It can be seen that the modular-width of a graph is not smaller than its
clique-width. On the other hand, we can see that treewidth, pathwidth, and
bandwidth are not comparable to modular-width. To see this, observe that the
complete graph of n vertices has treewidth n−1 and modular-width 2, and that
the path of n vertices has treewidth 1 and modular-width n for n ≥ 4. Our
positive result and the hardness result by Wrochna [25] together give Fig. 1 that
depicts a map of structural graph parameters with a separation of the complexity
of Independent Set Reconfiguration.

3 FPT Algorithm for Modular-Width Under TAR

In this section we present an FPT algorithm for the TAR(k)-reachability problem
parameterized by modular-width. The main technical ingredient of our algorithm
is a sub-routine which solves a related problem: given a graph G, an independent
set S, and an integer k, what is the largest size of an independent set reachable
from S under TAR(k)? This sub-routine relies on dynamic programming: we
present (in Lemma 3.4) an algorithm which answers this “maximum extensibil-
ity” question, if we are given tables with answers for the same question for all
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clique-width

treewidth

pathwidth

modular-width

neighborhood diversity

vertex cover number

PSPACE-complete

FPT

bandwidth

Fig. 1. The complexity of Independent Set Reconfiguration under TAR, TJ, and
TS parameterized by structural graph parameters. “X → Y ” implies that there is a
function f such that X(G) ≥ f(Y (G)) for every graph G.

the modules in a non-trivial partition of the input graph. This results in an algo-
rithm (Theorem 3.5) that solves this problem on graphs of small modular-width,
which we then put to use in Sect. 3.2 to solve the reconfiguration problem.

3.1 Computing a Largest Reachable Set

In this section we present an FPT algorithm (parameterized by modular-width)
which computes the following value:

Definition 3.1. Given a graph G, an independent set S, and an integer k, we
define λ(G,S, k) as the largest size of the independent sets S′ such that S �k S′.

In particular, we will present a constructive algorithm which, given G,S, k
will return an independent set S′ such that |S′| = λ(G,S, k), as well as a recon-
figuration sequence proving that S �k S′.

We begin by tackling an easier case: the case when the parameter is the
neighborhood diversity.

Lemma 3.2 (�). There is an algorithm which, given a graph G, an independent
set S, and an integer k, returns an independent set S′, with |S′| = λ(G,S, k),
and a reconfiguration sequence proving that S �k S′, in time O∗(2nd(G)).

Before presenting the main algorithm of this section, let us also make a useful
observation: once we are able to reach a configuration that contains a sufficiently
large number of vertices from a module, we can safely delete a vertex from the
module (bringing us closer to the case where Lemma 3.2 will apply).

Lemma 3.3 (�). Let G be a graph, S be an independent set of G, k an integer,
and M a module of G. Suppose there exists an independent set A ⊂ M such that
(S ∩ M) ⊆ A and |A| = α(G[M ]). Then, for all u ∈ M\A we have λ(G,S, k) =
λ(G − u, S, k).

We are now ready to present our main dynamic programming procedure.

Lemma 3.4 (�). Suppose we are given the following input:
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1. A graph G = (V,E), an integer k, and an independent set S with |S| ≥ k.
2. A partition of V into r ≤ mw(G) non-empty modules, V1, . . . , Vr.
3. For each i ∈ [r], for each j ∈ [|S ∩ Vi|] an independent set Ri,j, such that

|Ri,j | = λ(G[Vi], S ∩ Vi, j), and a transformation sequence proving that (S ∩
Vi)

G[Vi]�j Ri,j.

Then, there exists an algorithm which returns an independent set R of G, such
that |R| = λ(G,S, k), and a transformation sequence proving that S �k R,
running in time O∗(2mw(G)).

We thus arrive to the main theorem of this section.

Theorem 3.5. There exists an algorithm which, given a graph G, an indepen-
dent set S, and an integer k, runs in time O∗(2mw(G)) and outputs an indepen-
dent set S′ such that |S′| = λ(G,S, k) and a TAR(k) transformation S �k S′.

Proof. We perform dynamic programming using Lemma 3.4. More precisely, our
goal is, given G and S, to produce for each value of j ∈ [|S|] an independent set
Rj such that S �j Rj and |Rj | = λ(G,S, j). Clearly, if we can solve this more
general problem in time O∗(2mw(G)) we are done.

Our algorithm works as follows: first, it computes a modular decomposition
of G of minimum width, which can be done in time at most O(n2) [12]. If
|V (G)| ≤ mw(G) then the problem can be solved in O∗(2mw(G)) by brute force
(enumerating all independent sets of G), or even by Lemma 3.2. We therefore
assume that G has a non-trivial partition into r ≤ mw(G) modules V1, . . . , Vr.
We call our algorithm recursively for each G[Vi], and obtain for each i ∈ [r] and
j ∈ [|S ∩Vi|] a set Ri,j such that |Ri,j | = λ(G[Vi], S ∩Vi, j) and a transformation

(S∩Vi)
G[Vi]�j Ri,j . We use this input to invoke the algorithm of Lemma3.4 for each

value of j ∈ [|S|]. This allows us to produce the sets Rj and the corresponding
transformations.

Suppose that β ≥ 2 is a constant such that the algorithm of Lemma 3.4
runs in time at most O(2mw(G)nβ). Our algorithm runs in time at most
O(2mw(G)nβ+2). This can be seen by considering the tree representing a mod-
ular decomposition of G. In each node of the tree (that represents a module of
G) our algorithm makes at most n calls to the algorithm of Lemma 3.4. Since
the modular decomposition has at most O(n) nodes, the running time bound
follows. 
�

3.2 Reachability

In this section we will apply the algorithm of Theorem3.5 to obtain an FPT algo-
rithm for the TAR(k) reconfiguration problem parameterized by modular-width.
The main ideas we will need are that (i) using the algorithm of Theorem3.5 we
can decide if it is possible to arrive at a configuration where a module is empty
of tokens (Lemma 3.6) (ii) if a module is empty in both the initial and target
configurations, we can replace it by an independent set (Lemma3.7) and (iii)
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the reconfiguration problem is easy on graphs with small neighborhood diversity
(Lemma 3.8). Putting these ideas together we obtain an algorithm which can
always identify an irrelevant vertex which we can delete if the input graph is
connected. If the graph is disconnected, we can use ideas similar to those of [3]
to reduce the problem to appropriate sub-instances in each component.

Lemma 3.6. There is an algorithm which, given a graph G, an independent set
S, a module M of G, and an integer k, runs in time O∗(2mw(G)) and either
returns a set S′ with S′ ∩ M = ∅ and S �k S′ or correctly concludes that no
such set exists.

Proof. We assume that S ∩ M = ∅ (otherwise we simply return S).
Let H be the graph obtained by deleting from G all vertices of V \M that

have a neighbor in M . We invoke the algorithm of Theorem3.5 to compute a set
R in H such that S

H�k R and |R| = λ(H,S, k). If |R\M | ≥ k then we return
as solution the set R\M , and as transformation the transformation sequence
returned by the algorithm, to which we append moves that delete all vertices of
R ∩ M . If |R\M | < k we answer that no such set exists.

Let us now argue for correctness. If the algorithm returns a set S′ := R\M ,
it also returns a TAR(k) transformation from S to S′ in H; this is also a trans-
formation in G, and since S′ ∩ M = ∅, the solution is correct.

Suppose then that the algorithm returns that no solution exists, but for the
sake of contradiction there exists a T with S

G�k T and T ∩ M = ∅. Among all
such sets T select the one at minimum reconfiguration distance from S and let
S0 = S, S1, . . . , S� = T be a shortest reconfiguration sequence. We claim that
this is also a valid reconfiguration sequence in H. Indeed, for all j ∈ [� − 1], the
set Sj contains a vertex from M (otherwise we would have a shorter sequence),
therefore may not contain any deleted vertex. As a result, if a solution T exists,
then S

H�k T . Let A be a maximum independent set of G[M ]. We observe
that (i) |T\M | ≥ k since T is reachable with TAR(k) moves and T ∩ M = ∅
(ii) T

H�k (T ∪ A). However, this gives a contradiction, because we now have
S

H�k (T∪A) and this set is strictly larger than the set returned by the algorithm
of Theorem 3.5 when computing λ(H,S, k). 
�
Lemma 3.7. Let G be a graph, k an integer, M a module of G, and S, T two
independent sets of G such that S ∩ M = T ∩ M = ∅. Let A be a maximum
independent set of G[M ]. Then, for all u ∈ M\A we have S

G�k T if and only
if S

G−u�k T .

Proof. The proof is similar to that of Lemma 3.3. Specifically, since u ∈ S and
u ∈ T , it is easy to see that S

G−u�k T implies S
G�k T . Suppose then that S

G�k

T and we have a sequence S0 = S, S1, . . . , S� = T . We construct a sequence
S′
0 = S, S′

1, . . . , S
′
� such that for all i ∈ [�] we have |Si| = |S′

i|, Si\M = S′
i\M ,

and S′
i ∩ M ⊆ A. This can be done inductively: for S′

0 the desired properties
hold; and for all i ∈ [�] we can prove that if the properties hold for S′

i−1, then



292 R. Belmonte et al.

we can construct S′
i in the same way as in the proof of Lemma 3.3 (namely, we

perform the same moves as Si outside of M , and pick an arbitrary vertex of A
when Si adds a vertex of M). 
�
Lemma 3.8. There is an algorithm which, given a graph G, an integer k, and
two independent sets S, T , decides if S �k T in time O∗(2nd(G)).

Proof. The proof is similar to that of Lemma 3.2, but we need to carefully handle
some corner cases. We are given a partition of G into r ≤ nd(G) sets V1, . . . , Vr,
such that each Vi induces a clique or an independent set. Suppose Vi induces a
clique. We use the algorithm of Lemma 3.6 with input (G,S,Vi,k) and with input
(G,T ,Vi,k) to decide if it is possible to empty Vi of tokens. If the algorithm gives
different answers we immediately reject, since there is a configuration that is
reachable from S but not from T . If the algorithm returns S′, T ′ with S′ ∩ Vi =
T ′ ∩ Vi = ∅, then the problem reduces to deciding if S′ �k T ′. However, by
Lemma 3.7 we can delete all the vertices of Vi except one and this does not change
the answer. Finally, if the algorithm responds that Vi cannot be empty in any
configuration reachable from S or T then, if S ∩ Vi = T ∩ Vi we immediately
reject, while if S ∩ Vi = T ∩ Vi we delete from the input Vi and all its neighbors
and solve the reconfiguration problem in the instance (G[V \N [Vi]], k − 1, S\Vi,
T\Vi).

After this preprocessing all sets Vi are independent. We now construct an
auxiliary graph G′ as in Lemma 3.2, namely, our graph has a vertex for every
independent set S of G with |S| ≥ k such that for all i ∈ [r] either S ∩ Vi = ∅ or
Vi ⊆ S. Again, we have an edge between S1, S2 if S1 � S2 = Vi for some i ∈ [r].
We can assume without loss of generality that S, T are represented in this graph
(if there exists Vi such that 0 < |S ∩Vi| < |Vi| we add to S all remaining vertices
of Vi). Now, S � T if and only if S is reachable from T in G′, and this can be
checked in time linear in the size of G′. 
�
Theorem 3.9 (TAR). There is an algorithm which, given a graph G, an integer
k, and two independent sets S, T , decides if S �k T in time O∗(2mw(G)).

Proof. Our algorithm considers two cases: if G is connected we will attempt to
simplify G in a way that eventually produces either a graph with small neighbor-
hood diversity or a disconnected graph; if G is disconnected we will recursively
solve an appropriate subproblem in each component.

First, suppose that G is connected. We compute a modular decomposition
of G which gives us a partition of V into r ≤ mw(G) modules V1, . . . , Vr. We
may assume that r ≥ 2 since otherwise G has at most mw(G) vertices and the
claimed running time is trivial in that case. If for all i ∈ [r] we have that G[Vi] is
an independent set, then nd(G) ≤ r and we invoke the algorithm of Lemma3.8.
Suppose then that for some i ∈ [r], G[Vi] contains at least one edge. We invoke
the algorithm of Lemma 3.6 on input (G,S, Vi, k) and on input (G,T, Vi, k). If
the answers returned are different, we decide that S is not reachable from T in
G, because from one set we can reach a configuration that contains no vertex of
Vi and from the other we cannot.
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If the algorithm of Lemma 3.6 returned to us two sets S′, T ′ with S′ ∩ Vi =
T ′ ∩ Vi = ∅ then by transitivity we know S � T if and only if S′ � T ′. We
compute a maximum independent set A of G[Vi] and delete from our graph a
vertex u ∈ Vi\A. Such a vertex exists, since G[Vi] is not an independent set. By
Lemma 3.7 deleting u does not affect whether S′ � T ′, so we call our algorithm
with input (G − u, k, S′, T ′), and return its response.

On the other hand, if the algorithm of Lemma3.6 concluded that no set
reachable from either S or T has empty intersection with Vi, we find a vertex
u ∈ V \Vi that has a neighbor in Vi and delete it, that is, we call our algorithm
with input (G − u, k, S, T ). Such a vertex u exists because G is connected. This
recursive call is correct because any configuration reachable from S or T contains
some vertex of Vi, which is a neighbor of u, so no reachable configuration uses
u.

We note that if G is connected, all the cases described above will make a
single recursive call on an input that has strictly fewer vertices.

Suppose now that G is not connected and there are s connected components
C1, C2, . . . , Cs. We will assume that |S| = λ(G,S, k) and |T | = λ(G,T, k). This
is without loss of generality, since we can invoke the algorithm of Theorem3.5
and in case |S| < λ(G,S, k) replace S with the set S′ returned by the algorithm
while keeping an equivalent instance (similarly for T ).

As a result, we can assume that |S| = |T |, otherwise the answer is trivially
no. More strongly, if there exists a component Ci such that |S ∩ Ci| = |T ∩ Ci|
we answer no. To see that this is correct, we argue that for all S′ such that
S �k S′ we have |S′ ∩ Ci| ≤ |S ∩ Ci|. Indeed, suppose there exists S′ such
that for some i ∈ [s] we have |S′ ∩ Ci| > |S ∩ Ci| and S � S′. Among such
configurations S′ select one that is at minimum reconfiguration distance from S
and let S0 = S, S1, . . . , S� = S′ be a shortest reconfiguration from S to S′. Then
for all j ∈ [�] we have |S\Ci| ≥ |Sj\Ci| (otherwise we would have an S′ that
is at shorter reconfiguration distance from S). This means that the sequence
S0 ∩ Ci, S1 ∩ Ci, . . . , S� ∩ Ci is a TAR(k − |S\Ci|) transformation of S ∩ Ci to
S′ ∩ Ci in G[Ci]. But this transformation proves that the set (S\Ci) ∪ (S′ ∩ Ci)
is TAR(k) reachable from S in G, and since this set is larger than S we have a
contradiction.

For each i ∈ [s] we now consider the reconfiguration instance given by the
following input: (G[Ci], k − |S\Ci|, S ∩ Ci, T ∩ Ci). We call our algorithm recur-
sively for each such instance. If the answer is yes for all these instances we reply
that S is reachable from T , otherwise we reply that the sets are not reachable.

To argue for correctness we use induction on the depth of the recursion. Sup-
pose that the algorithm correctly concludes that the answer to all sub-instances
is yes. Then, there does indeed exist a transformation S � T as follows: starting
from S, for each i ∈ [s] we keep S\Ci constant and perform in G[Ci] the trans-

formation (S ∩Ci)
G[Ci]� k−|S\Ci| (T ∩Ci). At each step this gives a configuration

where S and T agree in more components. Furthermore, since |S ∩Ci| = |T ∩Ci|
for all i ∈ [s], this is a valid TAR(k) reconfiguration.
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Suppose now that the answer is no for the instance (G[Ci], k − |S\Ci|, S ∩
Ci, T ∩Ci). Suppose also, for the sake of contradiction, that there exists a TAR(k)
reconfiguration S0 = S, S1, . . . , S� = T . As argued above, any configuration S′

reachable from S has |S′ ∩ Ci′ | ≤ |S ∩ Ci′ | for all i′ ∈ [s]. This means that
|S\Ci| ≥ |Sj\Ci| for all j ∈ [�]. Hence, the sequence S0 ∩ Ci, S1 ∩ Ci, . . . , S� ∩ Ci

gives a valid TAR(k − |S\Ci|) reconfiguration in G[Ci], which is a contradiction.
Finally, it is not hard to see that the algorithm runs in time O∗(2mw(G)),

because in the case of disconnected graphs we make a single recursive call for
each component. 
�

Theorem 3.9 and Proposition 2.2 give an FPT algorithm with the same run-
ning time for TJ.

Corollary 3.10 (TJ). There is an algorithm which, given a graph G and two
independent sets S, T , decides the TJ reachability between S and T in time
O∗(2mw(G)).

4 FPT Algorithm for Modular-Width Under TS

We now present an FPT algorithm deciding the TS-reachability parameterized
by modular-width. The problem under TS is much easier than the one under TAR
since we can reduce the problem to a number of constant-size instances that can
be considered separately. To see this, we first observe that the components can
be considered separately. We then further observe that we only need to solve
the case where each maximal nontrivial module contains at most one vertex of
the current independent set. Finally, we show that the reachability problem on
the reduced case thus far is equivalent to a generalized reachability problem on
a graph of order at most mw(G), where G is the original graph.

Let S and S′ be independent sets of G with |S| = |S′|. Recall that S and
S′ can be reached by one step under TS if |S � S′| = 2 and the two vertices in
S � S′ are adjacent. We denote this relation by S

G↔ S′, or simply by S ↔ S′

if G is clear from the context. We write S
G� S′ (or simply S � S′) if there

exists � ≥ 0 and a sequence of independent sets S0, . . . , S� with S0 = S, S� = S′

and for all i ∈ [�] we have Si−1 ↔ Si. If S � S′ we say that S′ is reachable from
S under the TS rule. Observe that the relation defined by � is an equivalence
relation on independent sets.

The first easy observation is that the TS rule cannot move a token to a
different component since a TS step is always along an edge (and thus within a
component). This is formalized as follows.

Observation 4.1. Let G be a graph, S, S′ independent sets of G, and C1, . . . , Cc

the components of G. Then, S
G� S′ if and only if (S ∩ V (Ci))

G[V (Ci)]� (S′ ∩
V (Ci)) for all i ∈ [c].

The next lemma, which is still an easy one, is a key tool in our algorithm.
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Lemma 4.2 (�). Let G be a graph, M a module of G, and S an independent
set in G such that |S∩M | ≥ 2. Then, for every independent set S′ in G, S

G� S′

if and only if S′ ∩ N(M) = ∅ and S
G−N(M)� S′.

Lemma 4.2 implies that S with |S ∩ M | ≥ 2 and S′ with |S′ ∩ M | ≤ 1 are not
reachable to each other. This fact in the following form will be useful later.

Corollary 4.3. Let G be a graph, M a module of G, and S an independent set
in G such that |S ∩ M | ≤ 1. Then, for every independent set S′ in G such that
S � S′, it holds that |S′ ∩ M | ≤ 1.

We now show that a module sharing at most one vertex with both initial
and target independent sets can be replaced with a single vertex, under an
assumption that we may solve a slightly generalized reachability problem (which
is still trivial on a graph of constant size).

Lemma 4.4 (�). Let G be a graph, M a module of G with |M | ≥ 2, and S, S′

independent sets of G with |S| = |S′|. If |M ∩ (S ∪S′)| ≤ 1, then S
G� S′ if and

only if S
G−v� S′ for every v ∈ M\(S ∪ S′).

Lemma 4.5 (�). Let G be a graph, M a module of G, and S, S′ independent
sets of G with |S| = |S′|. If M ∩S = {u}, M ∩S′ = {v}, u = v, and u and v are
in the same component of G[M ], then S

G� S′ if and only if S
G−v� S′ − v + u.

Lemma 4.6 (�). Let G be a graph, M a module of G, and S, S′ independent
sets of G with |S| = |S′|. If M ∩S = {u}, M ∩S′ = {v}, u = v, and u and v are
in different components of G[M ], then S

G� S′ if and only if S
G−v� S′ − v + u

and there is an independent set T in G − v such that T ∩ M = ∅ and S
G−v� T .

Now we are ready to present our algorithm for the TS-reachability problem.

Theorem 4.7 (TS, �). There is an algorithm which, given a graph G and two
independent sets S, T , decides if S � T in time O∗(2mw(G)).
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Abstract. The Glauber dynamics can efficiently sample independent
sets almost uniformly at random in polynomial time for graphs in a
certain class. The class is determined by boundedness of a new graph
parameter called bipartite pathwidth. This result, which we prove for
the more general hardcore distribution with fugacity λ, can be viewed as
a strong generalisation of Jerrum and Sinclair’s work on approximately
counting matchings. The class of graphs with bounded bipartite path-
width includes line graphs and claw-free graphs, which generalise line
graphs. We consider two further generalisations of claw-free graphs and
prove that these classes have bounded bipartite pathwidth.

Keywords: Markov chain Monte Carlo algorithm ·
Fully polynomial-time randomized approximation scheme ·
Independent set · Pathwidth

1 Introduction

We will show that we can approximate the number of independent sets in graphs
for which all bipartite induced subgraphs are well structured, in a sense that we
will define precisely. Our approach is to generalise the Markov chain analysis of
Jerrum and Sinclair [19] for the corresponding problem of counting matchings.
Their canonical path argument relied on the fact that the symmetric difference
of two matchings of a given graph G is a bipartite subgraph of G consisting
of a disjoint union of paths and even-length cycles. We introduce a new graph
parameter, which we call bipartite pathwidth, to enable us to give the strongest
generalisation of the approach of [19].

1.1 Independent Set Problems

For a given graph G, let I(G) be the set of all independent sets in G. The
independence number α(G) = max{|I| : I ∈ I(G)} is the size of the largest
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independent set in G. The problem of finding α(G) is NP-hard in general, even
in various restricted cases, such as degree-bounded graphs. However, polynomial
time algorithms have been constructed for finding a maximum independent set,
for various graph classes. The most important case has been matchings, which
are independent sets in the line graph L(G) of G. This has been generalised to
larger classes of graphs, for example claw-free graphs [24], which include line
graphs [4], and fork-free graphs [1], which include claw-free graphs.

Counting independent sets in graphs is known to be #P-complete in gen-
eral [26], and in various restricted cases [15,30]. Exact counting is known only
for some restricted graph classes. Even approximate counting is NP-hard in gen-
eral, and is unlikely to be in polynomial time for bipartite graphs [11].

For some classes of graphs, for example line graphs, approximate counting is
known to be possible [19,20]. The most successful Markov chain approach relies
on a close correspondence between approximate counting and sampling uni-
formly at random [21]. It was applied to degree-bounded graphs in [23] and [12].
In his PhD thesis [22], Matthews used a Markov chain for sampling independent
sets in claw-free graphs. His chain, and its analysis, generalises that of [19].

Several other approaches to approximate counting have been successfully
applied to the independent set problem. Weitz [31] used the correlation decay
approach on degree-bounded graphs, resulting in an FPTAS for counting inde-
pendent sets in graphs with degree at most 5. Sly [29] gave a matching NP-
hardness result. The correlation decay method was also applied to matchings
in [3], and was extended to complex values of λ in [16]. Recently, Efthymiou
et al. [14] proved that the Markov chain approach can (almost) produce the
best results obtainable by other methods.

The independence polynomial PG(λ) of a graph G is defined in (1) below.
The Taylor series approach of Barvinok [2] was used by Patel and Regts [25] to
give a FPTAS for PG(λ) in degree-bounded claw-free graphs. The success of the
method depends on the location of the roots of the independence polynomial.
Chudnovsky and Seymour [7] proved that all these roots are real, and hence they
are all negative. Then the algorithm of [25] is valid for all complex λ which are
not real and negative. In this extended abstract (for proofs see [13]), we return
to the Markov chain approach.

1.2 Preliminaries

We write [m] = {1, 2, . . . ,m} for any positive integer m, and let A ⊕ B denote
the symmetric difference of sets A,B. For graph theoretic definitions not given
here, see [10]. Throughout this paper, all graphs are simple and undirected.
G[S] denotes the subgraph of G induced by the set S and N(v) denotes the
neighbourhood of vertex v. Given a graph G = (V,E), let Ik(G) be the set
of independent sets of G of size k. The independence polynomial of G is the
partition function
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PG(λ) =
∑

I∈I(G)

λ|I| =
α(G)∑

k=0

Nk λk, (1)

where Nk = |Ik(G)| for k = 0, . . . , α. Here λ ∈ C is called the fugacity. We
consider only real λ and assume λ ≥ 1/n to avoid trivialities. We have N0 = 1,
N1 = n and Nk ≤ (

n
k

)
for k = 2, . . . , n. Thus it follows that for any λ ≥ 0,

1 + nλ ≤ PG(λ) ≤
α(G)∑

k=0

(
n

k

)
λk ≤ (1 + λ)n. (2)

Note also that PG(0) = 1 and PG(1) = |I(G)|.
An almost uniform sampler for a probability distribution π on a state Ω

is a randomised algorithm which takes as input a real number δ > 0 and
outputs a sample from a distribution μ such that the total variation distance
1
2

∑
x∈Ω |μ(x) − π(x)| is at most δ. The sampler is a fully polynomial almost

uniform sampler (FPAUS) if its running time is polynomial in the input size n
and log(1/δ). The word “uniform” here is historical, as it was first used in the
case where π is the uniform distribution. We use it in a more general setting.

If w : Ω → R is a weight function, then the Gibbs distribution π satisfies
π(x) = w(x)/W for all x ∈ Ω, where W =

∑
x∈Ω w(x). If w(x) = 1 for all x ∈ Ω

then π is uniform. For independent sets with w(I) = λ|I|, we have

π(I) = λ|I|/PG(λ), (3)

and is often called the hardcore distribution. Jerrum, Valiant and Vazirani [21]
showed that approximating W is equivalent to the existence of an FPAUS for π,
provided the problem is self-reducible. Counting independent sets in a graph is
a self-reducible problem. (2) can be tightened to

PG(λ) ≤
α∑

k=0

(
n

k

)
λk ≤

α∑

k=0

(nλ)k

k!
≤ (nλ)α

α∑

k=0

1
k!

≤ e(nλ)α. (4)

2 Markov Chains

2.1 Mixing Time

For general information on Markov chains and approximate counting see [17,18].
Consider a Markov chain on state space Ω with stationary distribution π and

transition matrix P. Let pn be the distribution of the chain after n steps. We will
assume that p0 is the distribution which assigns probability 1 to a fixed initial
state x ∈ Ω. The mixing time of the Markov chain, from initial state x ∈ Ω, is
τx(ε) = min{n : dTV(pn, π) ≤ ε}, where dTV(pn, π) is the total variation distance
between pn and π. In the case of the Glauber dynamics for independent sets,
the stationary distribution π satisfies (3), and in particular π(∅)−1 = PG(λ).
We will always use ∅ as our starting state.
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Let βmax = max{β1, |β|Ω|−1|}, where β1 is the second-largest eigenvalue and
β|Ω|−1 is the smallest eigenvalue of P. From [9, Proposition 3] follows τx(ε) ≤
(1 − βmax)−1

(
ln(π(x)−1) + ln(1/ε)

)
, see also [28, Proposition 1(i)]. Hence for

λ ≥ 1/n,
τ∅(ε) ≤ (1 − βmax)−1 (α(G) ln(nλ) + 1 + ln(1/ε)) , (5)

using (4). We can easily prove that (1+β|Ω|−1)−1 is bounded above by min{λ, n},
see (9). It is more difficult to bound the relaxation time (1 − β1)−1.

2.2 Canonical Paths Method

To bound the mixing time of our Markov chain we will apply the canonical paths
method of Jerrum and Sinclair [19]. This may be summarised as follows. Let the
problem size be n (in our setting, n is the number of vertices in the graph G,
Ω = I(G) and hence |Ω| ≤ 2n). For each pair of states X,Y ∈ Ω we define
a path γXY from X to Y , namely X = Z0 → Z2 → · · · → Z� = Y such that
successive pairs along the path are given by a transition of the Markov chain.
Write �XY = � for the length of the path γXY , and let �max = maxX,Y �XY . We
require �max to be at most polynomial in n. This is usually easy to achieve, but
the set of paths {γXY } must also satisfy the following property.

For any transition (Z,Z ′) of the chain there must exist an encoding W , such
that, given (Z,Z ′) and W , there are at most ν distinct possibilities for X and
Y such that (Z,Z ′) ∈ γXY . That is, each transition of the chain can lie on at
most ν |Ω∗| canonical paths, where Ω∗ is some set which contains all possible
encodings. We usually require ν to be polynomial in n. It is common to refer to
the additional information provided by ν as “guesses”, and we will do so here.
In our situation, all encodings will be independent sets, so we may assume that
Ω∗ = Ω. The congestion  of the chosen set of paths is given by

 = max
(Z,Z′)

{
1

π(Z)P(Z,Z ′)

∑

X,Y :γXY �(Z,Z′)

π(X)π(Y )
}

, (6)

where the maximum is taken over all pairs (Z,Z ′) with P(Z,Z ′) > 0 and Z ′ �= Z
(that is, over all transitions of the chain), and the sum is over all paths containing
the transition (Z,Z ′). A bound on the relaxation time (1−β1)−1 will follow from
a bound on congestion, using Sinclair’s result [28, Cor. 6]:

(1 − β1)−1 ≤ �max . (7)

2.3 Glauber Dynamics

The Markov chain we employ will be the Glauber dynamics. In fact, we will
consider a weighted version of this chain, for a given value of the fugacity (also
called activity) λ > 0. Define π(Z) = λ|Z|/PG(λ) for all Z ∈ I(G), where PG(λ)
is the independence polynomial defined in (1). A transition from Z ∈ I(G) to
Z ′ ∈ I(G) will be as follows. Choose a vertex v of G uniformly at random.
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– If v ∈ Z then Z ′ ← Z\{v} with probability 1/(1 + λ).
– If v /∈ Z and Z ∪ {v} ∈ I(G) then Z ′ ← Z ∪ {v} with probability λ/(1 + λ).
– Otherwise Z ′ ← Z.

This Markov chain is irreducible and aperiodic, and satisfies the detailed balance
equations π(Z)P(Z,Z ′) = π(Z ′)P(Z ′, Z) for all Z,Z ′ ∈ I(G). Therefore, the
Gibbs distribution π is the stationary distribution of the chain. If Z ′ is obtained
from Z by deleting a vertex v then

P(Z,Z ′) =
1

n(1 + λ)
and P(Z ′, Z) =

λ

n(1 + λ)
. (8)

The unweighted version is given by setting λ = 1, and has uniform stationary
distribution. Since the analysis for general λ is hardly any more complicated than
that for λ = 1, we will work with the weighted case.

It follows from the transition procedure that P(Z,Z) ≥ min{1, λ}/(1 + λ)
for all states Z ∈ I(G). That is, every state has a self-loop probability of at least
this value. Using a result of Diaconis and Saloff-Coste [8, p. 702], we conclude
that the smallest eigenvalue β|I(G)|−1 of P satisfies

(1 + β|I(G)|−1)−1 ≤ 1 + λ

2min{1, λ} ≤ min{λ, n} (9)

for λ ≥ 1/n. This bound will be dominated by our bound on the relaxation time.
We will always use the initial state Z0 = ∅, since ∅ ∈ I(G) for any graph G.

In order to bound the relaxation time (1−β1)−1 we will use the canonical path
method. A key observation is that for any X,Y ∈ I(G), the induced subgraph
G[X ⊕ Y ] of G is bipartite. This can easily be seen by colouring vertices in
X\Y black and vertices in Y \X white, and observing that no edge in G can
connect vertices of the same colour. To exploit this observation, we introduce
the bipartite pathwidth of a graph in Sect. 3. In Sect. 4 we show how to use
the bipartite pathwidth to construct canonical paths for independent sets, and
analyse the congestion of this set of paths to prove our main result, Theorem1.

3 Pathwidth and Bipartite Pathwidth

The pathwidth of a graph was defined by Robertson and Seymour [27], and has
proved a very useful notion in graph theory [6,10]. A path decomposition of a
graph G = (V,E) is a sequence B = (B1, B2, . . . , Br) of subsets of V such that

1. for every v ∈ V there is some i ∈ [r] such that v ∈ Bi,
2. for every e ∈ E there is some i ∈ [r] such that e ⊆ Bi, and
3. for every v ∈ V the set {i ∈ [r] : v ∈ Bi} forms an interval in [r].

The width and length of this path decomposition B are w(B) = max{|Bi| :
i ∈ [r]} − 1 and �(B) = r and the pathwidth pw(G) of a given graph G is
pw(G) = minB w(B), where the minimum taken over all path decompositions
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a c e g i

b d f h j

Fig. 1. A bipartite graph

B of G. Condition 3 is equivalent to Bi ∩ Bk ⊆ Bj for all i, j and k with
1 ≤ i ≤ j ≤ k ≤ r. If we refer to a bag with index i /∈ [r] then by default Bi = ∅.

The graph in Fig. 1 has a path decomposition with the following bags:

B1 = {a,b,d, g} B2 = {a, c,d, g} B3 = {c,d, g, e} B4 = {d, e, f, g}
B5 = {d, f, g, j} B6 = {f, g,h, j} B7 = {g,h, i, j}

This path decomposition has length 7 and width 3. If P is a path, C is a cycle,
Kn is a complete graph and Ka,b is a complete bipartite graph then

pw(P ) = 1, pw(C) = 2, pw(Kn) = n − 1, pw(Ka,b) = min{a, b}. (10)

The following result will be useful for bounding the pathwidth. The first state-
ment is [5, Lemma 11], while the second appears in [27, Eq. (1.5)].

Lemma 1. For every subgraph H of G, pw(H) ≤ pw(G) holds. If W ⊆ V (G)
then pw(G) ≤ pw(G − W ) + |W |.

The bipartite pathwidth bpw(G) of a graph G is the maximum pathwidth of
an induced subgraph of G that is bipartite. For any integer p ≥ 2, let Cp be the
class of graphs G with bpw(G) ≤ p. By Lemma 1 Cp is a hereditary class.

Clearly bpw(G) ≤ pw(G), but the bipartite pathwidth of G may be much
smaller than its pathwidth. A more general example is the class of unit inter-
val graphs. These may have cliques of arbitrary size, and hence arbitrary path-
width. However they are claw-free, so their induced bipartite subgraphs are linear
forests, and hence they have bipartite pathwidth at most 1 from Eq. 10. The even
more general interval graphs do not contain a tripod (depicted in Sect. 5.3), so
their bipartite subgraphs are forests of caterpillars, and hence they have bipartite
pathwidth at most 2.

Lemma 2. Let p be a positive integer.

(i) Every graph with at most 2p + 1 vertices belongs to Cp.
(ii) No element of Cp can contain Kp+1,p+1 as an induced subgraph.

A fixed linear order < on the vertex set V of a graph G, extends to subsets
of V as follows: if A,B ⊆ V then A < B if and only if (a) |A| < |B|; or (b)
|A| = |B| and the smallest element of A⊕B belongs to A. Next, given two path
decompositions A = (Aj)r

j=1 and B = (Bj)s
j=1 of G, we say that A < B if and

only if (a) r < s; or (b) r = s and Aj < Bj , where j = min{i : Ai �= Bi}.
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4 Canonical Paths for Independent Sets

Suppose that G ∈ Cp, so that bpw(G) ≤ p. Take X,Y ∈ I(G) and let H1, . . . , Ht

be the connected components of G[X ⊕ Y ] in lexicographical order. The graph
G[X⊕Y ] is bipartite, so every component H1, . . . , Ht is connected and bipartite.
We will define a canonical path γXY from X to Y by processing the components
H1, . . . , Ht in order. Let Ha be the component of G[X⊕Y ] which we are currently
processing, and suppose that after processing H1, . . . , Ha−1 we have a partial
canonical path X = Z0, . . . , ZN . If a = 0 then ZN = Z0 = X. The encoding WN

for ZN is defined by

ZN ⊕ WN = X ⊕ Y and ZN ∩ WN = X ∩ Y. (11)

In particular, when a = 0 we have W0 = Y . We remark that (11) will not
hold during the processing of a component, but always holds immediately after
the processing of a component is complete. Because we process components
one-by-one, in order, and due to the definition of the encoding WN , we have

ZN ∩ Hs = Y ∩ Hs for s = 1, . . . , a − 1 (processed), (12)
ZN ∩ Hs = X ∩ Hs for s = a, . . . , t (not processed), (13)
WN ∩ Hs = X ∩ Hs for s = 1, . . . , a − 1 (processed), (14)
WN ∩ Hs = Y ∩ Hs for s = a, . . . , t (not processed). (15)

We now describe how to extend this partial canonical path by processing the
component Ha. Let h = |Ha|. We will define a sequence ZN , ZN+1, . . . , ZN+h

of independent sets, and a corresponding sequence WN , WN+1, . . . ,WN+h of
encodings, such that Z�⊕W� ⊆ X⊕Y and Z�∩W� = X∩Y for j = N, . . . , N +h.
Define the set of “remembered vertices” R� = (X ⊕ Y )\(Z� ⊕ W�) for � =
N, . . . , N + h. By definition, the triple (Z,W,R) = (Z�,W�, R�) satisfies

(Z ⊕ W ) ∩ R = ∅ and (Z ⊕ W ) ∪ R = X ⊕ Y. (16)

This immediately implies that |Z�|+|W�|+|R�| = |X|+|Y | for � = N, . . . , N +h.
Let B = (B1, . . . , Br) be the lexicographically-least path decomposition of

Ha. Here we use the ordering on path decompositions defined at the end of
Sect. 3. Since G ∈ Cp, the maximum bag size in B is d ≤ p + 1.

We process Ha by processing the bags B1, . . . , Br in order. Initially RN = ∅,
by (11). If bag Bi is currently being processed and the current independent set
is Z and the current encoding is W , then

(
X ∩ (B1 ∪ · · · ∪ Bi−1)

)\Bi =
(
W ∩ (B1 ∪ · · · ∪ Bi−1)

)\Bi, (17)
(
Y ∩ (B1 ∪ · · · ∪ Bi−1)

)\Bi =
(
Z ∩ (B1 ∪ · · · ∪ Bi−1)

)\Bi, (18)
(
X ∩ (Bi+1 ∪ · · · ∪ Br)

)\Bi =
(
Z ∩ (Bi+1 ∪ · · · ∪ Br)

)\Bi, (19)
(
Y ∩ (Bi+1 ∪ · · · ∪ Br)

)\Bi =
(
W ∩ (Bi+1 ∪ · · · ∪ Br)

)\Bi. (20)

Let Z�, W�, R� denote the current independent set, encoding and set of
remembered vertices, immediately after the processing of bag Bi−1. We will write
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R� = R+
� ∪ R−

� where vertices in R+
� are added to R� during the preprocessing

phase (and must eventually be inserted into the current independent set), and
vertices in R−

� are added to R� due to a deletion step (and will go into the
encoding during the postprocessing phase). When i = 0 we have � = N and in
particular, RN = R+

N = R−
N = ∅.

Preprocessing: We “forget” the vertices of Bi ∩ Bi+1 ∩ W� and add them to
R+

� . This does not change the independent set or add to the canonical path.
R+

� ← R+
� ∪ (Bi ∩ Bi+1 ∩ W�); W� ← W�\(Bi ∩ Bi+1);

Deletion steps: for each u ∈ Bi ∩ Z�, in lexicographical order, do
Z�+1 ← Z�\{u};
if u �∈ Bi+1 then W�+1 ← W� ∪ {u}; R−

�+1 ← R−
�

else W�+1 ← W�; R−
�+1 ← R−

� ∪ {u};
� ← � + 1;

Insertion steps: for each u ∈ (
Bi ∩ (W� ∪ R+

� )
)\Bi+1, in lexicogr. order, do

Z�+1 ← Z� ∪ {u};
if u ∈ W� then W�+1 ← W�\{u}; R+

�+1 ← R+
� ;

else W�+1 ← W�; R+
�+1 ← R+

� ∪ {u};
� ← � + 1;

Postprocessing: All elements of R−
�+1 which do not belong to Bi+1 can now

be safely added to W�. This does not change the current independent set or
add to the canonical path.
W� ← W� ∪ (R−

� \Bi+1); R−
� ← R−

� ∩ Bi+1;

By construction, vertices added to R+
� are removed from W�, so the “otherwise”

case for insertion is precisely u ∈ R+
� .

Observe that both Z� and W� are independent sets at every step. This is true
initially (when � = N) and remains true. The preprocessing phases removes all
vertices of Bi∩Bi+1 from W�, which makes room for other vertices to be inserted
into the encoding later. A deletion step shrinks the current independent set and
adds the removed vertex into W� or R−

� . A deleted vertex is only added to R−
�

if it belongs to Bi ∩Bi+1, and so might have a neighbour in W�. In the insertion
steps we add vertices from

(
Bi ∩(W� ∪R+

� )
)\Bi+1 to Z�, now that we have made

room. Here Bi is the last bag which contains the vertex being inserted into the
independent set, so any neighbour of this vertex in X has already been deleted
from the current independent set. This phase can only shrink the encoding W�.
Also observe that (16) holds for (Z,W,R) = (Z�,W�, R�) at every point. Finally,
by construction we have R� ⊆ Bi at all times. Table 1 illustrates this construction
for the graph in Fig. 1.

Each step of the canonical path alters the current independent set Zi by
exactly one element of X ⊕Y . Every vertex of X\Y is removed from the current
independent set at some point, and is never re-inserted, while every vertex of
Y \X is inserted into the current independent set once, and is never removed.
Vertices outside X ⊕ Y are never altered and belong to all or none of the inde-
pendent sets in the canonical path. Therefore �max ≤ 2α(G).
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Table 1. The steps of the canonical path, processing each bag in order.

Bi preprocessing after 1st step after 2nd step
after 3rd step postprocessing

B1 d b a g d b a g− d b a g− −

d b a g− −

B2 d c a g− − d c a g−

B3 d c e g− d c e g− − d c e g− −

B4 d f e g− − d f e g−

B5 f d j g− f d j g

B6 f h j g f h j g− f h j g−

B7 h j i g− h j i g− h j i g−

h j i g− h j i g

Lemma 3. At any transition (Z,Z ′) which occurs during the processing of bag
Bi, the set R of remembered vertices satisfies R ⊆ Bi, with |R| ≤ p unless
Z ∩ Bi = W ∩ Bi = ∅. In this case R = Bi, which gives |R| = p + 1, and
Z ′ = Z ∪ {u} for some u ∈ Bi.

Lemma 4. Given a transition (Z,Z ′), the encoding W of Z and the set R of
remembered vertices, we can uniquely reconstruct (X,Y ) with (Z,Z ′) ∈ γXY .

Theorem 1. Let G ∈ Cp be a graph with n vertices and let λ ≥ 1/n, where
p ≥ 2 is an integer. Then the Glauber dynamics with fugacity λ on I(G) (and
initial state ∅) has mixing time

τ∅(ε) ≤ 2eα(G)np+1 λp
(
1 + max(λ, 1/λ)

)(
α(G) ln(nλ) + 1 + ln(1/ε)

)
.

When p is constant, this upper bound is polynomial in n and max(λ, 1/λ).

5 Recognisable Subclasses of Cp

Theorem 1 shows that the Glauber dynamics for independent sets is rapidly
mixing for any graph G in the class Cp, where p is a fixed positive integer.
However, the complexity of recognising membership in the class Cp is unknown.
Therefore, we consider here three classes of graphs determined by small excluded
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subgraphs. These classes have polynomial time recognition algorithms. Note that
we must always exclude large complete bipartite subgraphs. The three classes
are nested. We will obtain better bounds for pathwidth in the smaller classes,
and hence better mixing time bounds in Theorem1.

5.1 Claw-Free Graphs

Claw-free graphs exclude the K1,3, the claw. Claw-free graphs form an important
superclass of line graphs [4], and independent sets in line graphs are matchings.

Lemma 5. Let G be a claw-free graph with independent sets X,Y ∈ I(G). Then
G[X ⊕ Y ] is a disjoint union of paths and cycles.

Lemma 6. Claw-free graphs are a proper subclass of C2.

5.2 Graphs with No Fork or Complete Bipartite Subgraph

Fork-free graphs exclude the following induced subgraph, the fork:

Two vertices u and v are false twins if N(u) = N(v). In Fig. 2, vertices to
which false twins can be added are indicated by red colour. Hence each graph
containing a red vertex represents an infinite family of augmented graphs.

Fig. 2. The path P9, the cycle C8, the augmented bipartite wheel BW ∗
3 , the cube Q3,

an augmented domino, followed by augmented paths P ∗
2 , P ∗

4 and P ∗
5 . (Color figure

online)

Lemma 7. A bipartite graph is fork-free if and only if every connected compo-
nent is a path, a cycle of even length, a BW ∗

3 , a cube Q3, or can be obtained from
a complete bipartite graph by removing at most two edges that form a matching.

Lemma 8. For all integers d ≥ 1 the fork-free graphs without induced Kd+1,d+1

have bipartite pathwidth at most max(4, d + 2).
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5.3 Graphs Free of Armchairs, Stirrers and Tripods

The graphs depicted below are called armchair, stirrer and tripod. A fast graph
is a graph that contains none of these three as an induced subgraph.

Theorem 2. For every integer d ≥ 1, a fast bipartite graph that does not contain
Kd+1,d+1 as an induced subgraph has pathwidth at most 4d − 1.

6 Conclusions and Further Work

It is clearly NP-hard in general to determine the bipartite pathwidth of a graph,
since it is NP-complete to determine the pathwidth of a bipartite graph. How-
ever, we need only determine whether bpw(G) ≤ d for some constant d. The
complexity of this question is less clear. Bodlaender [5] has shown that the ques-
tion pw(G) ≤ d, can be answered in O(2d2

n) time. However, this implies nothing
about bpw(G).

In the case of claw-free graphs we can prove stronger sampling results using
log-concavity. How far does log-concavity extends in this setting? Does it hold
for fork-free graphs? Does some generalisation of log-concavity hold for graphs of
bounded bipartite pathwidth? Where log-concavity holds, it allows us to approx-
imate the number of independent sets of a given size. However, there is still the
requirement of “amenability” [19]. Jerrum, Sinclair and Vigoda [20] have shown
that this can be dispensed with in the case of matchings. Can this be done
for claw-free graphs? More ambitiously, can the result of [20] be extended to
fork-free graphs and larger classes of graphs of bounded bipartite pathwidth?

An extension would be to consider bipartite treewidth, btw(G). Since tw(G) =
O(pw(G) log n) [6, Thm. 66], our results here immediately imply that bounded
bipartite treewidth implies quasipolynomial mixing time for the Glauber dynam-
ics. Can this be improved to polynomial time?

Finally, can approaches to approximate counting be employed for the inde-
pendent set problem in particular graph classes? Patel and Regts [25] have used
the Taylor expansion approach for claw-free graphs. Could this be extended?

References

1. Alekseev, V.E.: Polynomial algorithm for finding the largest independent sets in
graphs without forks. Discrete Appl. Math. 135, 3–16 (2004)

2. Barvinok, A.: Computing the partition function of a polynomial on the Boolean
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Abstract. We study graph classes modeled by families of non-crossing
(NC) connected sets. Two classic graph classes in this context are disk
graphs and proper interval graphs. We focus on the cases when the sets
are paths and the host is a tree. Forbidden induced subgraph character-
izations and linear time certifying recognition algorithms are given for
intersection graphs of NC paths of a tree (and related subclasses). For
intersection graphs of NC paths of a tree, the dominating set problem is
shown to be solvable in linear time. Also, each such graph is shown to
have a Hamiltonian cycle if and only if it is 2-connected, and to have a
Hamiltonian path if and only if its block-cutpoint tree is a path.

Keywords: Clique trees · Non-crossing models · Domination ·
Hamiltonicity

1 Introduction

Intersection models of graphs are ubiquitous in graph theory and covered in
many graph theory textbooks, see, e.g., [20,29]. Generally, for a given graph G,
a collection S of sets, {Sv}v∈V (G), is an intersection model of G when Su∩Sv �= ∅
if and only if uv ∈ E(G). Similarly, we say that G is the intersection graph of S.
One quickly sees that all graphs have intersection models (e.g., by choosing,
for every v ∈ V (G), Sv as the edges incident to v). Thus, one often considers
restrictions either on the host set (i.e., the domain from which the elements of
the Sv’s can be chosen), collection S, and/or on the individual sets Sv.

In this paper we consider classes of intersection graphs where the sets are
taken from a topological space, (path) connected, and pairwise non-crossing.
A set S is (path) connected when any two of its points can be connected by
a curve within the set (note: a curve is a homeomorphic image of a closed
interval). Notice that, when the topological space is a graph, connectedness is
precisely the usual connectedness of a graph and curves are precisely paths. Two
connected sets S1, S2 are said to be non-crossing when both S1\S2 and S2\S1

are connected. Our focus will be on intersection graphs of non-crossing paths.
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The most general case of intersection graphs of non-crossing sets which have
been studied are those of non-crossing connected (NC-C) sets in the plane [23].
These were considered together with another non-crossing class, the intersection
graphs of disks in the plane or simply disk graphs. The recognition of both
NC-C graphs and disk graphs is NP-hard [23]. More recently [22], disk graph
recognition was shown to complete for the existential theory of the reals (∃R)1.

One of the simplest cases of connected sets one can consider are those which
reside in R, i.e., the intervals of R. The corresponding intersection graphs are
precisely the well studied interval graphs. Moreover, imposing the non-crossing
property on these intervals leads to the proper interval graphs2. It has often been
considered how to generalize proper interval graphs to more complicated hosts,
but simple attempts to do so involving the property that the sets are proper
are often uninteresting. For example, the intersection graphs of proper paths in
trees or proper subtrees of a tree are easily seen as the same as their non-proper
versions. We will see that the non-crossing property leads to natural new classes
which generalize proper interval graphs.

We formalize the setting as follows. For graph classes S and H, a graph G is
an S-H graph when each v ∈ V (G) has an Sv ∈ S such that:

– the graph H =
⋃

v∈V (G) Sv is in H, and
– uv is an edge of G if and only if Su ∩ Sv �= ∅.

Additionally, we say that ({Sv}v∈V (G),H) is an S-H model of G where H is
the host and each Sv is a guest. We further state that G is a non-crossing-S-H
(NC-S-H) graph when the sets Sv are pairwise non-crossing. In this context the
proper interval graphs are the NC-path-path graphs.

Many classes of S-H graphs have been studied in the literature; see, e.g., [29].
Some of these are described in the table below together with the complexity of
their recognition problems and whether a forbidden induced subgraph character-
ization (FISC) is known. The table utilizes the following terminology. A directed
tree (d.tree) is a tree in which every edge uv has been assigned one direction. A
rooted tree (r.tree) is a directed tree where there is exactly one source node. A
survey of path-tree graph classes is given in [30].

Graph class Guest Host Recognition FISC?

1 Interval path path O(n + m) [8] yes [26]
2 Rooted path tree (RPT) path r.tree O(n + m) [11] open
3 Directed path tree (DPT) path d.tree O(nm) [5] yes [33]
4 Path tree (PT) path tree O(nm) [36] yes [27]
5 Chordal tree tree O(n + m) [35] by definitiona

aA graph is chordal when it has no induced cycles of length four or more.

1 Note: all ∃R-hard problems are NP-hard, see [28] for an introduction to ∃R.
2 Usually defined as having no interval strictly contained within any other.
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Results and Outline. We study the non-crossing classes corresponding to
graph classes 1–4 given in the table. Section 2 provides background and notation
concerning intersection models. In Sect. 3 we provide forbidden induced subgraph
characterizations for the non-crossing classes corresponding to 1–4 and certify-
ing linear time recognition algorithms for them. Interestingly, this implies that
one can test whether a chordal graph contains a claw in linear time. Then, for
NC-path-tree graphs, in Sect. 4, we solve the minimum dominating set (MDS)
problem in linear time by showing that there is an independent set which is
also an MDS and using a known algorithm [12]. In Sect. 5, we show that 2-
connectedness implies that each plane drawing of the NC-path-tree model leads
to a distinct Hamiltonian cycle (HC) which can also be found in linear time, and
a similar necessary condition implies the presence of Hamiltonian path (HP).
For the MDS, HC and HP problems, we use the special structure of NC-path-
tree models obtained in Sect. 3.1. Notably, the MDS problem is NP-complete on
PT graphs [2], and split graphs3 [9], but it is polynomial time solvable on RPT
graphs [2]. Also, the HC and HP problems are NP-complete on strongly chordal
split graphs [31], and DPT graphs [32], but easily solved on proper interval
graphs [1]. We conclude with avenues for further research.

2 Preliminaries

Notation. Unless explicitly stated otherwise, all the graphs we discuss in this
work are connected, undirected, simple, and loopless. For a graph G with a
vertex v, we use NG(v) to denote the neighborhood of v, and NG[v] to denote
the closed neighborhood of v, i.e., NG[v] = NG(v) ∪ {v}. The subscript G will
be omitted when it is clear. For a subset S of V (G), we use G[S] to denote the
subgraph of G induced by S. For a set of graphs F , we say that a graph G is
F-free when G does not contain any F ∈ F as an induced subgraph.

For graph classes S and H, and an S-H model ({Sv}v∈V (G),H) of a graph
G, we use the following notation. We refer to elements of V (G) as vertices and
use symbols u and v to refer them whereas we call elements of V (H) nodes and
use x, y, and z to refer to them. For a node x of H we use Gx to denote the
set of vertices v in G where Sv contains x. Observe that every set Gx induces a
clique in G. Note that Sect. 3.1 defines the terms terminal, junction, and mixed
that are also used in later sections of the paper.

Several special graphs are named and depicted in Fig. 1 along with models
of them. We will refer to these throughout this paper.

Twin-Free Graphs. For a graph G, two vertices x and y are called twins when
they have the same closed neighborhood, i.e., N [x] = N [y]. Note that, for the
MDS problem, it is an easy exercise to show that it suffices to consider twin-
free graphs. Also, as the vertex set of a graph can be easily partitioned into its

3 A graph is a split graph when its vertices can be partitioned into a clique and an
independent set. It is easy to see that split graphs are chordal.
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net claw (K1,3 nus-3)

Fig. 1. Some small graphs and tree models of them. In the models the nodes of the
host graph are given as darkly shaded circles and its edges are lightly shaded corridors
connecting them. Each subset Sv is depicted by a tree (or single point) overlaid on the
drawing of the host graph.

equivalence classes of twins in linear time, one can distill the relevant twin-free
induced subgraph of G in linear time.

Chordality and Clique Trees. This area is deeply studied and while there
are many interesting results related to our work, we only pick out a few concepts
and results which are useful in this paper. The starting point is that the chordal
graphs are well-known to be the tree-tree graphs [16].

For a chordal graph G, a clique tree T of G has the maximal cliques of G as
its vertices, and for every vertex v of G, the set Kv of maximal cliques which
contain v induces a subtree of T . In other words, it is a tree-tree model of G
whose nodes are in bijection with the maximal cliques of G. Clique trees are very
useful when discussing models where the host graph is a tree. When a graph has
a tree-tree [16], path-tree [18], path-d.tree [30], path-r.tree [17], or path-path [14]
model, then it also has one that is a clique tree. Such results are summarized
in [29].

We establish similar clique tree results for the corresponding NC graphs when
the guests are paths. However, note that when the guests are trees, we cannot
rely on clique trees. For example, the claw is an NC-tree-tree graph, but it does
not have an NC-tree-tree model that is a clique tree (see Fig. 1). We discuss this
further in the conclusions.

An important property of clique trees for our linear time algorithms is the
following. For a chordal graph G,

∑
v∈V (G) |Kv| ∈ O(n + m) [20]. This implies

that the total size of a clique tree T is O(n+m). So, any algorithm that is linear
in the size of T is also linear in the size of G. Additionally, one can produce a
clique tree of a chordal graph in linear time [15].

3 Non-crossing Paths in Trees: Structure and Recognition

This section concerns classes of intersection graphs of non-crossing paths in trees;
namely, NC-path-tree, NC-path-d.tree, NC-path-r.tree, and NC-path-path. We
first note that the claw (K1,3) is not an NC-path graph regardless of the host.

Observation 1. If G is an NC-path graph, then G is claw-free.

Proof. Suppose G contains a claw with central vertex u and pendant vertices a,
b, c. Let P be a path-H model of G where P = {Pv}v∈V (G). Clearly, Pa ∩ Pu,
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Pb∩Pu and Pc∩Pu are disjoint. As such, at most two of them include an endpoint
of Pu. Thus, for some d ∈ {a, b, c}, Pu\Pd is disconnected. �

This section proceeds as follows. The NC-path-tree graphs are shown to
be the claw-free chordal graphs and the structure of NC-path-tree models is
described. From this structure, we then show that NC-path-d.tree = NC-path-
r.tree = (claw, 3-sun)-free chordal. This provides, as a nearly direct consequence,
the classic result that proper interval graphs are precisely the (claw, 3-sun, net)-
free chordal graphs [34]. We conclude with linear time certifying recognition
algorithms for NC-path-tree and NC-path-r.tree graphs.

3.1 The Structure of NC-Path-Tree Models

In this subsection we explore the structure of NC-path-tree models and prove our
FISCs along the way. We first take a slight detour to claw-free chordal graphs and
prove the FISC of NC-path-tree graphs. In doing so we obtain the first insight
into NC-path-tree models. Namely, that it suffices to consider clique trees and
that the clique trees of these graphs are unique (see Theorem 2). We then take
a closer examination of these clique NC-path-tree models and carefully describe
the nodes they contain – this will be used repeatedly in the rest of the paper.

Theorem 2. A graph G is claw-free chordal iff it is an NC-path-tree graph.
Moreover, G has a unique clique tree and it is an NC-path-tree model.

Proof. ⇐ Observation 1 and chordal graphs being tree-tree graphs imply this.
⇒ Let T be a clique tree of a claw-free chordal graph G. We first show that every
subtree Tv must be a path, and then we show that these paths are non-crossing.
These two claims prove the characterization. The uniqueness of the clique tree
of every claw-free chordal graph has been shown previously [24].

Claim 1. For every v ∈ V (G), Tv is a path.

Suppose Tv is not a path. Then Tv contains some claw x0, x1, x2, x3 with center
x0. However, since Gxj

is a maximal clique (for each j ∈ {0, 1, 2, 3}), for each
i ∈ {1, 2, 3}, there is vi ∈ Gxi

\Gx0 . Thus v, v1, v2, v3 induces a claw in G. 

Claim 2. The set {Tv : v ∈ V (G)} is non-crossing.

Suppose that Tu intersects Tv but does not include either end of Tv. Let x1

and x2 be the endpoints of Tv. Now there must be v1 ∈ Gx1\NG(u) and v2 ∈
Gx2\NG(u). That is, v, u, v1, v2 induces a claw in G. 
 �

We now study the structure of the clique NC-path-tree model ({Pv}v∈V (G), T )

of a graph G. We introduce some terminology. A node x of T is called a terminal
when it is a leaf of every path which contains it, i.e., x is not an internal node
of any Pv. For example, the leaves of T are terminals. Similarly, a node x of T
is a junction when it is an internal node of every path which contains it, i.e., x
is not a leaf of any Pv. A node of T which is neither a terminal nor a junction is
called mixed. We now present the main lemma describing T in these terms and
an observation connecting these terms with certain induced subgraphs of G.



316 S. Chaplick

Lemma 1. For an NC-path-tree graph G, let ({Pv}v∈V (G), T ) be its clique NC-
path-tree model. A node x of T must satisfy the following properties:

1. If x is mixed, then x has degree two.
2. If x is a junction, then (i) x has degree 3 and (ii) x’s neighbors are terminals.
3. If x has degree four or more, then x is a terminal.

Proof. 1. Suppose that x has degree at least 3, is a leaf of Pv, and is an internal
node of Pu. Further, let y be the unique neighbor of x in Pv. We see that Pu

includes y (otherwise, Pv and Pu cross). Let y′ be the neighbor of x in Pu\Pv

and let y′′ be a neighbor of x which is not in Pu. Since G is connected, there
exists u′ ∈ Gx ∩ Gy′′ . Furthermore, x is not a leaf of Pu′ (otherwise, Pu crosses
Pu′). Thus, similarly to Pu, y belongs to Pu′ . Now, since Gx and Gy are maximal
cliques, there is u′′ ∈ Gx\Gy. Thus for Pu′′ to neither cross Pu nor Pu′ it must
include both y′ and y′′. However, this means Pu′′ and Pv cross. 

2. Suppose that x is a junction and let y1, . . . , yk be the neighbors of x. Since x
is a junction, for every v ∈ Gx, Pv contains exactly two yi’s. Thus, if k = 2, then
Gx ⊆ Gy1 – contradicting T being a clique tree. Now suppose k ≥ 3 and consider
v ∈ Gx where (w.l.o.g.) Pv contains y1 and y2. Since G is connected, there must
be v′ ∈ Gx ∩Gy3 . Furthermore, (w.l.o.g.) Pv′ contains y1 (otherwise, Pv and Pv′

cross). Now, since Gx and Gy1 are maximal cliques, there is v′′ ∈ Gx\Gy1 . Notice
that Pv′′ must contain y2 and y3 in order for Pv′′ to cross neither Pv nor Pv′ .
Finally consider any u ∈ Gx\{v, v′, v′′}. Notice that, in order for Pu to not cross
any of Pv, Pv′ , or Pv′′ , it must contain at least two of y1, y2, y3. In particular,
if k ≥ 4, then Gx ∩ Gy4 = ∅ – contradicting G being connected. Thus, k = 3
(establishing (i)).

Now, suppose that y1 is not a terminal. By 1. and 2.(i), y1 is either a junction
with degree 3 or mixed with degree 2.

Case 1: y1 is a junction with neighbors x, z1, z2. Notice that each of Pv

and Pv′ must contain exactly one of z1 or z2. Moreover, w.l.o.g. they both must
contain z1 otherwise they will cross. However, since y1 is a junction, we have
vertices w,w′, w′′ such that Pw ⊇ {x, y1, z1}, Pw′ ⊇ {x, y1, z2} and Pw′′ ⊇
{z1, y1, z2}. Moreover, both Pw and Pw′ must contain either y2 or y3. Regardless
of this choice, we end up with a crossing between either Pw′ and Pv or Pw′ and
Pv′ . Thus, junctions cannot be neighbors.

Case 2: y1 has degree 2 and is mixed. Let z be the neighbor of y1 other
than x and let w be a vertex of G where y1 is not a leaf of Pw, i.e., w.l.o.g.
Pw ⊇ {z, y1, x, y2}. Notice that, Pv′ must also contain z otherwise Pv′ and Pw

would cross. Similarly, since Pv′ now contains z, Pv must also contain z otherwise
Pv and Pv′ would cross. However, now a vertex u ∈ Gy1\Gz must have Pu = {y1}
but then Pu crosses Pw. Thus, no neighbor of a junction is mixed. 

3. This follows immediately from 1. and 2.(i). 
 �

Observation 3. For an NC-path-tree graph G, let ({Pv : v ∈ V (G)}, T ) be its
clique NC-path-tree model. Let x be a node of T of degree at least three.



Intersection Graphs of Non-crossing Paths 317

1. If x is a junction, then G contains a 3-sun. Also, if G is twin-free, |Gx| = 3.
2. If x is a terminal, then G contains a net.

Proof. 1. As in the proof of Lemma 1.2.(i) a junction x in T has three neighbors
y1, y2, y3 and vertices v, v′, v′′ ∈ Gx such that Pv ⊇ {y1, x, y2}, Pv′ ⊇ {y1, x, y3}
and Pv′′ ⊇ {y2, x, y3}. Additionally, since x, y1, y2, y3 are maximal cliques, there
are vertices u1, u2, u3 ∈ V (G) such that ui ∈ Gx\Gyi

for each i ∈ {1, 2, 3}.
Moreover, all of these vertices are distinct due to their paths being incomparable.
Thus, by considering the 3-sun and its clique tree model given in Fig. 1, it is now
easy to see that G[v, v′, v′′, u1, u2, u3] is a 3-sun. Furthermore, since y1, y2, y3 are
terminals, the paths Pv, Pv′ , Pv′′ are the only distinct paths which are possible
for vertices in Gx. In other words, every vertex in Gx\{v, v′, v′′} is a twin of one
of v, v′, or v′′. 

2. Let y1, y2, y3 be distinct neighbors of x. Since G is connected and x, y1, y2, y3
are maximal cliques, we have vi ∈ Gx∩Gyi

and ui ∈ Gyi
\Gx for each i ∈ {1, 2, 3}.

The vi’s are distinct since x is a terminal, and the ui’s are distinct since their
paths are disjoint. Thus, by considering the net and its clique tree model given
in Fig. 1, it is easy to see that G[v1, v2, v3, u1, u2, u3] is a net. 
 �

3.2 Restricted Host Trees

Here we relate and characterize the classes of NC-path-d.tree, NC-path-r.tree,
and NC-path-path graphs as stated in the next two theorems. The proofs are in
the appendix and follow from Theorem2, Lemma 1, and Observation 3.

Theorem 4. A graph G is (claw, 3-sun)-free chordal if and only if it is NC-
path-r.tree. Moreover, a graph has an NC-path-d.tree model if and only if it has
a clique NC-path-r.tree.

Theorem 5. A graph G is (claw, 3-sun, net)-free chordal if and only if it is
NC-path-path, i.e., proper interval.

3.3 Recognition Algorithms

From our characterizations, there are straightforward polynomial-time certifying
algorithms for the classes of NC-path-tree and NC-path-r.tree graphs. Specifi-
cally, since these classes are characterized as chordal graphs with an additional
finite set of forbidden induced subgraphs, we can apply a linear time certifying
algorithm for chordal graphs [35], and then apply brute-force search for our addi-
tional forbidden induced subgraphs. If no forbidden induced subgraph is found,
we can simply construct the unique clique tree of the given graph and it will
be an NC-path-tree (or NC-path-r.tree) model as needed to positively certify
membership in our classes. However, we can do this more carefully and obtain
linear time certifying algorithms as in the next theorem.

Theorem 6. The classes NC-path-tree and NC-path-r.tree (=NC-path-d.tree)
have linear-time certifying algorithms.
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Proof. Recall that the size
∑

v∈V (G) |Kv| of a clique tree is O(n + m) (we use
this implicitly throughout the following). First, we run a linear-time certifying
algorithm for chordal graphs, e.g., [35]. Then, we construct a clique tree T in
linear-time [15]. We then annotate the clique tree to mark, for each vertex, for
each maximal clique K in Kv, if K is a leaf or an internal node of the model
of v. If some vertex v uses ≥3 cliques as leaves, we produce a claw as in Claim
1 of the proof of Theorem 2. If there is a mixed node x of degree ≥3, then we
proceed as in the proof of Lemma 1.1. This provides us a pair of paths which
cross in linear time. Then, proceeding as in Claim 2 in the proof of Theorem2,
we identify a claw. Now all of the nodes of degree ≥3 are either terminals or
junctions, and we mark them as such. So, if there is a junction x with degree
≥4, we proceed as in Lemma 1.2.(i) to identify a pair of paths which cross and
as before to find a corresponding claw. Furthermore, if a junction x neighbors a
non-terminal y, we proceed as in Lemma 1.2.(i) to identify a pair of paths which
cross and (again) a corresponding claw.

Now, no crossing between two paths can involve a node of degree ≥ 3. So,
it remains just to ensure no crossings occur between such nodes. In particular,
since the neighbors of all junctions are terminals, such a crossing must occur on
a path connecting two terminals (where all nodes in between are mixed). Let
x1, . . . , xk be such a path. Clearly, this path of cliques represents an interval
graph. Moreover, we will find a pair of crossing paths on it precisely when this
interval graph is not a proper interval graph. Conveniently, this problem is known
to be solvable in linear time [10]. However, to obtain linear time in total (when
processing all such paths) we need to be a bit careful. Namely, rather than
simply checking whether each G[

⋃k
i=1 Gxi

] is a proper interval graph, for each
such path we create the following auxiliary graph G′. The vertex set of G′ is
{u1, uk} ∪ ⋃k−1

i=2 Gxi
. In G′, for each i ∈ {2, . . . , k − 1}, Gxi

is a clique. Also, u1

is adjacent to Gx1 ∩Gx2 and uk is adjacent to Gxk−1 ∩Gxk
. In this way, the size

of G′ can easily be seen as linear in the size of G[
⋃k−1

i=2 Gxi
]. Moreover, since we

only consider paths connecting terminals, each vertex and edge of G is contained
in at most one G′. Finally, observe that G′ is interval and is a proper interval
graph if and only if each G[

⋃k−1
i=2 Gxi

] is as well. Thus, running the certifying
algorithm for proper interval graphs on G′ will provide a claw when G′ is not a
proper interval graph, and such a claw is easily mapped back to a claw in G.

This completes the case of NC-path-tree graphs. For NC-path-r.tree graphs,
we additionally look for junctions and proceed as in Observation 3.1. �

4 Minimum Dominating Set

Recall that a dominating set in a graph G is a subset D of V (G) such that
every vertex is either in D or adjacent to a vertex in D. The MDS problem is
NP-complete on PT graphs [2], and split graphs [9], and line graphs of planar
graphs [37] (which are of course claw-free). Interestingly, the minimum indepen-
dent dominating set (MIDS) problem can be solved on chordal graphs in linear
time [12]. We will show that, for NC-path-tree graphs, the size of an MIDS is the
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same as the size of an MDS. Thus, by using [12], we can solve the MDS problem
on NC-path-tree graphs in linear time. We assume graphs are twin-free here.

Theorem 7. For any NC-path-tree graph G, there is an independent dominat-
ing set that is also a minimum dominating set. Moreover, such an independent
dominating set can be found in linear time.

Proof. Let ({Pv}v∈V (G), T ) be the clique NC-path-tree model of G. We root T

at a leaf r and call the result
−→
T . For each node x of

−→
T , let p(x) denote the parent

of x. Now, if there is an MDS D of G where each node x has |D ∩Gx| ≤ 1, then
D is an independent set. For an MDS D, let

−→
T (D) be the subtree of

−→
T that

contains the root and consists strictly of nodes with |D∩Gx| ≤ 1 (if |D∩Gr| ≥ 2,
set

−→
T := ∅). Let D be an MDS of G where

−→
T (D) is maximal (

−→
T (D) not strictly

contained in
−→
T (D′) for any other MDS D′) and secondly, for each node x of−→

T \−→
T (D) where p(x) ∈ V (

−→
T (D)), |D ∩ Gx| is minimized.

Suppose that there is a node in
−→
T \−→

T (D), and let x be a node of
−→
T \−→

T (D)
whose parent is in

−→
T (D) (if

−→
T (D) is empty, we set x = r). By our choice of

x, |Gx ∩ D| ≥ 2, and |D ∩ Gp(x)| ≤ 1. We consider the three cases regarding x,
namely, x being mixed, a terminal, or a junction.

Case 1: x is mixed. Note that x has exactly one child. Let z be the closest
descendant of x that is a terminal, and Px,z = (x = x1, . . . , xk = z) be the
(x, z)-path in

−→
T . Note that, by Lemma 1, each xi (2 ≤ i < k) is mixed and has

degree two. For each vertex u of D∩Gx, Pu contains a prefix P ∗(u) of this path.
Let u be a vertex of D ∩ Gx where |P ∗(u)| is maximum. Since |Gp(x) ∩ D| ≤ 1,
u cannot belong to Gp(x) as otherwise replacing D by {u} ∪ (D\(D ∩Gx) would
result in a smaller dominating set. Similarly, D∩ (Gx\Gp(x)) = {u} as otherwise
replacing D by {u} ∪ (D ∩ Gp(x)) ∪ (D\(D ∩ Gx)) would result in a smaller
dominating set. Thus, D ∩Gx = {u, v} where v is a vertex of Gp(x). Now, let u′

be any vertex of Gx1\Gx. In order for the path Pu′ of u′ to not cross Pu, Pu′

must contain P ∗(u)\{x1}. Now, replacing u by u′ in D results in an MDS D′

where
−→
T (D′) strictly contains

−→
T (D), contradicting the choice of D.

Case 2: x is a junction. Let y1 and y2 be the two children of x. Recall that, as
G is twin-free, by Lemma 1, Gx contains exactly three vertices v1, v2, v1,2 and
these vertices have the paths (p(x), x, y1), (p(x), x, y2), and (y1, x, y2) respec-
tively. Since |D ∩ Gp(x)| ≤ 1, D does not contain both of v1 and v2. So, since
|D ∩ Gx| ≥ 2, w.l.o.g., suppose that D contains v1 and v1,2. However, now, as
y2 is a terminal, replacing v1,2 by any vertex of Gy2\Gx results in a new MDS
D′ in which

−→
T (D′) is strictly larger than

−→
T (D) as T (D) ∪ {x} ⊆ T (D′).

Case 3: x is a terminal. Note that, since |D∩Gx| ≥ 2, D cannot contain a vertex
v where Pv = (x) as this would contradict the minimality of D. So, since x is a
terminal, for every vertex v ∈ D∩Gx, Pv must contain exactly one neighbor of x.
Let y1, . . . , yt be the children of x where |D ∩ Gx ∩ Gyi

| ≥ 1.
Suppose some yi is a junction. Let z1 and z2 be the children of yi, and

let u1, u2, u1,2 be the vertices of Gyi
where Pu1 = (x, yi, z1), Pu2 = (x, yi, z2),
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Pu1,2 = (z1, yi, z2) respectively. Suppose, w.l.o.g., that u1 is in D. Now, either
there is v ∈ D ∩ (Gx\Gyi

), or u2 is also in D. In both cases replacing, u1 with
u1,2 leads to a contradiction in our choice of D (either due to the maximality of−→
T (D) or due to the second condition). Thus, no yi is a junction.

So, y1 is not a junction. We observe that |D ∩ Gx ∩ Gy1 | = 1 as follows.
Suppose we have u, u′ ∈ D ∩Gx ∩Gy1 . Then, since x is a terminal and y1 is not
a junction, w.l.o.g., Pu contains Pu′ , i.e., we must have u = u′. Note that, for
each u∗ ∈ Gy1\Gx, in order for Pu∗ to not cross Pu, Pu∗ must extend as least as
far down

−→
T as Pu. Now, since |D∩Gx| ≥ 2 there is a vertex v which is either in

D ∩Gx ∩Gp(x) or in D ∩Gx ∩Gy2 . Thus, due to the presence of v, by replacing
u with u∗ we obtain a new MDS that contradicts our choice of D. �

5 Hamiltonian Cycles and Paths

As mentioned before the HC and HP problems are NP-complete on DPT graphs
and split graphs. They are also NP-complete on line graphs of bipartite graphs,
i.e., (claw, diamond, odd-hole)-free graphs [25]. In contrast, we show that, like
proper interval graphs [1], 2-connectivity suffices for Hamiltonicity in NC-path-
tree graphs, but additionally, every tracing of a clique NC-path-tree model pro-
vides a distinct HC of its graph. We similarly characterize the presence of an HP.

Theorem 8. An NC-path-tree graph G has a Hamiltonian cycle if and only if
it is 2-connected and has at least three vertices. Also, for each plane layout of
G’s clique NC-path-tree model T , we obtain a distinct a Hamiltonian cycle of G.

Proof. We build on the fact that 2-connected proper interval graphs are not only
Hamiltonian but have an HC with quite special structure, established in [1], and
described as follows. Consider a proper interval graph G. Let x1, . . . , xk be the
maximal cliques G ordered according to the clique NC-path-path model of G.
Further, let u1 be a vertex of Gx1\Gx2 and let uk be a vertex of Gxk

\Gxk−1 .
When G is 2-connected there are internally disjoint (u1, uk)-paths P1 and P2

such that every vertex of G belongs to either P1 or P2. In essence, we will see
(through an auxiliary multigraph Q constructed below) that such paths also
occur in 2-connected NC-path-tree graphs by considering the proper interval
graphs occurring between terminals.

Now consider a 2-connected NC-path-tree graph G and its clique NC-path-
tree model T . Recall that, as we noted when designing our certifying algo-
rithm for NC-path-tree graphs, for a path x1, . . . , xk in T where x1 and xk

are terminals and each inner node is mixed, the graph G[
⋃k

i=1 Gxi
] is a proper

interval graph. Moreover, since G is 2-connected, each such subgraph is also 2-
connected. Additionally, the graph G′ created from G[

⋃k
i=1 Gxi

] as before is also
2-connected. However, there is one special case where we use a slightly different
auxiliary graph (otherwise we simply use the G′ defined before). When k = 2,
the graph G′ is the clique Gx1 ∩Gxk

together with new vertices u1 and uk where
N(u1) = N(uk) = Gx1 ∩ Gxk

. Now, it is easy to see that our graphs G′ are
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2-connected and proper interval, and since u1 and uk are not adjacent, we have
two non-empty disjoint paths that both start with a vertex of Gx1 ∩ Gx2 , and
end with a vertex of Gxk−1 ∩ Gxk

.
We now consider the case when a neighbor y of x is a junction before com-

pleting our construction of the HC. Let the other two neighbors of the junction
y be x′ and x′′. Due to the fact that x, x′, x′′ are all terminals, the vertices of
Gy form three equivalence classes A,A′, A′′ of twins, where each vertex in A
is represented by the path x, y, x′, each vertex in A′ is represented by the path
x′, y, x′′, and each vertex in A′′ is represented by the path x′′, y, x. Namely, using
A,A′, A′′ we can “traverse” from x to x′, from x′ to x′′, and from x′′ back to x.

Based on the above observations, we can now build our HCs. To do this we
will trace the outline of T by using the paths guaranteed by the above arguments.
This trace can be described by a multigraph Q formed on the terminals of T
where each Eulerian tour of Q will correspond to a distinct HC of G. Namely,
for each terminal x, and each neighbor y of x:

– if y is a terminal, then in Q, x and y are connected by two edges (representing
the two paths present in the corresponding G′).

– if y is a mixed node and z is the terminal so that y occurs on the (x, z)-path
in T , then, in Q, x and z are connected by two edges (representing the two
paths present in the corresponding G′).

– if y is a junction and x′ and x′′ are its two other neighbors, then in Q, we
have the edges xx′ and xx′′.

– finally, if Gx contains vertices that do not belong to any other Gx′ (e.g., when
x is a leaf of T ), we also add a self-loop to x and map to this self-loop the
vertices of Gx\(

⋃
x′∈N(x) Gx′).

We note the following properties of Q to complete the proof. The edges of Q
partition the vertices of G and each edge xy corresponds to a path in G where
the first vertex belongs Gx and the last vertex belongs to Gy. Furthermore, Q is
Eulerian, each Eulerian cycle C provides an HC, and C describes a plane layout
of T , i.e., a cyclic order of the edges around each node of T so that C traces the
outline of this plane layout of T . Note that, each such plane layout will often
arise from multiple Eulerian cycles in Q, but no two distinct layouts arise from
the same cycle. �

The block-cutpoint tree BC(G) of a graph G contains a node for each cut-
vertex of G, a node for each maximal 2-connected subgraph (block) of G, and
its edge set is {cB : c is a cut-vertex, and B is a block of G containing c}. It
is well-known that BC(G) can be computed in linear time [21], and is indeed
always a tree. Clearly, if G has an HP, BC(G) is a path. We show that this is
sufficient to have an HP in NC-path-tree graphs. The main idea is to observe
where the cut-vertices occur in the model and then reuse our Eulerian structure
Q from the previous proof (see the appendix for the proof).

Theorem 9. An NC-path-tree graph G contains a Hamiltonian path if and only
if its block-cutpoint tree is a path.
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6 Concluding Remarks

A natural next step would be to study the NC-tree-tree graphs. But, it is not
safe to simply work with clique trees in this case as the claw requires the use of a
non-clique tree model. We conjecture that the NC-tree-tree graphs can be char-
acterized as chordal graphs avoiding finite set of forbidden induced subgraphs.

Other host domains have been considered in the literature. Notice that similar
to proper interval graphs being NC-path-path graphs, the proper circular arc
graphs are precisely the NC-path-cycle graphs. A simple host graph class which
generalizes both trees and cycles is that of cacti. A cactus is a connected graph
in which every 2-connected component is a single vertex, a single edge or a
chordless cycle. The intersection graphs of subtrees of a cactus were studied by
Gavril [19]. So, one might consider the NC-path/tree/cactus-cactus graphs.

Finally, an alternative view of host domains has been considered quite
recently through the notion of H-graphs [4,6,7,13], i.e., for a fixed graph H, a
graph G is an H-graph when it is an intersection graph of connected subgraphs
of a subdivision of H. Here, interval graphs are the K2-graphs and circular arc
graphs are the K3-graphs. While there is a natural notion of proper H-graphs [4]
(which indeed restrict H-graphs for every H), the more restrictive non-crossing
H-graphs might have a nicer structure and lead to easier (and faster) algorithms.
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Abstract. Given a pair of 1-complex Hamiltonian cycles C and C′ in
an L-shaped grid graph G, we show that one is reachable from the other
under two operations, flip and transpose, while remaining in the family
of 1-complex Hamiltonian cycles throughout the reconfiguration. Oper-
ations flip and transpose are local in G. We give a reconfiguration algo-
rithm that uses O(|G|) operations.

Keywords: Hamilton cycle · Reconfiguration · Grid graph · Algorithm

1 Introduction

An L-shaped grid graph G is a finite, embedded, vertex-induced subgraph of
the 2D integer grid, determined by an L-shaped orthogonal polygon drawn on
the grid together with the grid vertices in its closure. The L-shaped polygon
has six edges serving as the six boundaries of G and exactly one reflex corner
vertex as shown in Fig. 1(a). In this paper we study reconfiguration of 1-complex
Hamiltonian cycles in G, where a cycle is 1-complex if it connects each vertex
of G to a boundary with a turn-free subpath. See Fig. 1(b).

Many kinds of reconfiguration problems have been proposed (e.g., [5,8,11,
16]), where one structure is to be transformed to another by applying a given
set of operations. Hamiltonian cycle problems on grid graphs have been studied
both combinatorially (e.g., [9,10,15]) as well as with regard to computational
complexity (e.g., [1,7,17]). We initiated the study of reconfiguration problems
for Hamiltonian cycles in grid graphs in a previous paper [13], where we stud-
ied rectangular grid graphs. Here we take the essential next step towards more
general grid graphs by dealing with a single reflex corner.

Takaoka [16] has recently shown that the problem of deciding whether there
is a sequence of “switch” operations between two given Hamiltonian cycles is
PSPACE-complete for chordal bipartite graphs, strongly chordal split graphs,
and bipartite graphs with maximum degree 6. In contrast to our work, the graph
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Fig. 1. (a) An L-shaped grid graph G with labeled corners and boundary edges. (b) A
reconfiguration problem on G: can the first 1-complex Hamiltonian cycle be reconfig-
ured to the second by flips and transposes?

classes he considered are not necessarily grid graphs or embedded. In [13], we
defined two simple local operations flip and transpose for Hamiltonian cycles
on embedded grid graphs and showed that any two given 1-complex Hamilto-
nian cycles in a rectangular grid graph are connected by a sequence of flip and
transpose operations.

Grid graphs are used in path planning problems for robots and machine
tools that must vacuum, explore, mill, or print material in a region that can be
overlaid by a grid graph (e.g., [6,12]). A Hamiltonian path or cycle problem arises
when each vertex should be visited only once. The combinatorial enumeration of
Hamiltonian paths and cycles in grid graphs has found application in polymer
science (e.g., [3,14]). We are particularly interested in 1-complex Hamiltonian
cycles in grid graphs because they can be used to reduce turn costs and travel
time in milling problems and traveling salesman tours; also they may improve
accuracy of robot navigation (e.g., [2,4,18]).

This paper presents a reachability result for a problem posed in [13]. Namely,
we show that there is a sequence of O(|G|) flip and transpose operations between
any two 1-complex Hamiltonian cycles in G, via canonical forms we define in
Sect. 2. The rest of the paper is organized as follows. Section 2 defines terminology
and presents a key lemma. Sections 3 and 4 give algorithms to transform a 1-
complex Hamiltonian cycle to a canonical form. Section 5 handles reconfiguration
between any two canonical forms, thus yielding the main result of the paper.
Section 6 concludes with some open problems.

2 Preliminaries

Let G be an L-shaped grid graph with reflex corner d, embedded on the integer
grid as shown in Fig. 1(a), so that vertex a is at the origin (0, 0) of a coordinate
system with positive y downward. A rectangular grid graph G′ is defined by a
rectangle drawn on the 2D integer grid together with the grid vertices in its
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closure. G′ is a rectangular subgrid of G if the rectangle defining G′ belongs
to the closure of the L-shaped polygon defining G. Similarly, an L-shaped grid
graph G′′ is an L-shaped subgrid of G if the polygon defining G′′ belongs to the
closure of the L-shaped polygon for G.

For a vertex v of G, x(v) and y(v) denote its x– and y–coordinates. Row j is
the set of vertices of G with y-coordinate j, and Column i is the set of vertices
of G with x-coordinate i. A horizontal track thj is the rectangle determined by
the pair of Rows j and j + 1; a vertical track tvi is the rectangle determined by
the pair of Columns i and i + 1. We call Columns 0 and x(e) the west (W) and
far-east (FE) boundaries; Rows 0 and y(e) are the near-north (NN) and south
(S) boundaries. The vertices on Column x(d) from b to d (inclusive) comprise the
near-east (NE) boundary and the vertices on Row y(d) from d to f (inclusive)
comprise the far-north (FN) boundary. The words “near” and “far” evoke the
closeness of a boundary to the origin. See Fig. 1(a). The definitions of flip and
transpose are recalled from [13] in Fig. 2.

a b

c d

e f

a b

c d

e f

a g

c h

e i

b

d

f

a g

c h

e i

b

d

f

flip transpose

(a) (b)

Fig. 2. On a Hamiltonian cycle C in a grid graph: (a) a flip interchanges path a, c, d, b
with edge (a, b), and interchanges edge (e, f) with path e, c, d, f ; (b) a transpose inter-
changes path f, d, b, g, h, i with edge (f, i), and interchanges edge (a, c) with path
a, b, g, h, d, c.

A cookie c of a 1-complex Hamiltonian cycle C of G is a path in C that
begins and ends on boundaries of G, has no intermediate points on boundaries,
and has exactly two bends. Observe that each internal vertex of G lies on some
cookie of C, and also that the endpoints of a cookie must be adjacent grid points
on the same boundary of G. Thus we have six types of cookies: NN, FN, S, NE,
FE and W. We say cookies are from one of the four axis-aligned directions: W
cookies from west, NE and FE from east, NN and FN from north, and S from
south. The size of a cookie is the distance it extends along its track tr.

A zip operation Z = ziptp(tr, sz) in a Hamiltonian cycle C of G is a sequence
of zero or more transpose operations followed by zero or more flip operations in
track tr such that the size of the desired cookie of type tp in track tr is sz after
the zip. We define the zone of Z to be the closed 1 × sz rectangle that contains
the desired cookie (see Fig. 3). For the next definition, consider the two closed
line segments s and s′ that are 1

2 -unit translates of the sz-length sides of the
zone, such that s and s′ are outside the zone and each has one endpoint on the
tp boundary. We call them the two sidelines of the zone.
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Definition 1 (Zippability). The zone of Z = ziptp(tr, sz) is zippable if (i)
at least one of its sidelines does not intersect any cookie of C, (ii) any cookie
perpendicular to tr that intersects the zone covers exactly 4 internal vertices of
G in the zone, and (iii) any cookie of C of type tp in tr has size ≤ sz.

(a)

tr

s

s

(b) (c) (d)
tp boundary

sz

zone

s ss s

Fig. 3. Here, zones are shown in gray. Zones in (a)–(b) are zippable, but in (c)–(d) are
not zippable. The complete cycle C is not shown. Sidelines are shown dashed.

The following lemma justifies the terminology.

Lemma 1. Let C be a 1-complex Hamiltonian cycle in an L-shaped grid graph
G and let Z = ziptp(tr, sz) be a zip operation. If the zone of Z is zippable, then
C can be transformed with at most sz flips and transposes to another 1-complex
Hamiltonian cycle C ′ such that C ′ has a cookie of type tp and size sz in tr.

It is easy to see that performing a flip or transpose operation preserves Hamil-
tonicity, but the resultant Hamiltonian cycle need not be 1-complex. However,
in this paper, all flips and transposes are performed on 1-complex Hamiltonian
cycles in the context of zip operations with zippable tracks. From Lemma1 we
note the following.

Remark 1. Performing a zip operation in a zippable zone on a 1-complex
Hamiltonian cycle results in another 1-complex Hamiltonian cycle.

Definition 2. A canonical Hamiltonian cycle C in an L-shaped grid graph
is a 1-complex Hamiltonian cycle that has at most two sets of cookies, where
within each set, all are of the same type and size. (See Fig. 8 of Sect. 5).

3 1-Complex Cycles to Canonical Forms: Special Cases

From now on, “cycle” C means a 1-complex Hamiltonian cycle in an L-shaped
grid graph unless otherwise stated. In this section, we consider some special
cases defined by forbidding certain cookie types in cycle C. We give algorithms
that reconfigure these special cases of the input cycle to a canonical form. These
algorithms are used in Sect. 4 to handle the general case. The algorithms in
this section are sweep algorithms whose details depend on parities. All sweeps
throughout the paper are inclusive of their end positions and are designed to
ensure that the zippability conditions hold. Hence, intermediate cycles remain
1-complex Hamiltonian. The algorithms share the same proof of correctness,
given in Sect. 3.4.
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Fig. 4. Special cases of 1-complex cycles with no cookies of type (a) W, (b) NE or FE,
(c) NN or FE, respectively. See Sects. 3.1, 3.2 and 3.3, respectively.

3.1 1-Complex Cycles Without W Cookies

Let C be a cycle no W cookies (see Fig. 4(a)). We give an algorithm that we call
XW to reconfigure C to a canonical Hamiltonian cycle C of G. We consider four
cases (see Fig. 5) based on the parities of x(d) and x(e):

(a) (b) (c) (d)

a a a a bbbb

d d
d

d f

f
ff

e e e ecccc

Fig. 5. The intermediate Hamiltonian cycles after the first sweep in Cases 1–4, respec-
tively. For Case 1, the intermediate cycle is already the final canonical cycle.

1. x(e) and x(d) are both odd. We do one sweep across G from Column 1 to
Column x(e)− 1, filling alternate vertical tracks with two sets of S cookies of
sizes y(e) − 1 and y(e) − y(d) − 1, respectively.

2. x(e) is odd and x(d) is even. We do two sweeps. The first is eastward from
Column 1 to Column x(e) − 1, leaving two sets of S cookies, one set with
size y(e) − 1 and the other with size y(e) − y(d) − 1, and also one set of
NE cookies of unit size covering the internal vertices of Column x(d) − 1
from Row 1 through Row y(d). Therefore, y(d) must be even in this case.
Otherwise, if y(d) were odd then the 1-complex Hamltonian cycle produced
by the zip operations done so far would leave some internal vertex in Column
x(d) − 1 between Rows 1 and y(d) uncovered, contradicting Remark 1 and
Hamiltonicity of C. The second sweep then expands the unit size NE cookies
toward the W boundary, namely a downward sweep from Row 1 to Row y(d)
fills alternate tracks with NE cookies of size x(d) − 1, which shortens the S
cookies to size y(e) − y(d) − 1. The final cycle has one set of NE cookies of
size x(d) − 1 and one set of S cookies of size y(e) − y(d) − 1.
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3. x(e) is even and x(d) is odd. We do two sweeps, similar to Case 2. The first
sweep is eastward from Column 1 to Column x(e)−1 and leaves two sets of S
cookies, of sizes y(e)−1 and y(e)−y(d)−1, and one set of FE cookies of unit
size that covers the internal vertices of Column x(e) − 1. By logic similar to
Case 2, y(e)−y(d) must be even in this case. The second sweep then expands
these unit size FE cookies to Column x(d), namely a downward sweep from
Row y(d)+1 to the S boundary partially fills alternate horizontal tracks with
FE cookies of size x(e) − x(d). The final cycle has one set of FE cookies of
size x(e) − x(d) and one set of S cookies of size y(e) − 1.

4. x(e) and x(d) are both even. We do two sweeps. The first sweep is eastward
from Column 1 to Column x(e) − 1 and leaves two sets of S cookies, of sizes
y(e) − 1 and y(e) − y(d) − 1, and also one set of NE cookies of unit size
that covers the vertices of Column x(d) − 1 from Row 1 through Row y(d),
and also one set of unit size FE cookies that covers the internal vertices of
Column x(e) − 1. Thus, reasoning as above, y(d) and y(e) must be even.
Figure 6 shows the first few steps of the eastward sweep. The second sweep
is downward from Row 1 to Row y(e) − 1 and expands the unit size NE and
FE cookies westward to Column 1.

a

e

a b

d f

c e

a b

d f

c e

b

d f

c

. . .

Fig. 6. First few steps of the eastward sweep in Case 4, in which x(e) and x(d) are
found to be even in the course of the sweep. The sweeping track is highlighted in pink.
(Color figure online)

3.2 1-Complex Cycles Without Any NE or FE Cookies

Let C be a 1-complex Hamiltonian cycle of G without any NE or FE cookies (see
Fig. 4(b)). We give an algorithm we call XNEFE to reconfigure C to a canonical
Hamiltonian cycle. We consider four cases based on the parities of x(d) and x(e):

1. x(e) and x(d) are both odd. We do one sweep westward from Column x(e)−1
to Column 1 that fills alternate vertical tracks with two sets of S cookies of
sizes y(e) − y(d) − 1 and y(e) − 1, respectively.

2. x(e) and x(d) are both even. We do two sweeps. The first sweep is westward
from Column x(e) − 1 to Column 1 and leaves two sets of S cookies, of sizes
y(e) − y(d) − 1 and y(e) − 1, and also one set of W cookies of unit size that
covers the internal vertices of Column 1. In this case, y(e) must be found to



Reconfiguring Hamiltonian Cycles in L-Shaped Grid Graphs 331

be even as a consequence of Remark 1 and the Hamiltonicity of C. The second
sweep expands the unit size W cookies eastward to Column x(d)−1, namely a
downward sweep from Row 1 to Row y(e)−1 partially fills alternate horizontal
tracks with a set of W cookies of size x(d) − 1. The final cycle has one set of
W cookies of size x(d) − 1 and one set of S cookies of size y(e) − y(d) − 1.

3. x(e) is even and x(d) is odd. We do two sweeps. The first is westward from
Column x(e) − 1 to Column 1 and leaves one set of S cookies of size y(e) −
y(d)− 1 and one set of NN cookies of size y(d), and also one set of W cookies
of unit size that covers the vertices of Column 1 from Row y(d) + 1 to Row
y(e) − 1. In this case, reasoning as above, y(e) − y(d) must be found to be
even. The second sweep expands the unit size W cookies eastward to Column
x(e)− 1: a downward sweep from Row y(d) + 1 to Row y(e)− 1 partially fills
alternate horizontal tracks with W cookies of size x(e)−1. The final cycle has
one set of NN cookies of size y(d) and one set of W cookies of size x(e) − 1.

4. x(e) is odd and x(d) is even. We do two sweeps. The first is westward from
Column x(e) − 1 to Column 1 and leaves one set of S cookies of size y(e) −
y(d)− 1 and one set of NN cookies of size y(d), and also one set of W cookies
of unit size. The W cookies cover the vertices of Column 1, but this time the
vertices from Row 1 to Row y(d) are covered by W cookies. Reasoning as in
the previous cases, y(d) must be found to be even. The second sweep expands
the unit size W cookies eastward to Column x(d)− 1: an upward sweep from
Row y(d) to Row 1 fills alternate tracks with W cookies of size x(d)− 1. The
final cycle has one set of S cookies of size y(e) − y(d) − 1 and one set of W
cookies of size x(d) − 1.

3.3 1-Complex Cycles Without Any NN or FE Cookies

Let C be a 1-complex Hamiltonian cycle of G without any NN or FE cookies
(see Fig. 4(c)). We give an algorithm called XNNFE that sweeps downward from
Row 1 either to Row y(d) (if y(d) is odd) or to Row y(d) + 1 (if y(d) is even),
and fills alternate horizontal tracks with W cookies of size x(d)−1. This removes
any initial NE cookies in C. Let C ′ be the 1-complex Hamiltonian cycle after
this sweep. Since C ′ does not have any NN, NE or FE cookies, we can then call
Algorithm XNEFE on C ′ as a procedure.

3.4 Proof of Correctness

The following theorem establishes the correctness of the Algorithms XW,
XNEFE and XNNFE.

Theorem 1. Let C be a 1-complex Hamiltonian cycle in an L-shaped grid graph
G. Algorithms XW, XNEFE and XNNFE compute canonical Hamiltonian cycles
of G using O(|G|) flips and transposes such that the forbidden cookie types do
not appear in the canonical cycles. Also the intermediate cycle computed after
each operation remains 1-complex Hamiltonian.
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Proof Sketch. Our algorithms consist of a sequence of zips. By Lemma1 we have
a 1-complex Hamiltonian cycle during and after each zip operation. It is easy to
see that the forbidden cookie types do not appear at any step of the algorithms,
and by Remark 1 the cycle remains 1-complex Hamiltonian after each operation.
Now we check zippability of the sweeps. In the first sweep in all three algorithms,
the zone of the first zip in any loop is next to a boundary of forbidden cookie
type, and hence is zippable. The zones of the remaining zip operations that follow
in the same loop all have the same size, so we can advance the sideline by 2 and
it still does not intersect any cookies. Thus, zippability holds for all the zips of
the first sweep. The second sweep (if it is carried out) is orthogonal to the first
sweep and expands cookies of unit size. The zone of the first zip in any loop of
the sweep would have a sideline either next to the NN boundary of G or between
Rows y(d) and y(d) + 1, so the zippability conditions hold. The zips that follow
in the same loop of the sweep have zones that are zippable. Since each of the
algorithms performs at most two zips in any track (horizontal or vertical) of G,
a total of O(|G|) flips and transposes is done. ��

4 1-Complex Cycles to Canonical Forms: General Case

Let C be a 1-complex Hamiltonian cycle in an L-shaped grid graph G. Now we
consider the general case when C has cookies from all four directions (east, west,
north, and south); otherwise (possibly after repositioning G to make e the origin
and a the bottom right corner) C falls into a special case of Sect. 3. The problem
we want to solve algorithmically is as follows.

Problem Π(C): Given a 1-complex Hamiltonian cycle C in a rectangular or
L-shaped grid graph G, reconfigure C to a canonical Hamiltonian cycle C of G.

Our algorithm for solving Π(C) runs in three steps. First it creates certain
subproblems of Π(C). Then it solves the subproblems using the algorithms from
Sect. 3 and [13]. Finally, it merges the solutions to the subproblems to obtain C.
Below, a subscript on Π indicates the shape of C and G, e.g., ΠL(C), ΠR(C).

Creating the Subproblems. To create the particular subproblems of Π(C)
required by our algorithm, we use properties of C given in the next lemma.

Lemma 2 (Splitting track). Let C be a 1-complex Hamiltonian cycle in an
L-shaped grid graph G, where C has cookies from all four directions. Then there
is a track tr of G whose interior intersects no cookies of C and such that tr has
cookies to each side. (We call tr a splitting track of C.)

Proof Sketch. We sweep a vertical line i eastward from Column 1 to Column
x(e) − 1 until one of the following two events occurs.

1. Sweepline i intersects cookies from both east and west directions.
Then it is easy to show that there is a pair of cookies from east and west such
that if one of them is in track thj then the other is in thj+2, where 1 ≤ j ≤ y(e)−4.
Then the horizontal track thj+1 is a splitting track.



Reconfiguring Hamiltonian Cycles in L-Shaped Grid Graphs 333

2. Sweepline i does not intersect any W cookies. If tvi−1 does not
contain any cookies, then it is a splitting track. Otherwise, tvi−1contains at least
one cookie from the north or south, say without loss of generality, the south. Let
the size of the S cookie be k. Then track thy(e)−k−1 is a splitting track. ��

We now identify the subproblems we need. Let tvi be a splitting track of C.
We remove the two cycle edges (u′, u′′) and (v′, v′′) of C at the two ends of tvi
on boundaries of G, to partition C into two disjoint paths P ′

u′v′ and P ′′
u′′v′′ . Let

the subgrids of G that contain P ′ and P ′′ be G′ and G′′, where G′ is to the
left of tvi and G′′ is to the right. Now add a copy of Column i from u′ to v′

(inclusive) one unit to the right of G′ to create the augmented vertex-induced
grid graph (G′)+. Join u′ to v′ by a path through the new vertices to obtain a
Hamiltonian cycle C ′ of (G′)+. Note that if i ≥ x(d) then (G′)+ is L-shaped;
otherwise it is rectangular. Similarly obtain a Hamiltonian cycle C ′′ of (G′′)+,
the vertex-induced grid graph created from G′′ by adding a column to its left.
One of (G′)+ and (G′′)+ is rectangular and the other is L-shaped. The columns
added to create (G′)+ and (G′′)+ are their augmented boundaries.

Definition 3. The subproblems Π(C ′) and Π(C ′′) are the subproblems of
Π(C) we need. One of them has the form ΠL(CL) and the other has the form
ΠR(CR).

We now explain how the subproblems Π(C ′) and Π(C ′′) will be used to
solve Π(C). Clearly CL and CR have no cookies from the augmented boundaries.
Suppose we can solve ΠL(CL) and ΠR(CR), obtaining canonical cycles CL and
CR, such that CL and CR have no cookies from the augmented boundaries.
Then we can merge CL and CR by removing the paths along the augmented
boundaries and adding back edges (u′, u′′) and (v′, v′′) to obtain a new 1-complex
Hamiltonian cycle C1 of G. (We will later show that C1 can easily be reconfigured
to a canonical form, as C1 fails to have certain cookie types.)

In addition to the goal of creating subproblems whose solutions are easy to
merge, we would also like to achieve a second goal, namely to create subproblems
that can be solved with the algorithms of Sect. 3 and [13]. To achieve these two
goals, we choose a splitting track that is either the leftmost vertical splitting track
(if it exists) or the southernmost horizontal splitting track. As will be seen, this
enables us to achieve the two goals above. The next algorithm generates all the
subproblems needed to solve Π(C).

Algorithm Split: Find the leftmost vertical splitting track if it exists (e.g.,
Fig. 7(a) and (b)); otherwise, find the southernmost horizontal splitting track,
creating two subproblems ΠR(CR) and ΠL(CL). If CL has cookies from all four
directions, find a splitting track for CL and replace ΠL(CL) with two subprob-
lems ΠR(C ′

R) and ΠL(C ′
L).

Theorem 2. Let C be a 1-complex cycle of an L-shaped grid graph G such that
C has cookies from all four directions. Then Algorithm Split creates from Π(C)
in O(|G|) time either the subproblems ΠR(CR) and ΠL(CL), or the subproblems
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ΠR(CR), ΠL(C ′
L) and ΠR(C ′

R); here each of CR and C ′
R has at most three types

of cookies, and each of CL and C ′
L falls into one of the cases of Sect. 3.

(b)(a) (c)

a b

c e

fd

a b

c e

fd

CL

CR

a b

c e

fd

(d)

a b

c e

fd
CL

CR

CR
CR

CL
CLCR CR

Fig. 7. (a)–(b) Π(C) splits into ΠL(CL) and ΠR(CR). (c) The two splitting tracks of
C and CL intersect, and (d) the splitting tracks do not intersect.

Proof Sketch. It is easy to see that Split generates either (i) ΠL(CL) and
ΠR(CR), or (ii) ΠR(CR), ΠL(C ′

L) and ΠR(C ′
R). In (i), CL has no cookies from

a direction perpendicular to its splitting track, and hence falls into a special
case from Sect. 3. In (ii), it can be shown that the splitting tracks of C and CL

must be perpendicular to each other, as otherwise the splitting track choice is
contradicted. If the two splitting tracks intersect, then NN and W cookies do
not appear in C ′

L (see Fig. 7(c)); otherwise the splitting tracks do not intersect
and NN and FE cookies do not appear in C ′

L (see Fig. 7(d)). In either case C ′
L

falls into a special case. It can be checked that each of CR and C ′
R has at most

three types of cookies since their augmented boundaries do not have cookies. ��

Solving the Subproblems. To solve ΠR(CR) and ΠR(C ′
R), we apply the algo-

rithm for rectangular 1-complex cycles with no east cookies from [13] to get
canonical forms CR and C

′
R, where each of them has either a set of west cook-

ies or a set of north cookies. Since CR has exactly one augmented boundary,
we position CR such that the augmented boundary is the east boundary, as
there are no cookies from that boundary. However, C ′

R can have two perpen-
dicular augmented boundaries (see Fig. 7(c)). In that case, we position C ′

R such
that the augmented boundaries are its east and south boundaries, so that the
C

′
R produced by the algorithm [13] does not have cookies from the augmented

boundaries. Since CL falls into one of the special cases of Sect. 3 (possibly after
repositioning G), we apply the appropriate algorithm to get a canonical form
CL that does not have cookies from the augmented boundaries.

Merging the Solutions to the Subproblems. We merge the solutions CL of
ΠL(CL) and CR of ΠR(CR), output by the algorithms, as follows. We remove
the augmented boundaries from CL and CR to get two Hamiltonian paths in
the original subgrids of G on both sides of the splitting track. We join the paths
using the boundary edges at the ends of the splitting track to obtain a 1-complex
Hamiltonian cycle C1 of G. C1 has at most three sets of cookies as CL and CR
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have at most two sets and one set of cookies, respectively. Thus C1 cannot have
cookies from all four directions and must fall into a special case of Sect. 3. We
then apply the appropriate algorithm on C1 to obtain a canonical Hamiltonian
cycle C of G. If Π(C) was split into three subproblems ΠR(CR), ΠL(C ′

L) and
ΠR(C ′

R), we first merge canonical forms C′
L and C

′
R as above to obtain CL. Then

we merge CL and CR to obtain C of G.

Theorem 3. Let C be a 1-complex Hamiltonian cycle of an L-shaped grid graph
G. Then ΠL(C) can be solved using O(|G|) flips and transposes.

Proof. By Theorem2, Split creates at most three subproblems, with O(|G|) flips
and transposes. The subproblems are solved by algorithms that apply O(|G|)
flips and transposes in total as seen above. It is easy to see that the merging of
the solutions to the subproblems uses O(|G|) flips and transposes. ��

5 Reconfiguration Between Any Pair of 1-Complex
Cycles

Problem Π(C1, C2):Given any pair of 1-complex Hamiltonian cycles C1 and
C2 of a rectangular or L-shaped grid graph G,reconfigure C1 to C2 using flips
and transposes.

To solve ΠL(C1, C2), we first solve ΠL(C1) and ΠL(C2) yielding C1 and C2.
Now we give an algorithm for ΠL(C1,C2), a special case of ΠL(C1, C2).

Let G be an L-shaped grid graph. By definition, any canonical cycle C of G
has at most two sets S1 and S2 of cookies, where the cookies of each set are of
the same type and size. If there are exactly two sets of cookies then there is a
unique track tr between the rectangular regions covered by S1 and S2. Note that
tr must be a splitting track of C. We call tr the canonical splitting track of C.
It is easy to see that tr is either tvx(d)−1 (Fig. 8(a)) or thy(d) (Fig. 8(b)–(c)).

(b) (c)(a) (d)

NN

NE

FE

S

W

a a
a

c c c

b b
b

d

d

d f

f

f

eee

a

c

b

d f

e

Fig. 8. Some canonical Hamiltonian cycles, canonical splitting tracks shown grey.

Let C1 and C2 have the same canonical splitting track tr = tvx(d)−1. We
remove the edges of C1 in tr that are on boundaries of G (i.e., NN, NE and
S boundaries) to partition C1 into two disjoint paths, P ′ from vx(d)−1,0 to
vx(d)−1,y(e) to the left of tr and P ′′ from d to vx(d),y(e) to the right of tr. Let G′
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and G′′ be the rectangular subgrids of G that contain P ′ and P ′′. We generate
the augmented vertex-induced grid graphs (G′)+ and (G′′)+ by adding a copy of
Column x(d) − 1 one unit to the right of G′ and a copy of Column x(d) from d
to vx(d),y(e) (inclusive) to the left of G′′, respectively. Note that both (G′)+ and
(G′′)+ are rectangular. We then join the two endpoints of P ′ through the new
vertices of (G′)+ and the endpoints of P ′′ through the new vertices of (G′′)+ to
obtain canonical Hamiltonian cycles C′

1 of (G′)+ and C
′′
1 of (G′′)+. In a similar

way we obtain canonical Hamiltonian cycles C
′
2 and C

′′
2 from C2 such that C

′
1

covers the same rectangular subgrid of G as C′
2 covers, and such that C′′

1 covers
the same rectangular subgrid of G as C

′′
2 covers. We say that ΠR(C′

1,C
′
2) and

ΠR(C′′
1 ,C′′

2) are the two subproblems of ΠL(C1,C2).

Theorem 4. Let C1 and C2 be canonical Hamiltonian cycles of an L-shaped
grid graph G. Then ΠL(C1,C2) can be solved with O(|G|) flips and transposes.

Proof Sketch. We consider two cases: C1 and C2 have the same canonical split-
ting track, or not. In the second case, as a subgoal, we reconfigure C1 to some
canonical Hamiltonian cycle C3 of G such that C3 and C2 have the same canon-
ical splitting track. We then solve ΠL(C3,C2). ��
Theorem 5 Main Result. Let C1 and C2 be any two 1-complex Hamiltonian
cycles of an L-shaped grid graph G. Then ΠL(C1, C2) can be solved with O(|G|)
flips and transposes such that the cycle remains 1-complex Hamiltonian after
each operation.

Proof By Theorem3, C1 and C2 can be reconfigured to canonical cycles C1 and
C2 of G using O(|G|) flips and transposes in total. By Theorem4, ΠL(C1,C2)
can be solved also using O(|G|) flips and transposes. By Remark 1, the cycle
remains 1-complex Hamiltonian after each operation. ��

6 Conclusion

Our main result is Theorem5: any 1-complex Hamiltonian cycle in an L-shaped
grid graph is reachable from any other in O(|G|) flips and transposes while
staying in the family of 1-complex Hamiltonian cycles. As L-shaped grids have a
reflex corner, this may provide a key step for continuing the study of Hamiltonian
cycles in general orthogonal grid graphs. Open problems include generalization
to higher dimensions and to other grids, study of Hamiltonian paths, exploration
of fixed parameter approaches based on the bend complexity k ≥ 1 of the cycle as
a parameter [13] (here, we studied k=1), and determination of the complexity
of the decision problem for the existence of k-complex Hamiltonian cycles in
various grid graphs.
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14. Bodroz̃a Pantić, O., Pantić, B., Pantić, I., Bodroz̃a Solarov, M.: Enumeration
of hamiltonian cycles in some grid graphs. MATCH - Commun. Math. Comput.
Chem. 70, 181–204 (2013)

15. Pettersson, V.: Enumerating hamiltonian cycles. Electr. J. Comb. 21(4) (2014).
P4.7

16. Takaoka, A.: Complexity of hamiltonian cycle reconfiguration. Algorithms 11(9),
140(15p) (2018)

17. Umans, C., Lenhart, W.: Hamiltonian cycles in solid grid graphs. In: 38th Annual
Symposium on Foundations of Computer Science, FOCS 1997, pp. 496–505 (1997)

18. Winter, S.: Modeling costs of turns in route planning. Geoinformatica 6(4), 345–
361 (2002)

https://doi.org/10.1137/S0097539703434267
https://doi.org/10.1007/978-3-642-16926-7_13
https://doi.org/10.1007/978-94-007-1839-5_105
https://doi.org/10.1007/978-3-319-62389-4_37


Color Refinement, Homomorphisms,
and Hypergraphs

Jan Böker(B)
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Abstract. Recent results show that the structural similarity of graphs
can be characterized by counting homomorphisms to them: the Tree
Theorem states that the well-known color-refinement algorithm does not
distinguish two graphs G and H if and only if, for every tree T , the
number of homomorphisms Hom(T,G) from T to G is equal to the cor-
responding number Hom(T,H) from T to H (Dell, Grohe, Rattan 2018).
We show how this approach transfers to hypergraphs by introducing a
generalization of color refinement. We prove that it does not distinguish
two hypergraphs G and H if and only if, for every connected Berge-
acyclic hypergraph B, we have Hom(B,G) = Hom(B,H). To this end,
we show how homomorphisms of hypergraphs and of a colored variant of
their incidence graphs are related to each other. This reduces the above
statement to one about vertex-colored graphs.

Keywords: Graph isomorphism · Color refinement ·
Hypergraph homomorphism numbers

1 Introduction

A result by Lovász [8] states that a graph can be characterized up to isomor-
phism by counting homomorphisms from all graphs to it, i.e., two graphs G
and H are isomorphic if and only if, for every graph F , the number of homo-
morphisms Hom(F,G) from F to G is equal to the number of homomorphisms
Hom(F,H) from F to H. Equivalently, using the notion of the homomorphism
vector HOM(G) := (Hom(F,G))F∈G of G, where G denotes the class of all graphs,
we have that two graphs G and H are isomorphic if and only if their homomor-
phism vectors HOM(G) and HOM(H) are equal. However, the problem of com-
puting the entries of a homomorphism vector is #P-complete as it generalizes
some well-known counting problems [10, Section 5.1]. Hence, Dell, Grohe, and
Rattan [6] considered restrictions HOMF (G) := (Hom(F,G))F∈F of homomor-
phism vectors to classes of graphs F for which these entries can be computed
efficiently: under some complexity-theoretic assumption, for a recursively enu-
merable class of graphs F , counting homomorphisms from the graphs in F is
possible in polynomial time if and only if F has bounded treewidth [5]. This
yields some surprisingly clean results, e.g., for the class T of all trees, the Tree
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Theorem states that the homomorphism vectors HOMT (G) and HOMT (H) of
two graphs G and H are equal if and only if G and H are not distinguished
by color refinement, a well-known heuristic algorithm for distinguishing non-
isomorphic graphs (e.g. [7]).

“Graph matching” is a term used in machine learning for the problem of
measuring the similarity of graphs (e.g., [3]), where it has its applications in
pattern recognition. However, there is no universally agreed-upon notion of sim-
ilarity, and a popular notion, the graph edit distance, describing the cost of
transforming one graph into another by adding and deleting vertices and edges,
is not only hard to compute but also does not reflect the structural similarity
of two graphs very well [10, Section 1.5.1]. Restricted homomorphism vectors
offer an alternative way of comparing the structural similarity of graphs since,
after suitably scaling them, they can be compared using standard vector norms.
As demonstrated in [6], one can also define an inner product on these homo-
morphism vectors, which yields a mapping that is known as a graph kernel in
machine learning (e.g., [13]). Graph kernels can be used to perform classification
on graphs, and to this end, should capture the similarity of graphs well while
still being efficiently computable. Similarly to homomorphism vectors, state-of-
the-art graph kernels are usually based on counting certain patterns in graphs,
e.g., walks or subtrees.

The original observation by Lovász [8], stating that a graph can be character-
ized up to isomorphism by counting homomorphisms from all graphs, dates back
to the 1960s and has led to the theory of graph limits in the recent past [10]. Only
very recently, the importance of homomorphism counts for many graph-related
counting problems has been recognized [4]: for example, subgraph counts are just
linear combinations of homomorphism counts. Even more recent is the approach
of characterizing the structural similarity of graphs by counting homomorphisms
from restricted classes of graphs [6], which shows that well-known characteriza-
tions, e.g., the color-refinement algorithm, can also be stated in terms of homo-
morphism counts.

1.1 Overview

Color refinement is a simple and efficient but incomplete algorithm for distin-
guishing non-isomorphic graphs. The algorithm iteratively computes a coloring
of the vertices of a graph, and we say that color refinement distinguishes two
graphs if it computes different color patterns for them. The Tree Theorem [6]
states that color refinement can be characterized by counting homomorphisms
from trees, i.e., for all graphs G and H, we have HOMT (G) = HOMT (H) if and
only if color refinement does not distinguish G and H. By making use of the
initial coloring, color refinement can easily be adapted to vertex-colored graphs.
This enables a straight-forward generalization of the Tree Theorem by counting
(color-respecting) homomorphisms from vertex-colored trees to vertex-colored
graphs. Formally, if we let CT denote the class of all vertex-colored trees, then
for all vertex-colored graphs G and H, we have HOMCT (G) = HOMCT (H) if
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and only if color refinement does not distinguish G and H. We refer to this
generalization as the Colored Tree Theorem.

A possible (although rather conservative) generalization of the notion of a
tree to hypergraphs is that of a connected Berge-acyclic hypergraph. A hyper-
graph is called connected and Berge-acyclic if its incidence graph is connected
and acyclic, respectively. Similarly to the case of (vertex-colored) graphs, we
obtain a surprisingly clean answer when counting homomorphisms from hyper-
graphs in the class BA of connected Berge-acyclic hypergraphs.

Theorem 1. For all hypergraphs G and H, the following are equivalent:

(1) HOMBA(G) = HOMBA(H).
(2) Color refinement does not distinguish G and H.

Of course, color refinement in the usual sense is only defined on (vertex-
colored) graphs, which is why we propose a generalization of it to hypergraphs
in Sect. 2.1; Theorem 1 refers to this generalization. As this generalization turns
out to be equivalent to the usual color-refinement algorithm applied to a colored
variant of a hypergraph’s incidence graph, we are able to “reduce” Theorem1 to
the Colored Tree Theorem instead of adapting the proof of [6]. Here, the interest-
ing (and laborious) part is to show how homomorphisms between hypergraphs
are related to homomorphisms between their colored incidence graphs and how
counts of these can be obtained from each other. This leads to the notion of
an incidence homomorphism between hypergraphs in Sect. 2.2, which is used to
prove Theorem 1 in Sect. 2.3. Our approach does not only directly generalize to
hypergraphs that possibly have parallel edges, but is also simplified by doing so;
we nevertheless obtain the corresponding statement about simple hypergraphs
as a corollary in Sect. 2.4.

With Theorem 1, one might wonder how the Tree Theorem generalizes to
directed graphs. An obvious candidate for a class of directed graphs to count
homomorphisms from is the class of connected directed acyclic graphs (DAGs)
since a connected DAG can be seen as the directed concept corresponding to a
tree. Surprisingly, counting homomorphisms from DAGs is already too expressive
and characterizes an arbitrary directed graph up to isomorphism. This result is
already implicit in the second homomorphism-related work of Lovász [9], which
is concerned with the cancellation law among finite relational structures, and we
briefly revisit it in Sect. 3.

1.2 Preliminaries

N denotes the set of non-negative integers. For n ∈ N, we let [n] := { 1, . . . , n }.
A multiset is denoted using the notation {{ 0, 1, 1 }}. All relational structures that
we consider are finite, and we use standard graph-theoretic terminology and
notation without explicitly introducing it, e.g., for any graph-like structure G,
the sets of its vertices and edges are denoted by V (G) and E(G), respectively.
Unless explicitly specified otherwise, the terms graph and directed graph refer
to simple graphs and simple directed graphs, respectively, while for the sake of
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brevity, the term hypergraph is used for hypergraphs that may have parallel edges.
Formally, a hypergraph is a tuple G = (V,E, f) where V is a set of vertices, E
a set of edges, and f : E → 2V \ { ∅ } the incidence function assigning a non-
empty set of vertices to every edge, where we usually write fG to denote f . If
f is injective, i.e., if G does not have parallel edges, then we call G a simple
hypergraph. The incidence graph of a hypergraph G is the bipartite graph I(G)
with V (I(G)) := V (G) ∪̇ E(G) and E(I(G)) := { ve | v ∈ fG(e) for e ∈ E(G) }.

We work with infinite matrices, which are functions A : I × J → R where I
and J are countable and locally finite posets. The product A · B : I × J → R

of two infinite matrices A : I × K → R and B : K × J → R is defined via
(A · B)ij :=

∑
k∈K Aik · Bkj for all i ∈ I, j ∈ J as long as these sums are finite;

otherwise, we leave it undefined, which means that this product is not associative,
and we follow the convention that this operator is right-associative to reduce the
amount of needed parentheses. An infinite matrix A is called lower triangular
and upper triangular if we have Aij = 0 for all i, j with j �≤ i and Aij = 0 for
all i, j with i �≤ j, respectively. As in the finite case, forward substitution yields
that lower and upper triangular infinite matrices with non-zero diagonal entries
have left inverses [6] that again are lower and upper triangular, respectively. For
simplicity, we usually refer to infinite matrices just as matrices.

Since we allow hypergraphs to have parallel edges, a function on vertices
is not sufficient to specify a homomorphism between hypergraphs: a homo-
morphism from a hypergraph F to a hypergraph G is a pair (hV , hE) of
mappings hV : V (F ) → V (G) and hE : E(F ) → E(G) such that we have
hV (fF (e)) = fG(hE(e)) for every e ∈ E(F ), and Hom(F,G) denotes the number
of homomorphisms from F to G. Note that, if F and G are simple hypergraphs,
then the mapping hE on edges is already uniquely determined by hV . For a hyper-
graph G, its homomorphism vector is denoted by HOM(G), and the restriction of
HOM(G) to a class of hypergraphs F is denoted by HOMF (G). For every isomor-
phism class of hypergraphs, we fix a representative and call it the isomorphism
type of the hypergraphs in the class. We view Hom as an infinite matrix indexed
by the isomorphism types, which are sorted by the sums of their numbers of
vertices and edges, where ties are resolved arbitrarily. Then, for a hypergraph G,
its homomorphism vector HOM(G) can be viewed as a column of Hom. We use
similar notation for other types of mappings without explicitly introducing it.

Since, to count homomorphisms from a non-connected graph, one can count
homomorphisms from its components instead, we usually restrict ourselves to
homomorphism counts from connected graphs. The same holds for directed
graphs and hypergraphs. Aut is the diagonal matrix whose diagonal entry
Aut(G,G), which we usually denote just by Aut(G), contains the number of
automorphisms of the connected hypergraph G.

2 Hypergraphs

We only outline the main ideas of our proofs in this section. The actual proofs
can be found in the preprint of this paper [1].
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2.1 Hypergraph Color Refinement

Color refinement colors the vertices of a graph G by setting CG
0 (v) := 1 for every

v ∈ V (G) and CG
i+1(v) := {{CG

i (u) | u ∈ NG(v) }} for every v ∈ V (G) and every
i ≥ 0. In a hypergraph, the adjacency of a vertex v is not fully determined by
the set of its neighbors, i.e., the set of vertices that share an edge with v, as this
does not state how v is connected to them. To capture also this information, we
rather look at the edges v is incident to: a coloring of the vertices of a hypergraph
induces a coloring of its edges. For a hypergraph G, we define HCG

0 (v) := 1 for
every v ∈ V (G) and

HCG
i+1(v) := {{ {{HCG

i (u) | u ∈ fG(e) }} | e ∈ E with v ∈ fG(e) }}

for every v ∈ V (G) and every i ≥ 0. Color refinement distinguishes two hyper-
graphs G and H if there is an i ≥ 0 such that the colorings are unbalanced, i.e.,
that we have {{HCG

i (v) | v ∈ V (G) }} �= {{HCH
i (v) | v ∈ V (H) }}.

Thus, two vertices of the same color get different colors in a refinement round
if they have a different number of incident edges of an induced color c. Note that
such an induced color of an edge is a multiset since distinct vertices of the same
edge may have the same color. It is not hard to see that, when interpreting a
graph as a hypergraph, the two definitions are equivalent: an inductive argument
yields that excluding the color of v ∈ V (G) itself from the color {{HCG

i (u) | u ∈
fG(e) }} induced on the edge e ∈ E with v ∈ fG(e) does not make a difference.
Then, the only difference is that each color of a neighbor is placed into its own
multiset in the more general definition.

v1 v2 v3

e1 e2
v HC0(v) HC1(v)
v1 1 {{ {{ 1, 1 }}, {{ 1, 1, 1 }} }}
v2 1 {{ {{ 1, 1 }}, {{ 1, 1, 1 }} }}
v3 1 {{ {{ 1, 1, 1 }} }}

v1

e1 e2

v1 v2 v1 v2 v3

Fig. 1. Color refinement on a hypergraph and the length-one “walk-hypergraph” from
v1

Figure 1 shows an example of color refinement on a hypergraph, which is
represented by its incidence graph, where the vertices and edges are depicted
as circles and squares, respectively; this distinction is not made in the incidence
graph itself. To justify our notion of color refinement, we observe its relation to
color refinement on the incidence graph of a hypergraph, which also colors its
edges: In a first step, every edge gets assigned the colors of its incident vertices.
In a second step, every vertex gets assigned the colors of its incident edges. Hence,
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a single step of color refinement on a hypergraph corresponds to two steps of
color refinement on its incidence graph.

Another way to see this is by considering the tree unfoldings implicitly con-
structed by color refinement; the color of a vertex v after i refinement rounds
can be interpreted as the isomorphism type of the tree obtained by taking all
length-i walks from v simultaneously. The proof of the Tree Theorem utilizes
this by “redirecting” tree homomorphisms to these tree unfoldings. Analogously,
we can think of the colors of hypergraph color refinement as Berge-acyclic hyper-
graphs, cf. Fig. 1, which can also be thought of as the tree unfoldings obtained
by twice the number of steps of color refinement on the incidence graph of the
hypergraph.

However, to formally obtain an equivalence between the two notions, we have
to deal with the fact that the additional colors of the edges present in color refine-
ment on an incidence graph may obscure unbalanced vertex partitions, which
may happen since an incidence graph does not indicate whether one of its ver-
tices is actually a vertex or an edge of the hypergraph, i.e., vertices of the one
hypergraph may be confused with edges of the other. To avoid this, we differ-
entiate these right from the beginning by defining the colored incidence graph
Ic(G) of a hypergraph G, which is the vertex-colored graph obtained by taking
the incidence graph I(G) and coloring the elements of V (G) and E(G) with two
different colors, say 1 for V (G) and 2 for E(G). In general, for color refinement
on a vertex-colored graph, one has to include a vertex’s old color in the new one
in every refinement round to guarantee that we indeed obtain a refinement. How-
ever, a simple inductive argument yields that this is not necessary for colored
incidence graphs.

Lemma 1. For all hypergraphs G and H, the following are equivalent:

(1) Color refinement does not distinguish G and H.
(2) Color refinement does not distinguish Ic(G) and Ic(H).

2.2 Incidence Homomorphisms

Recall that a hypergraph is connected and Berge-acyclic if and only if its inci-
dence graph is a tree. With the Colored Tree Theorem, Lemma 1 already yields
that two hypergraphs G and H are not distinguished by color refinement if and
only if HOMCT (Ic(G)) = HOMCT (Ic(H)), i.e., we already have a characterization
of color refinement by counting homomorphisms from vertex-colored trees to the
hypergraphs’ incidence graphs. This motivates a “reduction” to prove Theorem1,
i.e., instead of adapting the proof of the Tree Theorem by defining an unfolding
of a hypergraph into a Berge-acyclic one, we relate homomorphisms between
colored incidence graphs back to homomorphisms between hypergraphs.

To this end, we first re-formulate HOMCT (Ic(G)) = HOMCT (Ic(H)) in hyper-
graph terms. Observe that, at this point, it is convenient that we consider hyper-
graphs with parallel edges because, when interpreting a colored tree as an inci-
dence graph of a hypergraph, it may very well have parallel edges, or more
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precisely, parallel loops. Thus, when taking the step from vertex-colored trees to
hypergraphs, the only noteworthy special case is the colored tree corresponding
to an empty edge, which does not have a corresponding hypergraph as empty
edges are disallowed by definition.

However, just interpreting vertex-colored trees as hypergraphs does not suf-
fice as, for hypergraphs G and H, the homomorphisms between the colored
incidence graphs Ic(G) and Ic(H) do not necessarily correspond to homomor-
phisms between G and H. While every homomorphism (hV , hE) from G to H
gives us a corresponding homomorphism hV ∪ hE from Ic(G) to Ic(H), the con-
verse does not hold: a homomorphism from Ic(G) to Ic(H) does not have to
map the vertices of an edge of G to a full edge of H but only to a subset of
such an edge, cf. Fig. 2. To capture this behavior in terms of hypergraphs, for
hypergraphs G and H, we call a pair (hV , hE) of mappings hV : V (G) → V (H)
and hE : E(G) → E(H) satisfying hV (fG(e)) ⊆ fH(hE(e)) for every e ∈ E(G)
an incidence homomorphism from G to H. That is, the equality in the defini-
tion of a homomorphism is relaxed to an inclusion, which also means that every
homomorphism is an incidence homomorphism.

Observe that we have a one-to-one correspondence between the incidence
homomorphisms from G to H and the homomorphisms from Ic(G) to Ic(H).
In particular, if we let InHom(G,H) denote the number of incidence homomor-
phisms from G to H, we have InHom(G,H) = Hom(Ic(G), Ic(H)). This lets us
express the requirement HOMCT (Ic(G)) = HOMCT (Ic(H)) in terms of connected
Berge-acyclic hypergraphs, where a simple interpolation argument takes care of
the colored tree corresponding to an empty edge.

Lemma 2. For all hypergraphs G and H, the following are equivalent:

(1) InHOMBA(G) = InHOMBA(H).
(2) Color refinement does not distinguish G and H.

2.3 Homomorphisms from Berge-Acyclic Hypergraphs

With Lemma 2, it remains to show that counting incidence homomorphisms from
BA is equivalent to counting homomorphisms from BA. To this end, we call an
incidence homomorphism (hV , hE) from a hypergraph G to a hypergraph H
locally injective, locally surjective, and locally bijective if, for every e ∈ E(G), the
restriction hV |fG(e) : fG(e) → fH(hE(e)) of hV to the vertices of e is injective,
surjective, and bijective, respectively. Note that this definition only concerns
the mapping hV and not hE , i.e., hE may still map multiple edges to the same
edge as long as the restriction of hV to each of these edges is injective. For a
connected hypergraph G and a hypergraph H, we denote the number of locally
injective incidence homomorphisms by LoInjInHom(G,H) and, since an incidence
homomorphism is locally surjective if and only if it is a homomorphism, the
number of locally bijective incidence homomorphisms by LoInjHom(G,H).

The main work is spread across three lemmas: Together, Lemmas 3 and 5 “bal-
ance” incidence homomorphisms to locally bijective incidence homomorphisms
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by first relating incidence homomorphisms to locally injective incidence homo-
morphisms and then, from there on, to locally bijective incidence homomor-
phisms. Analogously to Lemmas 3, 4 relates homomorphisms to locally injective
homomorphisms or, in other words, locally bijective incidence homomorphisms.

u1 u2 u3

d1 d2

{u1, u2, u3 }

d1 d2

v1 v2 v3

e1 e2

Fig. 2. Decomposition of an incidence homomorphism into a locally merging homo-
morphism and a locally injective incidence homomorphism

While our goal is to relate incidence homomorphisms to locally surjective
incidence homomorphisms, we are forced to take the detour that is local injec-
tivity due to the way we prove Lemma 5: We fill up edges that are mapped
non-surjectively by adding leaves, i.e., vertices that are part of exactly one edge.
Without this injectivity, which we achieve by merging vertices within an edge
that are mapped to the same vertex, these added leaves may be mapped to the
same vertex again causing us to overcount endlessly. With local injectivity, also
achieving local surjectivity is possible as a locally bijective incidence homomor-
phism has to map an edge to an edge of exactly the same size. Thus, if we use
leaves to fill up an edge to the size of the target edges, we do not overcount as we
do not count incidence homomorphisms where adding fewer leaves would have
sufficed. Note that, in our setting, it is crucial that we only consider such a local
form of injectivity; we have to make sure the Berge-acyclicity is preserved when
merging vertices.

To relate incidence homomorphisms to locally injective incidence homomor-
phisms, we define locally merging homomorphisms, which only allow vertices to
be mapped to the same vertex if they are part of the same edge. To this end,
we first define the relation ≡hV

⊆ V (G) × V (G) for an incidence homomorphism
(hV , hE) between two hypergraphs G and H by letting u ≡hV

v if there is a walk
v0, e1, . . . , vk from u to v in G with hV (vi−1) = hV (vi) for every i ∈ [k]. Clearly,
≡hV

is an equivalence relation, and for all u, v ∈ V (G), we have that u ≡hV
v

implies hV (u) = hV (v). We call a homomorphism (hV , hE) between hypergraphs
G and H locally merging if

(1) hV (u) = hV (v) if and only if u ≡hV
v for all u, v ∈ V (G),

(2) hV is surjective, and
(3) hE is bijective,
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and, for connected hypergraphs G and H, we let LoMeHom(G,H) be the number
of such homomorphisms from G to H.

By decomposing incidence homomorphisms into locally merging homomor-
phisms and locally injective incidence homomorphisms as in Fig. 2, we obtain
Lemma 3. The crucial argument is the fact that the intermediate hypergraph is
uniquely determined by (hV , hE), i.e., every decomposition of (hV , hE) has to
use the same intermediate hypergraph. Note that, by merging vertices to obtain
the intermediate hypergraph, parallel loops may be created even when decompos-
ing an incidence homomorphism between simple hypergraphs. Moreover, these
parallel loops may have to be mapped to different edges, making it impossible to
merge them into a single loop. Since, for such a decomposition, automorphisms
of the intermediate hypergraph can be used to obtain a different decomposition,
we have to divide by the number of automorphisms. Note that the identity of
Lemma 3 is stated for arbitrary connected hypergraphs; once it is needed, we
restrict it to Berge-acyclic ones.

Lemma 3. We have InHom = LoMeHom · Aut−1 · LoInjInHom. The matrix
LoMeHom is invertible and lower triangular.

For the special case of homomorphisms, i.e., locally surjective incidence homo-
morphisms, the proof of Lemma 3 also directly yields Lemma 4.

Lemma 4. We have Hom = LoMeHom · Aut−1 · LoInjHom.

{ · }

d1 d2

vd11 { · } vd21vd12

d1 d2

v1 v2 v3

e1 e2

Fig. 3. Decomposition of a locally injective incidence homomorphism into a leaf-adding
incidence homomorphism and a locally injective homomorphism

To prove Lemma 5, we define leaf-adding incidence homomorphisms, which
are embeddings of a hypergraph into another one that has no additional vertices
or edges with the exception of leaves. For this, we need the notion of a strong
incidence homomorphism between hypergraphs G and H, which is an incidence
homomorphism (hV , hE) from G to H that additionally satisfies the inclusion
h−1
V (fH(hE(e)) ∩ im(hV )) ⊆ fG(e) for every e ∈ E(G); it is actually not hard to
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see that this is equivalent to requiring that the corresponding homomorphism
between the colored incidence graphs Ic(G) and Ic(H) is a strong homomorphism.
We call an incidence homomorphism (hV , hE) between hypergraphs G and H
leaf-adding if

(1) (hV , hE) is a strong incidence homomorphism,
(2) hV is injective,
(3) hE is bijective, and
(4) the vertices V (H) \ im(hV ) are leaves of H,

and, for connected hypergraphs G and H, we let LeafAddInHom(G,H) be the
number of leaf-adding incidence homomorphisms from G to H. Similarly to
the proof of Lemma 3, the proof of Lemma5 decomposes locally injective inci-
dence homomorphisms into leaf-adding incidence homomorphisms and locally
injective homomorphisms as in Fig. 3. Again, this identity is proven for arbi-
trary connected hypergraphs, and we restrict it to Berge-acyclic ones once it is
needed.

Lemma 5. We have LoInjInHom = LeafAddInHom·Aut−1·LoInjHom. The matrix
LeafAddInHom is invertible and upper triangular.

We have all we need to prove that counting incidence homomorphisms from
BA is equivalent to counting homomorphisms from BA. Combining Lemmas 3
and 5 yields InHom = LoMeHom · Aut−1 · LeafAddInHom · Aut−1 · LoInjHom, and
Lemma 4 states that we have Hom = LoMeHom · Aut−1 · LoInjHom. Even with
the invertibility of LoMeHom and LeafAddInHom, the proof of Lemma 6 is not
trivial as the inverse of the upper triangular matrix LeafAddInHom is still an
upper triangular matrix, and hence, left multiplication with it may be undefined.
This, however, can be avoided by considering finite submatrices as in [6]. This
proof finishes our “reduction” and, hence, the proof of Theorem1 as it follows
immediately from Lemmas 2 and 6.

Lemma 6. For all hypergraphs G and H, the following are equivalent:

(1) InHOMBA(G) = InHOMBA(H).
(2) HOMBA(G) = HOMBA(H).

2.4 Simple Hypergraphs

For a restriction of Theorem 1 to simple hypergraphs, consider a homomorphism
(hV , hE) from a hypergraph G to a simple hypergraph H. If e, e′ ∈ E(G) are
parallel edges of G, i.e., fG(e) = fG(e′), then we have fH(hE(e)) = hV (fG(e)) =
hV (fG(e′)) = fH(hE(e′)), which implies hE(e) = hE(e′) since H does not have
parallel edges. That is, parallel edges of G have to be mapped to the same edge
of H since a homomorphism’s mapping on edges is determined by its mapping
on vertices up to parallel edges. Hence, if we consider the simple hypergraph G′

obtained by merging parallel edges of G, then there is a one-to-one correspon-
dence between the homomorphisms from G to H and these from G′ to H, and in
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particular, we have Hom(G,H) = Hom(G′,H). Thus, for a simple hypergraph,
it suffices to count homomorphisms from simple hypergraphs, and we obtain
Corollary 1, where SBA denotes the class of all connected Berge-acyclic simple
hypergraphs.

Corollary 1. For all simple hypergraphs G and H, the following are equivalent:

(1) HOMSBA(G) = HOMSBA(H).
(2) Color refinement does not distinguish G and H.

For incidence homomorphisms, however, the situation is not as clear as these
may map parallel edges to non-parallel ones. However, with an interpolation
argument, it is possible to prove that such a restriction can be made.

Lemma 7. For all simple hypergraphs G and H, the following are equivalent:

(1) InHOMSBA(G) = InHOMSBA(H).
(2) Color refinement does not distinguish G and H.

3 Directed Graphs

To prove that counting homomorphisms from DAGs suffices to characterize arbi-
trary directed graphs up to isomorphism, one could proceed in a similar fashion
to [6], i.e., by defining an unfolding of a directed graph into a DAG and then prov-
ing the equivalence of counting homomorphisms and unfolding numbers. This
way, one obtains a characterization that is more intuitive than that of homomor-
phism counts, and one could show that an isomorphism between the directed
graphs can be extracted from an isomorphism between appropriate unfoldings.
However, as the class of DAGs can also be defined in terms of homomorphism
numbers, a proof using the algebraic properties of homomorphism counts turns
out to be much simpler.

Lovász’s second homomorphism-related work [9] concerns the cancellation
law among finite relational structures. For the case of graphs, this asks whether
a graph K cancels out from the tensor products G ⊗ K ∼= H ⊗ K, i.e., whether
it satisfies the implication G⊗K ∼= H ⊗K =⇒ G ∼= H for all graphs G and H.
Note that the tensor product G ⊗ H of two graphs G and H is the graph with
vertex set V (G) × V (H) that has an edge between (u, u′) and (v, v′) if and only
if uv ∈ E(G) and u′v′ ∈ E(H). Lovász gives the answer that this implication
holds if and only if K is not bipartite. Moreover, from his work on the general
case of finite relational structures, it follows that the transitive tournament

−→
Kn

on n vertices satisfies the cancellation law for directed graphs as long as n ≥ 3.
To see how the cancellation law is related to homomorphism counts, observe

that the class of DAGs can be defined as the class of all directed graphs that
have a homomorphism into a transitive tournament. Formally, if we let A denote
the class of DAGs and define An := {G | Hom(G,

−→
Kn) > 0 } for every n ∈ N,

then we have A = ∪n∈NAn. Then, using the facts that two directed graphs G
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and H are isomorphic if and only if we have Hom(F,G) = Hom(F,H) for every
directed graph F [8] and that Hom(F,G ⊗ H) = Hom(F,G) · Hom(F,H) holds
for all directed graphs F , G, and H [9], we get that

G ⊗ −→
Kn

∼= H ⊗ −→
Kn

⇐⇒ ∀F. Hom(F,G ⊗ −→
Kn) = Hom(F,H ⊗ −→

Kn)

⇐⇒ ∀F. Hom(F,G) · Hom(F,
−→
Kn) = Hom(F,H) · Hom(F,

−→
Kn)

⇐⇒ HOMAn
(G) = HOMAn

(H)

holds for all directed graphs G and H and every n ∈ N. That is, tensor products
with

−→
Kn are directly related to counting homomorphisms from An.

With the work of Lovász [9], this yields that two directed graphs G and H are
isomorphic if and only if, for every DAG D, we have Hom(D,G) = Hom(D,H).
More precisely, we obtain the even stronger statement that it suffices to count
homomorphisms from the DAGs in A3, i.e., from DAGs where the longest
directed walk has length two. For the case of undirected graphs, an analogous
argument with the complete graph on three vertices K3, which is not bipartite,
yields that arbitrary graphs can be characterized up to isomorphism by counting
homomorphisms from all three-colorable graphs.

4 Conclusion

We have proven a generalization of the Tree Theorem for hypergraphs. To this
end, we have introduced a generalization of the color refinement algorithm for
hypergraphs, which has lead to the notion of an incidence homomorphism. By
showing how incidence homomorphisms are related to homomorphisms, we have
“reduced” the case of hypergraphs to the case of vertex-colored graphs. For the
case of directed graphs, we have revisited a result of Lovász, which shows that
the class of DAGs is already too expressive to obtain an analogue of the Tree
Theorem.

The central open question posed by our generalization of the Tree Theorem
is whether it can further be generalized; the Tree Theorem can be generalized
to the k-dimensional Weisfeiler-Leman algorithm (k-WL), a generalization of
color refinement that colors k-tuples instead of single vertices, and the class of
all graphs of treewidth at most k. More precisely, two graphs G and H are not
distinguished by k-WL if and only if Hom(F,G) = Hom(F,H) for every graph
F of treewidth at most k [6]. An attempt to generalize our result could be to
consider k-WL on the colored incidence graphs of hypergraphs as proposed in a
recent preprint by Brooksbank et al. [2], in which case, however, our reduction
does not generalize as we cannot restrict the identities of Lemmas 3 and 4 to
hypergraphs whose incidence graphs have treewidth at most k; merging vertices
of a graph may increase its treewidth even when the merged vertices are part
of the same neighborhood. A way of interpreting this is that the treewidth of
the incidence graph of a hypergraph G is not a meaningful notion for G since it
mixes up the vertices and edges of G.
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Besides the generalization to k-WL, there are other natural questions: Is there
a linear-algebraic characterization of hypergraph color refinement like there is
for graphs [11,12]? Do homomorphisms from hypergraph analogues of paths and
cycles yield characterizations similar to the ones for graphs [6]?
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Abstract. In his PhD Thesis E.R. Scheinerman conjectured that planar
graphs are intersection graphs of segments in the plane. This conjecture
was proved with two different approaches. In the case of 3-colorable pla-
nar graphs E.R. Scheinerman conjectured that it is possible to restrict
the set of slopes used by the segments to only 3 slopes. Here we prove
this conjecture by using an approach introduced by S. Felsner to deal
with contact representations of planar graphs with homothetic triangles.

Keywords: Planar graphs · Segment intersections

1 Introduction

In this paper, we consider intersection representations for planar graphs. A seg-
ment representation of a graph G maps every vertex v ∈ V (G) to a segment v
of the plane so that two segments u and v intersect if and only if uv ∈ E(G).
Although this graph family is simply defined, it is not easy to manipulate. Actu-
ally, even if this class of graphs is small (there are less than 2O(n log n) such graphs
with n vertices [12]) a segment representation may be long to encode (in the rep-
resentations of some of these graphs the endpoints of the segments need at least
2

√
n bits to be coded [10]). There are also interesting open problems concerning

this class of graphs. For example, we know that deciding whether a graph G
admits a segment representation is NP-hard, indeed it is ∃R-complete [9] but
it is still open whether this problem belongs to NP or not. Here we focus on
segment representations for planar graphs.

In his PhD Thesis, Scheinerman [13] conjectured that every planar graph
has a segment representation. This conjecture attracted a lot of attention. de
Fraysseix and Ossona de Mendez [5] proved it for a large family of planar graphs,
the planar graphs having a 4-coloring in which every induced cycle of length 4
uses at most 3 colors. In particular, this implies the conjecture for 3-colorable
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planar graphs. Then Chalopin and the author finally proved this conjecture [2].
Recently, a much simpler proof was provided by the author, Isenmann, and
Pennarun [7]. Here we focus on segment representations of planar graphs with
further restrictions.

In his PhD Thesis, Scheinerman [13] proved that every outerplanar graph
has a segment representation where only 3 slopes are used, and where parallel
segments do not intersect. Let us call such a representation a 3-slopes segment
representation. This result led Scheinerman conjecture [14] (see also [5]) that such
representation exists for every 3-colorable planar graph. Later, several groups
proved a related result on bipartite planar graphs [3,6,8]. They proved that every
bipartite planar graph has a 2-slopes segment representation, with the extra
property that segments do not cross each other. Let us call such a representation
a 2-slopes contact segment representation. More recently de Castro et al. [1]
considered a particular class of 3-colorable planar graphs. They proved that
every triangle-free planar graph has a 3-slopes contact segment representation.
Such a contact segment representation cannot be asked for any 3-colorable planar
graph. Indeed, up to isomorphism, the octahedron has only one 3-slopes contact
segment representation depicted in Fig. 1, and one can easily check that this
representation does not extend to the (3-colorable) graph obtained after gluing
a copy of an octahedron in each of its faces. However, we will use 3-slopes contact
segment representations in the proof of our main result.

Theorem 1. Every 3-colored planar graph has a 3-slopes segment representa-
tion such that parallel segments correspond to the color classes.

Fig. 1. The octahedron and a 3-slopes contact representation. It is unique, up to vertex
automorphism, up to scaling, and once the slopes are set. (Color figure online)

As every 3-colored planar graph is the induced subgraph of some 3-colored
triangulation we only consider the case of triangulations in the following. In
Sect. 2 we review some basic definitions. Section 3 is devoted to the so-called tri-
angular contact schemes. It is shown that every 3-colorable triangulation admits
such a scheme. Then, those schemes are used in Sect. 4 to build 3-slopes segment
representations. Finally, we conclude with some remarks on 4-slopes segment
representations.
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2 Terminology

A triangulation is a plane graph where every face has size three. Unless stated
otherwise, in this paper triangulations are simple, that means without loops nor
multiple edges. A triangulation T , simple or not, is Eulerian if every vertex
has even degree. It is folklore that these triangulations are the 3-colorable tri-
angulations. Actually these triangulations are uniquely 3-colorable (up to color
permutation). Hence their vertex set V (T ) is canonically partitioned into three
independent sets A, B and C. In the following we will denote the vertices of
these sets respectively ai with 0 ≤ i < |A|, bj with 0 ≤ j < |B|, and ck with
0 ≤ k < |C|. In such a triangulation T any face is incident to one vertex ai, one
vertex bj , and one vertex ck, and these vertices appear in this order either clock-
wisely or counterclockwisely. In the following, the vertices of the outerface are
always denoted a0, b0 and c0, and they appear clockwisely in this order around T .
As the orders of two adjacent faces are opposite, the dual graph of T is bipartite.
Given an Eulerian triangulation T with face set F (T ), let us denote by F1(T )
and F2(T ) (or simply F1 and F2 if it is clear from the context) the face sets
partitioning F (T ), such that no two adjacent faces belong to the same set, and
such that F2(T ) contains the outer-face. Note that by construction for any face
f ∈ F1(T ) (resp. f ∈ F2(T )) its vertices ai, bj and ck appear in clockwise (resp.
counterclockwise) order around f . Note that the vertices a0, b0 and c0 appear
in clockwise order around T , but in counterclockwise order w.r.t. the outer face.
Let n = |V (T )|. As T is a triangulation, by Euler’s formula it has 2n − 4 faces.
Hence, as T ’s dual is bipartite and 3-regular, |F1(T )| = |F2(T )| = n − 2.

In the following we build 3-slopes segment representations. The 3 slopes used
are expected to be distinct, but apart from that the exact 3 slopes considered
do not matter. Indeed, for any two triples of slopes, (s1, s2, s3) and (s′

1, s
′
2, s

′
3),

there exists an affine map of the plane turning any 3-slopes segment representa-
tion using slopes (s1, s2, s3) into a 3-slopes segment representation using slopes
(s′

1, s
′
2, s

′
3). We denote −→a ,

−→
b , and −→c the vectors corresponding to slopes of the

sets A, B, and C respectively. The magnitude of these vectors is chosen such
that −→a +

−→
b + −→c =

−→
0 .

3 TC-Representations and TC-Schemes

We begin with the definition of particular 3-slopes contact representations illus-
trated in Fig. 2.

Definition 1. A Triangular 3-slopes segment Contact representation (TC-
representation for short) is a 3-slopes contact segment representation using the
same slopes as −→a ,

−→
b , and −→c , and where:

– Three segments a0, b0, and c0, form a triangle which contains all the other
segments.

– Every inner region is a triangle, whose each side is contained in a segment of
the representation.



354 D. Gonçalves

Fig. 2. (left) Vectors −→a ,
−→
b , and −→c . (middle) A TC-representation with various types of

intersection points. (right) Its induced graph, where gray faces are particular degenerate
faces. One has size six, and there are two faces of size three that correspond to the
same intersection point.

– Two parallel segments intersect on at most one point, their endpoint.

Definition 2. Let the plane graph M(R) induced by a TC-representation R be
the map whose vertices correspond to the segments of the representation, and
where two vertices are adjacent if and only if the corresponding segments form a
corner of one of the inner triangles. The orders of the neighbors around a vertex
v correspond to the order of the segments around v.

Note that the plane graph induced by a TC-representation has several prop-
erties. For example, two parallel segments correspond to non-adjacent vertices.
The slopes hence define a 3-coloring of the graph. Note also that the dual graph of
M(R) is bipartite. Indeed such a map has two types of faces, one set contains the
(triangular) faces corresponding to the inner regions of the TC-representation,
and the other set contains the outerface and the faces corresponding to intersec-
tion points. Let us denote the latter faces degenerate faces, and note that those
faces have size three or six. A size six face (ai, bj , ck, ai′ , bj′ , ck′) comes from
the intersection point of six segments, and as those six segments go in distinct
directions they do not intersect elsewhere, so this cycle has no chord in M(R).
Finally note that going clockwise in any inner region one successively follows
α−→a , α

−→
b , and then α−→c , for some not necessarily positive value α.

Definition 3. A TC-representation R is a TC-scheme of an Eulerian triangu-
lation T if M(R) is a subgraph of T with the same outer-face as T and such that
the vertices and edges of V (T ) \ V (M(R)) lie inside degenerate faces of M(R)
(see Fig. 3).

Actually as in M(R), the inner faces around any vertex alternate among degen-
erate and non-degenerate. This implies that every edge of M(R) bounds a non-
degenerate face, and a face that is degenerate or that is the outerface. We thus
have the following.
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Fig. 3. From left to right. A TC-representation R; its induced map M(R), where gray
faces are the degenerate faces; and two triangulations having R as TC-scheme.

Remark 1. A TC-representation R is a TC-scheme of T if and only if the non-
degenerate faces of M(R) and its outerface are faces of T .

The main ingredient in the proof of Theorem1 is the following.

Theorem 2. Every Eulerian triangulation T has a TC-scheme, and this scheme
is unique.

To prove this theorem we proceed by the following steps. We first model
TC-schemes of T by means of a system of linear equations and we sketch out
why this linear system always has a unique solution.

3.1 The Linear System Model

In a TC-representation all the triangles are homothetic. Let us define the size of
a triangle as its relative size with respect to the outer-triangle. We may require
that the outer-triangle has size 1, the triangles with a corner on the left have
positive sizes, while the triangles with a corner on the right have negative sizes.
The variables of our linear system correspond to the sizes of the triangular
regions. So for each face f ∈ F1 we have a variable xf . Informally, the value
of xf will prescribe the size and shape of the corresponding triangle in a TC-
representation. If xf < 0, xf = 0, or if xf > 0 the corresponding triangle has a
corner on the right, is missing, or has a corner on the left, respectively.

Let us denote by F1(v) the subset of faces of F1 incident to v. As the outer
triangle has size 1 and contains the other triangles, the faces in F1(a0) should
have non-negative sizes, and they should sum up to 1 (see Fig. 4 left). We hence
consider the following constraint.

∑

f∈F1(a0)

xf = 1 (a0)

We add no constraint about the sign of these sizes. Note that similar constraints
hold for b0 and c0.

∑

f∈F1(b0)

xf = 1 (b0)
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∑

f∈F1(c0)

xf = 1 (c0)

Similarly, around an inner segment of a TC-representation all the triangles
on one side have same size sign, which is opposite to the other side. Furthermore,
by summing all these sizes one should obtain 0 (see Fig. 4 right). Hence, for any
inner-vertex u we consider the following constraint.

∑

f∈F1(u)

xf = 0 (u)

+ 0.33

+ 0.17

+ 0.5
+ 0.33

+ 0.17
− 0.25

− 0.25

a

b

0

i

Fig. 4. (left) The size of the triangles around a0. (right) The size of the triangles around
some inner vertex bi.

In the following, Equ. (aj) will refer to Eq. (u) where vertex u is replaced
by aj . Note that every face f ∈ F1 is incident to exactly one vertex of A, one
vertex of B, and one vertex of C. Hence by summing Eqs. (a0), (a1),. . . ,(a|A|),
one obtains that

∑
f∈F1

xf = 1. The same holds with Eqs. (b0), (b1),. . . ,(b|B|),
or with Eqs. (c0), (c1),. . . ,(c|C|). Equations (b0) and (c0) are hence implied by
the others and thus we do not need to consider them anymore. Let us denote by
L the obtained system of n − 2 linear equations on |F1| = n − 2 variables.

Let us define the set V ′ = V \ {b0, c0} of size n − 2. Finding a solution to L
is equivalent to finding a vector S ∈ R

F1 (that is a vector indexed by elements
of F1) such that MS = I, where M ∈ R

V ′×F1 (a square matrix indexed by
elements of V ′ × F1) and I ∈ R

V ′
are defined by

M(xi, f) =
{

1 if f ∈ F1(xi)
0 otherwise. I(xi) =

{
1 if xi = a0

0 otherwise.

Given some bijective mappings gV ′ : [1, . . . , n−2] −→ V ′ and gF1 : [1, . . . , n−
2] −→ F1, one can index the elements of M by pairs (i, j) ∈ [1, . . . , n − 2] ×
[1, . . . , n − 2], and thus define the determinant of M . By the following lemma, L
has a solution vector S, and this solution is unique.

Lemma 1. The matrix M is non-degenerate, i.e. det(M) �= 0.

The full proof of this lemma is inspired by the work of Felsner [4] on contact
representations with homothetic triangles. The proof is not provided in this
extended abstract but the main idea is to consider the bipartite graph TM with
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independent sets V ′ and F1 such that v ∈ V ′ and f ∈ F1 are adjacent if and
only if v and f are incident in T . Note that M is the biadjacency matrix of TM .
From the embedding of T one can easily embed TM in such a way that all the
inner faces have size 6, and such that a0 is on the outerboundary.

Note that every perfect matching of TM (if any) corresponds to a permu-
tation σ on [1, . . . , n − 2] (we say σ belongs to the permutation group Sn−2)
defined by σ(g−1

F1
(f)) = g−1

V ′ (v), for any edge vf of the perfect matching. If the
obtained permutation is even we call such perfect matching positive, otherwise
it is negative. From the Leibniz formula for the determinant,

det(M) =
∑

σ∈Sn−2

sgn(σ)
∏

i∈[1,...,n−2]

M(gV ′(σ(i)), gF1(i)),

one can see that det(M) counts the number of positive perfect matchings of TM

minus its number of negative perfect matchings.

Claim. The graph TM admits at least one perfect matching.

Given a graph G and a perfect matching M of G, an alternating cycle C is a
cycle of G with edges alternating between M and E(G)\M . Note that replacing
in M the edges of M ∩C by the edges of C \M yields another perfect matching.
We call such operation a cycle exchange. It is folklore that the set of perfect
matchings of a graph are linked by cycle exchanges. Actually, for TM one can
restrict itself to cycles of length six.

Claim. All the perfect matchings of TM are linked by 6-cycle exchanges.

This implies that the perfect matchings of TM are either all positive, or all
negative. Thus det(M) �= 0. The following lemma (not proved in this extended
abstract) allows us to conclude the proof of Theorem 2.

Lemma 2. Every Eulerian triangulation T admits a TC-scheme R that corre-
sponds to the solution of its linear system L.

4 3-Slopes Segment Representations

In this section we use Theorem 2 to prove the main theorem of the article, Theo-
rem 1. As already mentioned it is sufficient to prove it for Eulerian triangulations.
Given an Eulerian triangulation T , let us denote a1, b1 and c1 the vertices form-
ing a face with vertices b0 and c0, with a0 and c0, and with a0 and b0, respectively.
Theorem 1 follows from the following technical proposition.

Proposition 1. For every ε > 0, every Eulerian triangulation T admits a 3-
slopes segment representations R such that:

– The segments a0, b0, and c0 form a triangle Δ of size 1 (its sides are obtained
by following −→a ,

−→
b , and −→c ).
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Fig. 5. (left) A 3-slopes segment representation inside an hexagon. (right) A scheme
representing its shape.

– Every segment is contained in the hexagon centered on Δ, obtained by suc-
cessively following (1 − ε)−→a , −2ε−→c , (1 − ε)

−→
b , −2ε−→a , (1 − ε)−→c , and −2ε

−→
b

(see Fig. 5).

Given such representation R, we define the shape of R as the triplet
(sa, sb, sc) of sizes in R (w.r.t. the outer-triangle) of the triangles corresponding
to a1b0c0, a0b1c0, a0b0c1, respectively. Note that if ε is chosen sufficiently small,
that is for ε < 1, as the vertices a1, b1, and c1 have neighbors that are inner
vertices, a1, b1, and c1 intersect Δ, and we have sa > 0, sb > 0, and sc > 0.

Proof. We proceed by induction as we assume that the proposition holds for any
Eulerian triangulation with less vertices. The initial case of this induction, when
|V (T )| = 3 clearly holds.

Given an Eulerian triangulation T with at least four vertices, we consider a
TC-scheme R of T (given by Theorem 2), and by successively resolving degener-
ate points (i.e. intersection points of at least three segments) from left to right,
we eventually reach the sought representation. Here resolving means that the
segments of a 3-degenerate point (resp. a 6-degenerate point) are moved to form
a triangle (resp. a polygon) inside which we are going to draw a 3-slopes rep-
resentation of the graph corresponding to this degenerate face of M(R), this is
possible by using the induction on this smaller graph. The degenerate points
of R are resolved from left to right. This means that at a given stage of this
process there is a vertical line (parallel with

−→
b ) V such that on its left there is

no intersection point of three or more segments. This implies that on the left of
V the representation handles some small perturbations: one can slightly move
the segments without changing the intersections.

Let V be the leftmost vertical line containing degenerate points. We resolve
those degenerate points by slightly moving segments on the left of or on V, while
maintaining the right side of the representation unchanged. We consider different
cases according to the degenerate points on V.

If V contains a 3-degenerate point p in the interior of a (vertical) segment bj

and at the end of two segments ai and ck lying on the left of V, the situation is
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Fig. 6. (left) A 3-degenerate point on V (middle) Small perturbation of R (right) The
addition of a representation inside the new triangle.

rather simple. Move these segments a little to the left and slightly prolong them
to intersect bj (see Fig. 6). As there is no degenerate point on the left of V these
moves can be done while maintaining the existing intersections and avoiding new
intersections. If aibjck is not a face of T , consider the triangulation T ′ induced
by the vertices in the cycle aibjck of T . By induction T ′ has a representation
that can be drawn inside the newly formed triangle bordered by the segments
ai, bj and ck.

Fig. 7. (left) A double 3-degenerate point on V (right) Small perturbation of R.

If V contains a double 3-degenerate point p in the interior of a (vertical) segment
bj, the situation is similar to the previous one. Move the segments on the left
of V as depicted in Fig. 7. If the new triangle is not a face of T , we add a
representation inside. We are now left with a simple 3-degenerate point at p.
This corresponds to the following case.

If V contains a 3-degenerate point p in the interior of a (vertical) segment bj

and at the end of two segments, ai and ck, lying on the right of V, one can move
bj slightly to the right or slightly to the left and resolve these points without
changing the right part of the representation. The choice of moving bj to the
right or to the left is explained in the next paragraph, but we can assume this
move to be arbitrarily small. Whatever the direction bj is moved one has to
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Fig. 8. (left) A 3-degenerate point on V (middle) Slightly moving bj to the right (right)
Slightly moving bj to the left.

prolong ai and ck to have all the intersections, between these segments or with
bj (see Fig. 8). Note that in order to preserve the representation on the right
of V the segments ai and ck are not moved, they are only prolonged around p.
Again, if aibjck is not a face of T , we draw a representation inside the newly
formed triangle. Note that if bj moves to the right, the triangle bordered by ai,
bj and ck has negative size, but it suffices to apply a homothety with negative
ratio to obtain a representation that can be drawn inside.

Consider now the degenerate points at the end of a (vertical) segment bj of V.
Let b1,b2, . . . ,bt be a maximal sequence of segments on V such that bj and
bj+1 intersect on a point. We are going to move these segments alternatively to
the right and to the left, for example the segments with even index are moved
to the left while the ones with odd index are moved to the right. The exact
magnitude of these moves will be set later, but first note that the 3-degenerate
points in the interior of the segments bj with 1 ≤ j ≤ t can be dealt if the move
of bj is sufficiently small (see previous cases). Consider the intersection point p
between bj and bj+1. The case of b1 and bt’s end is similar and it is not detailed
here.

Fig. 9. (left) A double 3-degenerate point on V (middle) & (right) Small moves that
resolve this point.

If there is a segment ai going through p. It is shown in Fig. 9 how to resolve
these two overlapped 3-degenerate points, in order to create two triangles, where
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one can add a small representation if needed. The case where there is a segment
ck going through p is similar.

Fig. 10. From left to right: a 6-degenerate point on V. Resolution if there is no chord
in bjacbj+1a

′c′ with the shape of R′. Resolution if none of bjc, ca
′, or a′bj is a chord,

with the shape of R′. Resolution if ac′ and ca′ are chords, with the shape of R2.

Assume now that six segments intersect at p. Let bj be the one below p, and
let a, c, bj+1, a′, and c′ be the other ones around p clockwisely. Let us assume
wlog that bj has to move to the left, while bj+1 has to move to the right. The
degenerate face corresponding to p is bounded by these six vertices and there
are several cases according to whether there are chords among them in T (see
Fig. 10).

If there is no chord inside the cycle bjacbj+1a
′c′ we consider the subgraph of

T induced by the vertices on and inside this cycle, add we add the edges abj+1,
bj+1c

′, and ac′ outside the cycle, and we denote by T ′ the obtained simple Eule-
rian triangulation. By the induction we know that T ′ admits a 3-slope segment
representation R′, and let (sa, sb, sc) be the shape of R′. We resolve the point
by moving the segments as depicted in Fig. 10, and the magnitude of each of
these moves is prescribed by the shape (sa, sb, sc) in order to allow us to copy
R′ inside the triangle formed by a, bj+1, and c′. Then we shorten a, bj+1, and
c′ to avoid intersections among them. Actually, the case where none of abj+1,
bj+1c

′, or ac′ is a chord is similar.
If none of bjc, ca′, or a′bj is a chord of bjacbj+1a

′c′ we proceed similarly.
The only difference is that we add the edge bjc, ca′, or a′bj outside bjacbj+1a

′c′

to obtain T ′, and that we have to perform a homothety with negative ratio to
include R′.

Finally, if there are two opposite chords on bjacbj+1a
′c′, say ac′ and ca′,

we consider two triangulations. Let T1 be the one inside the cycle c′bja and let
T2 be the one obtained from the interior of the 5-cycle acbj+1a

′c′ by adding
the edges abj+1 and bj+1c

′. By the induction we know that T1 and T2 admit
3-slopes segment representations R1, and R2, and let (sa, sb, sc) be the shape
of R2. We resolve the point by moving the segments as depicted in Fig. 10, and
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the magnitude of each of these moves, except for bj, is prescribed by the shape
(sa, sb, sc) in order to allow us to copy R2 inside the triangle formed by a, bj+1,
and c′. Then we shorten a, and bj+1 to avoid the intersections corresponding
to abj+1 and bj+1c

′. The segment bj is moved sufficiently to the left to avoid
the interior of the triangle containing R2. Then R1 is drawn inside the triangle
bordered by bj, a and c′. This is possible because R2 does not intersect this
triangle.

Finally note that the moves of bj and bj+1 are opposite but of proportional
magnitudes (up to some constant depending on the shapes (sa, sb, sc) of R′ or
R2). So it is clear that we can simultaneously move all the segments bj on V.
This concludes the proof of the lemma.

5 Conclusion

West [15] and de Fraysseix and Ossona de Mendez [5] independently ask for a
generalization of Scheinerman’s Conjecture.

Conjecture 1. Planar graphs that are k-colorable admit a k-slopes segment rep-
resentation.

The case k = 1 is trivial. We have seen that the case k = 2 holds with 2-slopes
contact representations. We have seen that the case k = 3 also holds. For the final
case k = 4 we would like to apply the same approach as here. This means that
we would like to go through a TC-representation of the considered triangulation,
and then resolve its degenerate points. There are at least two obstacles for this
approach. The first one is to find an order on the degenerate points to resolve
them. The left to right approach does not seem sufficient here. The second one
is connected to degenerate points p such that going clockwisely around p we
successively cross segments a, b, c, d, and a again. In that case its is impossible,
restricting ourselves to small perturbations to create a region bordered by a,
b, c, and d in the clockwise or counterclockwise order. To avoid this issue we
want 4-colorings (i.e. 4-slopes assignements) of planar graphs with particular
properties.

Conjecture 2. Planar graphs admit a {1, 2, 3, 4}-coloring such that there is no
induced C4 colored with colors 1, 2, 3 and 4 in clockwise order.

Examples show that one cannot extend this condition to non-induced 4-cycles. A
positive answer to this conjecture would imply that simple signed planar graphs
have chromatic number at most 4, positively answering a conjecture of Máčajová,
Raspaud, and Škoviera [11].

Acknowledgements. The author is thankful to Marc de Visme for fruitful discussions
on this topic, and to Pascal Ochem for bringing [11] to his attention.
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Abstract. Many graph parameters can be expressed as homomorphism
counts to fixed target graphs; this includes the number of independent
sets and the number of k-colorings for any fixed k. Dyer and Green-
hill (RSA 2000) gave a sweeping complexity dichotomy for such prob-
lems, classifying which target graphs render the problem polynomial-
time solvable or #P-hard. In this paper, we give a new and shorter
proof of this theorem, with previously unknown tight lower bounds
under the exponential-time hypothesis. We similarly strengthen com-
plexity dichotomies by Focke, Goldberg, and Živný (SODA 2018) for
counting surjective homomorphisms to fixed graphs. Both results cru-
cially rely on our main contribution, a complexity dichotomy for evalu-
ating linear combinations of homomorphism numbers to fixed graphs. In
the terminology of Lovász (Colloquium Publications 2012), this amounts
to counting homomorphisms to quantum graphs.

Keywords: Graph homomorphisms · Exponential-time hypothesis ·
Counting complexity · Complexity dichotomy ·
Surjective homomorphisms

1 Introduction

The classification program in counting complexity strives to identify compre-
hensive classes of counting problems that are well-behaved enough to allow
for exhaustive complexity classifications [4–7,9,16]. Particularly good candi-
dates for such classes are counting variants of the Constraint Satisfaction Prob-
lem (#CSP) [3,4]. In the general #CSP, a problem instance is defined by a set
of variables V = {v1, . . . , vn}, each taking values from a domain D. The com-
putational task is to determine the number of assignments a : V → D from
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variables to domain elements, subject to the requirement that a satisfies a set of
constraints that are part of the input. Each constraint is applied to a tuple of
variables and restricts the admissible assignments to that tuple.

In this full generality, the #CSP framework can easily express #P-hard
problems such as counting satisfying assignments to Boolean formulas in
CNF, or counting the proper k-colorings of graphs G, for fixed k ∈ N. For
instance, to count k-colorings, interpret the vertices of G as variables over the
domain {1, . . . , k} and constrain variable pairs corresponding to adjacent vertices
to have distinct assignments.

Among other properties, the complexity of #CSP depends on the types of
constraints present in the instance. This motivates the study of #CSP(F) for
fixed constraint sets F , where only instances with constraints from F are allowed
as input. After a wealth of research, a full dichotomy for these problems is
known by now: For every finite set F , the problem #CSP(F) has been shown
to be either polynomial-time solvable or #P-hard, with an explicit decidable
dichotomy criterion [5,17]. Dichotomies are known even in weighted settings [7]
that arise in statistical physics in the context of partition functions.

1.1 Graph Homomorphisms

The full dichotomy for #CSP(F) was predated by numerous results for special
cases, with a particular focus on graph homomorphisms [6,16,24]. Given graphs
G and H, a homomorphism from G to H is a function h : V (G) → V (H) such
that any edge uv ∈ E(G) is mapped to an edge h(u)h(v) ∈ E(H). Homomor-
phisms from G to H are sometimes also called H-colorings of G, since they
generalize q-colorings for fixed q ∈ N by taking H = Kq.

We write Hom(G,H) for the number of homomorphisms from G to H.
For a fixed graph H, the computational problem Hom(�,H) asks to compute
Hom(G,H) on input a graph G. This is indeed a particular #CSP(F) problem:
Viewing V (G) as variables and V (H) as domain, a homomorphism h corresponds
to an assignment from variables to domain elements that respects certain con-
straints on variable pairs: If u and v are connected by an edge in G, then its
assignments h(u) and h(v) must be such that h(u)h(v) is an edge of H. Following
this interpretation, it can be seen that the class of problems Hom(�,H) for fixed
H correspond exactly to #CSP(F) problems where F contains only a single
constraint, and this constraint depends only (symmetrically) on two variables.

Despite these restrictions, many interesting counting problems on graphs
can be expressed as the Hom(�,H) for suitable choices of H. This includes the
number of independent sets in a graph, the number of k-colorings for fixed k, and
certain partition functions from statistical physics. In a seminal result, Dyer and
Greenhill proved a full classification for the complexity of Hom(�,H) when H is
an undirected graph that may contain self-loops. In the following, we say that
a graph is reflexive if every vertex features a self-loop, and we say that it is
irreflexive if no vertex does. Note that bipartite graphs are irreflexive.
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Theorem 1 (Dyer and Greenhill [16]). Let H be a fixed undirected graph.
If each connected component of H is a bipartite complete graph or a reflexive
complete graph, then Hom(�,H) can be computed in polynomial time. Otherwise
the problem is #P-hard, even on irreflexive input graphs.

This exhaustive dichotomy was extended in numerous ways, including a set-
ting where H has edge-weights and the weight of a homomorphism is the prod-
uct of edge-weights in the image, counted with multiplicities [6,8,24]: Given an
input graph G, the task is to determine the sum of weights of all homomorphisms
from G to H, a quantity that occurs naturally in statistical physics. The case of
directed graphs was also fully classified [7,15]. Furthermore, a variant was inves-
tigated that asks to determine the number of homomorphisms modulo a fixed
prime [18,22,23], but a full dichotomy was not yet obtained for such problems.

Our Contribution: New proof of Theorem 1 with tight lower bound under ETH.
Using techniques originally introduced by Lovász [27], we significantly shorten
the proof of Theorem 1. Our new proof also gives tight conditional lower bounds
on the running times needed to solve the #P-hard cases: For a k-vertex graph H
and an n-vertex graph G, the quantity Hom(G,H) can be computed in time
roughly O(kn) using exhaustive search. It was shown by Cygan et al. [13] that
Hom(G,H) cannot be computed in time exp(o(n log k)) when both G and H are
input, unless the widely-believed exponential-time hypothesis (ETH) by Impagli-
azzo and Paturi [25] fails. However, this result leaves open the possibility of
exp(o(n))-time algorithms for particular fixed graphs H for which Hom(�,H) is
#P-hard. We rule out such algorithms under ETH. In fact, we only require the
counting exponential-time hypothesis #ETH, introduced in [14]. This makes the
result slightly stronger, since ETH implies #ETH.

Theorem 2. For every hard graph H in Theorem 1, the problem Hom(�,H)
cannot be computed in exp(o(n)) time on n-vertex input graphs unless #ETH
fails. This holds even for bipartite and irreflexive inputs with O(n) edges.

1.2 Surjective Homomorphisms

Focke, Goldberg, and Živný [20] used Theorem 1 as a starting point to classify
the complexity of counting homomorphisms with surjectivity constraints. We call
a homomorphism h from G to H surjective if its image contains every vertex
and every edge of H. That is, for every vertex v ∈ V (H), the preimage h−1(v) is
non-empty, and for every edge st ∈ E(H), there is at least one edge between the
sets h−1(s) and h−1(t) in G. This notion can be relaxed by requiring surjectivity
only on a subset of the vertices and edges of H. For instance, vertex-surjective
homomorphisms only require every vertex to be hit. Likewise, a compaction is a
vertex-surjective homomorphism from G to H that hits all non-loop edges of H.

The above authors proved a dichotomy theorem for counting vertex-surjective
homomorphisms to fixed graphs H [20], discovering that the dichotomy crite-
rion for these problems coincides with that for standard homomorphisms. They
proved a similar dichotomy for counting compactions and showed that there are
significantly fewer polynomial-time solvable cases.
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Theorem 3 (Focke, Goldberg, and Živný [20]). Let H be a fixed graph. The
problem VertSurj(�,H) is polynomial-time solvable if every connected component
of H is a complete bipartite graph or a reflexive complete graph. The problem
Comp(�,H) is polynomial-time solvable if every component of H is an irreflexive
star or a reflexive complete graph of size at most two. In all other cases, the
problems are #P-hard, even on irreflexive inputs.

Our Contribution: Simplified and strengthened version of Theorem 3. We define
a problem that jointly generalizes the problems VertSurj(�,H) and Comp(�,H)
in a natural way. To this end, we consider target graphs H in which some edges
and vertices of H are marked. A partially surjective homomorphism then is
a homomorphism h whose image includes all marked objects of H; we write
PartSurj(G,H) for their number. With appropriate choices of markings, this
can be seen to generalize various quantities, such as homomorphisms, surjective
and vertex-surjective homomorphisms, and compactions. We obtain the follow-
ing complexity dichotomy, from which Theorem 3 easily follows.

Theorem 4. Let H be a graph in which some edges and/or vertices are marked,
and let D(H) be the set of graphs obtainable from H by deleting marked objects.

– If every graph in D(H) is a disjoint union of bipartite complete graphs and
reflexive complete graphs, then PartSurj(�,H) is polynomial-time solvable.

– Otherwise, PartSurj(�,H) is #P-hard and cannot be computed in exp(o(n))
time on n-vertex input graphs unless #ETH fails. This holds even for bipartite
and irreflexive inputs with O(n) edges.

1.3 Our Techniques: Homomorphisms to Quantum Graphs

While the class of homomorphism problems Hom(�,H) to fixed H subsumes
many interesting counting problems for graphs, there are also natural problems
that cannot be expressed in this framework. This includes the number of perfect
matchings in a graph [21,28]. To give another example that is more similar to
homomorphism counts, recall that counting 3-colorings in a graph is expressible
as Hom(�,K3). However, counting surjective 3-colorings (colorings that use all
three colors) cannot be expressed as Hom(�,H) for a fixed graph H. This is
because, for any graph G, the number of surjective 3-colorings is

VertSurj(G,K3) = Hom(G,K3) − 3 · Hom(G,K2) + 3 · Hom(G,K1). (1)

However, the expression of a graph parameter as a linear combination of homo-
morphism counts Hom(�,H) is known to be unique, see [27, Exercise 5.51], ruling
out the existence of a graph H with VertSurj(�,K3) = Hom(�,H).

More generally, the uniqueness of such expressions implies that closing the
class of homomorphism counts under point-wise linear combinations gives a
strictly richer class of graph parameters. Following Lovász’s terminology [27,
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Chapter 6], we call these graph parameters homomorphism counts to quantum
graphs. Here, a quantum graph H is a formal linear combination

H =
∑

H∈C
αHH

for a finite set of constituent graphs C where each H ∈ C has an associated
coefficient αH ∈ Q. The canonical linear extension of homomorphism counts to
quantum graphs H then reads

Hom(G,H) =
∑

H∈C
αH · Hom(G,H).

In other words, every finite (point-wise) linear combination of homomorphism
counts to fixed graphs can be expressed as a homomorphism count to a fixed
quantum graph. The computational problem Hom(�,H) for fixed H is to com-
pute Hom(G,H) for a given input G.

As exemplified in (1), problems that do not immediately appear to be linear
combinations of homomorphism counts may in fact be expressible in this format.
For instance, all partially surjective homomorphism counts can be expressed as
linear combinations of ordinary homomorphism counts.

Our Contribution: Dichotomy for homomorphisms to quantum graphs. We prove
that the complexity of counting homomorphisms to fixed graphs enjoys a very
favorable monotonicity property. (A similar phenomenon was already observed
for linear combinations of homomorphism counts from fixed graphs [10,12].)

Let H be a fixed quantum graph that is properly normalized, that is, its
constituents are pairwise non-isomorphic and all coefficients are non-zero. Then,
for any constituent H of H, the problem Hom(�,H) reduces to Hom(�,H) under
polynomial-time Turing reductions. That is, given access to an oracle that deliv-
ers the quantity Hom(G′,H) on any query G′, we can compute Hom(G,H) for
any input graph G and any constituent H of H. In particular, if Hom(�,H) is
#P-hard, then any linear combination of homomorphism counts containing the
summand Hom(�,H) is #P-hard.

Moreover, to determine Hom(G,H) for an n-vertex graph G, our reduction
only needs to query graphs G′ with n + c vertices, with c depending only on
H. This makes the reduction very suitable in the exponential-time setting: An
algorithm with running time O(bn) for Hom(�,H) would imply O(bn) time algo-
rithms for any constituent problem Hom(�,H). We use the complexity mono-
tonicity of quantum graphs to obtain our final dichotomy theorem:

Theorem 5. Let H =
∑k

i=1 αiHi be a fixed quantum graph, where H1, . . . , Hk

are fixed pairwise non-isomorphic graphs and α1, . . . , αk ∈ Q \ {0} are fixed.

– If the problem Hom(�,Hi) can be solved in polynomial time for every i ∈ [k],
then so can Hom(�,H).
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– If there is some i ∈ [k] such that Hom(�,Hi) is #P-hard, then so is
Hom(�,H). In this case, unless #ETH fails, Hom(�,H) cannot be solved
in time exp(o(n)), even for bipartite and irreflexive input graphs with O(n)
edges.

The quantum graph H in this theorem may have negative coefficients; if H
has only positive coefficients, the #P-hardness of Hom(�,H) can already be
derived from Theorem 1.

Organization of the Paper

After introducing notions related to homomorphisms and exponential-time com-
plexity in Sect. 2, we prove the dichotomy theorem for homomorphisms to quan-
tum graphs (Theorem 5) in Sect. 3. Using the complexity monotonicity of homo-
morphism numbers to quantum graphs, we sketch the proof of the exponential-
time Dyer–Greenhill theorem (Theorem 2) in Sect. 4. Finally, we derive the
dichotomy for partially surjective homomorphisms (Theorem 4) in Sect. 5. Due
to lack of space, some proofs are deferred to the full version.

2 Preliminaries

Let G be the set of all unlabeled and undirected finite graphs. These graphs
may have self-loops but no parallel edges. In the remainder of this section, let
G,H ∈ G. We denote the vertex set of G with V (G) and the edge set with E(G).

Homomorphisms and Graph Algebra: Let Hom(G,H) be the number of homo-
morphisms from G to H, that is, functions h : V (G) → V (H) such that any
edge uv ∈ E(G) is mapped to an edge h(u)h(v) ∈ E(H). For fixed H, we write
Hom(�,H) for the graph parameter that maps input graphs G to Hom(G,H).

Our proofs rely on a result of Borgs et al. [2, Lemma 4.2], who show that the
graph function Hom, when viewed as a matrix, has certain non-singular finite
submatrices. We use the following extension, which we derive from the original
result in the full version.

Lemma 6. For any set of pairwise non-isomorphic graphs H1, . . . , Hk, there
exist irreflexive graphs F1, . . . , Fk such that the k × k matrix M with M [i, j] =
Hom(Fi,Hj) is invertible.

Even though H1, . . . ,Hk may feature self-loops, the lemma guarantees the exis-
tence of irreflexive graphs F1, . . . , Fk. In fact, these graphs can even be guaran-
teed to be 3-colorable.

Our proofs also rely upon two binary operations on graphs (which can be
viewed as graph products) and their effects on homomorphism counts: The dis-
joint union of graphs, and its “dual”, the tensor product.
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Definition 7. Let A,B be graphs on disjoint vertex sets. The disjoint union
A ∪ B has vertex set V (A) ∪ V (B) and consists of a copy of A and one of B.

The tensor product A ⊗ B is the graph on vertex set V (A) × V (B) where
(u, v) and (u′, v′) are adjacent if and only if (u, u′) ∈ E(A) and (v, v′) ∈ E(B).

From a matrix perspective, the adjacency matrix of A∪B is a block matrix with
blocks corresponding to A and B, and the adjacency matrix of A ⊗ B is the
Kronecker product of the respective adjacency matrices. The following identities
hold for all vertex-disjoint graphs G,F,A,B:

Hom(G ∪ F,A) = Hom(G,A) · Hom(F,A) , and (2)
Hom(G,A ⊗ B) = Hom(G,A) · Hom(G,B). (3)

If additionally G is connected, then we also have

Hom(G,A ∪ B) = Hom(G,A) + Hom(G,B). (4)

The proofs are elementary and can be found in [27, (5.28)–(5.30)].

Exponential-Time Complexity: The counting exponential time hypothesis
(#ETH) of Dell et al. [14], adapted from the decision setting of Impagliazzo,
Paturi, and Zane [25,26], asserts that there is no exp(o(m)) time algorithm to
count the satisfying assignments of a given 3-CNF formula with m clauses. We
use the following stringent type of polynomial-time reduction:

Definition 8 (Linear Reduction). Let f, g : G → Q be two graph parameters.
We write f � g if there is a polynomial-time Turing reduction from f to g that,
on input a graph with m edges, queries only graphs with at most O(m) edges.

Note that � is a reflexive and transitive relation; it is called size-preserving
reducibility in [19, p. 422]. If f � g, then an algorithm with running time
exp(o(m)) for g on m-edge graphs would imply one for f .

3 Counting Homomorphisms to Quantum Graphs

We are ready to prove Theorem 5, the dichotomy for counting homomorphisms
to quantum graphs. We establish the theorem via the following proposition on
the complexity monotonicity for counting homomorphisms to quantum graphs.

Proposition 9 (Complexity Monotonicity). Fix any quantum graph

H =
k∑

j=1

αjHj

with non-isomorphic graphs H1, . . . , Hk and coefficients α1, . . . , αk ∈ Q \ {0}.
For every fixed j ∈ [k], we then have

Hom(�,Hj) � Hom(�,H).

Furthermore, if the input graph G for Hom(�,Hj) is irreflexive, then all queries
for Hom(�,H) are irreflexive as well.
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Proof. Without loss of generality, let j = 1. By Lemma 6, there exist irreflexive
graphs F1, . . . , Fk such that the matrix M with M [i, j] = Hom(Fi,Hj) is invert-
ible. On input a graph G, we first construct the graphs G ∪ Fi for all i ∈ [k].
By (2), we obtain the following linear equation for every i ∈ [k]:

Hom(G ∪ Fi,H) =
k∑

j=1

αj Hom(G,Hj) · M [i, j]. (5)

The set of these equations for all i ∈ [k] forms a linear equation system b = Mx,
with bi = Hom(G ∪ Fi,H) for all i ∈ [k] and xj = αj Hom(G,Hj) for all j ∈ [k].
Thus if G is the input and we wish to compute Hom(G,H1) using the oracle for
Hom(�,H), we use the following procedure:

1. Compute the vector b ∈ Qk using k queries to Hom(�,H).
2. Output the number (M−1b)1/α1.

This indeed yields Hom(G,H1), because α1 Hom(G,H1) = (M−1b)1 and α1 �= 0
hold. Since H1, . . . , Hk is fixed, we can hard-code the constants αj and graphs Fj ,
for j ∈ [k], as well as the matrix M−1 into the reduction. The reduction itself
runs in linear time to prepare the queries G ∪ Fi. Given as input an m-edge
graph G, it only issues queries on graphs with m + C edges, where C is a fixed
constant depending only on H. If G is irreflexive, then so are all query graphs
G ∪ Fi for i ∈ [k], since all Fi are irreflexive. �

Theorem 5 follows easily from Proposition 9 and Theorem 2.

4 Revisiting the Dyer-Greenhill Dichotomy

We outline our new proof of Theorem 1 and classify the complexity of Hom(�,H).
Our proof also gives a tight lower bound under #ETH, resulting in Theorem 2.

Throughout this section, let us say that a graph H is hom-easy if every
connected component of H is either a complete bipartite graph Ka,b for a, b ∈ N
or a reflexive complete graph K◦

q for q ∈ N. It is straightforward to check
that Hom(�,H) can be solved in linear time if H is a hom-easy graph. If H is
not hom-easy, we call H hom-hard. In the remainder of the section, we show
how to establish the #P-hardness of Hom(�,H) for hom-hard graphs H in three
steps.

1. Ensuring bipartiteness: Rather than working directly with H, we proceed
to its bipartite double cover H ⊗ K2. Recall from (3) that

Hom(G,H ⊗ K2) = Hom(G,H) · Hom(G,K2)

holds for all graphs G. Since K2 is hom-easy, we can compute Hom(G,K2) in
linear time, and this readily implies Hom(�,H ⊗ K2) � Hom(�,H).

Hence, it suffices to establish hardness of Hom(�,H ⊗ K2) for the bipartite
graph H ⊗ K2. Note that H ⊗ K2 is hom-hard if H is hom-hard.
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2. Isolating 2-neighborhoods: Similar to the original proof [16], we succes-
sively isolate induced subgraphs from H ⊗ K2 until reaching a hard base case.

Given a bipartite graph B and v ∈ V (B), let Bv denote the subgraph induced
by vertices of distance at most 2 from v. We show Hom(�,Bv) � Hom(�,B) for
all v ∈ V (B) by using the monotonicity for quantum graph homomorphisms.
This reduction may happen to be useless for some vertices v ∈ V (B), as Bv may
be a complete bipartite graph Ka,b or B itself. If this holds for all v ∈ V (B), we
call B an impasse.

Starting at B = H ⊗K2, we repeatedly pick a vertex v ∈ V (B) and set B :=
Bv until reaching an impasse P . We show that the vertices in the above process
can be chosen to ensure that P is not a Ka,b. Since Hom(�, P ) � Hom(�,H⊗K2)
follows, it remains to prove hardness for this impasse P .

3. Exploded four-vertex paths: A structural argument shows that any
impasse P that is not a Ka,b is in fact a 4-vertex path P (a1, a2, a3, a4) in
which the i-th vertex is replaced by a positive number ai of clones. For example,
P (1, 3, 4, 2) is the following graph:

Due to space limitations, we defer the hardness proof for Hom(�, P ) with
P = P (a1, a2, a3, a4) for arbitrary fixed integers a1, a2, a3, a4 to the full version.
The reduction proceeds from the #P-hard problem of counting independent sets,
for which #ETH rules out 2o(m) time algorithms [11].

In the special case P = P (1, 1, 1, 1), a simple reduction is possible: Note that
P = ⊗ holds, and hence

Hom(G,P ) = Hom(G, ) · Hom(G, ).

Since Hom(G, ) counts precisely the independent sets of G, and Hom(G, )
can be computed in linear time, the reduction is immediate.

Overall, given a hom-hard graph H, the three steps outlined above identify a
graph P = P (a1, a2, a3, a4) for a1, a2, a3, a4 ∈ N such that

Hom(�, P ) � . . . � Hom(�,H ⊗ K2) � Hom(�,H). (6)

By establishing hardness of Hom(�, P ), we thus prove hardness of Hom(�,H).

Details of Step 2: Successively Isolating 2-Neighborhoods

In the remainder of this section, we provide more details for the second step—
details for the other steps are deferred to the full version.

After the first step, we may assume H to be bipartite, but not a com-
plete bipartite graph Ka,b. We find a hom-hard impasse P with Hom(�, P ) �
Hom(�,H) by transitioning successively to proper induced subgraphs of H, in a
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manner similar to the bipartite case of [16, Theorem 1.1]. In the following, we
describe one step of this process.

Let B be a bipartite graph; initially B = H ⊗ K2. For any vertex v ∈ V (B),
recall that Bv is the subgraph of B induced by vertices at distance at most 2
from v. We prove that Hom(�,Bv) � Hom(�,B) holds. To this end, we first show
in Lemma 10 how to compute the sum

∑
v∈V (B) Hom(G,Bv) on input G with an

oracle for Hom(�,B). Combining this with Proposition 9, we will then extract
Hom(G,Bv) for any fixed vertex v ∈ V (B) from the sum in Proposition 11.

Lemma 10. Let B be a bipartite graph and let G be a connected bipartite graph
with bipartition V (G) = L ∪ R. Let Ga

L be derived from G by adding an “apex”
vertex a that is adjacent to all of R, and let Ga

R be derived by adding an apex
vertex a adjacent to all of L. Then

Hom(Ga
L, B) + Hom(Ga

R, B) =
∑

v∈V (B)

Hom(G,Bv) . (7)

Proof. For any v ∈ V (B), we write Hom(Ga
L, B | a → v) for the number of

homomorphisms from Ga
L to B that map a to v, with an analogous definition

for Ga
R. We observe that

Hom(Ga
L, B) + Hom(Ga

R, B)

=
∑

v∈V (B)

Hom(Ga
L, B | a → v) + Hom(Ga

R, B | a → v) , (8)

because the set of homomorphisms h from Ga
L to B can be partitioned according

to the image h(a) = v and the same applies to homomorphisms from Ga
R. In the

remainder of the proof, we establish that, for all v ∈ V (B),

Hom(Ga
L, B | a → v) + Hom(Ga

R, B | a → v) = Hom(G,Bv). (9)

Together with (8), this implies (7). To prove (9), fix any vertex v ∈ V (B).
We say that a homomorphism h from Ga

L or Ga
R to B is an extension of a

homomorphism g from G to Bv if h agrees with g on all of V (G), and h also
maps the additional vertex a in Ga

L or Ga
R to v.

We first claim that any homomorphism h from Ga
L or Ga

R to B with h(a) = v
is an extension of some homomorphism g from G to Bv. Secondly, we claim that
for any homomorphism g from G to Bv, there is precisely one homomorphism h
from either Ga

L or Ga
R to B that is an extension of g. Then (9) follows.

For the first claim, let h be a homomorphism from Ga
L to B with h(a) = v.

(The argument for homomorphisms from Ga
R is analogous.) Then h maps R to

the neighborhood of v in B: Since a has edges to all of R in Ga
L, there must be

edges from h(a) = v to all of h(R) in B. Furthermore, since G is connected, h(L)
is contained in the neighborhood of h(R). It follows that the entire image of h
is contained in Bv, so the restriction g of h to V (G) is a homomorphism from G
to Bv. Hence h is an extension of g, proving the first claim.
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For the second claim, let X be the bipartition side of Bv not containing
v. Consider a homomorphism g from G to Bv. Since G is connected, either g
maps R to X, or g maps L to X.

1. In the first case, we can extend g to a map h from Ga
L to B via h(a) = v, and

we show that h is indeed a homomorphism: By definition, g preserves edges
on G and the image of G is the subgraph Bv of B. Since g maps R to X,
and X is the neighborhood of v in Bv by definition of Bv, we see that h maps
the edges aw for w ∈ R in Ga

L to edges of Bv. Thus h is an extension of g.
Furthermore, the map h′ from Ga

R to B obtained from g by setting h′(a) = v
is not a homomorphism, since v and R are all mapped to X, which is an
independent set in Bv.

2. In the second case, we can extend g to a homomorphism h from Ga
R to B as

above. By a symmetric argument, h maps the edges aw for w ∈ L in Ga
R to

edges of Bv. Thus h is an extension of g.

Hence, the homomorphisms h from Ga
L and Ga

R to B are extensions of homo-
morphisms g from G to Bv, and each g has precisely one extension from either
Ga

L or Ga
R. This establishes (9), thus concluding the proof. �

With Lemma 10 at hand, we can readily reduce Hom(�,Bv) to Hom(�,B).

Proposition 11. For every bipartite graph B and every vertex v ∈ V (B), we
have Hom(�,Bv) � Hom(�,B).

Proof. Let G be the input for Hom(�,Bv). Without loss of generality, we can
assume that G is connected and bipartite with V (G) = L ∪ R.

Let Ga
L and Ga

R be the graphs derived from G in Lemma 10. Both have O(n)
vertices and O(n + m) edges, with n = |V (G)| and m = |E(G)|. By (7),

Hom(Ga
L, B) + Hom(Ga

R, B) =
∑

v∈V (B)

Hom(G,Bv) .

We can compute the left-hand side with an oracle for Hom(�,B). On the right-
hand side, no graphs cancel when collecting terms for isomorphic graphs Bv, as
all coefficients in the sum are 1. Since B is fixed, all graphs and coefficients are
fixed, and Proposition 9 gives Hom(�,Bv) � Hom(�,B). �

To prove hardness of Hom(�,H), we start with B := H and establish hardness
of Hom(�,B) by reduction from Hom(�,Bv) for some v ∈ V (B) such that Bv is
hom-hard and has less vertices than B. This is possible unless B is an impasse
or hom-easy. We verify in the full version that any hom-hard impasse is actually
an exploded 4-vertex path.

Lemma 12. Let B be bipartite and connected, but not a Ka,b. Assume that
for every v ∈ V (B), the graph Bv is either a Ka,b or equal to B. Then B is
isomorphic to P (a1, a2, a3, a4) for positive integers a1, a2, a3, a4.
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Thus, repeated applications of Proposition 11 give a reduction from
Hom(�, P ) to Hom(�,H) with P = P (a1, a2, a3, a4) for some positive integers
a1, a2, a3, a4. In the full version, we conclude the hardness proof for Hom(�,H)
by establishing hardness of counting homomorphisms to P (a1, a2, a3, a4) for all
fixed positive integers a1, a2, a3, a4.

5 Counting Partially Surjective Homomorphisms

Finally, we prove a dichotomy for PartSurj(�,H), thus establishing Theorem 4.
For a fixed graph H with marked vertices and edges, let D(H) denote the
set of graphs obtainable from H by deleting marked objects. We first show
in Lemma 13 that PartSurj(�,H) can be expressed as a linear combination of
functions Hom(�, F ) for F ∈ D(H). Then we apply Theorem 5 to classify the
complexity of these linear combinations.

Lemma 13. For every graph H with markings, there is a quantum graph F =∑
F∈D(H) αFF such that PartSurj(G,H) = Hom(G,F ) holds for all graphs G.

After collecting for isomorphic graphs, we have αH = 1 and αF < 0 for every
graph F ∈ D(H) obtained by deleting at most one marked edge from H.

Lemma 13 is shown in the full version; it is a simple consequence of the
inclusion-exclusion principle. Using it in combination with Theorem 5, we obtain
the classification for partially surjective homomorphisms.

Proof of Theorem 4. By Lemma 13, there is a quantum graph F with con-
stituents from D(H) such that PartSurj(G,H) = Hom(G,F ). It follows that
PartSurj(�,H) and Hom(�, F ) are the same problem.

Recall the notions of hom-easy and hom-hard graphs from Sect. 4. If every
graph F ∈ D(H) is hom-easy, then Hom(�, F ) is polynomial-time solvable. Oth-
erwise, there are hom-hard graphs F ∈ D(H), and it only remains to find one
with αF �= 0 in order for Theorem 5 to yield the hardness of Hom(�, F ).

If H itself is hom-hard, then we pick F = H and obtain αF �= 0 by Lemma 13.
Otherwise, H is hom-easy, so every connected component of H is a K◦

q or a Ka,b.
We check that only one marked edge e∗ needs to be deleted from H to obtain a
hom-hard graph F ∈ D(H):

– If H contains a component C with marked edges and C = K◦
q for q ≥ 3 or

C = Ka,b for a, b > 1, we can choose e∗ to be any marked edge in C.
– If H contains a component C = K◦

2 with at least one marked self-loop, we
can choose e∗ to be any marked self-loop in C.

If neither of these conditions applies to H, then it can be checked that D(H)
contains only hom-easy graphs. Thus, if D(H) contains any hom-hard graphs at
all, then there is an edge e∗ such that F = H − e∗ is hom-hard. Lemma 13 then
implies αF �= 0, so Theorem 5 gives hardness of Hom(�, F ). �

To conclude, we note that Theorem 3 can be easily derived from Theorem 4.
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6 Conclusion

We consider Theorem 2 as an initial step towards a fine-grained understanding of
general #CSP problems, and we believe that our shortened proof can be used to
simplify and strengthen other dichotomy results for #CSP following in the wake
of Dyer and Greenhill’s seminal result [16]. Techniques based on quantum graphs
might also advance the state of the art for open problems regarding approximate
and modular homomorphism counting.

An interesting open problem is to improve Theorem 2 to more precise running
time bounds under the strong exponential-time hypothesis. Doing so however
is challenging, as non-trivial improvements upon the running time O(kn) are
possible for some #P-hard patterns H. For example, Björklund et al. [1] prove
that the number of proper k-colorings, which is equal to Hom(G,Kk), can be
computed in time 2n · nO(1) for any k ∈ N.
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Abstract. Minimal separators in graphs are an important concept in
algorithmic graph theory. In particular, many problems that are NP-
hard for general graphs are known to become polynomial-time solvable
for classes of graphs with a polynomially bounded number of minimal
separators. Several well-known graph classes have this property, includ-
ing chordal graphs, permutation graphs, circular-arc graphs, and circle
graphs. We perform a systematic study of the question which classes
of graphs defined by small forbidden induced subgraphs have a poly-
nomially bounded number of minimal separators. We focus on sets of
forbidden induced subgraphs with at most four vertices and obtain an
almost complete dichotomy, leaving open only two cases.

Keywords: Minimal separator · Hereditary graph class ·
Forbidden induced subgraph

1 Introduction

The main concept studied in this paper is that of a minimal separator in a graph.
Given a graph G, a minimal separator in G is a subset of vertices that separates
some non-adjacent vertex pair a, b and is inclusion-minimal with respect to this
property (separation of a and b). Minimal separators in graphs are important
for reliability analysis of networks [42], for sparse matrix computations, via their
connection with minimal triangulations (see [20] for a survey), and are related
to other graph concepts such as potential maximal cliques [4]. Many graph algo-
rithms are based on minimal separators, see, e.g., [1–4,9,12,23,26,35].
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In this work we focus on graphs with “few” minimal separators. Such graphs
enjoy good algorithmic properties. Many problems that are NP-hard for general
graphs become polynomial-time solvable for classes of graphs with a polyno-
mially bounded number of minimal separators. This includes Treewidth and
Minimum Fill-In [5], Maximum Independent Set and Feedback Vertex

Set [14], Distance-d Independent Set for even d [32] and many other prob-
lems [13]. It is therefore important to identify classes of graphs with a polyno-
mially bounded number of minimal separators. Many known graph classes have
this property, including chordal graphs [38], chordal bipartite graphs [28], weakly
chordal graphs [4], permutation graphs [1,24], circular-arc graphs [12,23,28],
circle graphs [23,25,28], etc. Moreover, a class of graphs has a polynomially
bounded number of minimal separators if and only if it has a polynomially
bounded number of potential maximal cliques [5].

We perform a systematic study of the question which classes of graphs defined
by small forbidden induced subgraphs have a polynomially bounded number of
minimal separators. We focus on sets of forbidden induced subgraphs with at
most four vertices and obtain an almost complete dichotomy, leaving open only
two cases, the class of graphs of independence number at most three that are
either C4-free or {claw, C4}-free. Our approach combines a variety of tools and
techniques, including constructions of graph families with exponentially many
minimal separators, applications of Ramsey’s theorem, study of the behavior of
minimal separators under various graph operations, and structural characteriza-
tions of graphs in hereditary classes.

Statement of the Main Result

Given two non-adjacent vertices a and b in a graph G, a set S ⊆ V (G) \ {a, b}
is an a, b-separator if a and b are contained in different components of G − S.
If S contains no other a, b-separator as a proper subset, then S is a minimal
a, b-separator. We denote by SG(a, b) the set of all minimal a, b-separators. A
minimal separator in G is a set S ⊆ V (G) that is a minimal a, b-separator for
some pair of non-adjacent vertices a and b. We denote by SG the set of all
minimal separators in G and by s(G) the cardinality of SG. The main concept
of study in this paper is the following property of graph classes.

Definition 1. We say that a graph class G is tame if there exists a polynomial
p : R → R such that for every graph G ∈ G, we have s(G) ≤ p(|V (G)|).

Given a set F of graphs, we say that a graph G is F-free if no induced
subgraph of G is isomorphic to a member of F . Given two sets F and F ′ of
graphs, we write F � F ′ if the class of F-free graphs is contained in the class of
F ′-free graphs, that is, if every F-free graph is also F ′-free.

Observation 1. Let F and F ′ be two sets of graphs such that F � F ′. If the
class of F ′-free graphs is tame, then so is the class of F-free graphs.
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It is well known and not difficult to see that relation F � F ′ can be checked
by means of the following criterion, which becomes particularly simple for finite
sets F and F ′.

Observation 2 (Folklore). For every two sets of graphs F and F ′, we have
F � F ′ if and only if every graph from F ′ contains an induced subgraph isomor-
phic to a member of F .

Our main result is Theorem 3. It deals with graph classes defined by sets of
forbidden induced subgraphs having at most four vertices. The relevant graphs
are named as in Fig. 1.

4P1 P2 + 2P1 P3 + P1

P4 C4 K4K3 + P1 paw diamond

2P2K33P1

claw

Fig. 1. Graphs on at most 4 vertices appearing in the statement of the main theorem.

Theorem 3. Let F be a set of graphs with at most four vertices such that F �=
{4P1, C4} and F �= {4P1, claw, C4}. Then the class of F-free graphs is tame if
and only if F � F ′ for one of the following sets F ′:

(i) F ′ = {P4} or F ′ = {2P2},
(ii) F ′ = {F, paw} for some F ∈ {4P1, P2 + 2P1, P3 + P1, claw},
(iii) F ′ = {F,K3 + P1} for some F ∈ {4P1, P2 + 2P1, P3 + P1, claw},
(iv) F ′ = {F,K4} for some F ∈ {4P1, P2 + 2P1, P3 + P1},
(v) F ′ = {F,C4} for some F ∈ {P2 + 2P1, P3 + P1},
(vi) F ′ = {4P1, C4, diamond}.

Theorem 3 can be equivalently stated in a dual form, characterizing minimal
classes of F-graphs that are not tame.

Theorem 4. Let F be a set of graphs with at most 4 vertices such that F �=
{4P1, C4} and F �= {4P1, C4, claw}. Then the class of F-free graphs is not tame
if and only if F ′ � F for one of the following sets F ′:

(i) F ′ = {3P1, diamond},
(ii) F ′ = {claw, K4, C4, diamond},
(iii) F ′ = {K3, C4}.
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= 1

= 2

= 3

= 4

. 2P2 .. P4 .

4P1, K4 P2 + 2P1, K4 P3 + P1, K4 K3, C4

4P1, paw P2 + 2P1, paw P3 + P1, paw

claw, paw 4P1, K3 + P1 P2 + 2P1, K3 + P1

claw, K3 + P1P2 + 2P1, C43P1, diamond

P3 + P1, K3 + P1P3 + P1, C44P1, C4

4P1, claw, C44P1, C4, diamond

claw, K4, C4, diamond

Fig. 2. Overview of the main result. (Color figure online)

In Fig. 2 we give an overview of maximal tame and minimal non-tame classes
of F-free graphs, where F contains graphs with at most four vertices. Maxi-
mal tame classes correspond to sets F of forbidden induced subgraphs depicted
in green ellipses, while minimal non-tame classes correspond to sets depicted
in red ellipses (in gray-scale printing, green and red appear in brighter, resp.,
darker ellipses). The two open cases are dashed. A similar figure with respect to
boundedness of the clique-width can be found in [8].

Related Work. To the best of the authors’ knowledge, this work represents the
first systematic study of the problem of classifying hereditary graph classes with
respect to the existence of a polynomial bound on the number of minimal sepa-
rators of the graphs in the class. Dichotomy studies for many other problems in
mathematics and computer science are available in the literature in general, as
well as within the field of graph theory, for properties such as boundedness of the
clique-width [6–8,11], price of connectivity [19], and polynomial-time solvabil-
ity of various algorithmic problems such as Chromatic Number [16,27,29],
Graph Homomorphism [21], Graph Isomorphism [39], and Dominating

Set [30].

Structure of the Paper. We collect the main notations, definitions, and pre-
liminary results in Sect. 2. In Sect. 3 we present several families of graphs with
exponentially many minimal separators. In Sect. 4, we study the effect of various
graph operations on the number of minimal separators. Our main result, given
by Theorems 3 and 4, is proved in Sect. 5. Due to space limitations, most proofs
are omitted in this extended abstract.
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2 Preliminaries

All graphs in this paper will be finite, simple, undirected, and will have at least
one vertex. A vertex v in a graph G is universal if it is adjacent to every other
vertex in the graph, and simplicial if its neighborhood is a clique. Given a graph
G and a set S ⊆ V (G), we denote by NG(S) the set of all vertices in V (G) \ S
having a neighbor in S. For a vertex v ∈ V (G), we write NG(v) for NG({v})
and NG[v] for NG(v) ∪ {v}. Two vertices u and v are said to be true twins if
NG[u] = NG[v]. A graph is co-connected if its complement is connected. Given
two graphs F and G, we write F ⊆i G if F is an induced subgraph of G. A graph
class G is hereditary if it is closed under vertex deletion, or, equivalently, if there
exists a set F of graphs such that G is exactly the class of F-free graphs. A graph
G is the join of two vertex-disjoint graphs G1 and G2, written G = G1 ∗ G2, if
V (G) = V (G1) ∪ V (G2) and E(G) = E(G1) ∪ E(G2) ∪ {xy | x ∈ V (G1) and y ∈
V (G2)}. As usual, we denote by Pn, Cn, Kn the path, the cycle, and the complete
graph with n vertices, respectively. For positive integers m,n, we denote by
Km,n the complete bipartite graph with m and n vertices in the two parts of the
bipartition. For undefined terms related to graphs and graph classes, we refer
the reader to [17,40].

An important ingredient for some of our proofs will be the following classical
result [37].

Ramsey’s Theorem. For every two positive integers k and �, there exists a
least positive integer R(k, �) such that every graph with at least R(k, �) vertices
contains either a clique of size k or an independent set of size �.

Given a graph G and a set S ⊆ V (G), a component C of the graph G − S is
S-full if every vertex in S has a neighbor in C, or, equivalently, if NG(V (C)) =
S. The following well-known lemma characterizes minimal separators (see, e.g.,
[12,17,22]).

Lemma 1. Given a graph G = (V,E), a set S ⊆ V is a minimal separator in
G if and only if the graph G − S contains at least two S-full components.

Corollary 1. Let S be a minimal separator in a graph G. Then for every v ∈ S
the set S \ {v} is a minimal separator in G − v.

The following result shows that the class of P4-free graphs is tame.

Theorem 5 (Nikolopoulos and Palios [33]). If G is a P4-free graph, then
s(G) < 2/3|V (G)|.

We will also need the following result about the structure of paw-free graphs.
A graph G is complete multipartite if there is some positive integer k such that
the vertex set of G can be partitioned into k parts such that two vertices are
adjacent if and only if they belong to different parts.

Theorem 6 (Olariu [34]). A connected paw-free graph G is either K3-free or
complete multipartite.
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We conclude this section with a straightforward but useful simplification of
the defining property of tame graph classes.

Lemma 2. A graph class G is tame if and only if there exists a non-negative
integer k such that s(G) ≤ |V (G)|k for all G ∈ G.

An easy consequence of Lemma 2 is the fact that any union of finitely many
tame graph classes is tame.

3 Graph Families with Exponentially Many Minimal
Separators

In this section we identify some families of graphs with exponentially many mini-
mal separators. We give two constructions with structurally different properties.
The first construction, explained in Sect. 3.1, involves families of graphs of arbi-
trarily large maximum degree but without arbitrarily long induced paths. The
second construction, explained in Sect. 3.2, involves two families of graphs with
small maximum degree but with arbitrarily long induced paths. In both cases,
we make use of line graphs.

3.1 Theta Graphs and Their Line Graphs

Given positive integers k and �, the k, �-theta graph is the graph θk,� obtained
as the union of k internally disjoint paths of length � with common endpoints
a and b. For every positive integer �, we define a family of graphs Θ� in the
following way: Θ� = {θk,� | k ≥ 2}. Note that � refers to the length of each of
the a, b-paths and not to the number of paths, which is unrestricted.

Observation 7. For every integer � ≥ 3, the class Θ� is not tame.

Corollary 2. If G is a class of graphs such that Θ� ⊆ G for some � ≥ 3, then G
is not tame.

Consider now the family of line graphs of theta graphs. More precisely, given
positive integers k and �, let Lk,� denote the line graph of θk,� and let L� =
{Lk,� | k ≥ 2}.

Observation 8. For every integer � ≥ 2, the class L� is not tame.

Corollary 3. If G is a class of graphs such that L� ⊆ G for some � ≥ 2, then G
is not tame.

Corollary 4. The class of {3P1, diamond}-free graphs is not tame.
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3.2 Elementary Walls and Their Line Graphs

Let r, s ≥ 2 be integers. An r × s-grid is the graph with vertex set {0, . . . , r −
1} × {0, . . . , s − 1} in which two vertices (i, j) and (i′, j′) are adjacent if and
only if |i − i′| + |j − j′| = 1. Given an integer h ≥ 2, an elementary wall of
height h is the graph Wh obtained from the (2h + 2) × (h + 1)-grid by deleting
all edges with endpoints (2i + 1, 2j) and (2i + 1, 2j + 1) for all i ∈ {0, 1, . . . , h}
and j ∈ {0, 1, . . . , 
(h − 1)/2�}, deleting all edges with endpoints (2i, 2j − 1)
and (2i, 2j) for all i ∈ {0, 1, . . . , h} and j ∈ {1, . . . , 
h/2�}, and deleting the two
resulting vertices of degree one. Note that an elementary wall of height h consists
of h levels each containing h bricks, where a brick is a cycle of length six.

Grids contain exponentially many minimal separators [41]. A similar con-
struction works for walls.

Proposition 1. For every integer h ≥ 2, an elementary wall of height h has at
least 2h minimal separators.

Another useful family with exponentially many minimal separators is given
by the line graphs of elementary walls.

Proposition 2. For every even integer h ≥ 2, the graph L(Wh) has at least
2h/2 minimal separators.

Corollary 5. The class of {claw, K4, C4, diamond}-free graphs is not tame.

4 Graph Operations

We now discuss the effect of various graph operations on the number of mini-
mal separators. The set of minimal separators of a disconnected graph can be
computed from the sets of minimal separators of its components, and a similar
statement holds for graphs whose complements are disconnected. The correspon-
dences are as follows, see [36, Theorem 3.1].

Theorem 9. If G is a disconnected graph, with components G1, . . . , Gk, then
SG = {∅} ∪ ⋃k

i=1 SGi
. If G is the join of graphs G1, . . . , Gk, then S ∈ SG if

and only if there exists some i ∈ {1, . . . , k} and some Si ∈ SGi
such that S =

Si ∪ (V (G) \ V (Gi)).

Using this theorem we can derive the following corollaries.

Corollary 6. Let G be a hereditary class of graphs and let G′ be the class of
connected graphs in G. Then G is tame if and only if G′ is tame.

Corollary 7. Let G be a hereditary class of graphs and let G′ be the class of
co-connected graphs in G. Then G is tame if and only if G′ is tame.

McKee observed in [31] that if G1 is an induced subgraph of G2, then every
minimal separator of G1 is contained in a minimal separator in G2. The proof
actually shows that the following monotonicity property holds.
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Proposition 3. If G1 is an induced subgraph of G2, then s(G1) ≤ s(G2).

In view of Proposition 3, it is natural to ask how large can the gap s(G2) −
s(G1) be if the graphs G1 and G2 are not “too different”, for example, if G1 is
obtained from G2 by deleting only one vertex. In the following three propositions
we identify three properties of a vertex v in a graph G such that deleting v either
leaves the minimal separators unchanged or decreases it by one.

Proposition 4. Let G be a graph with at least two vertices and let v be a uni-
versal vertex in G. Then s(G) = s(G − v).

Proposition 5. Let G be a graph having a pair of true twins v, w with v �= w.
Then s(G) = s(G − v).

Proposition 6. Let G be a graph with at least two vertices and let v be a sim-
plicial vertex in G. Then s(G − v) ≤ s(G) ≤ s(G − v) + 1 .

5 Proof of Theorem 3

In this section we sketch the proof of Theorem 3. We do this in several steps.
We start with a proposition giving a necessary condition for a set F of graphs
so that the class of F-free graphs is tame.

Proposition 7. Let F be a finite set of graphs such that for every F ∈ F we
have F �i P4, F �i 2P2. If, in addition, all graphs in F contain cycles or all of
them are of girth more than 5, then the class of F-free graphs is not tame.

The following sufficient condition is derived using Ramsey’s theorem.

Proposition 8. For every two positive integers k and �, the class of {P2 +
kP1,K� + P2}-free graphs is tame.

Proof. By Observations 1 and 2, we may assume that k ≥ 2 and � ≥ 2. Then
R(�, k) ≥ 2. Let G be a {P2 + kP1,K� + P2}-free graph. We will prove that
for every minimal separator S in G, there exists a set X ⊆ V (G) such that
|X| ≤ R(�, k) − 1 and S = NG(X). Clearly, this will imply that G has at
most

( |V (G)|
R(�,k)−1

)
= O (|V (G)|R(�,k)−1

)
minimal separators. Let S be a minimal

separator in G and let C and D be two S-full components of G − S. Since
NG(V (C)) = NG(V (D)) = S, it suffices to show that |V (C)| ≤ R(�, k) − 1 or
|V (D)| ≤ R(�, k) − 1. Suppose that this is not the case. Then |V (C)| ≥ R(�, k)
and |V (D)| ≥ R(�, k). By Ramsey’s theorem, this implies that there exists a set
Z ⊆ V (C) such that Z is either a clique of size � or an independent set of size
k. But then Z together with a pair of adjacent vertices from D induces either a
K� + P2 or P2 + kP1, respectively. Both cases lead to a contradiction. �

The next proposition simplifies the cases with P3 + P1 ∈ F .



Minimal Separators in Hereditary Graph Classes 387

Proposition 9. Let F be a set of graphs such that P3 + P1 ∈ F and let
F ′ = (F \ {P3 + P1}) ∪ {3P1}. Then the class of F-free graphs is tame if and
only if the class of F ′-free graphs is tame.

We now consider various families of forbidden induced subgraphs with at
most four vertices. Propositions 8 and 9 can be used to prove the following.

Proposition 10. For every F ∈ {4P1, P2 + 2P1, P3 + P1, claw}, the class of
{F,K3 + P1}-free graphs is tame.

The next result follows from a structural property of {3P1, C4}-free graphs
proved by Choudum and Shalu [10].

Proposition 11. The class of {P3 + P1, C4}-free graphs is tame.

The next two propositions are proved using a structural analysis of graphs
in the respective classes.

Proposition 12. The class of {P2 + 2P1, C4}-free graphs is tame.

Proposition 13. The class of {4P1, C4, diamond}-free graphs is tame.

Propositions 8 and 9 can be used to prove the following.

Proposition 14. For every F ∈ {4P1, P2 +2P1, P3 +P1}, the class of {F,K4}-
free graphs is tame.

Proposition 15. For every F ∈ {4P1, P2 + 2P1, P3 + P1, claw} the class of
{F, paw}-free graphs is tame.

Proof. Let G be an {F,paw}-free graph. By Corollary 6, we may assume that G is
connected. Theorem 6 implies that G is either K3-free, or complete multipartite.
If G is K3-free, then G is also K4-free and Proposition 14 applies. If G is complete
multipartite, then G is P4-free, and Theorem 5 applies. �

The next proposition can be proved by showing that in a 2P2-free graph G,
every minimal separator S is of the form NG(v) for some vertex v ∈ V (G).

Proposition 16. The class of 2P2-free graphs is tame.

We now have all the ingredients ready to prove Theorem 3.

Proof (of Theorem 3). Let F be a set of graphs on at most 4 vertices such that
F �= {C4, 4P1} and F �= {4P1, C4, claw}. If F ′ is a set of graphs satisfying one
of the conditions (i)–(vi) then the class of F ′-free graphs is tame by Theorem 5
and Propositions 10, 11, 12, 15, 13, 14, and 16. Thus, if F � F ′ for some set of
graphs satisfying one of the conditions (i)–(vi) , then the class of F-free graphs,
being a subclass of the tame class of F ′-free graphs, is tame, too.

Suppose now that for all sets F ′ in (i)–(vi) we have F �� F ′. We want to prove
that the class of F-free graphs is not tame. Since F �� {2P2} and F �� {P4}, it



388 M. Milanič and N. Pivač

follows that if F ⊆i 2P2 or F ⊆i P4, then F /∈ F . Let A = {K3, C4, K3 + P1,
paw, diamond, K4}, B = {3P1, 4P1, P2 + 2P1, P3 + P1, claw}. Since F does not
contain any induced subgraph of either 2P2 or P4, we infer that F ⊆ A∪B. Since
Proposition 7 implies that the class of F-free graphs is not tame if all graphs
in F contain cycles or all of them are acyclic, we may assume that F contains
two graphs F1 and F2 such that F1 contains a cycle and F2 is acyclic. Clearly,
F1 ∈ A and F2 ∈ B.

We claim that F ∩ {K3, K3 + P1, paw} = ∅. Indeed, if F ∈ {K3, K3 + P1,
paw}, then {F, F2} ⊆ F , which implies that F � F ′ for F ′ = {F ′, F ′′} where
F ′ ∈ {4P1, P2 + 2P1, P3 + P1, claw} and F ′′ ∈ {paw, K3 + P1}, contrary to the
assumptions on F . It follows that F1 ∈ F ∩ A ⊆ {K4, C4, diamond}.

Suppose that K4 ∈ F . If there exists a graph F ∈ F ∩ {3P1, 4P1, P2 +
2P1, P3 + P1}, then F � F ′ where F ′ satisfies condition (iv), a contradiction.
It follows that F2 ∈ F ∩ B ⊆ {claw}, that is, F2 is the claw. We also have
F \ {K4, claw} ⊆ {C4, diamond}. Consequently, {claw, K4, C4, diamond} � F .
By Corollary 5, the class of {claw, K4, C4, diamond} is not tame and hence by
Observation 1, neither is the class of F-free graphs.

From now on, we assume that K4 �∈ F . Suppose that C4 ∈ F . If
{3P1, P2 + 2P1, P3 + P1} ∩ F �= ∅, then F � F ′ where F ′ satisfies condition
(v), a contradiction. It follows that F2 ∈ F ∩ B ⊆ {4P1, claw}. Suppose first
that 4P1 ∈ F ∩B. If the diamond is not in F , then F �= {4P1, C4} or F �= {4P1,
claw, C4}, which is impossible. Thus, the diamond is in F , which implies that
{4P1, C4, diamond} ⊆ F , hence F � F ′ where F ′ satisfies condition (vi), a
contradiction. We conclude that 4P1 �∈ F , which implies that F ∩ B = {claw}.
Consequently, F ⊆ {claw, C4, diamond}, which implies that {claw, K4, C4,
diamond} � F . By Corollary 5, the class of {claw, K4, C4, diamond} is not
tame and hence by Observation 1, neither is the class of F-free graphs.

From now on, we assume that C4 �∈ F . It follows that F1 ∈ F ∩ A ⊆
{diamond}, that is, F ∩ A = {diamond}. Clearly, F2 ∈ F ∩ B ⊆ {3P1, 4P1,
P2 + 2P1, P3 + P1, claw}, which implies that every graph in F ∩ B contains an
induced 3P1. Consequently, {3P1, diamond} � F . From Corollary 4 it follows
that the class of {3P1, diamond}-free graphs is not tame and by Observation 1,
neither is the class of F-free graphs.

This completes the proof. �

6 Conclusion

In this work we considered graphs with “few” minimal separators. Our main
result was an almost complete dichotomy for the property of having a poly-
nomially bounded number of minimal separators within the family of graph
classes defined by forbidden induced subgraphs with at most four vertices. Two
exceptional families for which the problem is still open are the class of {4P1, C4}-
free graphs and the class of {4P1, claw, C4}-free graphs. Note that the class of
{4P1, C4}-free graphs and their complements was already of interest to Erdős,
who offered $20 to determine whether the vertex set of every {4P1, C4}-free
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graph can be covered by 4 cliques (which was resolved in the affirmative by
Nagy and Szentmiklóssy, see [18]). Moreover, the class of {4P1, C4}-free graphs
is one of the only three graph classes defined by a set of four-vertex forbidden
induced subgraphs for which the complexity of coloring is still open [15].

Our results have algorithmic consequences. In particular, the algorithmic
metatheorem due to Fomin et al. [13] implies that for any tame graph class
(in particular, for any graph class corresponding to one of the green ellipses in
Fig. 2), the following optimization problem is solvable in polynomial time for
graphs in the class. Let ϕ be a counting monadic second order logic formula and
t ≥ 0 be an integer. For a given graph G, the task is to find a set |X| ⊆ V (G)
maximizing |X|, subject to the following: there is a set U ⊆ V (G) such that
X ⊆ U , the subgraph of G induced by U is of treewidth at most t, and the
structure (G[U ],X) models ϕ.

Some of the results given here (for example Proposition 8) are not restricted
to forbidden induced subgraphs of at most four vertices, and they might prove
useful for developing more general dichotomy studies related to minimal separa-
tors. In this respect, an interesting and challenging question would be to develop
a dichotomy result for graph classes characterized by two forbidden induced sub-
graphs.

Note Added in Proof. Soon after this work was presented at WG 2019, the
authors resolved the two open questions regarding the classes of {4P1, C4}-free
and {4P1, claw, C4}-free graphs, by proving that both graph classes are tame.
Furthermore, as kindly communicated to us by Daniel Lokshtanov, the same
result was also obtained independently and at about the same time by Peter
Gartland. He actually proved a more general result stating that any class of
C4-free graphs of bounded independence number is tame.
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