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Abstract. The paper describes an approach to providing intelligent support for
solving compute-intensive problems on supercomputers, based on the ontolo-
gies and decision rules helping the users choose a computational method suited
best to their task and supercomputer architecture. The authors focus on the
concept and following components of intelligent support: the ontology of the
problem area “Solving Compute-intensive Problems of Mathematical Physics on
Supercomputers”, an information-analytical Internet resource based on this
ontology, providing the users access to information necessary for solving
compute-intensive problems on supercomputers and an expert system helping
users develop a parallel code based on ready-made software components. The
paper describes in detail the conceptual scheme of intelligent support and the
ontologies developed. To avoid possible errors in designing an ontology, in
model means for knowledge representation absent in the ontology description
language, to systematize and facilitate populating an ontology with concept
instances, we have developed and applied a number of structural and content
patterns.
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1 Introduction

Currently, supercomputer technologies are widely used in the mathematical modeling
of various physical phenomena and processes. However, the development of programs
for supercomputers is becoming more complicated with an increase of parallelism and
use of heterogeneous architectures. In this connection, creation of intelligent support
means for solving compute-intensive problems on both modern and future super-
computers is an emerging priority.

The main idea of the intelligent support (IS) for solving computationally complex
tasks of mathematical physics on supercomputers is using the knowledge of a problem
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area (PA). This includes the comprehensive knowledge of the methods and algorithms
for solving such problems on supercomputers and their implementations, as well as the
experience of solving such problems presented in the form of techniques and software
components (fragments of parallel code).

As a conceptual basis of intelligent support, we propose to use a system of inter-
related ontologies, including the ontology of computational methods and parallel
algorithms, as well as the ontology of parallel architectures and technologies.

To ensure the success of solving tasks on the supercomputer, the users need
information support: convenient access to the information on the available methods and
algorithms, on the capabilities and limitations of each of them, and on the character-
istics of their implementations. The means of such support is the information-analytical
resource created on the basis of the above ontologies, supplied with an advanced user
web-interface providing content-based access to this kind of information.

At the stage of developing a code to solve the user’s problem, component support
plays an important role. The opportunity to choose ready-made software components
implementing the necessary algorithms can significantly simplify and speed up
developing the code executed on a supercomputer. A means of supporting the solution
of this problem is a library of previously developed software components equipped
with unified specifications, which can serve as a basis for integrating the components
into a parallel code.

Another means of intelligent support is an expert system, which should help the
user to choose the implementation of a computational method and a supercomputer
architecture optimal for his task.

The paper describes the ontological approach to providing intelligent support for
solving compute-intensive problems on supercomputers. Section 2 provides an over-
view of current information resources that support solving tasks on supercomputers.
Section 3 details the concept of intelligent support. Section 4 describes the ontologies
underlying the IS.

2 Overview of Information Resources Supporting
the Solution of Tasks on Supercomputers

At present, there are several projects in Russia developing and supporting solving tasks
on supercomputers. However, their support is limited to systematizing the knowledge
on this topic and providing access to it.

The most significant Russian project is AlgoWiki [1], which provides an infor-
mation resource positioned on the Internet as an open encyclopedia on algorithms’
properties and peculiarities of their implementation on various software and hardware
platforms, from mobile to exaflops supercomputer systems enabling collaboration with
the entire world community.

The stated objective of the AlgoWiki resource is to give a comprehensive
description of each algorithm, which will help to assess its potential in relation to a
particular parallel computing platform. For this, AlgoWiki provides each algorithm
with a detailed description, including a description of its parameters necessary for serial
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and parallel numerical implementation, indicating the most time-consuming parts. In
addition, AlgoWiki provides references to ready-made packaged solutions.

The second most important Russian web resource is parallel.ru [2]. This resource is
aimed at informing the users about all important events and updates in the super-
computer community (new technologies, software products and tools for developing
parallel code, conferences, new supercomputers, latest news).

The above-mentioned resources systematize information about their subject areas
without resorting to ontologies, which reduces their capabilities dramatically, both in
terms of knowledge and data presentation and ease of access to them. Nevertheless, the
presentation of information about the subject area, covering the problems of solving
compute-intensive problems on supercomputers, in the form of ontologies can provide
not only convenient access to it, but also support the user in choosing the optimal
algorithms and parallel architectures in solving his applied problems due to the pos-
sibilities of logical inference on the ontology.

The need to create resources based on ontological descriptions, for various fields of
science (physics [3], geology [4], biology [5], astrophysics [6, 7], etc.) has been also
discussed abroad. Currently, there are three web resources on astrophysics [8], on
genomics [9], on geology and geophysics [10]. However, similarly to the Russian
resources, they do not provide to the user the comprehensive support, that will be
provided by the resource proposed in this work.

The authors also explore how ontologies can be used to improve the efficiency of
computational resources and support the users who solve their problems on them.

For example, in [11], it is suggested that ontologies can be used to describe Grid
resources, which would simplify and structure the construction of Grid applications by
composing and reusing existing software components and developing knowledge-
based services and tools. For this purpose, an ontology of the Data Mining knowledge
area has been developed. This ontology makes it easier to develop Grid applications
focused on identifying knowledge from data. It offers experts in this area a basic
(reference) model for various data analysis tasks as well as methodology and software
developed to solve these tasks, and helps the user in choosing the optimal solution.

In [12], authors propose an approach that uses an ontology describing the metadata
of a Grid resource and the reference mechanisms on it for more efficient management of
Grid resources.

[13] discusses the use of ontologies and ontology reference mechanisms to assist
users in solving compute-intensive problems on heterogeneous computing architec-
tures, in particular on clusters equipped with NVIDIA GPGPUs and Xeon-Phi
coprocessors in addition to the traditional Intel processor. Here, ontology inference
mechanisms help to find the best possible solution by combining hardware, software,
and planning strategies. The paper demonstrates the application of the approach to
solving bioinformatics problems.

The described approaches to the use of ontologies are close to our approach, but
they focus on other areas of knowledge and architectures.
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3 The Concept of Intelligent Support

As mentioned above, intelligent support for solving compute-intensive problems of
mathematical physics on supercomputers is based on using knowledge of this problem
area presented in the form of ontologies and experience in solving such problems,
embodied in the form of techniques and parallel code fragments.

Figure 1 shows a conceptual diagram of intelligent support for solving compute-
intensive problems.

Intelligent support is provided by the following components: a knowledge base, an
information-analytical Internet resource for supporting the solution of compute-
intensive problems on supercomputers (IAIR SSCIP), an expert system (ES), a library
of software components and a simulation module.

The core of IS is the knowledge base including interrelated ontologies: the top level
ontology of the PA “Solving Compute-Intensive Problems of Mathematical Physics on
Supercomputers”, the ontology of computational methods and parallel algorithms, the
ontology of parallel architectures and technologies, as well as inference rules that
expand the logic of these ontologies.

The library of software components includes the code fragments implementing the
necessary algorithms executed on a supercomputer. Software components are provided
with unified specifications, which enable their integration into a parallel code. Also,
this library provides the user with ready-made software packages that he/she can use
when solving the task.

The knowledge base is used by an information-analytical Internet resource for
supporting the solution of compute-intensive problems on supercomputers (IAIR
SSCIP) and an expert system (ES) that helps the user in building a parallel code.

Fig. 1. Conceptual scheme of intelligent support for solving compute-intensive problems.
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The ontology-based IAIR SSCIP is designed to provide the user with information
support in solving compute-intensive problems. It provides complete information about
the methods and algorithms available, capabilities and limitations of each of them, and
characteristics of their implementations. This resource is equipped with an advanced
user web-interface providing meaningful access to this kind of information. The user
will be able to obtain detailed information necessary to solve his/her task: methods and
algorithms currently available, their description and numerical implementation features,
tools available for creating a parallel code, available supercomputer architectures and
their features, as well as features of programming for these architectures. These
capabilities of the IAIR SSCIP minimize the time required for an in-depth familiar-
ization with the problem area, since all the necessary information is structured and
collected in one place.

The expert system is designed to assist the user in building a parallel code that
solves his/her problem on a supercomputer. The users submit to the ES the specifi-
cation of their compute-intensive problems, and at the output they get a scheme for
solving the problem, and then a parallel code.

In addition to the knowledge base, the ES includes an inference machine (solver)
and an automated code generation module.

The inference machine uses the knowledge base and specification of a compute-
intensive problem written by the user to build the optimal scheme for solving the
problem.

The module of automated code generation supports the creation of the parallel code
that solves the problem. This module inserts the corresponding code fragments from
the software component library (SC) into the problem solving scheme. If there is no
suitable component in the SC library, the user can substitute the necessary component
by taking it from a standard library or writing a new one.

The module of simulation modeling [14], which evaluates the scalability of the
resulting code, is also included in the intelligent support contour. The main purpose of
this module is to select the optimal number of cores for implementing the code by
studying its behavior with different numbers of cores in model time.

4 Ontologies

The backbone of the IS knowledge base is the ontology of the problem area “Solving
Compute-intensive Problems of Mathematical Physics on Supercomputers”. This
multi-level ontology contains several interrelated ontologies; important among them
are the ontology of computational methods and parallel algorithms and ontology of
parallel architectures and technologies.

Consider the upper level of the ontology of the PA “Solving Compute-intensive
Problems of Mathematical Physics on Supercomputers” (see Fig. 2).

The main Objects of research in this field are Physical Objects and Physical
Phenomena, which are studied in certain divisions of science and are based on the
Fundamental laws of nature derived, in turn, from Experiments and observations. The
objects of research are considered in the form of an approximate Physical Model,
described by the Mathematical Model, which formalizes the Fundamental laws of
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nature, is given by a system of equations and verified in the course of Experiments and
observations. Consequently, we have a Mathematical model in the form of a System of
equations satisfying the initial and boundary conditions containing all parameters
(equation of state, values of coefficients, etc.). Since we are considering a limited field
of mathematical physics, the system of equations will correspond to this area.

The system of equations is resolved by the Computational Method, which, in turn,
is implemented by a Parallel algorithm, determined, among other things, by the Data
Structure. The parallel algorithm implementing the Computational Method is optimized
for the parallel architecture available to the user and is represented using certain Parallel
Programming Technologies. The final representation of a parallel Algorithm is encoded

Fig. 2. The top level of ontology of the PA “Solving Compute-intensive Problems of
Mathematical Physics on Supercomputers”.
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by a program code consisting of a set of Software components and executed on a
parallel Architecture.

The ontology described contains the basic concepts of the PA and their interrela-
tionships. Since concepts such as the Computational Method, Parallel Algorithm,
Parallel Architecture are very important for this PA and define the specifics of solving
computationally complex problems, their descriptions are discussed in more detail and
divided into two separate ontologies: the ontology of computational methods and
parallel algorithms (Fig. 3) and ontology of parallel architectures and technologies
(Fig. 6).

Fig. 3. Ontology of computational methods and parallel algorithms.
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To systematize and facilitate populating these ontologies with the instances of their
concepts, appropriate ontological design patterns have been developed [15, 16]. Fig-
ure 4 presents a structural-content pattern describing the class Code, which is one of
the main classes of the ontology of computational methods and parallel algorithms.
Class Code is characterized by such interrelated properties as Performance, Compu-
tation time, Size of memory used, Precision, Scalability, Energy Efficiency, Utilization
level (of memory or processor). The structural-content pattern describing the class
Parallel algorithm is shown in Fig. 5.

A fragment of the ontology of parallel architectures and technologies is shown in
Fig. 6. The main elements of a parallel architecture are Computing Nodes connected by
Interconnect. Computing nodes, in turn, contain Computing Devices—the main CPUs
and Computing Accelerators, and Memory, coupled with Computing Devices. There
are two types of Computing Accelerators. These are General-purpose Accelerators and
Accelerators that are specialized for specific tasks.

A specific configuration of the Architecture is determined by the Type of the
computing system (the main representatives are MPP, SMP, NUMA). It is character-
ized by such properties of its Elements as Computational Performance, Communication
System Performance, and I/O System Performance (Fig. 7). The Code, executed on a
parallel Architecture, imposes certain requirements on the listed properties of the
Architecture Elements.

Fig. 4. The structural-content pattern for defining instances of the “Code” concept.
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The above ontologies are described in the OWL language [17] and include
descriptions of classes and their properties, as well as instances of classes that make up
the knowledge base filled with specific methods, algorithms, software components and
elements of parallel architectures.

As noted above, to systematize and simplify populating the ontologies with the
instances of their concepts, a number of ontology design patterns have been developed
(Figs. 4, 5 and 7). In addition, the patterns are used to model the techniques for
representing some useful constructions not found in the OWL language. For example,
the domain values of the type of a parallel Architecture are represented by the

Fig. 5. The structural-content pattern for defining instances of the “Parallel algorithm” concept.

Fig. 6. Ontology of parallel architectures and technologies.

Ontological Approach to Providing Intelligent Support 371



Architecture Type class with MPP, SMP, NUMA instances. The attributed relation
“demands” (i.e. relation with attributes), which connects the “Code” and “Architecture”
classes, is specified by the “demands” service class of the same name, its connections
with these classes, as well as with the values of the demands (Fig. 7).

To build ontologies and set axioms, the ontology editor Protégé 5.2 with the
inference machines was used [18]. The logical inference in OWL-ontologies is per-
formed on the basis of the axioms specified in the ontology, by one of the inference
machines (Pellet, FaCT++, HermiT).

In addition to the ontology, the IS knowledge base contains expert rules allowing
using the specification of a compute-intensive problem to select software components
for generating a code and determining the architecture on which it will be executed, and
vice versa. These rules allow you to display the information not explicitly contained in
the ontology. For example, on the basis of well-written inference rules and using the
Properties of the Computing Method and the Parallel Algorithm, you can define its
bottleneck in terms of compute-bound (the limiting factor for solving such a problem is
the speed of the processor) and memory-bound problem (the limiting factor is the speed
of access to memory).

Further, guided by the correct inference rules, one can give qualitative and quan-
titative estimates of the Properties of the Code executed on the Architecture, focusing
on its Properties. Also, inference rules may allow setting the requirements that the
Program Code imposes on the Properties of the Architecture (Fig. 4). For example, if
the performance of the communication system of the Architecture is not high enough,
efforts to improve the performance of the Code will be in vain. Thus, the inference rules
define implicit links between the Computational Method, Parallel Algorithm, Target
Architecture, and Code. Guided by them at different stages of problem solving, you can
quickly find the optimal approach to the solution of your problem.

Fig. 7. Structural-content pattern for defining instances of the “Element of architecture”
concept.
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To represent the expert rules, the SWRL (Semantic Web Rule Language) [19] is
used. (Note that the rules written in the SWRL are, in fact, Horn clauses, which greatly
simplifies their construction and understanding.)

Let us give examples of the SWRL rules involved in the choice of the architecture
on which the code can be executed.

The first rule checks whether the Computing Device has enough power to execute
the code.

Code(?c), Architecture (?a), ComputingDevice (?cd), contains(?a, ?cd),
demands(?d), makesDemandsCode (?d, ?c),
makesDemandsArchitecture(?d, ?a),
demandsComputationalPerformance(?c, ?cpc),
ComputationalPerformance (?cd, ?cpa),
swrlb: greaterThanOrEqual (?cpa, ?cpc)
! comparableToComputationalPerformance(?c, ?cd).
The second rule checks whether all the code demands for the architecture are

satisfied and decides whether the code can be executed on the given architecture.
Code (?c), Architecture(?a), ComputingDevice(?cd), contains (?a, ?cd),
IOSystem (?ios) contains (?a, ?ios),
Interconnect (?i), contains (?a, ?i),
comparableToComputationalPerformance(?c, ?cd),
comparableToPerformanceInputOutputSystem (?c, ?ios),
comparableToPerformanceCommunicationSystem(?c, ?i),
! isExecutedOn(?c, ?a).

5 Conclusion

The paper presents an ontological approach to providing intelligent support for solving
compute-intensive problems of mathematical physics on supercomputers. Primarily,
this support is necessary for regular users, who, as a rule, have little understanding of
multiprocessor system architectures and software capability for creating parallel pro-
grams. Another group of users who will benefit from the IS are specialists in com-
putational technologies, well versed in supercomputer architectures and parallel
languages, but less familiar with computational methods.

Intelligent support is provided by the following components: the ontology of the
PA “Solving Compute-intensive Problems of Mathematical Physics on Supercomput-
ers”, an information-analytical Internet resource to support solving compute-intensive
problems on supercomputers, and an expert system helping users develop a parallel
code based on ready-made software components.

It is vital to note that in order to help supercomputer users to create effective
programs, it is most important to have detailed ontologies, a fairly complete library of
software components implementing parallel algorithms and fragments of parallel code,
and a well-chosen set of decision rules formalized as inference rules, which will
generate the program code taking into account the specific features of the problems
being solved and the available multiprocessor system architectures.
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At the moment, the efforts of developers focus on the implementation and
improvement of these intelligent support components.
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