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Foreword

The 21st International Conference on Human-Computer Interaction, HCI International
2019, was held in Orlando, FL, USA, during July 26–31, 2019. The event incorporated
the 18 thematic areas and affiliated conferences listed on the following page.

This year the HCI International (HCII) conference introduced the additional option
of “late-breaking work.” This applies both for papers and posters with the corre-
sponding volumes of the proceedings published after the conference. A total of 5,029
individuals from academia, research institutes, industry, and governmental agencies
from 73 countries submitted contributions, and 1,274 papers and 209 posters were
included in the pre-conference proceedings. In addition, 46 papers and 56 posters were
included in the post-conference proceedings. These contributions address the latest
research and development efforts and highlight the human aspects of design and use of
computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas.

The volumes constituting the full set of the pre-conference and post-conference
proceedings are listed in the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2019
conference.

This conference would not have been possible without the continuous and
unwavering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2019 Constantine Stephanidis
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Design Considerations for Developing
a Mobile Storytelling Game Application

Duck-Ki Ahn1, Yun-Gyung Cheong2, and Byung-Chull Bae1(B)

1 School of Games, Hongik University, Sejong, South Korea
{dkahn927,byuc}@hongik.ac.kr

2 College of Software, Sungkyunkwan University, Suwon, South Korea
aimecca@skku.edu

Abstract. In this paper we explore design issues in developing a mobile
storytelling game application for young children. As a prototype, we
have developed a digital story-reading game application based on Aesop‘s
fable titled “The lion and the mouse”. The prototype features chapter-
divided storytelling sequences, mini games including quizzes and puzzles,
player interaction, and voice recording. These features are designed and
implemented based on the concept of Lazzaro’s four keys to fun.

Keywords: Storytelling game · Mobile application · Four keys to fun

1 Introduction and Backgrounds

Game is different from narrative by nature. While combining narrative structure
(such as character development and drama) with game design (e.g., interactivity
and player’s agency) is challenging and debatable [2], various suggestions and
clarifications have been made to represent or explain narrativity in games. For
example, Aarseth proposed four common aspects between narrative structure
and game design - world, objects, agents, and events [1]. In this paper we explore
game design issues in developing a mobile storytelling game application for young
children.

Emotion is a key factor both in game design [6] and narrative understanding
[4]. Lazzaro [3] suggested the concept of four keys that are related to invoking
emotions in playing games: (1) the internal experience key for controlling the
player’s mental state (e.g., escaping from boredom); (2) the challenge and strat-
egy key for hard fun; (3) the immersion key for easy fun (e.g., exploring game
environments); (4) the social experience key for playing with other players. Our
proposed game design is mainly based on these four keys to fun.

We developed a prototype digital story-reading game application based on
Aesop’s fable titled “The lion and the mouse”. The prototype features chapter-
divided storytelling sequences, mini games including quizzes and puzzles, player
interaction, and voice recording, based on the concept of Lazzaro’s 4 keys to fun.

c© Springer Nature Switzerland AG 2019
C. Stephanidis and M. Antona (Eds.): HCII 2019, CCIS 1088, pp. 3–8, 2019.
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2 Design and Implementation

We consider four design factors in our mobile storytelling game app - narrative
sequences, interaction, mini-games (such as quizzes and puzzles), and socializa-
tion, which are based on the concept of the 4 keys to fun.

2.1 Chapter-Divided Narrative Sequences for Easy Fun

Curiosity is a crucial emotion in game design. Curious players will keep exploring
the game world, eager to see what will happen next. Curiosity is associated with
the immersion key and easy fun by providing ambiguity, incompleteness, and
detail [3].

For the immersion key, we consider two narrative constraints in game design
- local and global. While the former applies locally to a part of narrative, the
latter applies to the whole storytelling structure.

First, in this paper, we define a term ‘local constraint’ as having an effect on
the “pace” of the narrative: Using simple heuristics, key scenes that are related
to emotions such as suspense are depicted in slow-motion or close-up with more
details. Figure 1 shows an example of the image sequences that are rendered
in detail with close ups such that the young players can digest the story with
easy fun in immersion, maintaining their curiosity and tension about what will
happen next.

Next, as a global constraint, we design a chapter-divided storytelling struc-
ture to attract the young player’s attention through curiosity. This storytelling
structure allows the player to comfortably follow the unfolding story, wondering
how the story will run in the next chapter. In our prototype app, the only action
a first-time player can take while playing a chapter is to pause. If the player
chooses to play the chapter again, he or she will be given other control options
(such as skipping and fast-forwarding), to the extent that they feel in control of
the story progression.

Fig. 1. Examples of narrative sequences with detailed close-ups
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The proposed game application consists of 11 chapters in total, as seen in
Fig. 2, where the full story is divided into 4 sections mainly based on Prey-
tag’s dramatic arc [3] - exposition (Chaps. 1–3), development or rising actions
(Chaps. 4–6), climax (Chaps. 7–10), and denouement (Chap. 11). Each chapter
is maximum 20 s long with at least two main characters, in order to maintain
the tension of narrative. The player, who plays a chapter for the first time, can-
not move on to the next chapter unless the reward option is unlocked, which is
presented only after completing the current chapter.

Fig. 2. Divided chapters based on Preytag’s Pyramid structure

2.2 Interaction Design for Serious Fun

Giving the player a sense of agency without harming the story progression is
critical in the design of a storytelling game. Player’s sense of agency can be
obtained through “compelling interactions” using visual or auditory feedback,
which is associated with the internal experience key and serious fun [3].

Limited interactions with audio-visual feedback were included, particularly
associated with emotional expressions or behaviors such as being surprised,
yawning, crying, etc. The key interactive scenes are drawn differently from the
previous chapters to prevent the players from feeling bored with repeated stim-
uli. Figure 3 shows two examples of visual feedback with sound effects, focusing
on emotional interactions.

Fig. 3. Interaction examples with audio-visual feedbacks
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2.3 Mini-Games (Quizzes and Puzzles) for Hard Fun

Hard fun refers to a type of fun associated with challenge and strategy [3]. For
the players who like challenges, we designed some mini games containing quizzes
and puzzles.

In both quizzes and puzzles, the story characters (i.e., the lion and the mouse)
play the role of teachers with two opposite types of empathic expressions - happy-
for and sad-for [5]. Happy-for expressions are displayed for correct answers with
excited voice, animation effects (e.g., fireworks), and appropriately-chosen com-
plimentary remarks (e.g., “Good job!”, “Awesome!”, “Great work!”); sad-for
expressions appear for wrong answers and give encouraging remarks (e.g., Try
again!) (See Fig. 4).

Quizzes are currently designed to have two difficulty levels - normal and hard,
mostly depending on the player’s age. For instance, questions on weather and
movement are aimed for children age 5–8; questions associated with animal’s
behaviors or story conclusion are designed for children more than 8 years old. In
addition to the internal reward (such as compliments) for the correct answers,
we are also designing external rewards (such as collecting virtual coins and using
them for customizing) to further motivate the players.

For the puzzles, players are engaged to drag-and-drop 9 pieces of jig-saw
card images to the right window on the screen (See the image sequences below
in Fig. 4). Images on the right side are selected to represent key scenes of the cor-
responding chapter, which are designed to help the player remember important
scenes of each chapter.

Fig. 4. Mini-game examples with empathic expressions of a story character (above:
quiz example; below: puzzle example)

2.4 Socialization for People Fun

One of the key reasons for playing games is to have social experiences with other
players through competition, cooperation, etc., which is associated with people
fun [3].
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When the players complete all 11 chapters, they are rewarded by being able
to unlock the Rec (recording) button on the main page. With this voice-recording
feature, players can record their own voices (or the voices of friends or parents)
and then play them in the main voice streaming in each chapter. The duration of
each dialog is approximately 10 s, and the player can maximize the fun of social
experience through cooperation and (possibly) competition (Fig. 5).

Fig. 5. Screenshots of voice-recording feature

3 Conclusion and Future Work

In this paper we introduced our mobile story-reading game app that is designed
to incorporate the four types of fun - easy, serious, hard, and social. We imple-
mented chapter-divided narrative sequences, interactions with audio-visual feed-
back, mini games with quizzes/puzzles, and voice-recording feature for each type
of fun.

While our prototype app is mainly aimed at helping young children learn
English as a second language, we were not able to consider any pedagogical
standards or criteria due to time constraints. We intend to include them in the
next version (e.g., design of quiz questionnaire with different levels according to
children’s cognitive development).

Another further study will adopt gamificaiton for educational purposes to
increase the player’s motivation. After completing the adoption of gamificaiton,
we plan to conduct a pilot study to investigate the effects of gamification elements
and player experiences with various age groups.
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Abstract. This study describes the design iteration in the localization process
of Nasa’s Eyes on the Earth which was aligned with co-creation. The paper
provides insights from an experience report on project-based learning
(PBL) conducted in the context of a collegiate course for Human-Computer
Interaction (HCI). We will highlight how co-creation and collaborative work on
an existing real-world project was aligned with increased levels of students’
engagement and markedly improved interaction design in prototypes. The
implications of the co-creation and design shift for the education of designers
and researchers in HCI will be discussed.

Keywords: Co-creation � Human-computer interaction � Project-based learning

1 Introduction

Recent advances in design research have led to a paradigm shift from a user-centered
approach to co-designing with target user populations. These shifts have changed the
roles of the designer(s), the researcher(s), and the users in co-creation contexts. The
importance of co-creation is to connect with, work with, and enable individuals to
generate thoughts and to make ideas cooperatively [1]. In co-creation contexts,
designers have been moving progressively closer to the target user populations by
engaging with them early in the design process. This is particularly evident in systems
design for a diverse group of users such as web platforms designed for communicating
science to the public. As a consequence of these changes in the design practice and in
the changes in the meaning and value of systems designed for scientific communication
for the public, we present an experience report on design methods for the localization
of NASA’s Eyes on Earth for Arabic-speaking populations.
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The paper provides insights from an experience report on project-based learning
(PBL) conducted in the context of a collegiate course for Human-Computer Interaction
(HCI) at the College of Computer and Information Sciences (CCIS) in Al-Imam
Muhammad Ibn Saud Islamic University (IMSIU). The objectives of the HCI course
are to apply HCI principles to practical problems and to develop an understanding of
universal design in technical systems. PBL models have been applied in HCI education
contexts [2] to improve the students’ engagement by increasing the degree of interest in
learning HCI principles. The key contributions in this particular experience report are
design methods for introducing students to iterative prototyping in an ongoing real-
world project in collaboration with researchers in an R&D center [3]. The students were
undergraduate students who enrolled in an HCI course. They were divided into groups
to complete the HCI project in collaboration with researchers at the Center of Excel-
lence for Earth and Space Science at King Abdulaziz City for Science and Technology
(KACST), which aims to create a localized prototype of NASA’s Eyes on the Earth.
Each student contributed to the success of the HCI project as they complete their tasks.

Due to the lack of sources that emphasize the importance of co-creation and col-
laboration between the designers and the users in the education field, this study
empirically explores and highlights how co-creation and collaborative work on an
existing real-world project was aligned with increased levels of students’ engagement
and markedly improved interaction design in prototypes.

The remainder of this paper is structured as follows. In Sect. 2, we describe the
design process and how the co-creation is applied in HCI. Section 3 gives a general
description of the methodology. In Sect. 4, we discuss the findings of the study based
on the information gathered as a result of the methodology. We conclude in Sect. 5
with a summary of insights.

2 Co-creation in the Design Process

Co-creation is an interaction between two or more entities (i.e. designers, students,
users, communities) to jointly integrate their respective resources to produce a mutually
valued outcome. As co-creation is originally a concept from business literature, most
literature describes the interaction between the organizations and the user. However, in
the education context, the interaction could be between the researcher and the student
[4, 5].

Through co-creation, the involvement of students, lecturers, and researchers into
the design process is a powerful means to guarantee the fulfillment of requirements
towards functionality, usability, and other factors. Moreover, students’ differing
knowledge can jointly interact with the researchers to further create more integrated
and preferred outcomes [5].

In this particular case, co-creation has been applied in the design process of the
localization of NASA’s Eyes on Earth for Arabic-speaking populations. A cohort of
students enrolled in an HCI course was tasked with prototyping the mobile and web
versions of the platform in collaboration with an R&D center leading the localization
effort in the region. Students focused on the need to adapt the designs more and more to
the human ‘end-user’ (e.g. the consumer, student, or teacher) and to the specific context
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of use or ecology of the localized version of the platform. The student, who has played
the role of the designer, has been moving closer to the researcher, who has played the
role of the user, throughout the design process. Within this paper, the effects of co-
creation approach will be analyzed through the use of survey and focus group methods.

3 Methodology

The HCI course is an elective level course at the Department of Computer Science at
IMSIU. It is provided to the students in their senior year after they have several
programming and systems design and development courses. The objectives of the HCI
course are to apply HCI principles to practical problems and to develop an under-
standing of universal design in technical systems. The course lectures concentrate on
design and theory. Lectures are synchronized with the students’ implementation of a
real-world project to enhance the classroom learning experience in an introductory HCI
course.

A semester-long project was given to the students in the HCI course. The IMSIU
lecturers taught the course in two consecutive semesters. Group A and Group B rep-
resent the first and the second semesters respectively. In both semesters, the project was
a team-based project, each team consisted of 3–4 students. The students applied
classroom knowledge in analysis, design, implementation and evaluation on their own
projects. Students were required to design and conduct a research investigation about
the topic of the project. Project phases were released in four phases, each phase built on
the other after receiving feedback from lecturers. The difference between group A and
B will be explained below.

Group A worked on the localization of NASA’s Eyes on Earth, which is “an
interactive computer application that displays the current and future locations of
NASA’s Earth-observing fleet of satellites and visualizes the data they collect from the
Earth in near real-time or from data archives. Thus, it allows users to monitor Earth’s
vital signs, for example, global surface temperature, sea level, and carbon dioxide
concentration. It also allows exploration of the latest Earth events such as sandstorms,
wildfires, and hurricanes through geo-located satellite images” [6]. Students were
required to develop a localized prototype of NASA’s Eyes on the Earth web application
or the mobile version ‘Earth now’. Moreover, each student had the option of choosing
their tools to develop the prototype. The project was as a collaboration between IMSIU
and KACST. During the early stages of the project, a workshop was conducted by the
researchers at KACST to showcase the wireframes and mockups of the platform, and to
help the students in the requirements elicitation process. Moreover, a prize was offered
to the winning teams at the end of the course.

On the other hand, group B worked on the Localization of an English website. The
project was a typical undergraduate semester-long project. The students were required
to develop an Arabic UIs for an English website. Unlike group A, group B project was
not in collaboration with an independent entity. Additionally, no monetarily prizes
were promised. However, the lecturers explained the project and encouraged the stu-
dents to do their best, and the project carried the same grade weight as in the previous
semester and the same four-phases design process.
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3.1 Survey Approach

A survey was distributed at the end of the semester with the intent to solicit students’
feelings and attitude towards the course’s project. Surveys were distributed and col-
lected electronically via email and anonymity was protected and that was made clear to
the students. All surveys were collected after the course’s final grades were made
available to the students. Hence, no relation with grades can be made which hopefully
encourages honest responses. Survey questions were:

1. I was interested in the HCI project more than usual for other courses’ projects.
2. I felt enthusiastic about the HCI project more than previous courses’ projects.
3. I cared about the results of my HCI project regardless of the grade I get.
4. I felt interested in the results of my HCI project even after the semester ended.
5. I enjoyed being a part of the HCI project.

All questions were required to submit the survey; all were in the form of statements
expressing feelings regarding aspects of the project followed by a 5-point scale ranging
from 0, representing a strong disagreement with the statement, to 4 representing a
strong agreement. The Survey was in Arabic, the mother tongue of all students who
took the course.

3.2 Focus Group Approach

This study is also supported by a focus group discussion, which was done by the
researchers at KACST on the IMSIU’s students. Focus group is a qualitative research
method that provides information and an in‐depth understanding of feelings that people
have about certain topics or concepts. Generally, it consists of 3–9 participants for each
group, with a moderator and a moderator assistant. Hughes and DuMont (1993: 776)
characterize focus groups as group interviews: “Focus groups are in-depth group
interviews employing relatively homogenous groups to provide information around
topics specified by the researchers” [7].

During the focus group discussion, researchers adopted the roles of a moderator and
an assistant moderator. Each researcher performed a specific role to ensure a smooth
progression of the discussion. The moderator is someone who asks questions, takes the
lead in the discussion, and creates a comfortable environment for the participants. The
assistant moderator role includes observing participants’ interactions, taking compre-
hensive notes and recording the discussion. Seven questions were asked for participants
during the focus group discussions:

1. Do you prefer working in a team or individually?
2. Do you prefer working on a fictional project or a real-world project?
3. How familiar are you with King Abdulaziz City for Science and Technology?
4. How did you feel while working on the project?
5. What encouraged you to do this project?
6. What do you think are the pros and cons of this project?
7. How likely would you be to complete the project afterwards?
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In this study, the focus group discussion was conducted with two groups. The first
group consisted of 3 students from Group A, similarly the second group consisted of 3
students from Group B. Additionally, both discussion groups are homogeneous, the
participants share similar characteristics such as gender, age range, and social class
background, to permit cross-group comparability. After the focus group discussion, the
audiotape was transcripted, and a large amount of data was produced, the data have
been chunked into smaller units, and coded by the researcher, these codes are grouped
into categories to help the researchers find common themes of the discussion [8].

4 Results and Discussion

4.1 Survey Results

A total of 23 students completed the survey, with 14 respondents from Group A and 9
respondents from Group B. For Group A, a large majority of the students’ answers
were positive especially in questions 3 and 5 (see Sect. 3.1), almost all of the students
strongly agreed with the statements. The responses are indicative of the students’
enjoyment in doing the project. The answers of Group B were mostly varied. In
question 3, 65% percent of the students strongly agreed with the statement. In contrast,
question 4 showed that 55% of the students strongly disagreed with the statement. As a
comparison of both groups’ answers to question 4, we found that the answers were
somewhat contradictory. We believe this is caused by the students’ engagement in a
“real-world project” versus a “fictional project”.

Overall, responses indicated that the majority of students in Group A were more
engaged and satisfied with their learning experiences in compared to the students in
Group B. Furthermore, the lecturers noted that students’ energy in Group A was more
vibrant, more attention was given to the project details and definitely more questions
were asked. Group A students frequented lecturers’ offices more often, asked more
questions and showed more interest. Moreover, most of them showed signs of a boost
in moral evident in their demeanor in class in general. In contrast, Group B students did
not show any abnormalities, they were in comparison more aloof and indifferent toward
the project.

4.2 Focus Group Results

The analysis of the focus group discussions revealed four overarching themes, these
themes is discussed below:

• Positivity: Students in Group A addressed positively the benefits of working in a
real-world and team-based project. They were satisfied with the clear project
requirements gathered from the researchers. The students used positive words while
describing the project such as wonderful, creativity, and innovation. In Group B,
students reported positively about the benefits of working in a team-based project.
Moreover, they used positive words while describing the project such as impressive.

• Opportunity: Students in Group A worked in collaboration with researchers at
KACST to improve the interaction design of the localized prototypes. In Group B,
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students contributed to the enrichment of Arabic content on the internet through the
localization of the English website. Students in both groups gained experience in
the designing field which satisfied their current and future interests.

• Negativity: Students in Group B preferred to work on a fictional-project rather than
working on a real-world project.

• Challenges: Students in Group A discussed a range of challenges that impeded
their ability to do better such as the need of proper communication with researchers
to suggest domain-specific tools, and the tight deadlines for submissions. In
Group B, students had no communication with the entity who is responsible for the
English website. Also, it was difficult for them to handle tight deadlines for
submission.

5 Conclusion

In this study, we presented how co-creation and collaborative work on an existing real-
world project was aligned with increased levels of students’ engagement and satis-
faction with their learning experiences. These approaches have shown a very positive
effect on both students and lecturers of the course. The results of the focus groups and
the survey adequately validate our hypothesis: a course taught using real-world and co-
designed project is as or more educationally effective and enjoyable than a traditional
lecture-based course. The findings would benefit HCI educators on how to create an
effective collaborative learning environment with a project-based learning approach.
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Abstract. When themes for smartphones are created, several elements
can be customized. They are usually colorful and with artistic drawings
in the background. One of the main challenges in creating themes is
the validation of the color contrast between the fore- and background
elements, so people with visual impairments can perceive the difference
between them. Human validation of low visibility issues requires a lot of
effort and can generate undesirable bias. Thus, an automated bias-free
system is necessary for validation of smartphone themes. In this context,
we propose the use of a machine learning technique known as automatic
object detection to identify and classify elements with contrast issues. We
used a dataset of 1,500 artificially generated Android OS homescreens
to train a Faster-RCNN, each screen with at least ten elements (icons)
and a balanced distribution between four levels of contrast. Our tool
obtained high performance when detecting objects and high accuracy
when classifying them.

Keywords: Themes evaluation · Human computer interaction ·
Faster RCNN · Machine learning

1 Introduction

Users tend to customize the interfaces of their computer systems to provide a
personal sense of identity, e.g., a wallpaper with their family photo or a soccer
team theme. In particular in smartphones, several elements can be customized
when designing a new theme such as wallpapers, widgets, icon packs, sounds,
etc. Usually they are colorful and with artistic designs in the background. When
designers develop a new theme, this should be sent to a theme store to be
marketed, where they go through a series of validations.

One of the main challenges during the approval of smartphone themes is the
validation of the color contrast between their elements fore- and background.
This is required to comply with the “Web Content Accessibility Guidelines”
(WCAG) 2.0 recommendations [1], which covers a wide range of suggestions
to make Web content more accessible. In particular, item 1.4.3 of the WCAG
2.0 defines the recommended contrast ratio between elements, so that it can be
perceived by people with moderately low vision impairments.
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Human validation of low visibility issues requires huge efforts since hundreds
of operating system screens need to be validated. Furthermore, an unwanted
human bias on what is low contrast will be introduced in the validation. In this
context, the benefit of an automated validation system for smartphone themes is
twofold: it reduces the number of designers submitting faulty themes and helps
the store validator not approve a theme that has a contrast problem.

To solve this problem, we propose the use of a machine learning technique
known as automatic object detection. It handles the task of detecting instances
of semantic objects in digital images and videos. The automatic detection of
objects in images has improved drastically in recent years with the advent of
deep learning techniques. One of the most popular object-detection algorithms
is Faster-RCNN, which is the basis for many derived networks. Due to its high
precision, speed and simplicity, we have selected this architecture to develop our
automatic theme validation tool.

We trained our tool using an artificial data set of 1,500 screenshots of the
Android OS home screen. The home screens contain at least ten objects (icons)
and a balanced distribution between 4 (four) levels of contrast concerning the
background: very low, low, regular, and high. Our tool achieved high perfor-
mance, detecting objects, and high accuracy when classifying them, reaching a
mean Average Precision (mAp) of 79,91%.

2 Faster RCNN

Object detection, one of the most fundamental and challenging problems of com-
puter vision, seeks to locate object instances from a large number of predefined
categories in natural images; given an image or a frame of a video, the automatic
object detection aims to obtain:

– a list of bounding boxes.
– a label assigned to each bounding box.
– a probability for each label and bounding box.

Faster RCNN [2] is an architecture for object detection in images originally
presented in Twenty-ninth Conference on Neural Information Processing Sys-
tems - NIPS 2015. It is one of the most popular object detection architectures
using Convolutional Neural Networks (CNN) [3] to extract features from images
and videos.

The neurons of the convolutional layers function as the filters of the classic
image processing, i.e., an array of values representing a particular pattern that
must be searched in the image. The filter traverses the entire image searching its
pattern; the filter is fired when the pattern is detected. Activating all the filters
on a layer produces the activation map, also known as a feature map [4].

The feature map of one layer serves as input to the next layer, increasing
the level of abstraction of the patterns sought. Usually, they begin with edge
patterns in the first layer, followed by more complex patterns in deeper layers,
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Fig. 1. Edges combine into local objects such as eyes or ears, which combine into
high-level concepts such as “cat”. Image reproduced from [5]

Fig. 2. Faster RCNN. Image reproduced from [6]

e.g., a cat’s eye is identified in the intermediate layers while the cat’s face is
identified in a deeper layer, as shown in Fig. 1, reproduced from [5].

The architecture of the Faster RCNN, as shown in Fig. 2, consists of three
modules. The input images are represented as tensors height × width × chan-
nels (multidimensional arrays), which are passed by a CNN to produce feature
maps. These feature maps are consumed by a Region Proposal Network (RPN)
[2]. RPN uses the feature maps to find a predefined number of regions which
are highly likely to contain objects. Finally, the classification module uses the
features extracted by the CNN, and the bounding boxes with relevant objects
produced by the RPN to classify the image, and to predict the offset values for
the bounding boxes.

3 Related Work

Nguyen et al. [7] propose a method to infer UI elements hierarchy in screenshots
of mobile application screens and to generate working computer code. Authors
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use border detection techniques like Canny Edges [8] and Edges Dilatation to
identify elements of interest in the given screenshots, find their contours, compute
their bounding boxes, and use heuristics to estimate which UI component are
each one based on its features. Mozgovoy et al. [9] address the challenge of hand-
drawn user interface elements detection to improve GUI tests automation, and
use mobile games as case of study. The experiments consisted of using several
image pattern matching algorithms to compare their precision in recognizing
elements of interest, and to suggest which algorithm should be used to analyse a
given game screen with its particular features. Chen et al. [10] present a method
that generates a GUI skeleton code from UI design images. Differently from [7],
however, neural networks are used identify the visual elements in the UI images.
The authors use Convolutional Neural Networks (CNN) [3] to learn features from
images and a Recurrent Neural Network (RCNN) [11] to infer spatial layouts,
which are used to produce GUI skeleton code. Similar to these works, our tool
is aimed to find visual elements in a screenshot, but we are mainly interested in
classify the elements’ contrast ratio. Similar to Chen et al. [10], we use a neural
network to identify and classify the elements but we are using the Faster RCNN
instead.

4 Experiments

In this section, we describe the methodology used to build and train our tool.
First, we describe how the dataset of Android OS Home screens was generated in
Sect. 4.1, followed by the description of the parameters and configurations used
by the Faster RCNN in Sect. 4.2.

4.1 Dataset

In order to have a very diversified dataset of Android OS home screen, we decided
on artificially generation of images instead of an extensive and laborious manual
screenshot gathering. Each synthetic image simulates a screenshot from Home
Screens of Android OS. We picked a resolution of 1440 × 2960, which is used in
last flagship smartphones, Samsung S9.

We are targetting only Home screens because of the high variance of its user
interface (UI) elements, i.e, its background image, icons, labels exhibit a higher
intraclass difference.

Our synthetic-based dataset generation algorithm generates a screenshot
from a set of overlayed images: the full-screen wallpaper, the applications icons,
and the application labels. This implementation is written in python and makes
use of OpenCV [12] to read and blend the set of overlayed images. Further-
more, we induce 4-level contrast errors by hue shifting icon images to white col-
ors, and ensuring that their luminance channel are proportional to background
luminance. A greater proportional difference means a high contrast while a low
difference means low contrast. Figure 3 shows an example of a generated home
screen.
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Fig. 3. Example of a synthetic home screen with icons at different levels of contrast and
their labels as classified by our tool. Tags: Very Low Contrast (VLC), Low Contrast
(LC), Normal Contrast (NC), and High Contrast (HC).

4.2 Faster RCNN

We used the configuration of the Faster RCNN1 as suggest by the authors in
the paper where it was first presented [2], except for the neural network that
generates the feature maps: where the authors use a pre-trained VGG16 [13], we
use a ResNet [14] trained from scratch for our problem.

Currently, ResNet architectures have replaced VGG as primary networks to
extract features in many situations. The main advantages of ResNet over VGG
is that it facilitates the training of deep models with the use of residual connec-
tions and batch normalization features not presented in the VGG architecture.
Furthermore, ResNet is larger then VGG, so it has more ability to learn what is
needed.

For the training, we defined the quantity of 100 epochs, each with 100 cycles.
The training took place on a GeForce GTX 1080 GPU installed on a desktop
device running Windows 10 Enterprise 64-bit, and had training time of approx-
imately 26 h.

5 Results

As previously stated, we used the 1500 artificially generated screen shots to train
our theme validation tool. We create the images with a balanced number of icons

1 Keras implementation of Faster R-CNN. Available on https://github.com/yhenon/
keras-frcnn/.

https://github.com/yhenon/keras-frcnn/
https://github.com/yhenon/keras-frcnn/
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in 4 levels of contrast and with their respective markings (bounding boxes). The
training was performed with 100 epochs, each with 100 cycles. After the training,
we generated a new dataset of 300 screen shots to perform the tool tests. The
images were generated with the same characteristics of the training images, in
number of objects and contrast levels.

As evaluation metric, we have used mean Average Precision (mAP) [15].
This metric performs an acceptable balance between the errors of the detected
bounding boxes and the classification of the object present in each bounding
box. Then it is widely used in works related to object detection in images.

Our tool achieved a mAP of 79.91% in the test set. The Average Precision
for very low contrast icons was 81.14%, 71.00% for low contrast icons, 73.62% for
normal contrast and 93.87% for high contrast icons. This result indicates that
our tool has high performance for identifying and classifying objects from low
to high contrast.

6 Conclusion and Future Works

In this paper, we presented our tool for validation of smartphone themes based
on a machine learning technique known as object detection. This tool was used
to validate the visual problems of contrast between elements of new themes. Our
tool uses Faster RCNN method to locate icons in screenshots of the Android OS
Home screen, and classifies them into one of the four (4) pre-defined contrast
level categories (very low, low, regular, and high). We plan to extend our tool
so that it also identifies contrast problems in texts and videos that are part of
customization on themes for smartphones.
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Abstract. In this paper, we present a new type of bulletin board game
designed for the collection and resolution of various types of conflict or
personal concerns that can occur in organizations or groups. Particularly,
we focus on visualization of conflicts that students may encounter in
schools. In the proposed bulletin board game, individual problems and
suggested solutions form a set of clusters consisting of cards with images
and texts. We exemplify three aspects that the players can choose when
attaching a card for clustering - shape, color, and typeface. We envisage
that our game design can promote players’ interactions, and contribute
to inducing positive aspects of games, as well as visualizing the players’
problems through design.

Keywords: Bulletin board game · Conflict · Gestalt psychology

1 Introduction

Conflict is social by nature and it is everywhere in our everyday lives. Conflict,
as a social phenomenon, can be broadly defined as “a process which begins when
one party perceives that another has frustrated, or is about to frustrate, some
concern of his” [9]. In general, conflict and attempts to its resolution entail both
a negative side (e.g., stress and negative affect) and a positive side (e.g., mental
health and social adjustment) [5].

In this paper, we present a new type of bulletin board game designed for the
collection and resolution of various types of conflict or personal concerns that
can occur in organizations or groups. Particularly, we focus on visualization of
conflicts that students may face in schools.

The main contribution of this paper is threefold. First, we suggest an outline
of a 2D interactive game platform to provide a virtual or online space where
multiple users can share their concerns or conflict situations through iconic image
cards. Second, we provide an approach to visualize the collected conflicts and
(attempts to their) resolutions, particularly based on Gestalt theory by arranging
the bulletin board in a symmetrical balance. Finally, we provide a platform where
all the game participants can present both problems that they may have and
c© Springer Nature Switzerland AG 2019
C. Stephanidis and M. Antona (Eds.): HCII 2019, CCIS 1088, pp. 23–29, 2019.
https://doi.org/10.1007/978-3-030-30712-7_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30712-7_4&domain=pdf
https://doi.org/10.1007/978-3-030-30712-7_4


24 H.-J. Kim and B.-C. Bae

solutions for any problem that others have posted, such that participants can
empathize with each other, finding ways to view their lives and their problems
from a different or more positive perspective.

2 Related Work and Background

2.1 Conflict Resolution in Games and Narrative

Serious games refer to “any piece of software that merges a non-entertaining
purpose (serious) with a video game structure (game)”, which cover a wide
range of domains including education, sciences, military, politics, etc. [3]. In
terms of conflict, a number of serious games and studies have been proposed.
For example, Fearnot! [1] deals with bullying, a type of conflict that can occur in
elementary schools, with a purpose of evoking the player’s empathy towards the
victims. Another video game Quandary1 focuses on decision making, especially
in ethically conflicted situations. Village Voices [2] also teaches how to handle
conflicts by playing a collaborative video game, targeting young children age
9–12.

Conflict is also a key factor in narrative, as building-up and maintaining
tension is important for a reader to continue reading the whole story. Here,
tension can be either inter-personal (e.g., a conflict between protagonist and
antagonist) or intra-personal (e.g., a protagonist’s inner conflicts). In Façade [7],
the player continuously encounters high tension situations related with conflicts
of two non-player characters. Ware and his colleagues also employed the concept
of conflict for narrative generation using narrative planning techniques [11].

2.2 Gestalt Psychology

Gestalt psychology states that “a whole is not simply the sum of its parts,
but a synergistic whole effect” and embraces various domains and disciplines
including art and design [8]. In our proposed bulletin board game, we focus on
visual perception according to the principles of Gestalt psychology; the players
of the bulletin board game may not be aware of the whole but will recognize it
at the end of the game.

We design a bulletin board game by selecting and integrating several laws
of Gestalt psychology: proximity, similarity, closure, continuity, and past expe-
rience principle [10]. To represent conflicts that can possibly occur in a specific
social relationship at school (e.g., between students and faculties/staffs, among
students themselves), we create iconic image cards with different shapes, colors,
and typefaces that are parts of a whole as Gestalt. At first, the bulletin board
may appear rather chaotic with the different icons attached. But at the end of
the game, the cards are classified by the law of grouping (See Figs. 3 and 4).

1 https://www.quandarygame.org/.

https://www.quandarygame.org/
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3 Design Procedure and Exemplification

3.1 Design Procedure

Our study includes a three-phase development pipeline. The first phase is a
conflict-collection stage where real conflict cases that students experience are
collected and categorized into several clusters under common topics (e.g., grades,
relationship, etc.).

In the second phase, based on the categorized clusters, we design a 2D bulletin
board game with a number of iconic image cards using different shapes, symbols,
and typefaces.

Finally, players can decorate the bulletin boards by choosing appropriate
image cards. Players can pick a triangle image card with a certain conflict situa-
tion written on it. If they cannot find a particular conflict among the pre-designed
triangle card, they can write down their concerns or conflicts in text. The play-
ers’ texts are automatically attached to the bulletin board as a new triangle
image card. Other players can provide possible solutions to a particular conflict.
The possible solutions are presented in round image cards. Like the players who
posted their conflicts, the other players can select pre-defined round image cards
with possible solutions to a problem or present their own solutions using square
post-its. (See Fig. 1).

Fig. 1. Exemplified visualization of conflicts and resolution in the proposed bulletin
board-type game.
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3.2 Exemplification

In the proposed bulletin board game, players can communicate concurrently with
each other in real time. Individual problems, posted by the crowd of players, form
a set of clusters consisting of cards with iconic images representing different
problems. We present three aspects for the cards that the players can choose
when clustering - shape, color, and typeface.

We first focus on geometrical shape, such as triangle and circle that are
emphasized in the Bauhaus [4]. Each shape can represent a player’s emotional
state (e.g., triangular shape for conflict, round shape for resolution).

As the second facet, we define color as a subjective factor as was the case
with the use of color by Claude Monet. At this stage, colors chosen by the players
may have different meanings depending on the ethnic cultures of the players.

Lastly, players can choose different typefaces to best describe their conflicts.
In our design, the typefaces used are calligraphy and graffiti style. We posit that
graffiti font (e.g., bubble font, old and new school style) and calligraphy type-
faces(e.g., italic font, script style) can give different impressions - either friendly
or aggressive. The two typefaces can also symbolize the young generation’s ideals
of freedom and peace, with their informal, emotional appeal and be representa-
tive of the times. Figure 2 shows some exemplifications of ideas and methods for
visualization.

Fig. 2. Visualization idea using square post-its and iconic images with different shapes
(triangle-shaped cards for conflicts or concerns; round-shaped cards for possible solu-
tions).
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At the end of the game, the players who posted their conflicts can identify all
the solution cards that are attached to the posted conflicts. They can accept or
reject the provided solutions. Currently we designed two solution signs using the
well-known peace symbol and a Möbius strip as an infinity symbol. No matter
what the problem is, if the player’s problem is solved, it will show the peace
symbol (Fig. 3). For the players who have not resolved their problems, they will
have all their cards arranged in the shape of a Möbius strip in achromatic colors
(Fig. 4). It symbolizes that the players will eventually come back to the game to
resolve his or her conflict and try to escape the endless Möbius strip.

Fig. 3. An exemplified visualization of collected image cards on the bulletin board
game based on Gestalt psychology.

3.3 Discussion

It might be questionable whether the proposed bulletin board game can be called
a game, as there are no explicitly specified goals or competitions for winning in
this game. We expect, however, the players’ emotional states can be altered
by playing this game from negative (e.g., discomfort or anxiety, anger, etc.) to
positive (e.g., comfort or relaxation, cheerfulness, etc). In this regard, we consider
our game as a kind of art game with ‘serious fun’ or ‘altered states’ [6].
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The main purpose of our game is to promote voluntary participation of the
players as a hidden helper. Our game is a healing game, and thus does not
have any form of attack or defense in it. In this game, any player can be an
unknown helper and encourage other participants to solve the presented prob-
lems together. The players acting as hidden helpers can receive an intrinsic
reward through this process.

The game prototype is currently under development through Unity2 game
engine with two different versions - one with Android platform for smartphone
and tablet devices; the other with Web-based platform for any Web browser.

Fig. 4. An exemplified visualization of collected image cards at the final stage without
any solutions.

4 Conclusion and Future Work

In this paper we proposed a bulletin board-type board game where the play-
ers (e.g., students) can communicate with each other by attaching either pre-
designed cards or writing down their concerns on post-its.

We envisage that our game design can promote players’ interactions, and con-
tribute to inducing positive aspects of games, as well as visualizing the players’
problems through design. As a follow up, we plan to conduct a pilot study focus-
ing on the investigation of the relations between game design and the possible
alteration of the player’s emotional state.
2 https://unity.com/.

https://unity.com/
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Abstract. This paper presents the results of the development of a system called
Babel VR, part of a work-in-progress research project aimed at obtaining
insights into how a multimodal virtual reality environment can enhance shelf
browsing and the discovery of books that exist in a physical library. Babel VR
provides a virtual browsing experience of library items which display biblio-
graphic attributes such as title, author, topic and location in a library, aided by
the use of voice commands. The representation of physical library shelves
enables the possibility of having some affordances of physical browsing within a
virtual environment, while at the same time providing readers with a browsing
experience enhanced by multimodal features such as the use of voice commands
for searching and browsing.

Keywords: Multimodal environment � Virtual reality library � Book discovery

1 Introduction

When readers visit libraries to browse through bookshelves, they are exposed to a
physical experience which enables the possibility of finding items by way of
serendipitous encounters [33]. Studies have found that more than half of library visitors
when browsing shelves find items that are around the items they are searching for [25],
exposing them to the discovery of new materials. However, physical libraries face
situations where sometimes their collections cannot be browsed physically [3], making
it necessary to consider novel ways to keep providing support for such experiences of
browsing and discovery.

One of the main features of physical library stacks is that they have a clearly
defined sorting order. Commonly, materials are found sorted by thematic areas, which
makes it easy for readers to discover similar items, but in most occasions, it is the only
way in which these items are arranged. This is in contrast to digital libraries, which
have advantages such as giving readers the possibility of rearranging collections based
on their interests [19]. By having items in a digital space, library stacks could be
rearranged by bibliographic attributes, without losing some physical features that the
browsing experience affords, such as providing spatially mediated and contextualized
access to the neighbors of a particular book.

© Springer Nature Switzerland AG 2019
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The advent of virtual reality (VR) technology has made possible the implementa-
tion of virtual spaces for a myriad of applications, among these book access in libraries
[16]. Given that VR brings the possibility of allowing its users to experience envi-
ronments that cannot be easily recreated in the physical world, this project sets out to
explore the implications of browsing and searching in library shelves using multimodal
features within a virtual environment. Since browsing through library bookshelves
already involves navigating through physical as well as informational space, and can be
a somewhat confusing activity, some design guidelines to support book encounters
while browsing digital shelves have been proposed [35] and taken into consideration
for this project.

Given that the affordances of different input modalities within virtual environments
have been previously analyzed [27], and that recently speech has been identified as an
effective mechanism for searching within virtual environments [4], voice commands
were implemented to enhance the browsing and searching experience within the
environment. This project also draws design cues from the understanding of the
behavior of readers when they browse physical shelves [26], and attempts to apply
them in a virtual reality context.

2 Related Work

Several approaches to the digital representation of library collections have recently
been implemented. Among them are Stacklife [17], which is a representation of an
infinite stack of books from the Harvard Library collection, and Virtual Bookshelf from
ExLibris [14], used to present library items based on their physical shelf representa-
tions. In the past, other digital visualization tools such as libViewer [30] have been
used to display different book metadata attributes in virtual environments. The Search
Wall [13] is also an approach aimed at kids that uses tangible elements to interact with
digital items on a projected screen. Other projects aimed at encouraging book discovery
are Bookfish [29], which is a web application that lets children find books based on
their preferences, and Whichbook [28], which lets readers choose between several
combinations of categories to discover books that fit their choices.

One of the most similar approaches to this project is the Blended Shelf [23], which
is an interface that uses 3D visualization to enable readers to browse a physical col-
lection of books from a library, using the browsing strategies they are already familiar
with. This proposal differentiates itself from such projects because it is a fully
immersive environment in which readers use different interaction mechanisms, VR
controllers and voice commands, to perform queries. Another similar approach is the
Digital Bookshelf [2] which makes use of projections and motion sensors to display
book collections allowing the readers to browse through them. Other approaches have
used desktop and mobile applications to visualize physical shelve contents [21], but
miss the multimodal interaction possibilities that a virtual space affords.

The use of immersive environments for libraries has also been widely explored. In
one of the earliest studies, Das Neves and Fox [11] evaluated the behavior of users
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while searching in a VR library and found that clustering techniques helped in the
discovery of items within collection topics, and that presenting books in the original
physical order from the library is as effective as presenting them reorganized based on
queries; however, in the latter case there is less reader movement when browsing,
making the task shorter. The metaphors in a three-dimensional space that can be used to
arrange books on virtual spaces have also been explored [9], along with the ways in
which book browsing and reading are carried out within a virtual environment [10].
Three-dimensional virtual spaces have also been used to display library document data
on collaborative interfaces [7], as well as to present digital book collections using
immersive hemispherical displays [1]. Also game-like approaches have been used to
present library data in three-dimensional settings [8].

The use of voice commands in virtual environments has also been explored, along
with the design issues for the integration of speech processing in virtual environments
[24]. The voice interaction modality has been previously used to support simulations of
the design and maintenance of systems and assemblies in virtual reality [36], and recent
approaches have also used speech recognition to aid in maintenance tasks in what are
called virtual maintenance simulations, resulting in smoother interactions with the
system they are implemented in [18]. The use of voice commands has also been useful
for interacting in virtual environments and facilitating room layout tasks [22]. The latter
study pointed out that some of the limitations of voice interaction have to do with the
fact that users have to be instructed in the commands that are needed to interact with the
system beforehand, possibly generating a high cognitive load.

Although there have been few approaches that use immersive virtual environments
for library data exploration [1, 8, 11], most do not use enhanced interfaces for
browsing. Given that the use of voice interfaces in virtual environments has not been
applied for data browsing and searching, this project seeks to investigate how virtual
shelf exploration and book discovery in virtual reality can both be enhanced by the
implementation of voice commands within a virtual environment.

3 Babel VR

In the Library of Babel short story [6], Argentinian writer Jorge Luis Borges presented
a library setting that was made of a labyrinth of hexagonal rooms that librarians
traversed endlessly. This fictional library was meant to contain all of the books that had
been or will ever be written. The metaphor is powerful today because in the digital age
access to materials appears to be unbounded. Thus the design of this project is based on
the concept of library shelves that can be browsed in the same endless manner, and
becomes a design fiction exercise inspired by Borges’ infinite library. Here we attempt
to create a virtual space where readers can access a seemingly endless catalog of books
within the comforting finitude of a single room filled with shelves.

One of the goals of Babel VR is to recreate the experience of shelf exploration in a
virtual space and find out what it means to browse and search within an environment, in
this case through a representation of a library room. According to Bates, browsing
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implies exploring a visual field, selecting an object from the field, examining it, and
acquiring or abandoning it [5]. Thus when readers enter the Babel VR room to initiate
the browsing and discovery experience, they encounter virtual stacks which are pop-
ulated with MAchine-Readable Cataloging (MARC) records from an actual physical
library. To enhance the shelf browsing and search experience voice recognition features
have been implemented into the system. In the room, readers can also load portions of
the catalog onto the shelves and search the stacks by bibliographic attributes such as
title, author, topic and location, using voice commands.

3.1 VR Interaction Design

The interaction design cues for Babel VR build on McKay et al’s analysis of the
physical act of browsing library shelves [26], using five of the seven guidelines they
proposed to design the system as follows:

• Display a large range of books for browsing: currently the system displays
portions of 300 books distributed in 6 shelves from a 10,000 book record sample,
which can be traversed with the help of voice commands.

• Enable multiple points of access to the collection: this feature is reflected mainly
in the search functionality where books appear shelved together after a keyword
search has been performed, as well as the ability to “pick up” titles using VR
controllers.

• Support zooming capability: as the main setup of the environment is a library
aisle, readers can walk freely through the room and move close or away from the
shelves.

• Seamless transitions: readers can freely grab books from the shelves to display
their records, and they can put the virtual books back on the shelves.

• Access to book information: data from the MARC records of the books that are
selected is displayed in one of the walls of the virtual environment. This data
contains fields such as title, author, topic and location in the physical library.

The two design recommendations that were not considered were the use of place
marking, given that there are search features, and the use of visual alternatives during
book triage, because there is no non-bibliographic data from the books such as covers
or blurbs to individuate books on our virtual shelves.

Figure 1 shows the main interaction flow that readers can follow in the system.
First, they have the option to register their email outside of the virtual environment to
be able to send to themselves the book records they find interesting. Once in the virtual
room they can walk freely around the aisle which contains six shelves with 50 books
each. Then with the aid of a VR controller they can grab books from the shelves. Once
they have grabbed a book the can see its record information displayed in one of the
walls of the room. Each record contains four fields: title, author, topic and location. If
readers are interested in the book record, they can send its information to their email
just by using a voice command and without interrupting their book browsing activity.
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If readers are not interested in the book they are inspecting, they can put it back on
the shelf or just drop it into the floor (do not try this in physical libraries). Other voice
commands that are available in the system are the search commands, where by saying
either ‘title’, ‘author’ or ‘location’ plus a desired search keyword, readers can query the
loaded collection and the resulting books along with their records will be stacked onto
the shelves.

The voice commands that are currently implemented in the system are: the “Next”
command, which is used to load sequential sections of the library catalog into the
stacks; the “Title” + keyword, “Author” + keyword and “Location” + keyword com-
mands, which allow for searching using keywords that are present in the Title, Author
or Location fields from the book records; and the “Send” voice command, which
enables readers to send the chosen book record to their email so that they can request
the found item from the library at a later time.

One of the drawbacks of voice keyword search is that readers would have to
memorize each of the voice commands; that is why they were implemented as single
word commands. There can also be errors in speech command recognition due to word
pronunciation or noise in the environment [15].

The virtual shelves were designed to resemble the size of typical physical shelves
and are laid out in an aisle distribution setup to resemble the way books are arranged in
a physical library, to provide a setting which readers are already familiar with. Readers
start the virtual experience in the middle of the aisle which has a preloaded section of
books from a set of MARC records that are extracted from a collection of books from a
real library (Fig. 2). Then they can proceed to interact with the system using voice
commands to load content in the shelves and by searching using commands and
keywords in the defined bibliographic categories of title, author, topic or location, and

Fig. 1. Babel VR interaction flow diagram
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by grabbing individual books using the VR controllers, or just “pointing” at them with
the controllers.

3.2 System Architecture

The software architecture of Babel VR is divided into four main parts (Fig. 3). First,
the Babel VR client, which loads the virtual reality environment which displays por-
tions of the library catalog data into book representations contained in virtual shelves.
The virtual environment was developed using the personal free edition of the Unity
game engine [34], and the HTC Vive virtual reality system runs with the help of the
SteamVR software [32]. The second element is a Google Cloud-based server where the
data from the book records is stored in JSON files which have been generated from
actual MARC records. The server uses the Deployd API [12], which runs on a Node.JS
server, and is a web interface that provides the library data feeding mechanism,
database search functionalities and email client interaction. The third component is the
speech to text service from IBM Watson [20] that provides speech recognition func-
tionality for the voice commands through their API. Finally, the fourth component
which handles the email sending functionality is SparkPost [31], which provides a
service to manage the sending of the book records from the virtual environment to user
email accounts.

The data that is currently being used to populate the virtual library environment is a
sample of 10,000 book records extracted from XML MARC records from the Arizona
State University (ASU) library catalog.

Fig. 2. A library visitor holding a book in Babel VR
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4 Conclusion and Future Work

This paper presented the Babel VR system, which aims to provide an interface within a
virtual environment for readers to browse virtual book shelves and create a space enabling
serendipitous encounters with new materials. In the virtual environment readers have the
possibility of performing shelf browsing the same way they do it on a physical library but
with the added advantage of using voice commands to traverse and search within the
stacks, and virtual controllers to access record information from the virtual books.

The main contribution of this project is to provide a virtual reality environment to
display book records from an actual library, where readers can browse and search as
part of a seamless immersive experience. The foreseen impact of this work is that it
could be applied in cases where users wish to browse a library collection remotely
because it is not physically accessible or is not stored in stacks at all [3]. Moreover, this
work aims to enhance book discoverability in libraries by providing voice-based search
commands.

Based on prior findings of visitor browsing behavior in real-world library settings,
[26], we intend to conduct a qualitative field study to observe how readers behave
within the virtual environment and to evaluate the implemented interaction mecha-
nisms, focusing on voice commands for browsing and searching as well as VR controls
for interacting with the virtual books. For the study, a portion of the catalog from the
ASU library, which holds a subset of more than 5 million records, will be chosen. After
the first study has been carried out, a quantitative study will be performed to compare
the actual physical shelf browsing experience with the virtual reality experience, where
readers will be provided with the same shelf browsing and searching tasks.

For every reader that tries the system, several metrics related to browsing behavior
will be registered, such as the number of books they grab from the shelves, the number
of books they drop or put back, and the number of records they choose to send to email.

Fig. 3. Babel VR system architecture
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In regard to search behavior, the metrics that will be recorded are number of book
searches by title, author or location.

In the future, the act of reading, sampling, and skimming books within the Babel VR
virtual environment will be analyzed as well, by extending the virtual library metaphor
to allow readers to open the books they grab from the shelves and read from their pages.
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Abstract. In this paper, the authors examine how cultural background informs
human-computer-interactions, particularly as pertaining to user experience
(UX) and user interface design (UI). Prior studies suggest that East Asians are
more likely to process information holistically while Westerners tend to engage
with visual stimuli analytically. It is believed that such differences in information
processing may inform web design and user experience as well. In this research,
the authors took inspiration from a news site from China (i.e., QQ.com),
reflective of holistic thinking, and a Western-based news site (i.e., BBC.com),
representing analytical thinking, to investigate how the design of these pages
would affect the perceived user experience. We find that both Chinese and
Western participants found the design of the BBC site to be more aesthetically
appealing. However, Chinese participants exhibited greater ease of navigation
relative to Western participants on the QQ-inspired site.

Keywords: Cross-culture � User experience �
Holistic and analytical processing

1 Introduction

As globalization and technological innovations continue to support the rise of multi-
national corporations, it has become increasingly pressing for business to cater to a
worldwide audience. Particularly, websites from these companies must be both navi-
gable and easily comprehensible to individuals across cultures to cater to global
audiences. Interestingly, however, according to the authors’ knowledge, few studies
have explored how individuals from different cultural backgrounds may process
information differently and, thus, interact with websites distinctively. In this study, the
researchers explore how cross-cultural differences influence user experience and
interface interactions across cultural environments.

Specifically, the researchers investigate how individuals from China, who tend to
process information holistically, differ from Westerners, who tend to process content
analytically, in navigating two news sites. To examine distinctions in navigation pat-
terns, two interactive websites were built reflecting Western (i.e., BBC.com) and
Eastern (i.e., QQ.com) designs. Further, participants were subject to tests measuring
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response times to search queries in addition to surveys measuring their evaluations to
the sites. Specifically, we had participants respond to questions gauging their self-
reported perceptions of the news sites.

2 Literature Review

There currently exits and extensive body of research on holistic versus analytical
information processing, particularly in the cross-cultural literature. Prior studies have
found that individuals from different cultures tend to process visual stimuli distinc-
tively. In particular, the influence of culture on information processing appears most
relevant when considering how Easterners (e.g., Chinese, Japanese, etc.) and
Westerners (e.g., American, Swedish, etc.) perceive information differently [2].
Specifically, research suggests Westerners, who tend to be individualists, interpret
content analytically while Easterners, who tend to hold collectivists values, generally
process information holistically [3]. The difference between Western analytical
thinking and Eastern holistic thinking is that holistic thinking emphasizes the inter-
connectedness of perceptual stimuli, while analytical thinking involves the interpre-
tation of objects independently (e.g., in isolation of surrounding cues) [1].

It is believed that Easterners are able to synthesize and consider more pieces of
information relative to their Western counterparts. For example, in eye-tracking studies,
East Asians tended to scan through an entire image, bouncing between focal and
background objects. Conversely, eye-tracking heat maps indicate that Western subjects
did the opposite; instead of taking account of all the objects in an image, Westerners
tended to gaze extensively at focal objects. As such, Westerners were able to recall
more details surrounding central objects, while Easterners made saccades between
various information cues. As such, holistic processing “involves an orientation to the
context or fields as a whole” [4] whereas analytical processing “involves a detachment
of the object from its context, a tendency to focus on attributes of the object” [1]. These
findings suggest that Eastern collectivists (e.g., Chinese, Korean, Japanese people), will
be more likely take in more information content than Westerners. Additionally, they
may be more inclined to incorporate non-central cues for information processing.
Conversely, it is suggested that Western analytical thinkers may prefer to focus on
fewer objects and may tend to use only central information.

2.1 F-Shaped Pattern

The F-shaped pattern refers to findings made in a study on user eye movements [7].
This pattern has been dubbed the “F-shaped pattern” since prior research suggests that
users typically scan pages starting with a horizontal movement, usually across the
upper part of the content area. Users then tend to read across in a second horizontal
movement further down on the page that typically spans a shorter area. Finally, users
scan the content’s left side in a vertical movement. When measuring users’ eye gazing
as a heat map, this creates a pattern that resembles an F. Web developers, either
consciously or unconsciously, often design their websites according to this pattern. The
F-shaped pattern is not an absolute law and several other scanning patterns exist, but
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the F-shaped pattern remains the most prevalent in Western cultures [8]. If a developer
designs a page without knowledge about this pattern, they risk putting important
information in places where users might miss it.

3 Methodology

The aim of the investigation phase is to obtain a more nuanced understanding regarding
the differences in perception and navigation of Western versus Chinese websites. This
information facilitated the decision-making process concerning which features to keep,
which features need to be analyzed, and what usability metrics should be implemented
in the study. As an initial step, Chinese websites, along with their Western equivalents,
were identified and curated. After obtaining a corpus of websites from China and
Western countries (e.g., United Kingdom), the key design differences between these
respective sites were documented. Once the primary design variances were explored,
this information was used to decide which design patterns should be tested in the study.
Finally, the specific metrics to measure the results of these different designs were
concluded. In reviewing the websites, it was evident that Chinese pages differed sig-
nificantly from Western counterparts. The differences between sites extended from the
look and feel to the UX design. A few of China’s most popular browsing sites were
then analyzed and compared to similar Western counterparts to further investigate these
design variations.

BBC is a very popular Western new site. The design of the site follows similar
trends, in terms of information design and density, of other Western news media sites.
The layout of various landing pages in the BBC appear to closely follow the F-shaped
pattern. Each news section has a large news figure in the top left corner and two rows.
Simply looking at the large picture and the first row then glazing down to the next news
section would have the users quite naturally follow the F-shaped pattern. The site itself
is quite information sparse with large images taking most of the space. Without
hovering over any content on a standard computer screen, there are roughly 48
clickable elements [10].

QQ is one of the most visited media websites in China [11, 12]. QQ, like many
other Chinese websites, does not focus on one thing but has multiple functions. Some
of the functions that QQ supports are instant messaging, online games, music, shop-
ping, microblogging, news, movies, group chat software, and etc. On the QQ home-
page, users are greeted by the site’s news page, which is highly information dense.
Without hoovering over any content on a standard computer screen, there are roughly
147 clickable elements. One element that is notably common on Chinese websites,
including QQ, is the menu bar design. On the QQ page, the menu bar contains two
rows with a total of 40 clickable options. This format of menus is typical in China and
is shared by multiple other Chinese sites (e.g., Sina, Taobao).
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4 Analysis

For the purposes of this research two interfaces were created, with one following a
Western design (e.g., similar to BBC) and the other one using a Chinese layout (e.g.,
similar to QQ). Both these sites were translated to both English and Chinese. The
translation process was iterative and two bilingual researchers performed the meaning
translations. The goal of implementing these interfaces were to explore how fluidly
users from different cultural backgrounds can navigate sites containing high informa-
tion density (i.e., copious amounts of images and texts). Both interfaces contain
roughly equivalent levels of material and clickable elements; the primary difference is
that the Western site became longer (due to translations), forcing users to scroll down
the page. Additionally, some of the information were mapped in sub-menus using
natural mapping for the Western site [5].

Conversely, the Chinese inspired site provided most of the material directly on the
screen for users to view without any nested menus. The interfaces, cable of measuring
what actions users take in responding to certain tasks, was developed given the
feedback from these prototypes. Main measurements that were used are task-success,
time-on-task and a modified System usability scale [9]. Research from Nisbett and
Miyamoto [1] suggest perception differs in Western and Eastern cultures. Dong and
Lee [13] further indicate that this perception difference holds true in the case of people
observing websites. Specifically, users using analytical processing follow the F-shaped
pattern when browsing sites [7]. Holistic thinkers, conversely, do not follow the F-
shaped pattern when browsing through a website [13]. In light of these past studies, it
will be interesting to explore how these perception differences will influence users’
abilities to navigate and perceive web pages.

To investigate this question, we select elements both in accordance to the F-shaped
pattern and elements outside of this pattern. By testing the performance on analytical
and holistic thinkers, an indication of the differences and how well people follow the F-
shaped pattern when looking for specific elements will be derived. The test was
unsupervised, as a larger test audience was necessary in order to obtain significant
results. To measure variations in perception, tests for the sites BBC and QQ were
created. On these pages, participants were requested to find elements following an F-
shaped pattern and elements that not following this pattern.

Results on time differences and survey responses were stored in a database for
significance testing. The corpus of collected data were applied to statistical significance
analyses of differences between groups. Our findings indicate that (1) there is a sig-
nificant difference between how Chinese and Western users process information
(t = −3.1606, p < 0.05), (2) Westerners are more reliant on the F-shaped pattern than
Easterners (t = −3.1606, p < 0.05), and (3) Chinese individuals are comfortable with
Western pages (t = 5.3301, p < 0.05), suggesting that a universal interface can be
deployed cross-culturally. This study offers contributions both to theoretical under-
standings of cross-cultural user experience as well as industry practitioners. Findings
from this study suggest that culture significantly influences information processing
which subsequently effects how users evaluate and navigate websites
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5 Discussion

The aim of this research was to examine (1) how differences in interface design may be
due to differences in information processing styles or simply trends, (2) how do dif-
ferent processing styles in Western (analytical) versus Chinese (holistic) users affect
performance on different interfaces, and (3) if one global interface should be created or
if web designers should focus on creating separate user interfaces for different cultures.
Concerning the question of how interface design may be due to different information
processing styles or trends, my research suggests that a mix of both factors have
contributed to the different web designs from China and its western counterparts.
Specifically, Chinese users preferred the Western based design over the Chinese one,
according to self-reports (M = 4.11 for QQ and M = 5.04 for BBC).

Interestingly, this suggests that perhaps the reason why Chinese news sites tend to
be more information dense may simply be due to a trend in web design rather than
fundamental perception differences. For instance, Chinese users performed as well as
English users navigating both the BBC site (t = −0.49, p > 0.05) and QQ site
(t = 0.42, p > 0.05) indicating that there is no significant difference between the two
groups. Regarding the question of how information processing styles (analytical versus
holistic) would affect user performance on different interfaces, the findings suggest that
information processing style does significantly influence performance. Unsurprisingly,
the research indicated that English, or analytical-thinking, users who used the BBC site
were much quicker at finding important objects within the F-shaped pattern compared
to outside of it (t = 2.8479, p < 0.05). On average, these participants took 12 s longer
outside the F-shaped pattern compared to within. This is congruent with the existing
literature on UX, in which eye tracking studies suggest Western users tend to scan
through a website using an F-shaped pattern.

However, it was surprising to find that Chinese users were actually also able to
answer questions more quickly when questions were within the F-shaped pattern versus
outside (t = 5.3301, p < 0.05). It appears that for both Chinese and English users of the
BBC site, objects that fell within the F-pattern were easier to find that those outside.
However, the effect size was significantly larger for English users, with a 12 s dif-
ference inside and outside the F-pattern, than for Chinese users, who only had a 4 s
difference. Overall, it appears that a Western based design seems easily navigable for
both Eastern and Western users. The F-shape appears to increase performance for both
groups. The main difference, however, is that English users were significantly better
within the F-pattern (taking 12 s less) than outside, whereas Chinese users only saw a
slight improvement (taking only 4 s less within the F-shape).

On the effects of information processing and website navigability, the results
suggest that English speakers using the QQ site were quicker inside the F-shaped
pattern than outside of the pattern (t = −3.1606, p < 0.05), with a 3 s difference. For
Chinese users on the QQ site, conversely, they were marginally slower inside the F-
pattern (using 22.6 s) than outside (22.4 s) the pattern (t = −5.907, p 0.05), English
users were still slightly more dependent on the F-pattern, like the findings form the
BBC site. Interestingly, however, according the questionnaire self-reports, it appeared
that Chinese users found both the QQ and BBC websites to be similarly likeable
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(M = 4.11 for QQ vs. M = 5.04 for BBC) and did not seem to be overwhelmed by the
information density of the QQ site (M = 2.8 on the question “I felt overwhelmed using
this site”). For the English users, however, self-reports indicated that they were highly
uncomfortable with the layout of the page, finding the information overwhelming.
They had an average of 4.23 from 1 to 5 on the question “I felt overwhelmed using this
site”. Western users also tended to give higher ratings for BBC than QQ (M = 4.46 for
BBC vs. M = 2.28 for QQ).

Taken together, these results suggest that information processing does influence
how users interact with different interfaces. It appears that while Western users can use
a Chinese designed site, they find the experience to be extremely unpleasant (M = 2.28
for QQ). Conversely, the findings indicate that Chinese users found both sites similarly
likeable (M = 4.11 for QQ vs. M = 5.04 for BBC). Furthermore, English users were
more reliant on the F-shaped pattern than Chinese users, which is in-line with existing
research on user perception. Concerning the question of whether or not one global
interface should be created or if web designs should be tailored to different cultures,
these results suggest that one global interface can be deployed to maximize efficiency.
Chinese users found BBC to be just as likeable as QQ, whereas English users disliked
the information density of QQ, suggesting that a site with lower information density is
favorable. Accordingly, it appears that web designers can focus on creating one global
interface to maximize efficiency.
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Abstract. Design has been expanding its position. The design has been
expanding its position. because, the development of technology, to grow
demand that solving problems using design methodologies [9, 13]. As a result,
the capacity of individual designers is becoming more important, and the
importance of ‘portfolios’ expressing and evaluating their capabilities is
increasing. In the industrial society, the portfolio is used as an indicator of
competence of designers, but the evaluation method and criteria depend on the
subjective view of the evaluator so that the competence of the designer is not
objective. Although both designers and evaluators agree on this problem,
research on the portfolio itself, as well as the portfolio evaluation area, is very
limited [3]. Therefore, this study is based on the priority of the components that
should be considered in the evaluation of the completeness of the portfolio by
analyzing the components of the portfolio so that the portfolio can be evaluated
as an index for evaluating the individual competence of the designer Evaluation
guidelines were presented. In order to do this, we conduct surveys and in-depth
interviews with designers engaged in the business to understand the needs of the
portfolio, and analyze the component data of the portfolio extracted based on the
analysis, and prioritize the portfolio components that should be considered for
completeness determination This study has significance in that it is presented
through data analysis.

Keywords: Design � Portfolio � Artificial intelligence � Data science

1 Introduction

With the recent developments of AI (Artificial Intelligence) technology have caused
various changes in various industrial fields [13, 17]. Also, the design industry is also
being developed and expanded through various changes [10], and the role of design in
the industrial society is increasingly recognized as an important means. Since the
design industry is an industry on which human resources are based, one’s personal
competence is more important than other industries, and the need for competent
designers is increasing. Therefore, the completeness of the portfolio, which serves as an
indicator for evaluating the personal competence of the designer and as an individual
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career certificate, is becoming more important. As such, we are aware of the importance
of the portfolio, but the evaluation criteria depend on the subjective opinion of the
evaluator. Therefore, not only the designer but also the evaluator is confused about
producing and evaluating the portfolio.

The purpose of this study is to find out the objective index for evaluating the
personal competence of the designer as a preliminary study for the AI - based service
development that objectively and quantitatively evaluates the portfolio, identifies pri-
orities of components that affect portfolio completeness assessment and provide
evaluation guidelines. In order to accomplish the purpose of this study, we have
identified the needs of designers and portfolio evaluators who produce portfolios
through in-depth interviews and in-depth interviews. Based on this, Python was used to
extract and analyze the 820 component data of the portfolio, and the priorities of
components to be considered in the portfolio identification were derived. This study is
meaningful in that a new direction using data was devised and presented for objecti-
fication and quantification of the portfolio evaluation method. As a result of this study,
it is expected that designers will provide a guideline to express their competence more
effectively in the portfolio and more objective and standardized evaluation criteria to
the evaluator. In addition, if subsequent research based on this research is continued, it
is expected that AI services for objective evaluation can be constructed in the evalu-
ation of the completeness of the portfolio.

2 Literature Review

2.1 Portfolio and Evaluation Methods

Design is a specialized area for presenting solutions to problems and acting on those
tasks. Therefore, compared to other direct groups, designers are each valued for their
individual competencies. because the portfolio is the most important material for
assessing the competency of individual designers [6]. A portfolio is a communication
tool that shows the designer’s personal competence and communicates with others as a
mirror showing the designer’s thoughts and problem-solving methods, rather than
simply a completed collection of works. (Kim 2008) was carefully analyzed according
to the characteristics of the structural elements of the interior design portfolio and
arranged the elements of the portfolio to focus on the way the presentation of the
portfolio. (Han [6]) was presented in six categories of guidelines for the objective
competency evaluation of designers through portfolios through expert in-depth inter-
views, looking at portfolios from the perspective of designer recruiters. This study is
significant that this is a study that objectively presents the evaluation criteria of the
designer through the portfolio. However, the limitations of the study mentioned by the
authors of this paper are as follows. 1. Participants in the in-depth interview for the
elicitation of needs were limited. All the interviewee were evaluators. 2. Since the
evaluation method of the portfolio has already been evaluated as subjective and abstract
language, it is difficult to objectify the evaluation method. The guidelines are shown in
Table 1.
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2.2 Changes in the Industrial Sector Due to the Emergence of AI

In addition to recent advances in AI technology, many changes have been taking place
throughout the industrial society of Automobiles, robotics, education, etc. In the design
area, you can find many examples of using AI. Companies such as Adobe, Microsoft,
and Autodesk that produce 3D Tools and 2D Tools that are used primarily by designers
provide artificial intelligence-based ‘intelligent services’ to provide designers with the
convenience of using tools. Services such as Google’s Quick Draw is to convert
complete rough sketches to detailed graphics [12]. And such as ‘tailorbrands’,
‘hatchful’ and ‘Logoshi’ are automatically to create logos. The application of artificial
intelligence in the design area has been applied to a variety of areas, from design tools
utilized by professional designers to services that make it easier for non-professionals
to access the design.

3 Preliminary Survey

A questionnaire survey was conducted on 117 designers. The purpose of this ques-
tionnaire is as follow. (1) to understand how designers perceive portfolios. (2) To find
out the needs for an objective portfolio evaluation method (Table 2).

A total of 117 people participated in the survey, and 2018.09.26–2019.09.30. It
took 5 days in total. Data collected from questionnaires were analyzed using the SPSS
program, and frequency analysis was conducted. The general characteristics of the
questionnaire are shown in Table 3.

Table 1. Basic elements of portfolio evaluation guidelines (Han [6])

Designers
competency

Elements

Planning power Portfolio configuration power
Observant Designed by things, on the phenomenon for observe found
Comprehension Whether or not you understand and implement the given proposition
Analytical Optimal design solution implementation for issues analysis
Creativity Designer your own creativity
Expressiveness Graphics, communication way

Table 2. Items in questionnaire

Items Investigation contents

General characteristics Company size, experience, design field
Essentials of designer
competency development

Key elements to the designer’s required competency and
competency representation

Evaluating of portfolio Recognition and requirements for existing portfolio
assessment methods
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Design skills and design expression (65.8%), design thinking (60.7%), and plan-
ning ability (57.3%) were the most frequent factors in the frequency analysis. Design
Tool skill & design expression was remarkably high. The creativity of designers was
ranked 5th with 31.6% (Table 4).

Portfolios, academic backgrounds, and self-introduction were the first, second, and
third most important factors in evaluating designer competencies. Among the factors
that assess the competence of designers, the portfolio was significantly higher at 98.3%.
As a result, it can be seen that designers are aware of ‘portfolio’ as a tool for expressing
their competence. Table 4 also shows that the ‘portfolio’ is effective in evaluating
‘Design Tool & Design Expression’, which is an essential capability for designers.

Table 3. General characteristics of questionnaire

Contents Frequency %

Company size Major company in-house 14 12.0
Start-up or small business 66 56.4
Design agency 29 24.8
Others 9 6.8
Total 117 100.0

Experience Less than 1 year of experience 66 56.4
2 years of experience 17 14.5
3 years of experience 16 13.7
More than 4 years of experience 18 15.4
Total 117 100.0

Design field UX, UI, GUI 57 48.7
Industrial design 42 35.9
Visual design 12 10.3
Branding 4 0.3
Others 2 0.2
Total 117 100.0

Table 4. Designer’s essential competency (including duplicate votes)

Contents Frequency %

Design tool skill & design expression 77 65.8
Design thinking 71 60.7
Creativity 37 31.6
Planning ability 67 57.3
Language skill 10 8.5
Communication skill 61 52.1
Ability to converge in another field 34 29.1
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In order to achieve the purpose of this first study, we conducted post interviews on
the services needed to develop the competency of the designer. This is because
interviewing methods are more effective in identifying the needs of designers. The
interview results were coded and the needs were typed as shown in Table 6. The
frequency analysis showed that ‘Education service (40%)’, ‘Portfolio service (24%)’
and ‘Community service (20%)’ were ranked first, second and third respectively.
Designers want to grow. Thus the need for education services so high. The need for
portfolio services was also high. Portfolio service needs were detailed in the order of
‘Production Guide’, ‘Attachment’, and ‘Objective Evaluation’.

Table 5. Important factors in evaluating a designer’s competency (including duplicate votes)

Contents Frequency %

Academic level 32 27.4
Language level 15 12.8
Portfolio 115 98.3
Self-introduction letter 27 23.1
Resume 13 11.1
Others 14 12.6

Table 6. Services needed to develop a designer competency

Contents Service Frequency %

Portfolio Portfolio creation guide service 13 11.1
Portfolio correction service 8 0.7
Objective evaluation service 3 0.3
Total 24 20.5

Education Design tool 11 11.1
Language 3 2.6
Composition 1 0.9
Design process 20 17.1
others 5 4.3
Total 40 34.2

Design thinking Design thinking service 13 11.1
Total 13 11.1

Community Designer community service 20 17.1
Total 20 17.1

Q&A Business Q&A service 9 7.7
Total 9 7.7

No answer - 10 8.5
Total 10 8.5

Total 117 100
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This study confirms that the importance of portfolio and objectification of the
evaluation method are needed in the industrial structure where a designer’s personal
competence becomes increasingly important through previous research and pilot
questionnaire. Confirms the priority of components affecting the evaluation of portfolio
completeness, suggest evaluation guidelines.

4 Method

4.1 RandomForest

Random forest used in this study is to generate several decision trees from data and
then to predict the most selected class among the predicted values of each individual
tree [1, 16]. In other words, it is an ensemble technique that improves learning per-
formance by applying several simultaneously. The ensemble means harmony or uni-
fication in French, and it learns several models in machine learning and predicts better
values than one model using the predictions of the models. This method is called an
ensemble learning or an ensemble method [14, 16]. Random Forest works by con-
structing more than 30 datasets from the same data, extracting them from the same data,
applying decision trees to each, and collecting the learning results [5]. However, each
tree only learns a few of the variables, which is an attempt to increase diversity by
making the individual trees view the data differently [14]. Random forest is a way to
eliminate the overfitting problem of the training data of existing decision trees. To
realize this, it is necessary to make many decision trees [15, 16]. Each tree should be
well predicted and distinguished from other trees [14, 16]. Random forests are gen-
erated randomly when a tree is created so that the trees are different from each other.
There are two ways of randomly choosing the data to be used when creating the tree,
and randomly selecting the characteristics in the partitioning test [14, 16].

4.2 Research Procedure

Design portfolio is a critical factor in evaluating the capability of a designer. However,
there is no standard way to evaluate a design portfolio. Additionally, there has been no
academic study to give a guideline for evaluating a design portfolio. We had an in-
depth interview with designers in the field to collect possible criteria for design port-
folio evaluation. According to the criteria, we organized the elements that good design
portfolios have and made a data-driven classifier for identifying good design portfolios.
Eventually, we came up with a guideline for evaluating a design portfolio based on our
study. This guideline suggests the priority of the elements that organize good design
portfolios.

Step1
Aleading study of portfolio components for portfolio improvement and for the
development of business designers’ needs (Kim 2008) and the prior art of the evalu-
ation of the Portfolio Assessment guidelines (Han 2011) was, based on this, the
required capabilities of the designer were typed into five. Based on the structure of the
Korean Design Industry (Korea Industrial Design Statistics Report, Kidp 2017), Survey
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and In-depth interviews have conducted with 15 designers who were in the office of
start-up, Design Agency, and in-house. As a result, it was confirmed that the main
evaluation criteria for evaluating the portfolio are different for each group (Table 7). In
this study, tried to show between the Designers competency defined by ‘basic skills’
and portfolio elements are related. Table 8 shows the types of designer competencies
evaluated through the portfolio through the interview coding process (Table 8).

Step2. Portfolio Gathering
Behance (behance.net) is an online website that can display and search works created
by designers from around the world with Adobe Creative Cloud [2]. Pinterest
(pinterest.com) is a social network service that users post and share images with other
users. In this study, Using Python, the 900 Portfolios, which is open online, such as
‘Behance’ (behance.net) and ‘ Pinterest’ (pinterest.com), has been Crawled [2, 11].
Among them, the 820 Portfolios were used in the analysis for convenience in the
analysis, the 80 Portfolios which are non-portfolio images and dynamic images (such
as a GIF) were excepted. The components of the portfolio are largely divided into
images and texts, and each itemized component of the data extracted from the 820
portfolios is shown in Table 9.

Step3. Data Preprocessing
The 820 portfolios are to be used for analysis, 40 were divided as Good and 780 were
divided as Normal. Standard of between good and normal has been divided as of
whether or not having a ‘Behance recommendation label’ for the convenience of
analysis, the extracted data is encoded with matched with numbers and then, the
learning model could process them. The N-gif and N-tool were not encoded because
their values are already represented by integers and the values range from 0 to 5. On the
other hand, main-color and key-color are encoded the extracted RGB values based on
the color tone. A total of five color tones were used as the standard, monotone as 1,
pastel tone as 2, vivid tone as 3, deep tone as 4, and natural tone as 5. The value of N-
Text is encoded by 200 units, with 0–199 as 1, 200–399 as 2, 400–599 as 3, 600–799
as 4, and 800 or more as 5 (Table 11). We select the portfolio completeness evaluation
as the ‘target variable’ and the six attributes selected in Step 3 as the ‘predictor
variables’. The variables used for the prediction of the portfolio completeness among

Table 7. Evaluation criteria of a portfolio by design industry group

Industry Designers competencies Evaluation standard

Start-Up Creativity Variety of portfolio Layout
Originality How to use the color and text
Design skills

Design agency Understanding Tracking, leading
Adaptability How to use the grid
Design skills Main page composition

In-house Planning ability Contents of text
Understanding Whether to use terminology
Analytical skills The Idea of product
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the total variables were selected through the preliminary study and the in-depth
interview. A total of six variables were selected, one for design skill, one for com-
prehension and analysis, and one for originality. Selected variables were extracted from
820 portfolios and created a dataset (Table 10).

Step4. Data Partition
In order to make an ideal model using data mining, it is desirable to create multiple
prediction models from one data set and compare and analyze them [7]. Therefore, we
divide the whole data into analytical data and verification data, create a model with
analytical data, and apply the verification data to the model to compare the performance
of the model. In this study, was divided by 7:3. Since random forests arbitrarily select
variables to construct a tree, the ratio of analysis data to verification data does not affect
the analysis [16].

Table 8. Basic elements of portfolio

Characteristics
classification

Interview contents

Design skill Layout, color, typography and other design skills
Typography Selection of the importance of the text, Basic elements of typography,

tracking, leading, etc.
Storytelling The structure of the design process
Project order Position and organize the order of importance of content
Identity Personality and story of a designer individual

Table 9. The data element of portfolio

Element Contents

Image Main-color The main color used in portfolio making
Key-color Point color used in portfolio making
N-gif Number of gif images in the portfolio

Text N-Text Number of Text in the portfolio
Tool N-Tool Number of Design tools used to make the portfolio

Table 10. Dataset

Class N-gif Key-color Main-color N-Text N-Tool

1 Good 0 3 1 2 3
2 Good 2 1 1 2 3
3 Good 1 3 1 2 2
4 Good 1 3 3 2 3
5 Good 2 1 1 2 3
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Step5. Data Training and Evaluation
Random forests can be used to rank the importance of each variable in a classification
or regression problem [1, 16]. Feature_importances_ was used to calculate the
importance value of predictive variables. The data used in the analysis are unbalanced
in the target variable. In the case of unbalanced data in RandomForest, there is a way to
compensate overfitting by assigning a weight to a small number of variables [4].
However, in this case, there is a drawback that it is more susceptible to noise, and
analysis by a weighted method does not affect the performance of the prediction model
[4]. To build a RandomForest model, you must define the number of trees to be created.
You can set the number of trees by the n_estimator value of RandomForestClassifier. In
this analysis, n_estimator = 500, random_state = 42 was set, and a training model was
created using scikit-learn. In order to reduce data noise and reduce the probability of
overfitting, we normalized the normalized score to 0 with a mean and a standard
deviation of 1. Principal Component Analysis (PCA) was used to build the model.

5 Result

5.1 Feature Importance

RandomForest was used to derive important feature importance for class discrimination
and feature priority. As a result, N-Tool, N-gif, and N-Text were ranked first, second
and third. This is a significant result because it reflects the latest trend in which the
portfolio using dynamic images such as gif and video has appeared. Also, according to
a result of in interviews has conducted with 15 designers, there were many opinions
that text is important in portfolio evaluation. In other words, the portfolio is recognized
as a means of communicating between the designer and the evaluator. so Text is
considered more important than Image in the portfolio because the text implies that the
value of the designer and the process of solving the idea. Although this study identifies
only the number of simple texts, there are limitations, but it is meaningful in that it is in
line with the main elements derived through in-depth interviews. The feature priorities
for class discrimination are summarized in Table 11 below.

Table 11. Importance of features.

Rank Features Contents Importance (%)

1 N-Tool The main color used in portfolio making 34.76%
2 N-gif Point color used in portfolio making 33.16%
3 N-Text Number of gif images in the portfolio 16.64%
4 Main-color Number of text in the portfolio 9.32%
5 Key-color Number of design tools used to make the portfolio 6.12%
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5.2 Accuracy Score

Accuracy Score to create an ideal model, data is divided the data set into two parts:
‘training data’ and ‘test data’ at a ratio of 3:7 and analysis using RandomForest. As a
result, as shown in Tables 12 and 13, the training score is 0.9913 and the test score is
0.959933 (Tables 12 and 13).

6 Conclusion and Suggestion

Portfolios are a fundamental document for assessing the competence of designers, and
the importance of the portfolio is rapidly increasing. However, related research is
insufficient. In addition, existing research is only a conceptual guideline based on the
opinion of the evaluator. Therefore, this study analyzed the literature related to the
portfolio evaluation, analyzed and typified the portfolio components through in-depth
interview with the working designer, and presented a comprehensive direction con-
sidering the specificity of the Korean design industry structure. Based on the results of
this study, it is expected that designers will use the dynamic image to create a portfolio
that reflects the latest trends in the portfolio and will help improve the expression and
evaluation of individuals when considering the weighting of the text in portfolio
formulas.

However, this study has the following limitations. the number of portfolio samples
used in this study is 820, which is not enough. In the process of creating a dataset as a
property of the portfolio, class classification criterion is ambiguous, it is classified as
Good & Normal. When evaluated the portfolio through in-depth interviews, confirmed
that the main competence such as designer ‘s understanding and analytical ability was

Table 12. Training score

Accuracy score: 0.9913 | Average accuracy:
0.9635 | Standard deviation: 0.0194

Classification report
Precision Recall Fl-score Support

0 0.93 0.95 0.94 41
1 1.00 0.99 1.00 533
Avg/total 0.99 0.99 0.99 574

Table 13. Test score

Accuracy score: 0.9593

Classification report
Precision Recall Fl-score Support

0 0.62 0.94 0.75 16
1 1.00 0.96 0.98 230
Avg/total 0.97 0.96 0.96 246
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evaluated through the context of the text. but, in this study, attribute describing the text
context in the portfolio could not be found.
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Abstract. Intelligent Conversational Agents are already employed in different
scenarios, both in commerce and in research. In particular, they can play an
important role in defining a new natural interaction paradigm between them and
humans. When these Intelligent Agents take a human-like form (embodied
Virtual Agents) in the virtual world, we refer to them as Virtual Humans. In this
context, they can communicate with humans through storytelling, where the
Virtual Human plays the role of a narrator and/or demonstrator, and the user can
listen, as well as interact with the story. We propose that the behavior and
actions of multiple, concurrently active Virtual Humans, can be the result of
communication between them, based on a dynamic script, which resembles in
structure a screenplay. This paper presents CasandRA, a framework enabling
real-time user interaction with Virtual Humans, whose actions are based on this
kind of scripts. CasandRA can be integrated in any Ambient Intelligence setting,
and the Virtual Humans provide contextual information, assistance, and narra-
tion, accessible through various mobile devices, in Augmented Reality. Finally,
they allow users to manipulate smart objects in AmI Environments.

Keywords: Intelligent conversational agent � Virtual humans � Storytelling �
Augmented reality � Ambient intelligent environment

1 Introduction

Virtual Humans are embodied agents, existing in virtual environments, that look, act
and interact with humans in a natural way. The incorporation of Virtual Humans
(VHs) in Ambient Intelligence (AmI) environments can enhance the social aspects of
interaction, offering natural anthropocentric communication [1]. In this context, Intel-
ligent Conversational Agents (ICAs) enable the interaction of the VHs with humans,
and can be combined with end-user development (EUD), to author and define the
behavior of the agents, as well as the AmI environments [2]. In the context of EUD,
providing users with intelligent tools that support authoring and creative processes is
important [3], as user-generated content sharing has become a cultural phenomenon
and interactive storytelling crafts are the focus of increasing interest [4].
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Storytelling and VHs, as well as game-like interfaces, have been introduced to
replace or supplement GUIs [4]. Our focus, however, does not lie on how these stories
are created, but on how to enact them, through the VHs; that is, on story telling rather
than story creation. Storytelling traditionally relies on a predefined plot, concerning
facts and occurrences, and involves presentation means such as speech, poses, and
gestures of the narrator, in our case the VH, as well as representations of narration; that
means textual as well as visual aids (e.g. pictures, videos, presentations, etc.) [4].

Storytelling is usually based on a script, the “screenplay”, a term also used in
filmmaking. In “The Screenwriter’s Workbook” [5], screenwriter Syd Field defines a
screenplay as a story told in words and pictures, so that in addition to reading the
dialogue, the reader of a screenplay can read what the camera sees [6]. In our case, the
readers are the VHs, who “read” the script, and act appropriately. We thus adapt the
concept of screenplay to a conversation between VHs, who coordinate in order to enact
a story. According to [7], a conversation is an interactive dialogue between two agents,
which in our case are the VHs. In CasandRA, the conversation flow between the VHs is
encoded in scripts, dictating their behavior (i.e. actions, movements, etc.).

In this paper we present CasandRA, a framework that enables real-time user
interaction with ICAs, in the form of VHs, in Augmented Reality (AR), within AmI
environments. These VHs can provide help and information, as well as act as story-
tellers. Moreover, they allow users to use natural voice-based interaction to get
information, as well as configure and manipulate various smart artifacts of the AmI
environment. Our novelty lies in the communication protocol between the VHs, which
dictates their behavior and intelligence. This protocol does not limit itself to speech, but
also posture, movement, facial animation, etc., as well as the sharing of content with
the users (images, video, presentation etc.). One VH (the narrator) is responsible for
coordinating both itself and all the other VHs (demonstrators), who may be acting in
the same or different devices. This protocol allows real-time interaction and is based on
a dynamic script, which resembles a screenplay. The usage of this scripting technique
facilitates the scalability and reusability of the script. Each script consists of sections
which get selected for execution dynamically during run-time, depending on the
interaction with the user.

2 Related Work

Several studies highlight the advantages of VHs, as they can elicit better results with
regard to social presence, engagement and performance. In [8, 9] users favored
interacting with an agent capable of natural conversational behaviors (e.g., gesture,
gaze, turn-taking) rather than an interaction without these features. Moreover, research
in [10] demonstrated that an embodied agent with locomotion and gestures can posi-
tively affect users’ sense of engagement, social richness, and social presence. Finally,
with respect to engagement, participants in [11] could better recall stories of robotic
agents when the agent looked at them more during a storytelling scenario.

Regarding contextual awareness, and the capability of VHs to interact with their
surroundings, [12] discusses the perception of changes to the environment as well as
the ability to influence it with a VH, and concludes that this approach can increase
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social presence and lead to realistic behavior. With respect to environmental awareness,
the research in [13–15] indicated that a VH in AR exhibiting awareness of objects in a
physical room elicited higher social presence ratings.

VHs are investigated in various research projects, with different systems offering
conversational abilities, user training, adaptive behavior and VH creation. For example,
the ICT Virtual Human Toolkit [16, 17] offers a flexible framework for generating high
fidelity embodied agents and integrating them in virtual environments. Embodied
Conversational Agents as an alternative form of intelligent user interface are discussed
in depth in [18]. Finally, in [19] Maxine is described, an animation engine that permits
its users to author scenes and VHs, focusing on multimodal and emotional interaction.

In the same context, VHs have been proven effective as museum storytellers, due to
their inherent ability to simulate verbal as well as nonverbal communicative behavior.
This type of interface is made possible with the help of multimodal dialogue systems,
which extend common speech dialogue systems with additional modalities just like in
human-human interaction [20]. However, employing VHs as personal and believable
dialogue partners in multimodal dialogs entails several challenges, because this
requires not only a reliable and consistent motion and dialogue behavior, but also
appropriate nonverbal communication and affective behavior. Over the last decade,
there has been a considerable amount of success in creating interactive, conversational,
virtual agents, including Ada and Grace, a pair of virtual Museum guides at the Boston
Museum of Science [20], the INOTS and ELITE training systems at the Naval Station
in Newport and Fort Benning [21], and the SimSensei system designed for healthcare
support [22]. In the FearNot! application VHs have also been applied to facilitating
bullying prevention education [23].

Existing approaches have been proven successful but target specific application,
communication and information provision contexts. However, in order to unleash the
power of Virtual Humans as conversational agents in smart environments, there are still
several open challenges imposed by the radically changing ICT domain. Such chal-
lenges are mainly stemming from the need to address AmI ecosystems that have
dynamic behavior and may offer unstructured and even chaotic interactions with
unpredicted user groups in fluid contexts, changing through the dynamic addition and
modification of smart devices and services. Current approaches do not provide a
holistic method suitable for the broad needs imposed by AmI environments. A step
towards this direction is the work in [1], where Bryan is presented, a virtual character
for information provision who supports alternative roles and can be integrated in AmI
environments.

Regarding the conversation between VHs, [7] presents a system for automatically
animating conversations between multiple human-like agents. They focus on how to
synchronize speech, facial expression, and gesture, so as to create an interactive ani-
mation dialogue. In [24] a new language and protocol for agent communication is
described, called Knowledge Query and Manipulation Language, focusing on the
dialogue between the agents.

Our approach goes a step further, by delivering CasandRA, a platform that allows
multiple VHs to interact with humans in AR, in an AmI environment, by following a
straightforward, screenplay-like dynamic script. The behavior of the VHs is dictated by
these scripts, allowing them to appear across different mobile devices as well.
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Furthermore, our approach enhances the storytelling aspect, as it is performed by
multiple VHs collaborating within the AmI environment, to offer a richer and more
natural storytelling experience, inspired by the structure of screenwriting scripts in the
film and theater industries. CasandRA’s infrastructure is implemented in a way that
allows scalability, reusability and easy integration of new scripts defining the VHs’
behavior and storytelling. Finally, CasandRA allows users to get information about
their surroundings in real-time and manipulate smart objects both in the virtual and real
world.

3 Requirements

The high-level requirements that CasandRA satisfies have been solidified through an
extensive literature review and an iterative requirements elicitation process, based on
multiple collection methods, as outlined below:

1. Brainstorming, where mixed groups of developers were involved (AmI usability
experts and end users)

2. Focus groups with end users
3. End-users who were requested to perform typical everyday activities, in the context

of the “Intelligent Home” simulation space located at the AmI Facility (http://ami.
ics.forth.gr/) of FORTH-ICS, in order to evaluate how VHs could be of assistance

4. Scenario building during co-design processes, where experts and end-users were
formulating scenarios of use together

The following requirements were derived for CasandRA:
R1. Human-likeness of the Virtual Humans: The system should allow for nat-

ural, human-like interaction between the VHs and people. This means the VHs should
be as realistic as possible, as well as user-friendly.

R2. Context-awareness: The VHs should be aware of the context, meaning they
should have behaviors corresponding to their context of use; for example, when they
are deployed in a smart museum exhibition, they should be aware of the existing
artifacts and any relevant stories about them.

R3. Smart object discovery and manipulation: The VHs should be able to dis-
cover the smart objects in an AmI environment, what can be done with them, and be
able to manipulate and configure them.

R4a. Dynamic dialogue between the VHs: The conversation between the VHs
should be provided through a dynamic script which will dictate their behavior.
Dynamic means that different sections of the script are selected to be executed at
runtime, depending on the interaction with the user and the dialogue flow that occurs.

R4b. Hierarchy in the Conversation between the VHs: The conversation
between the VHs should be structured, i.e. follow a hierarchy. There should be:

• One master, the moderator of the conversation (or narrator), who gives “commands”
through the dialogue.

• One or more slaves (or demonstrators). They are the ones receiving the commands
from the narrator.
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R5. Scalability, reusability, extensibility: The system’s architecture should sup-
port: (a) scalability for addition of more complex interaction scenarios, (b) reusability
in different applications and AmI contexts, (c) extensibility to support future addition of
other AmI services and functions.

4 System Description

CasandRA is a framework enabling VHs to interact with users in AmI environments of
various contexts (e.g. Intelligent Homes, Museums), and provide information, smart
object manipulation, and storytelling services. This interaction takes place in AR, i.e.
users can utilize their mobile devices (smart phones, tablets), to view their surroundings
in AR, enhanced with the VHs and the functionalities they provide.

CasandRA is currently deployed in the “Intelligent Home” simulation space located
at the AmI Facility (http://ami.ics.forth.gr/) of FORTH-ICS. Inside this environment,
everyday user activities are enhanced with the use of innovative interaction techniques,
artificial intelligence, ambient applications, sophisticated middleware, monitoring and
decision-making mechanisms, and distributed micro-services. A complete list of the
programmable hardware facilities of the “Intelligent Home”, that currently include both
commercial equipment and technologically augmented custom-made artifacts, can be
found in [2].

4.1 Architecture

CasandRA’s architecture, depicted in Fig. 1, consists of different components, coor-
dinated by the Agent Behavior Script Manager (ABSM). The Scripts component refers
to the dynamic scripts driving the behavior of the VHs and their interactions, which are
structured as screenplays, i.e. a dialogue between them. Each Script is comprised of
different “sections”, which correspond to different interaction scenarios. The Scripts are
dynamic, meaning that, depending on the context and the user input, which is pro-
cessed through the ParlAmI framework [25], different sections of them are executed.
ParlAmI namely receives and modifies the raw user input, using Chatscript1, and is
targeted to facilitating the definition of behaviors in AmI spaces.

The ABSM combines ParlAmI input with information from the AmI-Solertis [26]
platform, which is used for service and object discovery. With the data that these two
frameworks stream to the ABSM, it then instructs the Narrator Script regarding which
sections of the Script should be executed at a given moment. The Narrator Script is
responsible for communicating with the available Demonstrator(s), and instruct them
which section of their Script they should execute; in more detail, each section of the
Demonstrator Script corresponds to a specific “line” in a section for the Narrator Script.
This means that the Narrator script includes a command (e.g. Demonstrate Looming
technique), that constitutes a section for the Demonstrator, i.e. it is interpreted to one or
more commands for him. This can be better understood by viewing the sample script

1 Wilcox, B.: Chatscript. (2011) http://chatscript.sourceforge.net/.
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for the Narrator and Demonstrator Scripts in Fig. 2(a) and (b) respectively. We assume
the context of an “Arts and Crafts” museum, where storytelling regarding the art of
weaving with a loom is taking place. In this example, Loom Storytelling and Behavior
Definition constitute different sections of the Narrator Script, while in the Demonstrator
Script, Demonstrate Looming Technique and Demonstrate Used Objects are also dif-
ferent sections. For instance, when the Demonstrate Looming Technique section of the
Demonstrator script gets executed, the Demonstrator should walk towards the Loom,
sit in front of it, and begin to show how weaving with the Loom is conducted. After
that, the Demonstrator should stand up. This is described by the commands visible in
the Demonstrator Script below.

The ABSM allows a constant flow of information between all its components; thus,
when the Narrator Script dictates that a VH should perform an action (e.g. say
something, perform a certain physical movement), this information is passed on to the
Agent Bridge. While the Narrator and Demonstrator Scripts constitute “high level”
abstractions of the behavior of the VHs in natural language, the Agent Bridge (Fig. 2
(c)) converts them into separate “low-level” commands. These commands are then
propagated to the Unity engine so as to execute the designated animations of the VHs
in the virtual space. In reality, these functions constitute a remote API to an internal
Unity module that implements them; for example, PlayAnimation(“StandUp”) is
translated through that API to the corresponding Unity code, as depicted in Fig. 3.

Fig. 1. CasandRA’s architecture.
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4.2 Use Cases of VHs in AmI Environments

The CasandRA framework can be integrated and used in any AmI environment con-
sisting of smart devices and can provide Virtual Humans who can assist in various
context scenarios. This section presents three such examples of VHs powered by
CasandRA.

Assistance. The VHs can provide information and assistance to users, or even
demonstrate how something works (e.g. tutorial of an Intelligent space or artifact). This
kind of interaction is either explicitly initiated, after a user’s request (e.g. “how can I
use this switch”, “what will the weather be like tomorrow”, “is John home”), or
implicitly, when the agent relies on contextual monitoring to detect when the user
needs assistance. In the latter case, users can freely dismiss the agent if they do not
want help. As an example of this type of interaction, when the user goes to bed, the
agent can suggest turning off the heating or inform the user about any lights that remain
switched on. Depending on the user’s response, the agent learns to either turn them off
automatically, or not bother the user in the future regarding this matter.

Behavior Definition. Besides providing information, the VHs can also be used as
“virtual butlers”, as a means of defining behavior scenarios in the context of the AmI

Fig. 2. (a) Example of narrator script. (b) Example of demonstrator script. (c) Example of agent
bridge command

Fig. 3. The agent bridge translates CasandRA commands into Unity commands.
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environment. For example, users can ask for the direct manipulation of a physical smart
artifact (e.g. “turn the TV on channel 5”), or they can create rules, dictating the behavior
of smart devices and their surrounding intelligent environment under certain conditions
(e.g. “do not turn on the lights if I walk in the children’s bedroom after 10 p.m.”).

Storytelling. CasandRA can also provide immersive storytelling experiences, in var-
ious contexts. One VH plays the role of the storyteller (Narrator), and there can be one
or more Demonstrators present, enhancing the story by making it come alive, with
appropriate content sharing and demonstration. For example, in the context of a
museum exhibiting arts and crafts, the Narrator explains the history and origins of a
craft, e.g. on an interactive smart board, while a Demonstrator, visible on the personal
mobile device of the museum visitor, can showcase how this craft was performed.
Another Demonstrator can then appear on the mobile device, moving around the AR
space and pointing out other relevant museum artifacts and exhibits. Storytelling is
currently being enhanced based on the formulation of a protocol to transform Heritage
Crafts to engaging cultural experiences. This protocol defines the process of capturing
information from multiple sources including motion capturing, and representing such
information appropriately, so as to generate narratives that can be then transformed to
CasandRA scripts. This work is conducted under the European Union’s Horizon 2020
research and innovation program under grant agreement No. 822336 (Mingei).

5 Plans of Evaluation

Regarding the evaluation of the storytelling functionality, this will be done in the near
future in the context of the European Union’s Horizon 2020 research and innovation
program under grant agreement No. 822336 (Mingei). The main goals will be to
validate: (a) the protocol that is used to generate narratives, (b) the ability of CasandRA
to transform narratives to engaging stories in intelligent environments, and (c) the
exploitation of CasandRA in the context of Heritage Crafts training, where the VH acts
as a tutor for craftsmanship education, based on the computer-aided authoring of
interactive experiences that involve manual procedures, use of simple machines, and
tools in Augmented Reality.

6 Discussion

This paper has presented CasandRA, a framework enabling the interaction between
humans and VHs in AmI environments in AR, for information and assistance provi-
sion, smart object manipulation, as well as storytelling. It utilizes a novel technique for
the definition of the behavior of the VHs, by employing screenplay-like dynamic
scripts for the definition of the behavior of the VHs, whose execution can be modified
in real-time, according to the interaction with the user. In particular, there are two
different types of scripts: (i) the Narrator’s script, responsible for orchestrating the
behavior of that VH (i.e. directly instructs him what to say and how to act), and
dictating the behavior of any Demonstrators; and (ii) the Demonstrators’ script, which
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internally defines their behavior, and is externally exposed to the Narrator, so as to
accommodate the overall scenario.

Our immediate plans include a user-based, full-scale evaluation of CasandRA’s
interface and functionalities, in order to assess its usability. Future improvements
involve: (a) the ability to transform the narratives that will be provided by the Mingei
project to CasandRA’s scripts, for enriching the storytelling aspect of the system;
(b) the deployment of the CasandRA framework on actual heritage sites; and (c) the
introduction of an Avatar editing module, to enable users to select among available
avatars for the VHs (Narrator/Demonstrators), allowing for further customization.

Acknowledgments. Part of the work reported in this paper is being conducted in the context of
the European Union’s Horizon 2020 research and innovation program under grant agreement
No. 822336 (Mingei).
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Abstract. Due to the proliferation of Internet of Things (IoT) devices and the
emergence of the Ambient Intelligence (AmI) paradigm, the need to facilitate
the interaction between the user and the services that are integrated in Intelligent
Environments has surfaced. As a result, Conversational Agents are increasingly
used in this context, in order to achieve a natural, intuitive and seamless
interaction between the user and the system. However, in spite of the continuous
progress and advancements in the area of Conversational Agents, there are still
some considerable limitations in current approaches. The system proposed in
this paper addresses some of the main drawbacks by: (a) automatically inte-
grating new services based on their formal specification, (b) incorporating error
handling via follow-up questions, and (c) processing multiple user intents
through the segmentation of the input. The paper describes the main components
of the system, as well as the technologies that they utilize. Additionally, it
analyses the pipeline process of the user input, which results in the generation of
a response and the invocation of the appropriate intelligent services.

Keywords: Conversational agent � Chatbot � Intelligent environment �
Intelligent home � Natural language processing � Home automation

1 Introduction

Research in the area of Intelligent Environments is booming over the last several years.
The evolution of Internet of Things (IoT) along with the emergence of Ambient
Intelligence (AmI) technologies have led to a plethora of web-based services and
devices, with which the user interacts on an everyday basis, especially in the context of
the Intelligent Home.

In order to achieve a natural and intuitive interaction with the intelligent environ-
ment, conversational agents (i.e. “chatbots”) can be employed that utilize natural
language - in the form of speech or text - to interact with the user. Over the last couple
of years, due to advancements in Machine Learning (ML) and Speech Recognition and
Understanding (SRU), their capabilities have expanded and their usage has spread,
becoming a part of millions of households (118.5 Million Smart Speakers in the US
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alone since December 20181). Popular examples of conversational agents in the form
of virtual assistants are Amazon’s Alexa2, Microsoft’s Cortana3, Apple’s Siri4 and
Google Assistant5.

Using a conversational agent to communicate with a smart environment is not a new
concept. There are a number of systems that use chatbots for home automation and
control, even as kitchen assistants. However, in spite of the continuous progress and
advancements in this area, there are still some considerable limitations in existing
approaches. In particular, such systems require either user configuration before use, or
reprogramming when adding a new service. This is inefficient, time-consuming, prone to
errors, and most notably not user-friendly. Furthermore, errors in case of wrong or
missing information when communicating with the Chatbot are not optimally handled
from a user-centered perspective, thus resulting into a lack of understanding of the user’s
intent. This can prove to be particularly problematic, considering that errors during a
conversation are commonplace. Especially, when speech recognition is involved, noise
can easily alter the users input. Additionally, when the user’s request is complex (e.g.
“Turn on the oven for 45 min at 180 °C and turn on the air-conditioning for 30 min at
22 °C”), the necessary information is easily omitted or wrongly provided. Moreover,
previous approaches are unable to handle input containing more than one user intents.
For instance, the message “turn off the water heater and play relaxing music in the
bathroom”, should be split into two separate commands, namely “turn off the water
heater” and “play relaxing music in the bathroom” that should be handled consecutively.

The proposed system aims to provide a scalable software framework that can be
used by conversational agents in order to facilitate user interaction with any of the
available services of the intelligent space (e.g. home, classroom, greenhouse) in a
natural manner. To that end, the framework:

• automatically integrates new services based on their formal API specification
without the need for reconfiguration or user action

• incorporates fundamental error handling, by posing a series of follow up
questions to the user, in order to acquire the necessary missing information and

• handles user input containing multiple intents by splitting it into separate sen-
tences, which are then processed sequentially.

2 Related Work

Nowadays, Conversational Agents are becoming an integral part of our daily lives.
A steadily increasing number of applications utilize them to achieve a more natural and
seamless interaction between the user and the system. Notable applications that

1 https://www.nationalpublicmedia.com/wp-content/uploads/2019/01/Smart-Audio-Report-Winter-
2018.pdf.

2 https://developer.amazon.com/alexa-voice-service/sdk.
3 https://developer.microsoft.com/en-us/cortana.
4 https://developer.apple.com/siri/.
5 https://developers.google.com/assistant/sdk/.
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incorporate Chatbots can be found in numerous fields, such as medicine [1, 2] and
education [3–6]. Particularly in Intelligent Environments, populated by multiple
heterogeneous devices and different IoT ecosystems, a single chatbot can serve as a
common interface [7]. According to [7], this approach can address technological as
well as human-centric challenges of IoT systems.

In the context of the Intelligent Home, there have been a number of applications
that employ a chatbot or voice commands for the automation and control of the house
[8–12]. Some of them accept as input simple commands such as “Turn on” and
“Home” [8], while others understand natural language and engage in a conversation
with the user [9, 10]. Some systems particularly focus on the Smart Kitchen, devel-
oping a conversational kitchen assistant that provides cooking recipes and nutrition
information [13, 14]. In [13], the conversational agent can also reason about dietary
needs, constraints and cultural preferences of the users, whereas in [14], it can guide the
user throughout the cooking process.

For the development of conversational agents, different technologies and frame-
works are employed, such as IBM’s Watson6, Google’s DialogFlow7 and Facebook’s
Messenger Platform8. The majority of those technologies rely on intent classification
and intent extraction of the user input, using Natural Language Processing
(NLP) methods. This entails training a Machine Learning model with multiple
examples for each user intent. Another technique used to process user input utilizes
keyword and action lists, where the former contains all the possible keywords relevant
to the system (e.g. light, TV, temperature) and the latter contains all possible actions
(e.g. open, close, increase).

3 System Objectives

The proposed system aims to facilitate Human - Computer Interaction (HCI), in the
context of an AmI environment, by utilizing the Natural Language Interaction para-
digm. It incorporates a Conversational Agent in the form of a Virtual Assistant with
whom the user can interact, not only through text messages, but also through speech.
The components of an AmI environment are exposed as services to the system,
enabling the user to communicate with the environment through the Conversational
Agent in a natural and intuitive manner. In particular, the system’s objectives are
threefold: (a) provision of information regarding the intelligent environment, (b) exe-
cution of commands that affect the intelligent environment, and (c) programming the
behavior of the surrounding intelligent environment.

Provision of Information. An integral part of the system is the provision of infor-
mation about the environment using natural language. For instance, in the context of
the Smart Greenhouse, the user can inquiry about the condition of the crops or the
environmental conditions inside the greenhouse. The system provides timely

6 https://www.ibm.com/watson.
7 https://dialogflow.com/.
8 https://developers.facebook.com/docs/messenger-platform/.
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information by communicating with the appropriate service. Consequently, the user can
be kept informed and up-to-date about the environment, even remotely.

Execution of Commands. Another essential part of the system is to execute com-
mands issued in natural language. For example, in the context of the Smart Kitchen, the
user can turn on the coffee machine, or turn off the oven by expressing that intent. The
system understands the task the user wants to perform and calls the appropriate
function of the corresponding service. Therefore, the user can perform even complex
actions instantly and intuitively.

Programming of the Surrounding Environment. Apart from acquiring information
and executing actions, the user can program the environment by defining automations
in the form of if-then statements. Through the trigger-action paradigm, users can define
triggers that initiate specific actions when their conditions are met. For instance, in the
context of the Smart Greenhouse, a trigger could be “if humidity falls below 50%”, with
the resulting action being “turn on the sprinklers”. Thus, common operations in the
user’s environment are automated using natural language.

Fig. 1. The overall architecture of the proposed system.
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4 System Architecture

As Fig. 1 illustrates, the system comprises of three main categories of components
namely: (a) components that process user input aiming to extract its meaning,
(b) components that interact with the services of the intelligent environment, and
(c) components that manage the conversation flow and communicate with the user.

Preprocessor. It processes the user input before sending it to the Sentence Separator
and performs various actions (e.g. lowercasing, lemmatization and error correction) to
streamline the subsequent steps of the analysis pipeline.

Sentence Separator. Splits the user input into independent sentences. For example,
the input “turn on the light and the TV” is split into the sentences “turn on the light”
and “turn on the TV”. This is achieved through a heuristic approach, which incorpo-
rates the Dependency Parsing and Part-of-speech (POS) Tagging facilities of the
SpaCy9 framework, along with custom algorithms that aim to generate complete
sentences by filling-in any implicitly defined data.

Meaning Extractor. This component uses Rasa NLU10, an open source Python
library for intent classification and entity extraction. In particular, three machine
learning models are used, which are trained using the training examples that every
intelligent service has registered in the IE Service Knowledge Base, as seen in Fig. 2.

• Level-1 model: a general model that aggregates indicative examples from all the
connected services

• Level-2 service-specific models: they describe which intents a service can accom-
modate (i.e. the functions that if offers)

• Level-3 function-specific models: they define in detail the arguments that a specific
function of a certain service can have.

In more detail, the Level-1 model is mainly used for deciding the service with
which the user wants to communicate, whereas the Level-2 model is primarily used for

Fig. 2. Part of the definition of the “turn on the oven” intent. Rasa NLU relies on such detailed
definitions to understand user input.

9 https://spacy.io: A library for advanced natural language processing in Python.
10 https://rasa.com.
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firstly deciding the function of the service that needs to be called and then extracting its
arguments. Finally, Level-3 models are used for extracting the missing or wrong
arguments of the initial user input, in a follow-up clarification dialog, when needed.
This hierarchical approach is used to improve the accuracy of intent classification as
already confirmed in [15]. Moreover, common user intentions such as “greet” and
“help” are also incorporated and recognized from these models, with their semantics
being model-dependent. For instance, the treatment of the “help” intent differs between
the generic Level-0 model and a specific Level-1 model; in the former case the system
should provide a general help message to the user, whereas in the latter case, the system
should deliver context-sensitive instructions with respect to the given service.

Intelligent Environment Services and Knowledge Base. Each AmI service should
provide an API that contains information about all the functions it exposes to the
environment (Fig. 3). Concretely, for each function, its definition should contain the
function arguments, their type, and their range or accepted values. In addition, it should
include training examples of user input that correspond to the specific function being
called. These examples are used to train the model that determines which service
function needs to be called for a given user input. The set of all the services’ formal
specifications populate the Intelligent Environment Services’ Knowledge Base.

Natural Language Generation (NLG) Extensions. Every service should provide a
Natural Language Generation (NLG) extension providing information or the dialogue.
Specifically, this extension should supply, for every function in the service, “dialog
functions” that are responsible for generating in natural language the system’s response
upon successful execution or in different failure cases (e.g. when arguments are
missing, when an argument is wrong), so as to correctly produce the response that will
communicate the outcome to the user (e.g. provide a summary to the user with respect
to the lock state of the home’s doors, windows and shutters).

Fig. 3. Part of the formal API specification of an AmI Greenhouse’s service.
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Response Generator. This component uses ChatScript11, which is a “next Genera-
tion” Chatbot engine with various advanced features and capabilities, in order to
generate the responses to be communicated to the user. It invokes the appropriate
dialog function from the service’s NLG extension, depending on the state of the
conversation, to produce the response. For instance, when an argument of a function is
missing, it calls the corresponding dialog function which asks the user for that missing
argument (e.g. “Which window do you want to open?”). The Response Generator also
produces the responses to user intents that are not directed to a specific service, but
refer to a more general context (e.g. when a user says “thank you” or “hello”).

Dialog Manager. It is the core component of the system, keeping the system’s state
and controlling the flow of information. It communicates with the Meaning Extractor to
discover the appropriate service and function and extract any provided arguments.
Comparing the currently extracted data with the data that the discovered service
requires, it deduces the system’s state (e.g. wrong or missing arguments, successful
extraction of all required arguments) and delegates control to the Response Generator
for the generation of the appropriate response. In addition, provided that the state
indicates that an intelligent service has to be invoked and all the required data are in
place, the Dialog Manager is responsible of executing the call and forwarding the result
to the Response Generator for further processing.

Mobile Application. This component is a chat environment where the user can
communicate with the Conversational Agent via text messages or speech through a
smartphone, as depicted in Fig. 4.

Fig. 4. Sample conversations between the Chatbot and the user in the context of a Smart
Greenhouse.

11 http://chatscript.sourceforge.net.
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5 The Analysis Pipeline

The input is processed in consecutive steps in order to understand the user’s intentions,
invoke the appropriate intelligent service, and generate the response (Fig. 5). The
analysis pipeline is used for all three types of user intentions in the context of the
intelligent environment, namely the acquisition of information, the execution of
commands and the programming of the environment’s behavior.

Step 1: Initially, the Entity Extractor dynamically trains at run-time its internal
recognition mechanisms with the appropriate model(s), based on the current dialog
state; the training models are retrieved from the IE Services’ KB. In particular, at the
beginning the Entity Extractor loads the general Level-1 model that collects indicative
examples from all the available Level-2 models (i.e. available Intelligent Environment
Services), so as to be able to determine the service that the user most likely refers to. As
soon as the desired service is detected (see Step 5), then the service-specific Level-2
model is used for training to facilitate the recognition of the desired function. Finally, if
the conversation’s state indicates that a number of arguments are missing or are
incorrect, then a Level-3 model that corresponds only to the selected function is
automatically generated and loaded to aid the extraction of the missing/incorrect data in
a follow-up dialog.

Step 2: The user input is forwarded from the UI to the Preprocessor, where it is
adapted appropriately.

Step 3: The adapted input is propagated from the Preprocessor to the Sentence
Separator, which will split it into sentences if needed.

Step 4: Each distinct sentence is dispatched to the Dialog Manager, where further
processing begins to understand the user’s intentions and act accordingly.

Fig. 5. A high-level view of the analysis pipeline.
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Step 5: The input is forwarded to the Meaning Extractor component (whose internal
recognition mechanisms have been prepared during step 1) to firstly discover which IE
service the user wants to use (e.g. Light Service, HVAC Service, Cooking Assistance
Service), and subsequently decide to which function of that service the user refers to
(i.e. extract the user’s intent which uniquely identifies a specific function). During this
step, possible entities that correspond to the arguments of the desired function are also
extracted. This information is sent back to the Dialog Manager for further processing.

Step 6: Since the desired function is detected, the system knows the exact number of
arguments and types that it should anticipate. Subsequently, if any arguments have
been extracted during the previous step (i.e. step 5), their types and values are com-
pared with the expected ones; if any mismatches are found (e.g. missing arguments,
incorrect types, values outside of the permitted bounds), the dialog’s state changes
accordingly and the Dialog Manager is notified to act accordingly (i.e. start a follow-up
dialog to address these issues).

Step 7: If the system has all the necessary information to execute the function (i.e. no
missing or wrong arguments exist), then the actual call to the IE service is carried out.
As soon as the remote call returns, the Dialog Manager incorporates any results into the
state and forwards control to the Response Generator.

Step 8: The Response Generator examines the dialog’s state and schedules the gen-
eration of the appropriate response (see Step 9).

Step 9: If the user refers to a specific service, the Response Generator, depending on
the state of the conversation, calls the appropriate dialog function from the service’s
NLG extension in order to produce the response to be sent to the user, namely: (a) ask
for a missing argument, (b) notify that a value of an argument is out of range, (c) report
the success of a function call along with any returning messages, or (d) report the
failure of a function call and any possible error messages; for the two latter cases, the
Response Generator retrieves any data posted by the Dialog Manager at step 7 that
correspond to the value(s) that the function returned when invoked. For instance, if an
argument of a function is wrong, it calls the dialog function that informs the user about
the mistake, and asks for the missing argument (e.g. “The zone number should be
between 1 and 7 but you gave 9. So, in which zone do you want to turn on the water
pump?”); on the contrary, if a function call executed correctly, it uses the dialog
function that reports the success message to the user (e.g. “The alarm is set for
tomorrow morning at 6:45 AM”). If on the other hand the user’s intent is not directed
to a specific service, but belongs to a conversation topic of general interest, then an
internal built-in model is used to generate the answer without having to consult any
NLG extension.

Step 10: Finally, the response is communicated back to the user via the UI.
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6 Future Work

A significant future advancement of the system will be the integration of context
awareness. Contextual information, such as the location of the user, his profile, his
current activity, as well as the time the conversation is taking place, will further
enhance the system’s user-friendliness and efficiency. Additionally, the syntactic
structure and lexical analysis of the user input is going to be utilized for the
improvement of service disambiguation and intent classification. Another future
improvement could be the semi-autonomous generation of training examples for the
NLU JSON APIs of the services. This will increase the number of the training
examples and reduce human effort, while also potentially improving the accuracy of
intent classification. Furthermore, the system’s sentence separation will be enhanced, in
order to deal with more complex cases, where attributes are involved. For example, the
input “turn on the bedroom’s lights and TV” should be split into “turn on the bed-
room’s lights” and “turn on the bedroom’s TV”, with the attribute “bedroom’s” being
included in both sentences. The system will also undergo user-based evaluation in the
setting of simulated intelligent environments.

Acknowledgements. This work is supported by the FORTH-ICS internal RTD Program
“Ambient Intelligence and Smart Environments”.
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Abstract. With application and development of advanced technology such as
Internet, big data and artificial intelligence in the field of transport vehicles,
autonomous driving technology and human-machine interaction (HMI) design
for smart vehicles has become the focus of major car companies and technology
companies at home and abroad. Before maturation and popularization of
autonomous driving technology, the traditional driving devices can be retained
to a large extent. Thus, the entity equipment inside a car has great potential of
becoming efficient interactive medium. After relevant research and analysis, this
paper sorted out the structure of mainstream users’ demand for steering wheel
interaction of the smart vehicle, and proposed a set of conceptual design to
optimize user experience based on the Level 3 autonomous driving scenario,
which is likely to be universal in next five years.

Keywords: Steering wheel interaction � Level 3 autonomous driving � HMI

1 Introduction

1.1 Background of HMI

In this era, with the rapid development of Internet and mobile terminal technology,
intelligent mobile equipment such as laptops and cell phones has become an indis-
pensable part of people’s life. In such an environment, the development of the car,
which is one of the most important vehicles, is slowly changing its trajectory.

On the one hand, people hope that cars containing more intelligent devices can
provide more convenient and humanized driving experience. On the other hand,
emerging Internet car enterprises have opened a new idea of making car with artificial
intelligence and network. They cater to demands of the new generation of consumers
with more fashionable thinking. The traditional car enterprises need to adjust the
inherent mode of research and development (R&D) in the new era to achieve rapid
transformation.

HMI is the interaction between people and cars in the scene of driving [1]. Inside of
one car is a typical interactive space, where a large amount of equipment needs con-
tinuous operation and adjustment. It’s vital to HMI research how users control the car,
interact with all sorts of equipment and acquire information [2].
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1.2 Development Status of Autonomous Driving

According to the Society of Automobile Engineers International (SAE), autonomous
driving cars belong to intelligent vehicles, whose level is from Level 3 (L3) to Level 5
(L5). These cars should be able to perform a complete dynamic driving task
(DDT) with automatic driving system (ADS).

L3 is the level of conditional autonomous driving, which means the vehicle can do
all the driving actions in situations where conditions permit, and remind the driver to
take back the wheel when it’s necessary. The most typical L3 driving scenario is where
the driver can conduct no operation on the road which is determined by the system to
be suitable for autonomous driving, and the vehicle will drive safely toward the des-
tination. When current road conditions are not suitable for autonomous driving, the
vehicle will alert the driver and must be taken over. This research is based on this
scenario.

1.3 Background of Steering Wheel Interaction

Under the premise that the autonomous driving technology of L3 and above has a long
way to be popularized, the steering wheel is still one of the devices that drivers interact
most closely and frequently with the vehicle. That means steering wheel interaction
design still has great potential for development. In recent years, there has been a lot of
academic research, such as a multi-touch steering wheel [3] and Interaction techniques
for Input based on thumb operation [4].

2 Research Content and Method

The basic process of this study is to establish research topics, conduct literature
research, determine research directions, set up observation and interview outlines, find
observed users, conduct observation through interviews, create user journey maps,
conduct user grouping, summarize users’ needs, conduct questionnaire verification, and
propose conceptual design in sequence.

3 Qualitative Research

3.1 User Research Method and Sample Selection

Observation and in-depth interviews are used in this survey. In view of the fact that L3
autonomous driving technology has not been put into practical use, this study selected
Shanghai and Shenzhen, two first-tier cities in China, as typical areas. A total of 16
typical car owners were selected for information collection. All of their cars have L2
autonomous driving technology and mature steering wheel interaction system. The
whole process is recorded by recording, video and photo taking, and is sorted and
analyzed in the follow-up. Each in-depth interview is about 45 min long. After
selection, samples are divided into three levels according to the user’s proficiency of
the steering wheel interaction. Each level recruits five to six users.

Steering Wheel Interaction Design Based on Level 3 Autonomous Driving Scenario 79



3.2 Survey Outline

This survey produced an investigation outline based on users’ process of using the
steering wheel interaction while driving, which has been revised several rounds based
on the results of the trial interview. In the observations and interviews, this study
mainly used the POEMS framework (P-people, O-objects, E-Environments, M-
Messages) to carry out the key Information extraction and recording.

4 User Research and Requirements Analysis

4.1 Requirements Analysis

Through observation and interviews, this study refers to the division method of KANO
model [5], dividing the purpose of steering wheel interaction into two levels: basic
quality and performance quality (see Fig. 1).

In order to dig deeper into user needs, this study has carried out a more detailed
combing according to different driving mode (manual driving or autonomous driving).

What Is worthy of attention in the process of autonomous driving is that, due to
more freedom of choice, users have more requirement than in manual driving. Per-
sonalized interaction is apparently one of the performance quality. According to
interviews, there is a variety of solutions, such as entertainment interaction. Some users
take a certain way to satisfy themselves, such as adjusting music by voice, setting
commonly used hot spots, and so on. The study found that users’ requirement of
individualization and concise specification is concentrated and intense. If satisfied, user
experience can be significantly improved.

Fig. 1. Basic quality and performance quality
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4.2 User Group and Portrait

Based on assessment of 16 samples, this study divided the sample users into groups. In
the object coordinate system, the horizontal axis and vertical axis respectively measures
users’ preference to the functional richness and the flexibility level for the steering
wheel interaction. This study got four types of users (see Fig. 2).

The Efficient. The Efficient especially attaches great importance to the efficiency in
interaction. They hope that operation in inside the car can keep up with the pace of life.
They have confidence in the development of the steering wheel interaction, and don’t
think the basic operation needs to let them removed his hand from the steering wheel.
They hope to custom their own efficient interaction system.

The Entertained. The Entertained like interesting interaction system which can be
customized according to their preference. They think of their car as a mobile terminal,
similar to the mobile phone. Because their require for efficiency of function control is
not high, they mainly enjoy the in-car entertainment interaction.

The Cautious. The Cautious have strong learning ability and are good at quickly
adapting to the interactive system modeled in the car. They attach more importance to
safety than anything else, so they are not willing to customize the interaction in the car.
They recognize the rich functions in the interactive system and feel more secure in
driving because of them.

The Traditional. The Traditional regard the car as a means of transportation and are
less likely to accept operation medium other than physical buttons. They do not have
high requirements for in-car interaction and rarely use it. They are more willing to
focus on driving itself rather than other things that may affect driving safety.

Fig. 2. Four types of users
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4.3 Journey Map

This study further researched the journey map of users and summarizes the pain points
and chances (see Fig. 3).

5 Concept Design

5.1 Core Requirements and Functions

According to the results of requirement insight, this study determines the scene based
on L3 automatic driving, and creates an efficient and personalized steering wheel
interactive system, which not only improves the efficiency, but also brings entertain-
ment experience to users by completing interactive function setting with concise and
accurate operation.

5.2 Design Prototype

Through two pieces of screen with tactile feedback added to the wheel (see Fig. 4),
users can intuitively customize functions in the process of autonomous driving or
parking. Users choose the specific function by sliding thumb on the right screen, and by
sliding on the left to adjust the specific function. By both the operation of the two
dimensions, personalized settings and high efficiency can be realized at the same time.
Because of the HUD (Head Up Display), users can efficiently obtain information
without looking away from the road ahead, with the functions and information dis-
played on the front windshield during the driving process (see Fig. 5), so as to ensure
that users can keep the mental concentration on driving at any time (see Fig. 6).

Fig. 3. Journey map of the efficient
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When the car is in static state, the system turns on the screen on the steering wheel
to display. At this time, the user can freely set the functions and order of operation on
the steering wheel to realize personalized adjustment.

When the car is in the state of manual driving, the display of the steering wheel
screen is turned off to avoid distracting the driver. At this time, the two screens are
equivalent to the touch pad, and the user can still operate, but the interface will be
displayed through HUD to ensure driving safety.

When the car is in a state of autonomous driving, the vehicle will only in the
necessary time turn driving power to users. The steering wheel screen is on, but this can
only operate the car function, not to personalize the function. User interface can be
observed through the steering wheel or HUD. When an emergency occurs, the steering
wheel and HUD will flash a warning at the same time, with the sound and vibration
hint. This design encourages users to remain highly focused on the steering wheel in
the process of autonomous driving, without being busy for artificial transition. In order
to allow users to operate safely through the steering wheel in the autonomous driving
stage, the handover of driving rights can only be determined by the system. The
autonomous driving status will not be affected when the user is holding the steering
wheel.

Fig. 4. Concept design

Fig. 5. HUD display
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6 Conclusion

This paper has designed a system of steering wheel interaction based on level 3
Autonomous Driving Scenario and takes into account the driving process and
requirement of the target user.

The preliminary experimental results show that steering wheel interaction is surely
useful for realizing high efficiency. However, far more usability tests need to be done
with more sort of users and scenarios.
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Abstract. Smartphone has been constantly optimizing the user experience of
viewing content by increasing screen size. However, larger screen brings about
unsatisfactory input issue, especially for one-handed users. Curved QWERTY
keyboard and reduced soft keyboard area are proposed to solve the input inef-
ficiency issue of application design in the large smartphones. Following the
design of existing curved keyboards, we designed a keyboard application, which
could collect all the usage data, to test whether the curved keyboard or reduced-
area keyboard could indeed solve the input inefficiency issue. By using within-
subject design. we compared 2 screen sizes (5.0 in. vs. 6.5 in.), 2 area sizes
(small-area: letter key area is 4.9 mm � 7 mm vs. large-area: letter key area is
6.3 mm � 9 mm), and 2 keyboard layouts (curved QWERTY vs. traditional
QWERTY). The results show that the large-area keyboard is significantly better
in terms of pairs per minute and reaction time between two keys, at the same
time, the curved keyboard performs worse than the traditional keyboard. It
indicates that the two design elements are not a common practice.

Keywords: Curved QWERTY keyboard � Reduced input area �
Input efficiency � Reachability

1 Introduction

1.1 Input Efficiency Issue

The large screen smartphone is everywhere. Although Steve Jobs insisted that 3.5 in. is
the perfect mobile phone size, smartphone designers have been increasing the phone
screen sizes to optimize the user experience. From 2007 to 2019, the size of the Apple
mobile phone increased from 3.5 in. (iPhone 4) to 6.5 in. (iPhone XS Max), and the
similar increases in sizes for the Android smartphone. Among 3774 different kinds of
smartphones, 6.5-in. smartphone (e.g., Honor 8X, iPhone XS Max) is larger than
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95.62% smartphones [1], while 5-in. smartphone (e.g., Huawei Changxiang 6S, nova
2) is larger than 13.46% smartphones [2].

Reachability refers to the difficulty and efficiency of touching with a finger for a
point on the screen. The increase in the screen of the mobile phone has changed the
center of gravity of the smartphone. In order to accomplish the input task, users have to
continuously change their hand-grip posture and rapidly flex their fingers to reach the
buttons which include some hard-to-reach keys. These hand-grip and reachability
issues bring about finger fatigue and joint pain which leads to unsatisfactory input
efficiency and experience. People sometimes have to use a phone with one hand (some
people are originally one-handed users), such as in a meeting, or being busy with a
variety of things, etc., and one-handed operation can improve the convenience of using
the mobile phone to a certain extent. In the large smartphone, the above issues exist in
different operation styles, however, they are more prominent in one-handed operation
posture [3–6].

1.2 Curved Keyboard and Reduced Input Area

Three kinds of approaches were used to optimize the keyboard layout to improve input
efficiency, including adaptive keyboards [7, 8], dynamic and static key resizing [9–11],
and keyboard optimization [12–16], e.g., IJQWERTY, Quasi-QWERTY, etc. Although
several of these approaches have shown some benefits, they all have failed to be widely
accepted and have not proven to well solve input inefficiency issue in large smart-
phones [17, 18].

Researchers found that curved QWERTYand reduced-area keyboards may be
useful and helpful. Trudeau, Sunderland, Jindrich, and Dennerlein found that the user
performance with soft QWERTY keyboard could be improved by changing its radius
of curvature, orientation, and vertical location on the screen [19]. Also, Fitts’ Law
shows that distance, area, and space are important factors for efficiency [20, 21]. Users
have to frequently change their hand posture and move their fingers to reach all
necessary regions of the phone screen relevant to their tasks, and the regions were
defined as the “functional area” [22]. It indicated increasing the number of buttons in
the functional area of the user’s thumb could improve the one-handed input efficiency.
Based on the above, curved QWERTY keyboard and reduced-area (small-area) key-
board are designed to solve the input inefficiency issue, e.g., Sogou Keyboard,
ThumbFan, and WordFlow, etc. (Fig. 1).

Therefore, following the design of existing curved keyboards, we designed a one-
handed keyboard application to test whether the curved keyboard or reduced input area
could indeed solve the input inefficiency issue on different screen sizes.

2 Method

By using within-subject design, we compared 2 screen sizes (5.0 in. vs. 6.5 in.), 2 area
sizes (small-area: letter key area is 4.9 mm � 7 mm vs. large-area: letter key area is
6.3 mm � 9 mm), and 2 keyboard layouts (curved QWERTY vs. traditional

86 Y. Wang et al.



QWERTY), and the apparatus are Honor 8X (6.5-in. screen) and Huawei Changxiang
6S (5.0-in. screen) (Fig. 2).

(a)  Sogou Keyboard (b) ThumbFan (c) WordFlow

Fig. 1. Existing reduced-area keyboard: (a) Sogou Keyboard. Existing curved QWERTY
keyboards: (b) ThumbFan, and (c) WordFlow.

Fig. 2. All the conditions and application interfaces. In each keyboard, the length and width of
each letter key are the same, while the functional keys (Space, Delete, and Enter) are twice as
wide as the letter key. The parameters of the small-area keyboard depend on iPhone 4 s screen
size (3.5 in.). Large-area keyboard, which is 1.3 times of small-area (reduced-area) keyboard, is
covered with the width of the screen of the 5-in. smartphone.
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Thirty-two right-handed college students (M = 22.41 years, SD = 2.70 years, 16
females) were recruited to finish an input task (two characters are randomly paired
together as input materials) by only using their right hand. Pair per minute, pair error
rate, and reaction time between two characters are collected by the application to
evaluate typing performance.

3 Results

3.1 Reaction Time (RT)

Using reaction time between two characters as a dependent variable, a 2 (screen size:
5.0-in. screen and 6.5-in. screen) � 2 (area size: small-area and large-area) � 2
(keyboard layout: Curved QWERTY and Traditional QWERTY) repeated measures
ANOVA was applied, and it was consequently found that the three-way interaction was
not significant, F(1,31) = 0.151, p = .701, g2p ¼ :005).

The main effect of area size was significant, F(1,31) = 15.362, p < .001, g2p ¼ :331 ,
and RT of small-area is longer than that of the large-area (p < .001). The main effect of
keyboard layout was significant, F(1,31) = 79.384, p < .001, g2p ¼ :719, and reaction
time of traditional QWERTY is shorter than that of the curved QWERTY (p < .001).
The main effect of screen size was not significant, F(1,31) = 0.815, p = .374,
g2p ¼ :026.

The interaction between keyboard layout and area size was significant,
F(1,31) = 5.733, p = .023, g2p ¼ :156. In particular, simple-effect analysis returned the
following result (Figs. 3 and 4): In the curved QWERTY, the small-area’s reaction
time is longer than that of the large-area (p = .001), while in the traditional QWERTY,
there is no significant difference between the reaction time of the small-area and that of
the large-area (p = .442). In the small-area, the reaction time of the curved QWERTY
is longer than that of the traditional QWERTY (p < .001), while in the large-area, the
reaction time of the curved QWERTY is longer than that of the traditional QWERTY
(p < .001).

3.2 Pair Per Minute (PPM)

Using pair per minute as a dependent variable, a 2 (screen size: 5.0-in. screen and 6.5-
in. screen) � 2 (area size: small-area and large-area) � 2 (keyboard layout:
Curved QWERTY and Traditional QWERTY) repeated measures ANOVA was
applied, and it was consequently found that the interaction between the three was not
significant, F(1,31) = 0.206, p = .653, g2p ¼ :007.

The main effect of area size was significant, F(1,31) = 23.816, p < .001, g2p ¼ :434,
and the pair per minute of small-area is shorter than that of the large-area (p < .001).
The main effect of screen size was significant, F(1,31) = 7.402, p = .011, g2p ¼ :193,
and the pair per minute of 5.0-in. screen is longer than that of the 6.5-in. screen
(p = .011). The main effect of keyboard layout was significant, F(1,31) = 117.422,
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p < .001, g2p ¼ :791, and the pair per minute of traditional QWERTY is longer than
that of the curved QWERTY (p < .001).

There was a significant interaction between screen size and area size,
F(1,31) = 5.704, p = .023, g2p ¼ :155. In particular, simple-effect analysis returned the
following result (Fig. 5): In the 5.0-in. screen smartphone, the small-area’s pair per
minute is shorter than that of the large-area (p = .026), while in the 6.5-in. screen
smartphone, the difference between the small-area and the large-area was not signifi-
cant in terms of pair per minute (p = .197). In the small-area, there is no significant
difference between the 5.0-in. screen and the 6.5-in. screen smartphone in terms of pair
per minute (p = .991), while in the large-area, there is no significant difference between
the 5.0-in. screen and the 6.5-in. screen smartphone in terms of the pair per minute
(p = .561).

Fig. 3. Difference of reaction time between keyboard layout and keyboard area size. Error bar
represents Standard Error of Mean. (Keyboard layout)

Fig. 4. Difference of reaction time between keyboard layout and keyboard area size. Error bar
represents Standard Error of Mean. (Keyboard area size)
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3.3 Pair Error Rate (PER)

Using pair error rate as a dependent variable, a 2 (screen size: 5.0-in. screen and 6.5-in.
screen) � 2 (area size: small-area and large-area) � 2 (keyboard layout:
Curved QWERTY and Traditional QWERTY) repeated measures ANOVA was
applied, and it was consequently found that the interaction between the three was not
significant (F(1,31) = 1.545, p = .223, g2p ¼ :047).

The main effect of area size was significant, F(1,31) = 55.269, p < .001, g2p ¼ :641,
and pair error rate of small-area is shorter than that of the large-area (p < .001). The
main effect of keyboard layout was significant, F(1,31) = 31.778, p < .001, g2p ¼ :506,
and pair error rate of traditional QWERTY is longer than that of the curved QWERTY
(p < .001). The main effect of screen size was not significant, F(1,31) = 0.017,
p = .896, g2p ¼ :001. At the same time, we didn’t find other significant two-way
interaction.

4 Discussion and Application

Based on the results, we found that the large-area keyboard is significantly better in
terms of pair per minute and reaction time. The curved keyboard performs worse than
the traditional keyboard in terms of longer reaction time.

In this study, we designed a keyboard application to test whether curved QWERTY
keyboard and reduced-area keyboard could optimize input efficiency in large smart-
phones. The results showed that in the aspect of reaction time between two characters,
the traditional QWERTY keyboard is significantly better than the curved QWERTY
keyboard, and the large-area keyboard is significantly better in the aspect of pair per
minute and reaction time. It means that curved QWERTY keyboard and reduced-area
keyboard both perform worse than traditional QWERTY keyboard and large-area
keyboard in terms of reachability and input efficiency issue. The reasons might be
unfamiliarity with the keyboard, rotation of keyboard letters, and that large area was

Fig. 5. Difference of pair per minute between screen size and keyboard area size. Error bar
represents Standard Error of Mean.
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not covered with the width of the screen of 6.5-in. smartphone, etc. Besides, it indicated
that 3.5-in. keyboard is not perfect in the large smartphone, and functional area could
be more precisely redefined to enlighten keyboard designers.

In conclusion, although many designers intuitively believed that small-area
(reduced-area) keyboard and curved keyboard can solve the reachability and input
inefficiency issues of the large smartphone, our data showed no benefits of both small-
area keyboard and curved QWERTY keyboard. Perhaps that is why the two design
elements are not a common practice.

References

1. ZOL mobile Honor 8X. http://detail.zol.com.cn/1210/1209676/param.shtml. Accessed 13
June 2019

2. ZOL mobile Huawei Changxiang 6S. http://detail.zol.com.cn/1158/1157596/param.shtml.
Accessed 13 June 2019

3. Boring, S., Ledo, D., Chen, X., Marquardt, N., Tang, A., Greenberg, S.: The fat thumb:
using the thumb’s contact size for single-handed mobile interaction. In: Proceedings of the
14th International Conference on Human-Computer Interaction with Mobile Devices and
Services, San Francisco, USA, pp. 39–48. ACM (2012)

4. Kim, S., Yu, J., Lee, G.: Interaction techniques for unreachable objects on the touchscreen. In:
Proceedings of the 24th Australian Computer-Human Interaction Conference, Melbourne,
Australia, pp. 295–298. ACM (2012)

5. Yu, N.H., Huang, D.Y., Hsu, J.J., Hung, Y.P.: Rapid selection of hard-to-access targets by
thumb on mobile touch-screens. In: Proceedings of the 15th International Conference on
Human-Computer Interaction with Mobile Devices and Services, Munich, Germany,
pp. 400–403. ACM (2013)

6. Girouard, A., Lo, J., Riyadh, M., Daliri, F., Eady, A.K., Pasquero, J.: One-handed bend
interactions with deformable smartphones. In: Proceedings of the 33rd Annual ACM
Conference on Human Factors in Computing Systems, Seoul, Republic of Korea, pp. 1509–
1518. ACM (2015)

7. Gkoumas, A., Komninos, A., Garofalakis, J.: Usability of visibly adaptive smartphone
keyboard layouts. In: Proceedings of the 20th Pan-Hellenic Conference on Informatics,
Patras, Greece, p. 40. ACM (2016)

8. Goel, M., Jansen, A., Mandel, T., Patel, S.N., Wobbrock, J.O.: Context-type: using hand
posture information to improve mobile touch screen text entry. In: Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems, Paris, France, pp. 2795–
2798. ACM (2013)

9. Gelormini, D., Bishop, B.: Optimizing the android virtual keyboard: a study of user
experience. In: 2013 IEEE International Conference on Multimedia and Expo Workshops
(ICMEW), San Jose, USA, pp. 1–4. IEEE (2013)

10. Nicolau, H., Guerreiro, T., Lucas, D., Jorge, J.: Mobile text-entry and visual demands:
reusing and optimizing current solutions. Univ. Access Inf. Soc. 13(3), 291–301 (2014)

11. Rudchenko, D., Paek, T., Badger, E.: Text text revolution: a game that improves text entry
on mobile touchscreen keyboards. In: Lyons, K., Hightower, J., Huang, Elaine M. (eds.)
Pervasive 2011. LNCS, vol. 6696, pp. 206–213. Springer, Heidelberg (2011). https://doi.org/
10.1007/978-3-642-21726-5_13

How to Optimize the Input Efficiency of Keyboard Buttons in Large Smartphone? 91

http://detail.zol.com.cn/1210/1209676/param.shtml
http://detail.zol.com.cn/1158/1157596/param.shtml
http://dx.doi.org/10.1007/978-3-642-21726-5_13
http://dx.doi.org/10.1007/978-3-642-21726-5_13


12. Bi, X., Smith, B.A., Zhai, S.: Quasi-qwerty soft keyboard optimization. In: Proceedings of
the SIGCHI Conference on Human Factors in Computing Systems, Atlanta, USA, pp. 283–
286. ACM (2010)

13. Bi, X., Zhai, S.: Ijqwerty: what difference does one key change make? Gesture typing
keyboard optimization bounded by one key position change from qwerty. In: Proceedings of
the 2016 CHI Conference on Human Factors in Computing Systems, San Jose, USA,
pp. 49–58. ACM (2016)

14. Dunlop, M., Levine, J.: Multidimensional pareto optimization of touch-screen keyboards for
speed, familiarity and improved spell checking. In: Proceedings of the SIGCHI Conference
on Human Factors in Computing Systems, Austin, USA, pp. 2669–2678. ACM (2012)

15. MacKenzie, I.S., Zhang, S.X.: The design and evaluation of a high-performance soft
keyboard. In: Proceedings of the SIGCHI conference on Human Factors in Computing
Systems, Pittsburgh, USA, pp. 25–31. ACM (1999)

16. Smith, B.A., Bi, X., Zhai, S.: Optimizing touchscreen keyboards for gesture typing. In:
Proceedings of the 33rd Annual ACM Conference on Human Factors in Computing
Systems, Seoul, Republic of Korea, pp. 3365–3374. ACM (2015)

17. Ljubic, S., Glavinic, V., Kukec, M.: Effects of interaction style and screen size on
touchscreen text entry performance: an empirical research. In: Stephanidis, C., Antona, M.
(eds.) UAHCI 2014. LNCS, vol. 8514, pp. 68–79. Springer, Cham (2014). https://doi.org/10.
1007/978-3-319-07440-5_7

18. Zhai, S., Kristensson, P.O.: The word-gesture keyboard: reimagining keyboard interaction.
Commun. ACM 55(9), 91–101 (2012)

19. Trudeau, M.B., Sunderland, E.M., Jindrich, D.L., Dennerlein, J.T.: A data-driven design
evaluation tool for handheld device soft keyboards. PLoS ONE 9(9), e107070 (2014)

20. Fitts, P.M.: The information capacity of the human motor system in controlling the
amplitude of movement. J. Exp. Psychol. 47(6), 381 (1954)

21. Guiard, Y., Beaudouin-Lafon, M.: Fitts’ law 50 years later: applications and contributions
from human-computer interaction. Int. J. Hum.-Comput. Stud. 61(6), 747–750 (2004)

22. Bergstrom-Lehtovirta, J., Oulasvirta, A.: Modeling the functional area of the thumb on
mobile touchscreen surfaces. In: Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems, Toronto, Canada, pp. 1991–2000. ACM (2014)

92 Y. Wang et al.

http://dx.doi.org/10.1007/978-3-319-07440-5_7
http://dx.doi.org/10.1007/978-3-319-07440-5_7


Cognitive Issues in HCI



Attitude-Behavior Inconsistency Management
Strategies in MTurk Workers: Cognitive

Dissonance in Crowdsourcing Participants?

Katherine Fritzlen(&), Dania Bilal, and Michael Olson

University of Tennessee, Knoxville, TN, USA
kfritzle@vols.utk.edu, {dania,molson2}@utk.edu

Abstract. Crowdsourcing refers to an online micro-task market to access and
recruit large groups of participants. One of the most popular crowdsourcing
platforms is Amazon’s Mechanical Turk (MTurk). MTurkers are as reliable as
traditional workers yet they receive much less monetary compensation (Pittman
and Sheehan 2016). Many MTurk workers consider themselves exploited
(Busarovs 2013), yet, despite this, many continue to complete tasks on MTurk.
The purpose of this study is to investigate how MTurk workers dealing with
inequities in effort and compensation. We experimentally manipulate expected
effort and worker payment in order to compare how effort verses wage inequity
affects workers’ attitudes towards a series of tasks. We found that those paid
more rated the task as more enjoyable and important than those paid less.
Implications of this study are discussed.

Keywords: Crowdsourcing � Mechanical Turk � Cognitive dissonance �
Wage inequity � Social computing

1 Introduction

The Internet has changed the possibilities for social science research. One of the
changes is through the rise of crowdsourcing. Crowdsourcing refers to using an online
micro-task market to access and recruit large groups of participants. One of the most
popular crowdsourcing sites is Amazon’s Mechanical Turk (MTurk). Studies have
found that MTurkers are as reliable as participants from more traditional sources
(Buhrmester et al. 2011), yet they receive much less compensation for their partici-
pation than other participants (Pittman and Sheehan 2016).

It is reasonable to believe that MTurk workers experience dissatisfaction over being
underpaid for their work. In fact, many MTurk workers consider themselves exploited
(Busarovs 2013), yet, despite this, many continue to complete tasks (called “HITs”) on
MTurk. How then are MTurkers managing this inconsistency between the effort they
put into tasks and the payment they receive? We believe that this inconsistency is
causing MTurk workers to experience cognitive dissonance (i.e. psychological dis-
comfort) and they are motivated to reduce this discomfort through rationalizations
about the importance and enjoyment of their work. We examine this in the current
investigation.
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1.1 Cognitive Dissonance Theory

The theory of cognitive dissonance states that when a person holds two relevant
cognitions that are in opposition to each other, this causes dissonance (i.e. psycho-
logical discomfort) to occur (Festinger 1959). For dissonance to be reduced, without
changing the behavior or attitude entirely, one must either: remove or reduce the
importance of dissonant cognitions or add or increase the importance of consonant
cognitions (Harmon-Jones and Mills 1999). Of the several paradigms used to inves-
tigate this theory, the paradigms most relevant to the current investigation are the
induced compliance and effort justification paradigm.

Induced Compliance Paradigm. The induced compliance paradigm states that dis-
sonance is aroused when a person does or says something that is contrary with a prior
belief or attitude. Based on the prior belief or attitude, it would follow that the indi-
vidual would not engage in that behavior (Harmon-Jones and Mills 1999). Festinger
and Carlsmith (1959) investigated this by testing the hypothesis that the smaller the
reward for saying something that one does not believe, the greater the attitudinal
change in order to maintain consistency with the behavior (i.e. the lie). In their study,
they had participants complete a dull, tedious task. Afterwards, researchers told par-
ticipants that the confederate for the next session was running late and asked if they
would fill in. Specifically they were asked if they would tell the next participant how
much they enjoyed the task for either $1 or $20 in compensation. Then, participants
were asked to rate their actual enjoyment of the task. Those who were given $1 rated
their enjoyment of the tasks as greater than those who were given $20. Participants who
received the $1 for lying to the next participant had to justify why they had knowingly
told the other person a lie (i.e. that the task was enjoyable) for so little compensation.
They justified their lie through changing their cognitions about the task, that is, by
increasing their actual enjoyment of the task so their attitudes would be in line with
their behaviors.

Applied to the current investigation, dissonance may be aroused in situations when
MTurk workers believe they are not being fairly compensated for the work they are
asked to perform. In this case, the dissonant cognitions are workers belief that they
should be paid fairly for their work and the reality that they are being compensated
much less than traditional workers for the same amount of time and effort expended.
This may motivate individuals to reduce dissonance by justifying their behavior (i.e.
continuing to complete tasks), such as through increased enjoyment and perceived
importance of the task.

Effort Justification Paradigm. The effort justification paradigm states that the more
effort that individuals exert to achieve an outcome, they will be motivated to justify
their effort exertion, and this will result increased liking for the outcome. Aronson and
Mills (1959) tested this by having women undergo a severe and mild initiation to gain
membership into a group. In the “severe” initiation group, women engaged in an
embarrassing activity to join the group while, in the “mild” initiation group, the activity
to join the group was not very embarrassing. They found that those in the severe
initiation group rated the group as more favorable than those in the mild initiation
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group. Those in the severe initiation justified the effort they underwent to join the group
by increasing their overall liking of the group.

Applying these findings to MTurk, dissonance may be aroused in situations when
MTurk workers experience above-average effort exertion on tasks, such that they have
to justify their continued participation. Previous research has found that one of the most
reported complaints by MTurk workers about requesters was inaccurate task descrip-
tions, specifically, advertising tasks as requiring less time to complete than in actuality
(Brawley and Pury 2016). These inaccurate descriptions may cause MTurk workers to
perceive such tasks as more time and effort consuming compared to tasks in which
descriptions are accurate. If individuals find tasks more effort consuming than antici-
pated, due to inaccurate task descriptions, they may become frustrated and this frus-
tration may motivate them to justify their effort exertion and continued participation.

1.2 Cognitive Dissonance and MTurk Workers

To our knowledge, only one study has investigated cognitive dissonance in MTurk
workers. Lui and Sundar (2018) manipulated participants’ perceptions of underpay-
ment for completing a 20-minute study by either telling participants that the researchers
had received additional funding and would be able to pay each worker more than the
advertised compensation amount (i.e. $1.50 compared to $.50 in Study 1 and $3.00
compared to $.25 in Study 2). They found no differences between conditions in Study
1. In Study 2, found that those offered more than advertised rated task as less important
then those who were not offered any more than the advertised amount. They found that
increased perceived importance of the task was, in turn, associated with more enjoy-
ment of the task, perceived choice, and less tension.

According to the theory of cognitive dissonance, dissonance is only aroused when a
person does something that is contrary with a prior attitude such that, based that
attitude, it would follow that the individual would not engage in that behavior.
Therefore, dissonance-arousal occurs when individuals are invested enough in an
activity to need to justify their continued participation. While Lui and Sundar found
group differences in Study 2, they did not get participants invested in the task before
manipulating monetary compensation, unlike previous research. Therefore, although
they found that differences in monetary compensation were affecting workers task
attitudes, we are hesitant to interpret these findings as evidence of cognitive
dissonance-motivated attitude change.

1.3 Current Investigation

In the current investigation, we seek to replicate and extend the study by Lui and
Sundar by investigating the compound effects of dissonance using both an induced
compliance and effort justification framework. Although dissonance occurs in both of
these situations, it remains to be tested whether the outcomes of dissonance are the
same or perhaps compounded when the dissonance is aroused from two different
inequalities (i.e. effort compared to payment) within the same context. In the current
investigation we manipulate both perceived task effort and monetary compensation and
look at how it affected workers subjective experiences of the task.
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2 Methods

2.1 Participants and Setting

This study employed a 2 (Effort: Anticipated vs. Unanticipated effort) x 2 (Payment:
High or Low) between groups experimental design and used both quantitative and
qualitative measures to gather data about the experiences of workers. The survey was
distributed using Amazon’s Mechanical Turk in micro-batches over the course of six
days. Participants (N = 334) were Mechanical Turk Workers from the United States.
Data collection took place online, in a remote location, on an internet-accessing device
(phone, desktop, or laptop, etc.).

2.2 Procedure

The study description stated that researchers were using machine learning to digitally
transcribe thousands of old and damaged texts, and while the algorithms were adaptive,
humans were still needed to inspect the algorithm’s accuracy. Participants were informed
the purpose of this study was to use human subjects to check the algorithm’s text
detection and transcription accuracy. Specifically, participants’ job was to check that the
algorithms were detecting all of the letters and numbers within the texts. Participants
were offered $.30 to complete the task.

During the task, participants were shown several pictures of texts and were
instructed to count and record how many letters and numbers they contained. This task
was purposefully very tedious to make it more effort inducing to participants. The
average amount of time in the description was manipulated between participants, which
served as our manipulation of perceived effort. Those in the unanticipated effort con-
dition were told the study would only take about 5 min to complete while those in the
anticipated effort condition were told the study would take about 15 min to complete.
In actuality both groups completed the same study, which took about 15 min to
complete.

At the end of this task, participants were told that the study was over but were given
the option to complete another, ostensibly unrelated task for additional compensation.
Specifically, each participant was given the following information: “Thank you for
completing our study. This is a pilot study for a larger experiment we will be con-
ducting. We would like to draw a diverse number of quality participants and we think
the best way to attract quality MTurk workers is by using positive evaluations of the
task provided by past participants. Therefore we are interested in getting your positive
reactions to the letter counting task. You are under no obligation to complete this task,
but if you do, you will be additionally compensated $.02 ($.40).” The amount of
additional compensation was manipulated between participants. Those in the low
payment condition will be offered $.02. Those in the high payment condition will be
offered $0.40 to complete this task. Those who opted to complete the task were
instructed to write a positive endorsement of the task. Those who opted to not complete
the additional task were immediately directed to the final subjective experience ques-
tions that participants completed before being debriefed. Participants who completed
the additional were paid $.70 for their participation, regardless of what they were
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offered in the description. Those who opted not to complete the additional task were
paid $.30, the amount offered in the initial task description.

2.3 Dependent Measures

The Intrinsic Motivation Inventory scale (IMI; McAuley et al. 1989) was used to assess
participant’s subjective experiences of the letter counting task across four different
factors: importance (“I believe participating in this study could be of value to me”),
enjoyment (“This study was fun to do”), perceived choice (“I believe I had some choice
in participating in this study”), and effort (“I tried very hard on this activity.”). Par-
ticipants rated their agreement or disagreement of statements on a 7-point Likert Scale
ranging from −3 (Strongly Disagree) to +3 (Strongly Agree). The order of items was
counterbalanced between participants. Embedded within these items were three
attention-check questions that had clear, obvious answers and were used to assess
participants’ level of engagement and thoughtfulness. Example items include “Please
select ‘Not at all Descriptive (1)’ to answer this item”. Attention was assessed based on
the inverse of the error rate. Only participants with no errors were included in the final
sample.

3 Results

3.1 Exclusionary Criteria

We excluded participants based on two criteria: their accuracy on the counting task and
attention check questions. We excluded participants who did not complete the letter
counting task as instructed, as evinced by their accuracy. We assessed accuracy by
summing each participant’s total letter and number counts and then divided their total
count with the correct count total to create an accuracy ratio score for each participant.
We excluded those whose count ratio was more than 10% off the correct total; less
stringent exclusion criteria (e.g., 20%) led to similar patterns of results. A total of 124
participants fell outside this range, leaving a total of 210 participants included in our
final sample. The frequency of exclusion did not significantly differ between condi-
tions, F(3,330) = .370, p = .774.

To assess how carefully participants were answering questions, we embedded three
attention-check questions within the subjective experience items. Only participants
who answered all three questions correctly were included in our sample. A total of 27
participants failed at least one of the attention check questions and thus were excluded
from analyses. Exclusion did not significantly differ based on condition, F(3,331) =
1.294, p = .274.

3.2 Subjective Experience

To assess participants’ subjective experiences we created aggregate scores for each
participant for each of the four subjective experience subscales. Results from a one-way
ANOVA revealed a significant effect of wage condition on participants’ enjoyment,
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F(1,166) = 4.135, p = .044, and importance of the task, F(1,166) = 4.320, p = .039.
Specifically, those in the high payment condition showed significantly more enjoyment
(M = 4.45, SD = 1.47) and perceived the task as more important (M = 4.78, SD =
1.48) than those in the low payment condition (M = 3.96, SD = 1.67, and M = 4.27,
SD = 1.66, for enjoyment and importance, respectively). Similarly, a marginally sig-
nificant effect of effort condition on enjoyment emerged F(1,166) = 3.430, p = .066,
with those in the unanticipated effort condition showing less enjoyment (M = 4.04,
SD = 1.51) than those in the anticipated effort condition (M = 4.49, SD = 1.61). We
did not find a significant Wage x Effort interaction on any of the subjective experience
measures, all F’s < 1.9, all p’s > .17.

3.3 Positive Endorsement Task

A total of 67 participants (20% of our sample) opted to not complete the additional
task. We investigated whether this significantly differed by condition. We found sig-
nificant differences in those who opted to or not to complete the additional task
between conditions, F(3,331) = 8.856, p < .001, with significantly fewer participants
opting to complete additional task when offered $.02 (N = 51) compared to when
offered $.40 (N = 16). We counted the number of words in each endorsement to
examine whether length of endorsement differed based on condition as a proxy measure
of participants’ thoughtfulness and effort on the task. The results of a one-way ANOVA
showed a significant effect of payment condition on endorsement length F(1,166) =
10.76, p = .001, with those in the high payment condition (M = 17.18, SD = 13.97)
writing significantly longer endorsements than those in the low payment condition
(M = 12.19, SD = 9.64).

4 Discussion

In the current investigation we manipulated perceptions of effort and monetary com-
pensation and found that, opposite our initial predictions, those offered more monetary
compensation rated task as more enjoyable, important, were more likely to write a
positive endorsement of the task and wrote longer endorsements compared to those
who were offered less money. Similarly, those given accurate descriptions of task
length showed marginally more enjoyment of the task. We take these results to mean
that, unlike previous research, it appears that fair monetary compensation and accurate
study descriptions make individuals enjoy and tasks more, not less. Thus, it appears
that MTurk workers are not changing their attitudes to justify inequity but rather are
adjusting their attitudes to be consistent with equitable conditions. In other words,
when workers feel they are being equitably compensated for their work and provided
accurate study descriptions, they show more enjoyment of and perceive the task as
more important than when they are not.

While we did not find evidence that MTurk workers were experiencing dissonance,
this may be due, in part, to a manipulation failure rather than a lack of dissonance.
While our effort manipulation was supposed to induce differing perceptions of effort in
our participants, we did not find any differences on the IMI effort subscale between the
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anticipated and unanticipated effort conditions (a mean of 6.08 compared to 6.01,
respectively). Therefore, it may be that our manipulation was not strong enough to
induce differing effort perceptions in participants.

4.1 Online: A Special Context?

Our findings do not suggest that individuals are using similar psychological and
cognitive processes to buffer their perception of inequity and create consistency
between their behavior and attitudes online as they have demonstrated in the real world.
It may be that the online context affected how participants dealt with their dissonance.
In Festinger and Carlsmith’s (1959) study, none of the participants refused to help out
researchers and lie to the next participant compared to the 20% of our participants
opted not to complete the additional task. Declining to participate in the additional task
may have served as a way for participants to reduce their dissonance (i.e. by changing
their behavior). Compared to face-to-face interaction, there are less normative and
descriptive pressures online to influence participants’ decisions. Thus, the anonymity
afforded to individuals in the online context may buffers individuals from social norms
and conformity pressures present in face-to-face interactions, and with these reduced
pressures, may have allowed them to address dissonance through a change in their
behavior (i.e. stopping their participation by saying no the additional task).

It is likely that these participants, if forced to complete the additional task, would
show subjective experience scores much lower than those who opted to complete the
additional task. This prediction is corroborated by preliminary evidence coming from
the differences between those who did and did not opt to complete the additional task.
Those who opted to do the additional task did show higher importance and enjoyment
scores than those who did not. Specifically, those who opted to complete the additional
task rated their enjoyment as 4.26 compared to 2.47 for those who did not complete the
additional task, and rated importance as 4.57 compared to 3.18. Therefore, it may be
that those who experienced the most dissonance were also those that ended their
participation early and opted not to complete the additional task, skewing our results.

4.2 Implications and Conclusions

In the current investigation we did not find evidence that crowdsourcing workers are
experiencing cognitive dissonance. We found that paying participants more and pro-
viding them with accurate time descriptions of the tasks resulted in greater enjoyment
and increased importance of the task. This, in turn, was associated with doing more
work on tasks. It appears that MTurk workers are adjusting their attitudes to be con-
sistent with equitable work conditions not to justify inequitable conditions. These
results suggest that dissonance is less of a problem with MTurk workers than previous
research would imply.

The results of our investigation have implications for the future of crowdsourcing
platforms as a reliable way to gather data. Our findings suggest that participants’
subjective experiences are more positive when they feel they are being compensated
equitably, implying that crowdsourcing in its current form is sustainable given that
equitable conditions are provided for workers. This sustainability is contingent on
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researchers’ willingness to create such equitable conditions by providing workers with
fair compensation for their participation. Research investigating worker experiences is
imperative if crowdsourcing is to remain a valid option for researchers to recruit
participants.
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Abstract. The theories of flight safety are examined from the thinking pattern
point of view. Due to the different evolving environments of western and
Chinese cultures, the basic thinking patterns are fundamentally different. The
western linear thinking, based on the “event” of flight operation, results in the
causal sequential type of flight safety theories such as the domino, accident
chain, cheese theories. The Chinese pictographic thinking forms the different
theory like the Flight Safety Margin based on the “feature” of flight situation,
although which can only represent a very preliminary trial. The flight situation
composed of features with many interacting factors included is used to com-
prehend the accident by the Chinese. How the features are extracted from flight
operation still needs to be studied scientifically. How the features are correlated
to form the significance of safety is another difficult problem. To clarify the
Chinese thinking patterns in aviation safety will be a valuable research field
especially after the Chinese C-919.

Keywords: Thinking pattern � Flight safety margin theory

1 Introduction

There is no doubt that aviation technology is totally Western. From the invention of
airplane, to the manufacturing, and the standard operation procedures are all Western
creations. It will be very reasonable to say that aviation bears almost one hundred
percent Western characteristics. Hence, globalization for sure will create serious culture
conflict including aviation safety. Although cultural ergonomics has been a discipline
in the corresponding fields for many years (Kaplan 2004), serious problem is still there,
like B-737 Max. It does represent deeper consideration about culture is needed.

In Western culture, the understanding about aviation safety usually involves
sequence. Accident models and explanations contain simple chains of failure events.
However, these event-based models developed to explain physical phenomena are
inadequate to explain accidents involving organization, social factors, human decisions,
and software design errors in highly adaptive, tightly-coupled, interactive complex
sociotechnical systems. In addition, the influence from deep level of culture could even
never be seen.

Even talking about the so-called system approach, it is still constructed using
individual components together with discrete connections representing causal sequence
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between them. In a typical diagram for a complex system (Leveson 2011), there are
only two kinds of elements, one is block while the other is arrow. Blocks represent
individual components with the arrows discrete connections. For the connection, it can
be understood as causal sequence appeared in theories as domino, accident chain, and
cheese. In the West, the paradigm shift apparently observed in safety, as understood
from event-based model to system model (Leveson 2011), represents only a shift about
view point instead of the system itself. For the event-based model, the concentration is
placed on the individual block, while the system model places concentration on the
arrows, i.e., interactions between components. Obviously, it presents a progress
although may not be enough.

In this research, a theory about the thinking pattern is considered. It is believed that
the thinking pattern is the most important aspect in cultural study. The reason for the
thinking pattern to be so fundamental is that it is the operating system of culture.
A simple theory called the thinking pattern theory of culture is proposed from the
knowledge of computer science. It is a three layer theory, environment-value-artifact,
connected interactively with thinking pattern. The analogy between operating system in
computer science and thinking pattern in culture will be provided. Therefore, all the
application software in culture, like knowledge, science, music, painting, crafts,
medicine, institution, social value, etc., have to be designed based on the thinking
pattern, even including aviation safety.

There are two basic types of thinking patterns underlying all human civilizations.
They are the one dimensional linear pattern created in ancient Greece, and the two
dimensional pictographic pattern used by the Chinese. Both have cyclic form coming
from the basic understanding process of human brain. All the human understanding
about everything has to be a thinking cycle. Starting from the object to be understood,
the process must go through a step of separation of information, followed by the
essential “understanding”, and through another step of assemblage, then back to the
original object. Thus, the complete thinking cycle is then object ! separa-
tion ! understanding ! assemblage ! object. Although the basic cycles are the
same for both the Western and Chinese thinking, because of the written scripts used,
the contents are different. For the Western linear thinking, because of the alphabets, to
understand means to find the essence of the object. The separation is the induction and
the assemblage is the deduction. Therefore, the Western thinking cycle is then phe-
nomenon ! induction ! essence ! deduction ! phenomenon. On the other hand,
due to the Chinese pictographic written characters, the Chinese thinking is formed as
phenomenon ! analogy ! feature ! correlation ! phenomenon. It is obvious that
the understanding about everything of the Western culture is always through the
essence of the object, while the Chinese through the feature. Countless examples can be
found to reveal this fundamental difference in almost every aspect in both cultures.

2 Western Linear Thinking and Aviation Safety

In the Western minds, physical aspects of systems are thought to be decomposed into
separate physical components whose behavior can be delineated as discrete events over
time. And, the traditional scientific methods break the system into distinct parts so that
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the parts can be examined separately. The decomposition assumes that the separation is
feasible, that is, each component or subsystem operates independently, and analysis
results are not distorted when these components work altogether as a whole. This
assumption implies that the components or events are not subjected to feedback and
other nonlinear interactions and that the behavior of the components is the same when
examined singly as when they are playing their part in the whole. In this case, the
principles governing the assembling of the components into the whole are straight
forward, i.e., the interactions among the subsystems are simple enough so that they
have no any influence on the subsystems and these subsystems work separately the
same as they work in the systems.

Living in the cradle of the ancient civilization, a place full of clay soil and reed,
people from Mesopotamia created the most influential written script: cuneiform. All the
alphabetical writing systems used today are derived from it. When compared with
Chinese characters, there is an obviously striking difference. In cuneiform, there exists
basic constructing units! Of course, it is because of the reed pen used. With only a few
units, through different combinations, so many different languages can be spelled.
Inspired by the concept of basic constructing units for several thousand years, western
people instinctively believe that the understanding about everything can be established
through the “essence”, the basic constructing unit of thought.

With basic constructing units in mind, the domino, link, cheese, also the event can
thus be created to construct the understanding model about flight safety. Those models
explain accidents in terms of multiple events sequenced as a chain over time, just like
languages being different combinations in sequence of alphabets. The events consid-
ered almost always involve some type of component failure, human error, or energy-
related event. The chains may be branching or there may be multiple chains syn-
chronized using time or common event. Other relationship may be represented by the
chain in addition to a chronological one, but any such relationship is almost always a
direct, linear one. As such, event-based models encourage limited notions of causality,
usually linear causality relationships are emphasized.

The above mentioned methodology about system approach of safety (Leveson
2011) still represents a typical western conception about making sense of reality.
Shaped by the alphabetical writing system, western thinking is always automatically
looking for something like arche or essence for everything to understand, even when
the object is called “system”. This is the reason why western philosophy concentrates
on metaphysics and ontology before any theory can be established (Jing 2012).

3 Chinese Pictographic Thinking and Aviation Safety

In China, on the contrary, with totally different landscape, the ancient Chinese created
the famous oracle bone scripts, the direct ancestor of Chinese characters used today.
When compared to cuneiform with obvious basic constructing units, Chinese charac-
ters has simply no basic unit! This is exactly the right reason why the Chinese char-
acters do not have alphabets. For several thousand years, in Chinese minds, there is
never anything like basic constructing units. Therefore, the Chinese always understand
everything as itself, or as a whole, which is called holistic view. However, human brain

On Two Types of Thinking Patterns in Aviation Safety 105



cannot process all the information entering into the brain, the Chinese thus understand
everything by extracting the “feature” of the object, the most representative portion of
information.

Opposite to the Western thinking, Chinese thinking is always automatically looking
for holistic characteristics for everything to comprehend (Jing 2016). The ideographic
thinking is of networking type instead of sequential, with emphasis placed on the
connections. This is the most fundamental difference between linear and pictographic
thinking, since that linear thinking focus on the substance or entity, as described by
Aristotle, while pictographic thinking focus on the correlation among entities. In the
Chinese thinking, there is no such thing as individual component and discrete con-
nection. Hence, to have a real Chinese theory for flight safety, the concept of individual
component and discrete connection have to be abandoned, at least modified. Otherwise,
we will be still discussing event-based model with more complex structure at most.

Operationally, originating from an alphabetical system, the linear mode of thinking
of Westerners stresses sequence composed of elements, and values logic, with ana-
lytical capability as its specialty. On the other hand, the Chinese pictographic mode of
thinking, is holistic with stressing equilibrium between features. The special capability
as different from the western counterpart is called insight, finding system features with
given only very little information. Moreover, this fundamental difference has already
existed for at least two thousand years due to the fostering geographical environments.
As long as the Chinese people still use their writing characters, and Western cultures
also keep on using alphabets, the difference will definitely persist in the foreseeable
future. Consequently, it would be quite helpful to have alternatively a theory derived
from the Chinese mode of thinking and create a Chinese theory for flight safety as the
insufficiency of the Western linear thinking has already been exposed.

There is still no any rigorous flight safety theory based on the Chinese pictographic
thinking even today, although the very crude Flight Safety Margin theory can be
recognized as the very first one (Jing and Batteau 2015). The most fundamental reason
for this peculiar situation is from the development of philosophy. Basically, philosophy
is a kind of knowledge about thinking itself. Ancient Greeks had already spent huge
amount of time to clarify the linear thinking pattern, and the result is quite spectacular.
However, it never happened in Chinese history because of the separation of the lan-
guage and the written scripts, and the pictographic nature of Chinese characters.
Thereafter, the ancient Chinese intellects had almost never discussed the Chinese
thinking itself. This is also the basic reason for the existence of the argument about
whether China has philosophy (Jing 2016).

However, after thousands of years of development, it is still very hard to say that
the Chinese holistic thinking has being clarified. It is still in the deep midst although it
has being used successfully in different fields in the long history of China. This is the
reason why some western scholars argued, and agreed by certain amount of Chinese
scholars, that there is no philosophy in China. The main reason for this peculiar
phenomenon is that the Chinese thinking pattern had being discussed seriously only in
a very short period of time two thousand years ago. After that, the discussion ended
almost forever. The group of scholars seriously discussed how the Chinese think is
called the School of Names. Although the Chinese system thinking is still not clear, the
key feature has been already revealed to some extent.
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The Flight Safety Margin theory represents the first step to use Chinese thinking in
flight safety. To proceed, more typical features of Chinese thinking have to be incor-
porated. The next step will be to use holistic characteristics to replace individual
parameters. Everything must be understood interactively as a whole. Consequently,
every flight parameter must be understood as a group of parameters. The term “event”
can also be modified to incorporate the Chinese thinking. “Event” means there are
certain components going wrong so that something bad happens. In Chinese system
thinking, the appropriate term is symptom. Symptom means situation deviating away
from normal and being understood from the characteristics point of view, or deviation
of a group of parameters with certain characteristics representation. Of course, this step
will be very difficult. The reason is that the analogy, similar to the induction in Western
thinking, has to be done first for any meaningful step can proceed. Analogy here means
we have to identify features, group of interrelated parameters, related to flight safety
through comparison with lots of data from accidents and events. Just like the Chinese
five operations, wood, fire, earth, metal, water, flight safety symptoms can be defined as
well. If that can be done, a real Chinese pictographic theory without individual com-
ponents and discrete connections, and different from the simple multilinear aggregation
of discrete elements, can then be discussed seriously.

4 Future Development

A scientific theory about flight safety based of the Chinese pictographic thinking is
surely possible, although it is extremely difficult. Up until now, the process about how
the object is decomposed into features through analogy, and how the features are
correlated into the understanding of the corresponding phenomena is still in the deep
midst. As for flight safety, the flight situation composed of features with many inter-
acting factors included should be used to comprehend the accident. How the features
are extracted from flight operation also needs to be studied scientifically. How the
features are correlated to form the significance of safety is another difficult problem. To
clarify the Chinese thinking patterns in aviation safety will be a valuable research field
to be explored along with the increasing influence of China in aviation, e.g., C919. It is
expected that it will be a special topic in aviation psychology.
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Abstract. In a modern warfare as well as in reconnaissance operations it is on
one hand highly important to hide and protect own troops but on the other hand
find and target the enemy. Target identification is often based on visual exam-
ination of video or still images produced by for example by Unmanned Aerial
Vehicles (UAVs) or other means of Intelligence, Surveillance, and Reconnais-
sance (ISR). In the present study we examined the perception, detection and
identification of real and decoy tanks among a total of 28 participants using
reaction time tests and eye-tracking recordings during categorizing tasks of
images of tanks (real vs. fake; without vs. with camouflage). We found, among
other things, that fake and camouflage images of tanks as compared to real and
non-camouflage images decreased identification speed. We also found that
camouflage images elicited more attention shifting between image and back-
ground as compared to non-camouflage images. We argued that this is probable
due the fact that as camouflage blurs the image contour and sharpness people
seek cues for categorization by switching between image and background. The
results are important in understanding the perception and identification of mil-
itary visual objects in displays and can be used for example in optimization of
decoys as well as, in connection with detection, configuring display settings.

Keywords: Target identification � Decoy � Camouflage � Tank � Eye-tracking �
Screen

1 Introduction

In a modern warfare as well as in reconnaissance operations it is on one hand highly
important to hide and protect own troops but on the other hand find and target the
enemy. The protection of armament can be achieved for example by using camouflage
and/or decoys. Most visual intelligence information gathered today comes from aerial
photographs taken by various means of ISR (e.g., spy satellites, reconnaissance aircraft,
UAVs) and presented in different displays. However, photos of dummy and/or
camouflage tanks, planes and guns can deceive even trained analysts. In order to be
able to hide and seek as well as build good decoys it is important to study the processes
behind observing, detecting and identifying military objects. However, even though
there is some previous research on camouflage (see for example King et al. 1984), there
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is scarcity of publically available studies especially on camouflage and decoys in
military settings.

A military decoy is a low-cost fake military equipment device intended to represent
a real item of military equipment to fool enemy forces into attacking them and so
protect the real items of equipment by diverting fire away from them. A fake item is
usually intended to be visible to enemy. In contrast, military camouflage is the use of
camouflage to protect personnel and equipment from observation by enemy forces. In
connection with tanks, camouflage differs from personal camouflage in that as the
primary threat is aerial reconnaissance the goal is to disrupt the characteristic shape of
the vehicle, to reduce shine, and to make the vehicle difficult to identify even if it is
spotted. In practice, the main difference between real and fake and without and with
camouflage objects is the lack in the details and roughness of shapes and contours
visually available for the observer. Therefore, in general we expected that fake and
camouflage images of tanks should be harder to detect than images of real and no-
camouflage tanks.

On the basis of aforementioned arguments we expected that the sensitivity (i.e.,
signal-noise ratio) would be better in connection with real and non-camouflage images
as compared to fake and camouflage images (Hypothesis 1A). We also expected that the
identification speed would be lower and error rate higher for the fake and camouflage as
compared to real and non-camouflage images (Hypothesis 1B). In connection with
decoys, we expected that because decoys lack the visual details as compared to real
objects, fake tanks would involve more attention to the image area and less attention
switching between image and background than real tanks (Hypothesis 2A). We also
expected that because camouflage disrupts the characteristic shape and contour of the
vehicle as compared to the background, camouflage tanks would involve more attention
to the outside image area and attention switching between image and background as
compared to non-camouflage tanks (Hypothesis 2B).

We investigated the abovementioned hypothesis in two experiments: in the first
experiment we examined the categorizations speed and accuracy of real and fake tanks
with and without camouflage; in the second experiments we examined the eye-tracking
activity associated to the evaluation of the images.

2 Methods

2.1 Participants and Materials

A total of 28 subjects participated to the study. They were 15 men and 13 women aged
from 18 to 56 (M = 38). Most of them were associated with Finnish Defense Forces (as
officers, civilian staff or conscripts). Eight people took part to experiment 1 (catego-
rization speed) and 20 people (divided in two groups of 10 people) in experiment 2
(group 1 for images of real and fake tanks without camouflage and group 2 for images
of real and fake tanks with camouflage).

On the basis of expert evaluations, we chose 9 pictures of real tanks and 9 pictures
of fake tanks publically available in internet and standardized them to about a size of
600 � 400 pixels. The camouflage versions of the tanks were produced by 40%
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blending by a camouflage image with the tank images using Photoshop image pro-
cessing software. The real (top-left) and fake (top-right) and their camouflage versions
(bottom left and right) are illustrated in the Fig. 1.

2.2 Measures

Demographics (age, gender, etc.) and was assessed with a self-report questionnaire.
Go/No-go test (see e.g., Fillmore et al. 2006) in the Inquisit stimuli presentation

software (millisecond.com) was used to assess the identification speed and accuracy of
images of tanks in experiment 1. A sensitivity index (d prime), identification speed and
error rates were calculated. The d prime sensitivity index was calculated as z-score of
the overall successful hit rate minus z-score of the overall false alarm rate in the
GO/NO test.

In the experiment 2, eye movements were tracked using a head-mounted eye-
tracker “Dikablis” (Ergoneers GmbH, Manching, Germany) with a sampling rate of
60 Hz, scene camera field of view of 120°, using four point calibration, contrast pupil
detection and D-Lab 3.5 recording software. Areas of interests (AOIs) were drawn with
D-lab AOI tool for tank image and background areas and used to examine the visual
activity with-in and between image and background by calculating the attention ratio
and transition times between image area and background.

2.3 Procedure

Before experiment, the participants were properly informed and instructed in the course
of experiment.

Fig. 1. Images of the real and fake tanks without (top) and with (bottom) camouflage.
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In experiment 1 (detection speed), the participant was told to respond as fast as
possible to the target type of stimuli by pressing a space button in computer. Stimuli
consisted of four blocks of trials. In first block the task was to response as fast as
possible for the real tanks (but not for fake tanks); In the second block the task was to
response as fast as possible for the fake tanks (but not for real tanks); Block 3 was same
as block 1 and block 4 the same as block 2 but with camouflaged images. The order of
the blocks was balanced using Lating Square. Each block consisted of a practice
session followed by a trial with 50 stimuli (40 go stimuli and 10 no-go stimuli). The
stimuli were randomly selected from the set of 18 images without and 18 images with
camouflage.

In the experiment 2 (eye-tracking), participants were told to look at the images for
six seconds as they were presented the center of the computer screen and then choose a
between two radio buttons (real, fake) whether the image that was presented was a fake
or a real tank.

After experiment the participants were debriefed and thanked. The experiments
took place in a quiet office room and took from 10 min (experiment 1) to 20 min
(experiment 2).

2.4 Data Processing and Analysis

Data for the first experiment (identification speed) was analyzed by the Linear Mixed
Model in SPSS, with tank type (real, fake) and camouflage (without, with) as fixed
factors and sensitivity index, identification speed and error rate, each in turn, as a
dependent variable.

The eye-tracking data was analyzed by the General Linear Model (GLM) Repeated
Measures procedure in SPSS, with image type (real, fake) and camouflage (without,
with) as with-in subjects factors and continuous independent variables (i.e., AOI
attention ratio and percentage of transition times), each in turn, as a covariate.

3 Results

As expected and illustrated in summary Table 1 below, the results showed that (1) the
sensitivity was higher for real than fake tanks (for camouflage there was no difference),
(2) the identification speed was lower for fake and camouflage images as compared to
real and non-camouflage images, and (3) the error rate for fake images was higher than
for real images (for camouflage vs. non-camouflage there was no difference). Therefore
the results supported our Hypothesis 1A (partly) and 1B.

As also expected and illustrated in the Table 1, awe found that fake tanks involved
more attention to the image area and less attention switching between image and
background than real tanks and that camouflage tanks involved more attention to the
outside image area and attention switching between image and background as com-
pared to non-camouflage tanks. Therefore our Hypothesis 2A and 2B were supported.
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4 Discussion and Conclusions

In the present study we examined the perception, detection and identification of real
and decoy tanks without and with camouflage. We found, among other things, that fake
and camouflage images of tanks as compared to real and non-camouflage images
decreased identification speed and that camouflage images elicited more attention
shifting between image and background as compared to non-camouflage images. We
argue that the results support that in general fake and camouflage images of tanks are
harder to detect than images of real and no-camouflage tanks because they lack in the
details and roughness of shapes and contours visually available for the observer.
A follow-up study is now being conducted to look more thoroughly to which parts of
the images people looks and base their evaluation.

The results are important in understanding the perception and identification of
military visual objects in displays and can be used for example in optimization of
decoys as well as, in connection with detection, display settings.
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Table 1. Summary of the results

Variable source Stimuli type

Experiment 1 Real Fake
Sensitivity (d prime) 3,55 3,55 N.S
Error rate 0,12 0,13 p = .013
Average identification speed 573,29 ms 599,92 ms p < .001
Experiment 2 Group 1 Real Fake
Attention ratio (image area/out of image) 84,76% 87,88% p < .01
Percentage transition time (image/out of image) 26,48% 15,87% p < .01
Experiment 1 Non-camouflage Camouflage
Sensitivity (d prime) 3,86 3,23 p = .023
Error rate 0,13 0,13 N.S
Average identification speed 557,13 ms 616,07 ms p < .001
Experiment 2 Group 2 No camouflage Camouflage
Attention ratio (image area/out of image) 88,13% 84,45% p = .020
Percentage transition time (image/out of image) 19,27% 23,08% p < .01
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Abstract. In recent years, manufacturing engineering has been changed rapidly
through different parallel running developments. According to the needs of
customers have become vary and the market has become being expanded
through e-commerce development, manufacturers are willing to produce cus-
tomized products globally, it induces a higher proliferation of variants, and
shorter product life cycles. Endsley (2016) suggested that many systems involve
various types of alarms or alerts function in order to call operators’ attention to
important information. In order to increase the operator’s situation awareness,
gathering and integrating all kinds of data from the machine are not sufficient.
The system applied in the smart factory should involve the specific alarm system
which analyses the cognitive processing of the operators, thus it should inform
contexts of problems to operators effectively. In this paper, we more focus on
designing and evaluating the alarm system, thus, how the system might have an
effect on operators’ situation awareness that researched in detail level.

Keywords: Smart factory � Alarm system � Situation awareness

1 Introduction

In recent years, manufacturing engineering has been changed rapidly through different
parallel running developments. According to the needs of customers have become vary
and the market has become being expanded through e-commerce development, man-
ufacturers are willing to produce customized products globally, it induces a higher
proliferation of variants, and shorter product life cycles. How fast adapt the new
technology leads to the success of manufacturing [1]. Thus, it is one of an important
point to adopt new innovative technology to expand variant of products and reduce any
errors occurring in the manufacturing process, in order to finally satisfy the customers’
needs [2].

2 Smart Factory: Definition, and Intelligent System

According to Weiser (1991), the smart environment consists of various kinds of sensor,
actuators, displays and computer elements, which are seamlessly embedded and con-
nected each other [3]. Lucke and Westkamper (2008) insisted that the view of Weiser
(1991) can be applied in manufacturing environment [4]. Lucke and West-kamper
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(2008) suggested that smart factory is defined as a factory that recognizes and
understand the contexts of workers and machines, so that it is able to assist them in the
execution of their tasks [4]. Some government of developed countries such as
Germany, USA, and the Republic of Korea described that the basic functions of the
smart factory system are the Internet of Things (IoT), Big data and data analytics, and
system integration [2]. It indicated that manufacturing machine and lines equip sensors
and connected each other to collect various kinds of data from the machine and lines. In
addition, there is the main control system which integrates all kinds of data from
machine, analyses insight and it informs the intuitive alarm system to confront critical
problems and avoid manufacturing issues in advance.

3 Smart Factory with Situation Awareness

Endsley [5] suggested that many systems involve various types of alarms or alerts
function in order to call operators’ attention to important information. As mentioned
above, recognizing and understanding the situations occurring around the machine and
operators that are regarded as important factors to build a system of the smart factory.
In order to increase the operator’s situation awareness, gathering and integrating all
kinds of data from the machine are not sufficient. The system applied in the smart
factory should involve the specific alarm system which analyses the cognitive pro-
cessing of the operators, thus it should inform contexts of problems to operators
effectively. In the factory, the alarm system should consist of a complex set of mental
processes. Because there are many types of operators in the factory and their role
divided according to the work process. When an event related to work process occurs,
the alarm signal should include essential and sufficient information in the environment
in order to account for the situation. Endsley suggested that the meaning and signifi-
cance of the alarm can be comprehended with various factors involving the operator’s
experience, their mental model and their expectancies [5]. The operators could decide
their actions to the event based on their interpretation of the alarm. Designing the alarm
system with various big data gathered that regarded as a critical issue in the smart
factory since it influences on situation awareness of the operators. In this paper, we
more focus on designing and evaluating the alarm system, thus, how the system might
have an effect on operators’ situation awareness that researched in detail level.

4 Methods

4.1 System Design

We developed a new system which can be applied in the factory. Unfortunately, we
cannot reveal the original system screens due to the security issue. However, only some
limited functions used to research about how operators being aware of the situation
through the system (see Figs. 1 and 2). As suggestion of Blanchet et al. (2018), the
smart factory system should consist of four stages; perception (collection of data from
sensors ! data loading into the system ! operators being aware of the events),
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comprehension (operators understand about the events), projection (operators expect
the results of events) and decision (operators decide which solution should be applied
to fix it) [6]. There is a research gap between smart factory system and situation
awareness. Alarm systems can be assumed as an essential part to research in the smart
factory in order to increase situation awareness. In order to augment situation aware-
ness level of operators at the smart factory, effectiveness of each alarm type; no alarm,
alarm on the PC system, and alarm on mobile messenger have researched.

4.2 Experimental Design

Six participants who work as an operator at the factory recruited to investigate the
effectiveness of alarm types. They have used the new smart factory system for two
weeks. The participants were assigned and executed as shown in Table 1.

Fig. 1. Example of Monitoring system screen to PC

Fig. 2. Example of Alarm contents to PC
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5 Results

Then one-way ANOVA performed to analyze and compare SART scores of each alarm
type; no alarm, alarm on the PC system and alarm on mobile messenger. According to
Table 2, the average value of the SART score for PC alarm types was 21.83, higher
than for other types of alarm. This means that when the PC notification type is in
different tasks, it is the most effective factor to recognize the situation. The mobile alert
type had a lower average score of SART than when it was not notified. It was also
indicated that there was a significant difference between alarm types (see Table 3). The
F-value was 4.1 and the P-value 0.038.

6 Discussion

The result of the evaluation has shown that the type of PC notification is the most
powerful type of alarm to situation awareness. It describes that operators normally
work at the desk with PC, thus, alarm on PC leads to increase situation awareness of
operators even though they work other duties. According to the understanding score in

Table 1. List of tasks given to the experimenter

Step Task

1 Experimenter to perform other tasks
2 Facilitator notifies experimenter of problem situation

task (1) PC: Sound and toast popup based on Web
task (2) Mobile: Using Notification Center
task (3) No Alarm

3 Experimenter checks the alarm sent by the Facilitator
4 Experimenter contacts problem content field engineer
5 Receive action results from field engineer
6 Performing a situational awareness assessment

Table 2. Summary of ANOVA

Alarm type Count Sum Average Variance

PC 6 131 21.83 27.8
Mobile 6 78 13 58.8
No alarm 6 120 20 8.8

Table 3. One-way ANOVA each type of alarm

Source of variation SS df MS F P-value F crit

Type of alarm 260.78 2 130.4 4.10 0.038 3.68
Error 476.83 15 31.79
Total 737.61 17
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Fig. 3, PC alarm was rated as the most understandable element than other types of
alarm. In the post-interview, the factory worker commented on the advantages of being
an alarm in a PC environment as follows: “We receive a lot of information from the PC,
but we check it as soon as the alarm comes in. And details about alarm can also be
found right away, which is best for situational awareness.”

In the case of mobile alarm, situation awareness is lower than when there is no
alarm. This is because in factories, operators in factory work as the main device rather
than using multiple devices. In addition, one of the subjects’ post-op interviews said:
“Because the mobile device is used as a personal communication rather than as a job
notification, it is not easy to see during work.” As such, the mobile alarm is generally
easily ignored or forgotten. Also, the screen size of the mobile phone is not sufficient
for operators to be aware of the situation easily (5.7-inch).

7 Conclusion

The purpose of this project is to find out the most effective types of alarm to provide
general guidance regarding how to increase situation awareness of operators at the
smart factory. We have developed an alarm system when a problem occurs in the
factory. And then the situational awareness scores were compared for the three types of
alarm. This is because operators normally work at the desk with PC, thus, alarm on PC

Fig. 3. Situation Awareness Score each type of alarm
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leads to increase situation awareness of operators even though they work other duties
Further research should be discussed on the factors and design forms of effective alerts
in the PC environment.
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Abstract. This paper addresses the role of self-efficacy in human-computer-
interaction (HCI) and examines whether there are gender differences in com-
puter performance. This research study is part of the interdisciplinary doctoral
program “Gendered Configurations of Humans and Machines. Interdisciplinary
Analyses of Technology,” funded by the federal state of Lower Saxony, Ger-
many and conducted by the Braunschweig University of Technology, Ostfalia
University of Applied Sciences and Braunschweig University of Art. This
research project aims to analyze usage contexts, expectations, and behavior in
the field of information technology with regard to gender aspects. In order to
investigate and identify the key gender variables affecting performance and
subjective perception during interaction with a human-computer interface, an
empirical study with 30 participants was designed and carried out at the Ostfalia
University of Applied Sciences, Faculty of Electrical Engineering. Fifteen
female and 15 male participants, aged 21–63, with different educational, social,
migration, and cultural backgrounds were asked to perform three different tasks
with an unfamiliar software. The participants wore an eye tracker during task
processing. Our extended qualitative and quantitative research aggregated a
series of potential gender differences. The results showed that there are gender
differences in computer performance. Female users aged 35–64 had lower self-
efficacy than male users. They were less persistent when a task became chal-
lenging and showed a tendency to attribute failure at a task to their own lack of
capability, whereas male users attributed this to the difficulty of the task.

Keywords: HCI � Gender � Self-efficacy � Experimental study

1 Introduction

Complex information systems are becoming increasingly important and having sig-
nificant impact on many areas of life. User-centered system development and usability
should therefore play an important role in development of intuitive system use. It is
particularly important to understand users in order to evaluate existing systems or
develop new concepts. In the research on relevant perception and decision-making
processes, therefore, the diverse life experiences and the wide range of life situations of
user groups should also be considered. However, in the course of a generalized per-
ception of users and user groups in the software development process, important gender
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aspects are often not taken into account. It can be assumed that through a gender-
appropriate design process, target group-oriented and needs-based user interfaces can
be developed.

Studies show that female users tend to process information in a comprehensive way
and to examine all available indications and information to make a decision, whether
the problem is simple or complex. Male users on the other hand, avoid comprehensive
information processing on lighter tasks and access heuristics more quickly. Compre-
hensive information processing is more likely to be carried out by male users on
complex tasks [1].

Bandura’s self-efficacy construct from the field of psychology describes the per-
sonal assessment of one’s own competencies in coping with difficulties and barriers.
People with low self-efficacy tend to place less effort in challenging situations and
show less persistence when encountering difficulties. Self-efficacy plays an important
role in the context of the operation of a graphical user interface. Self-efficacy influences
many aspects of human activity, such as endurance, use of strategy and even dealing
with failure [2]. People who have low self-efficacy tend to use cognitive strategies less
and to spend less effort, for example, on a difficult task than people who have high self-
efficacy. Some studies show that females have lower self-efficacy than males [3]. There
is also a significant correlation between self-efficacy and computer performance for
females. This is not the case for males [4].

Furthermore, the process of developing user interfaces is also a very important
factor. Without taking gender into account, gender-related problems can occur. An
example of this is “I-Methodology,” where software developers unreflectively assume
their own characteristics, preferences and competencies are representational of many
user groups, or they make stereotypes about users without performing an actual
requirements analysis with actual users [5].

2 Empirical Methodology

To investigate whether there are gender differences in computer performance, self-
efficacy, decision-making, or processing information while using software, an empir-
ical study has been carried out at the Ostfalia University of Applied Sciences in
Germany.

Thirty participants took part in the study: 15 females and 15 males between the ages
of 21 and 63 (M = 36 years; SD = 14.19 years). The study was conducted on the
participants’ use of image-editing software. This software was previously unknown to
the participants.

First, the participants had 5 min for free exploration of the software. After that,
three tasks had to be performed. The tasks differed according to degree of difficulty.
Task 3 also aimed to address the major usability problems in the software.

An eye tracker was used to investigate perception and decision-making processes.
In addition, the method of “Thinking Aloud” was applied [6].

Here, the participants verbalize all thoughts and impressions regarding the use of
the software, while using the software. This enabled conclusions to be made about the
cognitive processes during the processing of tasks.
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Self-efficacy was measured with the Allgemeine Selbstwirksamkeit Kurzskala
(ASKU) questionnaire [7]. The format for the answers of the three items on the ASKU
questionnaire was a five-point scale from does not apply at all (1) to applies completely
(5). This questionnaire was given at the beginning of the empirical study.

After completing all three tasks, participants filled out the System Usability Scale
(SUS) questionnaire, for measuring the usability of the software [8] and the NASA-
Task Load Index (NASA-TLX) that rates perceived workload [9]. A semi-structured
final interview was conducted at the end of the study. The interview consisted of a list
of questions with the possibility to discuss individual topics and collect in-depth
information from direct conversations with the participants.

3 Results

The results of the empirical study presented in this paper focus on the evaluation of
objective data (task performance) and the ASKU questionnaire in order to establish a
correlation between subjective assessment of self-efficacy and the actual performance
of the subjects. Performance was objectively measured with appropriate performance
variables. The most important aspects of human performance are the accuracy and
speed of the execution of tasks [10]. An important measure of accuracy is the correct
handling of tasks. The speed performance parameter could be evaluated from the
processing times of task execution.

The data show that female participants had a slightly lower self-efficacy than male
participants. In the user group aged 35–64, the differences in self-efficacy are more
evident. Here it is also interesting to observe the individual items on the ASKU scale.
The item titled “I am able to solve most problems on my own” shows little difference in
the responses of male and female participants. On the other hand, the difference in self-
evaluation of male and female participants is greater for two other items: “I can rely on
my own abilities in difficult situations” and “I can usually solve even challenging and
complex tasks well” (Table 1).

Analyzing objective data also shows a difference between both gender groups. In
the user group, aged 18–34, female participants were faster at completing two of three
tasks (Fig. 1). In the user group aged 35–64 female participants took longer to com-
plete all three tasks than male participants (Fig. 2).

The differences in the third task were clear. A significant correlation was found
between the gender of the users and the performance of the third task (r (30) = −0.391,
p = 0.05). It is likely that the association with self-efficacy could play a role here.

The results of the NASA TLX questionnaires’ shows that on the dimensions of
effort and frustration, female participants reported higher values than male participants
(effort: male age 35–64 (M = 9.8, SD = 4,02), female age 35–64 (M = 12.28, SD =
6.52), frustration: male age 35–64 (M = 7.8, SD = 5.4), female age 35–64
(M = 12.57, SD = 6.6), whereas males aged 35–64 have higher scores in the subjective
assessment of task accomplishment performance (M = 9, 6, SD = 6.84), female age
35–64 (M = 6.85, SD = 4.29) (Fig. 4). Female participants age 18–34 also rated their
performance lower (M = 6,63, SD = 4,24) that male participants age 18–34 (M = 9,1,
SD = 5,1) although they actually achieved better results (Fig. 3).
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The results of the SUS questionnaire for the entire software are M = 39.83,
SD = 18.14 for male participants and M = 35.83, SD = 19.33 for female, which is a
poor result. Values below 60 indicate significant usability issues [8]. The assessments
of male and female is very similar.

Table 1. Descriptive evaluation ASKU questionnaire. Participants aged 35–64 (Mean and
standard deviation)

Mean SD

ASKU_I_can_rely_on_my_own_abilities_in_difficult
_situations _Male_age_35-64

4.63 .544

ASKU_I_can_rely_on_my_own_abilities_in_difficult
_situations _Female_35-64

4.14 .694

ASKU_I_am_able_to_solve_most_problems_on_my_
own _Male_age_35-64

4.22 .452

ASKU_I_am_able_to_solve_most_problems_on_my_
own _Female_age_35-64

4.14 .690

ASKU_I_can_usually_solve_even_challenging_and_
complex tasks_well _Male_age_35-64

4.21 .842

ASKU_I_can_usually_solve_even_challenging_and_
complex_tasks_well _Female_age_35-64

3.85 .643
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Fig. 1. Mean of task completion time for user group aged 18–34
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Evaluating the qualitative data from “Thinking Aloud” method it becomes clear
that female participant were less persistent when a task became challenging and
showed a tendency to attribute failure at a task to their own lack of capability, whereas
male participants attributed this to the difficulty of the task.
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Analyzing of the participants’ eye movement patterns with eye tracking system
show relatively similar approach by solving easy tasks. By challenging tasks however,
a different picture emerged. Male and female participants showed different approaches:
male participants are more likely to use right mouse button to search for required
function, however female participants often use the help function of the software or
asked for help.

4 Discussion

This paper presents the results of the empirical study. The results show that there are
certainly gender differences in the usage of graphical user interfaces. The self-efficacy
of the participants correlates with the actual objective performance (processing times of
the tasks). Female participants in the age group 35–64 assessed their skills with lower
scores than participants in other user groups. Since low self-efficacy is strongly tied to
poor computer performance, it is important to find ways to support this user group. One
way to do this is providing software-integrated video tutorials and assistance functions.
Future research could focus on developing and evaluating this type of support.

This study has shown that usability problems are especially challenging for users
with lower self-efficacy. In order to prevent these problems, it is logical to include
gender and diversity research in the development process of information-technical
systems in order to ensure user-centered design.

These research results from Germany correspond with the research results from
other studies (mostly from the United States). However, it may be important to conduct
more research or a replication of the study in different countries with different cultures.
There is the possibility of finding different results.
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Abstract. In order to ensure the full matching of flight operations quality
assurance personnel and positions, and to meet the post requirements, the job
analysis method is used to study, and the competency model of flight operations
quality assurance personnel is established in this paper. At the same time, the
final competency model of airline flight operations quality assurance personnel
is determined by questionnaire method and SPSS statistical tools analysis. The
competency model includes 6 dimensions such as education level and work
experience, basic competencies, attitudes, flight operations quality assurance
specialty knowledge and skills, specialty knowledge, basic skills, which include
36 competency factors. These competency factors are arranged in order of
importance. The competency model not only helps airlines to recruit, train, and
motivate flight operations quality assurance personnel, but also provides a basis
for employees’ occupation development. What’s more important is that per-
sonnel with these competency factors are more able to give full play to their
professional expertise, analyze flight quality monitoring data, find safety risks,
and provide a guarantee for the safety of civil aviation.

Keywords: Safety management � Human resource management �
Flight operations quality assurance � Competency � Competency model

1 Introduction

Flight operations quality assurance is one of the internationally recognized important
means of ensuring flight safety. It has been widely recognized by the world civil
aviation industry, and its important role is self-evident. The level of flight operations
quality assurance depends not only on the technical equipment used, but also on the
technical capability level of the flight operations quality assurance personnel.

According to the scope and nature of flight operations quality assurance, it mainly
includes decoding system management and maintenance, flight procedure develop-
ment, flight data processing and analysis, flight quality analysis, flight data application,
etc. These characteristics of work require that flight operations quality assurance per-
sonnel should have the appropriate professional knowledge and skills. However, the
current professional background of flight operations quality assurance personnel has a
wide variety of backgrounds, and rarely receives systematic flight operations quality
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assurance training. The level of professional skill is limited. Their application analysis
of flight quality monitoring data is not deep enough, and flight operations quality
assurance cannot be applied with high quality to improve the safety level of airlines and
reduce operational risks [1].

At present, some scholars have carried out certain research on the competency
model. The research objects are mainly concentrated on management staff [2–4],
technical research and development personnel [5, 6], university teachers [7], Certified
public accountant [8], Chinese entrepreneurs [9], civil servants [10] and so on. It can be
said that all kinds of industry are studying the competency model of enterprise
employees, indicating that it is very important to study the competency model of
enterprise employees to better play their personal value to meet the needs of the post
and contribute to the enterprise. However, at present, there is no research on the
competency model of airline flight operations quality assurance personnel at home and
abroad. This paper uses the job analysis method to construct the competency model of
flight operations quality assurance personnel.

2 The Competency Model

The competency model is a collection of competency items that are required to perform
a task well.

CM ¼ fCi; ji ¼ 1; 2; . . .; ng; ð1Þ

Among them, CM represents the competency model, Ci is the i-th competency
item, and n represents the number of competency items.

Spencer et al. proposed the Iceberg Model after nearly two decades of research and
application of competency [11].

As the part under the water surface of the iceberg, we usually refer to the “po-
tential” of human beings. The depth from top to bottom is different, indicating that the
degree of difficulty of being excavated and perceived is different. The deeper the water,
the less likely it is to be excavated and perceived. The surface part, the knowledge,
skills, and behavior of the human being, is easily perceived. The content of competency
includes not only the potential part below the surface of the iceberg, but also the
knowledge and skills part above the surface.

Based on the understanding of the competency concept [12], the author believes
that although there are many competencies of individual employees, what the enterprise
needs is not necessarily all the competencies of the employees. Therefore, the
employee competency model is not defined or graded for all the competencies.
However, according to the requirements of the position and the organization’s envi-
ronment, it is necessary to clarify the competency characteristics that can ensure the
employees are qualified for the job and ensure their full potential, that is, the com-
petency that employees should have in the job, which is commonly referred to as
qualifications. They include academic qualifications, experience, knowledge, skills,
basic abilities and attitudes.
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3 The Research Methods

The job analysis method in the human resource management method is used to
determine the competency model of airline flight operations quality assurance per-
sonnel. The job analysis method is mainly based on the analysis of the duties and job
requirements of the airline flight operations quality assurance personnel, and then
determines the competency requirements. The questionnaire is mainly for the prelim-
inary competency model determined by the job analysis method, and the importance of
each item in the competency model can be obtained, and then the competency item is
selected, and the competency model of the flight operations quality assurance personnel
is finally determined. The research process is shown in Fig. 1.

4 Determination of the Competency Model

4.1 Using the Job Analysis Method to Study Competency Requirements

Job analysis is the systematic process of determining the job nature, responsibility,
authority, cooperation, working environment and qualification conditions of the
required staff by conducting thorough investigation, collecting data, analyzing and
sorting out the work positions in the organization, and formulating job description [13].

The research objective of this paper is to determine the competency model of flight
operations quality assurance personnel, which can be applied to the research method of
job analysis that focuses on the post capacity and competency.

Responsibilities of Flight Operations Quality Assurance Personnel. By investi-
gating the duties of each airline’s flight operations quality assurance, it is found that
some companies will further subdivide the flight operations quality assurance work
according to the different focuses of work, including flight quality monitoring, flight
data processing, and flight quality analysis. Some companies have not subdivided.
After investigation, it is concluded that the main job responsibilities of flight operations
quality assurance personnel include the following.

(1) Develop various flight quality related regulations and procedures, such as the
development and revision of monitoring items and standards;

(2) Flight data management, such as the implementation of flight data transmission,
playback and backup, monitoring flight data collection and transmission, statistics

Fig. 1. Research flow chart
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of each fleet monitoring rate, timely detection of data quality issues; management
and maintenance related basic information.

(3) Development and maintenance of flight quality monitoring procedure.
(4) Flight data decoding processing and analysis.
(5) Interpretation and analysis of flight exceedance events.
(6) Write event statistics and trend analysis report, including daily, monthly, annual

reports, etc., and unsafe events analysis report.
(7) Maintenance of flight quality monitoring decoding system.
(8) Data application and research, including the development and maintenance of

various data application systems; responsible for the data extension and appli-
cation work such as 3D animation production; participated in the research work of
flight big data; mined the safety risk of flight manipulation and summarized the
safety risk trend information.

(9) Organize flight quality monitoring meeting, QAR training, etc.

Determine the competency requirements according to the post duty. This paper
analyzes the relevant job responsibilities of flight operations quality assurance per-
sonnel to determine the competency requirements. Table 1 is an example of flight data
analysis to illustrate how to determine competency requirements based on job
responsibilities.

Table 1. Example analysis

Classification
of duties

Specific responsibilities Competency requirements

Flight data
analysis

1. Develop various flight quality
related regulations and procedures
a. Develop and revise monitoring
items and standards
b. Develop flight quality regulations
and procedures
c. Develop flight data analysis work
procedures and exceedance event
investigation procedures, etc.

1. Understand the relevant
regulations of the Bureau’s flight
operations quality assurance;
2. Understand each aircraft type
monitoring items and standards;
3. Understand the investigation
procedures of the bureau’s unsafe
events;
4. Understand flight operations
quality assurance workflow;
5. Understand the principles of
flight data collection and
transmission;
6. Understand flight operations
knowledge;
7. Understand the principle of event
triggering;
8. Ability to write a variety of
analysis reports;
9. Ability to make 3D simulations;

2. Flight data management
a. The implementation of flight data
transmission, playback and backup
work
b. Monitor the flight data collection
and transmission, collect the
monitoring rate of each fleet,
discover data quality problems in a
timely manner, issue rectification
requirements and track improvement

(continued)
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Preliminary Competency Requirements. The above is an example analysis of the
relevant job responsibilities of flight operations quality assurance personnel. The author
also analyzed other working elements of flight operations quality assurance. Due to
space limitations, they are not listed here. Competency requirements are determined
based on the job analysis of the flight operations quality assurance, the equipment and
tools used, and their work environment. Combined with the results of the above
analysis, the competency factors are divided into six categories, including basic

Table 1. (continued)

Classification
of duties

Specific responsibilities Competency requirements

3. Event analysis and preparation of
reports, including daily, monthly,
annual reports, and unsafe event
analysis report; Carry out
exceedance event investigation to
ensure efficient flight data
management and accurate event
analysis

10. Ability to mine data
applications;
11. Be able to identify safety risk
points;
12. Impartiality;
13. Leadership skills;
14. Learning ability;
15. Have communication and
collaboration skills;
16. Ability of statistical analysis;
17. Organizational ability;
18. Have the ability to train and
guide;
19. Have writing ability;

4. Data application and research,
including participating in the
development and maintenance of
various data application systems,
taking charge of data extension and
application work such as 3D
animation production, participating
in the research work of flight big
data, mining flight manipulation
safety risk and summarizing safety
risk trend information
5. To supervise and inspect the flight
data analysis work of all
departments of the company, to
ensure that the company’s flight data
analysis work standards are unified
and procedures are standardized, and
to ensure that the flight data are
timely and fully applied
6. Participate in relevant training at
home and abroad, assist in
organizing internal training of the
company, coach the flight data
analysis business of various
departments of the company, and
ensure the continuous improvement
of the flight data analysis level of the
company
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competency, attitude, flight operations quality assurance expertise and skills, business
knowledge and basic skills. The specific contents are shown in Table 2. Table 2 shows
the final competency model. The relevant content analyzed by the job analysis method
is similar to the content in Table 2. Due to the limitation of space, the preliminary
competency model analyzed here is not described in detail.

4.2 Determination of Competency Model

The Questionnaire Survey. The above competency model is compiled into a ques-
tionnaire, which contains 36 competency elements in total, and includes the definition
and behavioral performance of these competency elements at the end of the ques-
tionnaire. The five-point scale is adopted to assign values to these competency elements
from “very important” to “not important” from 5 to 1. The questionnaire also included
the education and work experience that flight operations quality assurance personnel
should have to be qualified for their positions.
The subjects are the flight operations quality assurance personnel of the airline company
and the personnel who are familiar with the flight operations quality assurance work
(including superior leaders and subordinate employees). A total of 30 personnel. A total
of 30 questionnaires were issued, 28 of which were valid, with an effective rate of 93.3%.

The Data Analysis. This article uses SPSS statistical software for data analysis.

Reliability Test of Questionnaire. The questionnaire reliability was measured by the
alpha reliability coefficient. The Scale in SPSS was used to calculate the alpha relia-
bility coefficient. The results showed that the Alpha coefficient of this questionnaire
reached 0.8976 and the standard coefficient was 0.8913. (0.7 ≦ Cronbach alpha
coefficient < 0.9, very reliable) this indicates that the consistency of this questionnaire
is very high, and the measurement results are reliable, which can be used to continue
the following statistical analysis.

Descriptive Statistical Analysis. Descriptive statistical analysis is mainly an average
analysis of the importance of competency factors. According to the average analysis of
all competency factors’ importance to work in the total sample, the average score of 36
competency factors is between 3.04 and 4.96. This indicates that the contribution of
these competency factors to work performance is above the medium level. Therefore,
these competency factors are retained.

The importance score (average score) of competency elements in each dimension was
added, and then the average value was calculated, that is, the importance degree of each
dimension, and then the value was normalized, that is, the weight of each dimension. The
specific results are shown in Table 2. Similarly, the specific competency factors are
normalized to obtain the corresponding weight, and the results are shown in Table 2.

According to the result of questionnaire, the expert group and the airlines flight
operations quality assurance personnel of superior leadership to discuss, finalized,
qualified for flight operations quality assurance position requirements: (1) for system
management and data processing personnel, need a bachelor’s degree or above, major in
civil aviation related business and above 1 years work experience; (2) for data analysts, a
bachelor’s degree or above is required, with at least 3 years of experience as a captain.
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Determination of Competency Model. Based on the above analysis results, the
competency model of the airline flight operations quality assurance personnel is finally
determined. See Table 2. The serial number in the competency factor is the order of
importance of each sub-dimension.

Table 2. The competency model of the airline flight operations quality assurance personnel

Competency category
(Weight)

Competency factor (Weight)

Education and work
experience

1 Bachelor degree or above, working experience in civil aviation
related business for 1 year or more; (system management and data
processing personnel)
2 Bachelor degree or above, 3 years or above experience as captain.
(data analysts)

Basic Competency
(0.198)

1 Language communication ability (0.107);
2 Statistical analysis ability (0.107);
3 Team awareness (0.098);
4 Coordination ability (0.098);
5 Collaboration ability (0.098);
6 Organizational ability (0.089);
7 Good physical quality (0.089);
8 Learning ability (0.084);
9 Logical analysis ability (0.084);
10 Leadership ability (0.071);
11 Training and guiding ability (0.071);

Attitude (0.216) 1 Conscientiousness (0.188); 2 Confidentiality (0.188);
3 Responsibility (0.180); 4 Impartiality (0.158);
5 Carefulness (0.158); 6 Initiative (0.128);

Professional knowledge
and skills of flight
operations quality
assurance (0.205)

1 Monitoring items and standards (0.118);
2 Write various analysis reports (0.118);
3 Proficient in flight data decoding software (0.114)
4 Flight data acquisition and transmission principle (0.109);
5 Principle of event detection (0.100);
6 Civil Aviation Administration and the company’s flight operations
quality assurance regulations (0.090);
7 Write a monitoring procedure (0.090);
8 Application of flight operations quality assurance in safety
management systems(0.090);
9 Making 3D simulations(0.090);
10 Understand risk management knowledge (0.081)

Business knowledge
(0.193)

1 Flight operations knowledge (0.193); 2 Flight procedures (0.193);
3 Meteorological knowledge (0.168); 4 Airspace(0.151);
5 Navigation (0.151); 6 Airport operational knowledge (0.143)

Basic skills (0.188) 1 Proficiency in computer operation and computer related knowledge
(0.379);
2 Have writing skills (0.328);
3 Have a certain level of English listening, speaking, reading and
writing (0.293)
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5 Conclusion

Through the job analysis method to study the competency model of flight operations
quality assurance personnel, and using the questionnaire method, using SPSS statistical
tools to analyze and determine the competency model of airline flight operations
quality assurance personnel. The model includes six dimensions of academic qualifi-
cations and work experience, basic competency, attitude, professional knowledge and
skills of flight operations quality assurance, business knowledge, basic skills, and a
total of 36 competency factors. In addition to academic qualifications and work
experience, these five dimensions are ranked as attitude, professional knowledge and
skills of flight operations quality assurance, basic competency, business knowledge and
basic skills.

Each airline can refer to the competency model of flight operations quality assur-
ance personnel established in this paper to build the competency model of the com-
pany. The model is conducive to airlines to carry out human resource inventory, clarify
the gap between current capacity reserve and future requirements. A benchmarking
system has been established to help airlines better select, train and motivate employees
who can contribute to the building of their core competitive advantages [14].
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Abstract. Research works have been carried out on how children with autism
spectrum disorder (ASD) react to different virtual environment (VE) stimuli. It is
hypothesized by psychologists that children with ASD will be cognitively
empowered while interacting in a VE, as it can offer positive reinforcement and
a better sense of engagement to keep the child’s interests awake. This research
will explore the development and refinement of virtual kitchen applications in an
immersive environment by incorporating the sense of touch. A tangible VE lets
users touch, grasp, and manipulate virtual objects with the help of a haptic force
feedback device. The Unity game engine will be integrated with the existing
haptic pipeline to build a full-fledged haptic virtual kitchen. Once developed, the
software will be tested by children with and without ASD under a psychologist’s
observation. Monitoring will be done by tracking users’ progress while learning
different steps of cooking in a haptic VE; transfer of knowledge from a VE to the
real world will be closely observed.

Keywords: Haptic feedback � Virtual environment � Autism spectrum disorder

1 Introduction

Virtual reality (VR) is currently being used to address physical and mental disabilities
[1]. The use of VEs has become a popular solution for patients who have lost motor
ability of limbs and require proper rehabilitation to regain a better control of them [2].
Psychologists are currently exploring the immersive effects of VR for cognitive
behavioral therapy [3]. VEs are being used for immersion therapy to combat phobias
and social behavioral simulation applications to train children with social disorders to
cope with anxiety and regulate emotions [4].

This paper mainly addresses cognitive rehabilitation in a haptic VE. Several
rehabilitation applications have been developed using haptic VEs but few address
cognitive impairments. This paper aims to enrich the abilities, lives, and self sufficiency
of children with ASD by providing an immersive haptic space to experiment, learn, and
explore their abilities in a sandbox-like kitchen setting. A child with ASD can freely
interact within a VE since there are minimal consequences to their actions. VEs allow
someone with ASD to practice social skills an unlimited number of times without
anxiety and discomfort. In combination with cognitive behavioral therapy, VEs can

© Springer Nature Switzerland AG 2019
C. Stephanidis and M. Antona (Eds.): HCII 2019, CCIS 1088, pp. 137–142, 2019.
https://doi.org/10.1007/978-3-030-30712-7_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30712-7_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30712-7_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30712-7_18&amp;domain=pdf
https://doi.org/10.1007/978-3-030-30712-7_18


offer children with ASD a safe immersive space where they are allowed to make social
mistakes without fear of rejection [4, 5]. This sparks development of applications that
simulate social settings where a child can practice social skills [4]. This paper mainly
addresses one such application.

2 Background

A number of research works have been carried out to address cognitive ability of
autistic children. Some online VR platforms are already available that can be catered to
the need of children with autism [6].

Mace et al. emphasized collaborative VE for physical training where a team was
composed of healthy and impaired subjects so that a healthy participant can assist the
impaired one. The game consisted of a ball on a beam with players on both ends trying
to balance the beam by varying their power-grip force. Players received credits counted
by the number of stars collected that worked as an incentive to make further progress in
the game [2].

Christiansen et al. designed a virtual kitchen where patients were required to follow
a number of steps in order to prepare a can of soup [3]. The VR system was comprised
of a PC platform and a head mounted display (HMD); the user interacted with the
environment using either a mouse or joystick.

Goršič et al. developed a cooperative cooking application for upper limb rehabil-
itation [7]. In this application, multiple tasks were performed by multiple participants to
prepare one dish, but each task was performed by a single participant. The Bimeo arm
rehabilitation system was used to track movements of arm, forearm, and wrist with
embedded sensors [8]. The application requires the user to drag ingredients specific to a
dish to a bowl/pan. Some challenges such as swatting away flies was also introduced
into the cooking environment. This application mainly focused on mobility impairment
and movements of the limbs as well as teamwork. This application was not evaluated
by the target group.

Didehbani et al. created a VR application to help children with high functioning
autism (HFA) to practice socializing using a keyboard and mouse [4]. This application
focuses on putting the user into specific social situations such as consoling friends,
participating in a classroom, and more. Participants were represented as self-avatars
who were able to run, jump, and use a variety of arm and body gestures. Along with the
self-avatars, other avatars were included and controlled by participants or trained
clinicians to provide immediate feedback to the user.

Cheng et al. exposed ASD subjects to social scenarios such as a restaurant, let them
explore empathy by understanding social contexts and respond accordingly. The
application used an interactive collaborative VE where users could select a 3D avatar
for their representation. The empathy scenario included various 3D animated social
events to elicit empathy in different situations, such as waiting in line to order food
while observing slips and falls of a passer-by. Participants’ responses to different events
were observed and later, measured from a baseline to gauge the effectiveness of the
system [5].
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Mesa-Gresa and her research group conducted an extensive survey on the effec-
tiveness of virtual reality for children and adolescents with ASD and provided mod-
erate evidence about the effectiveness of VR, but encouraged VR to be utilized to
develop new VR-based treatments for children with ASD [9].

In this paper we mainly focus on cognitive rehabilitation of children with ASD who
need to practice social skills or daily chores in a relaxed and stress-free environment.
A virtual kitchen was chosen to address the issues of autism in a non-competitive
environment. In order to make the VE more immersive, haptic force feedback was used
along with the scope of multiplayer cooperative interactions. For further immersion and
engagement, a head mounted display (HMD) was also introduced into the system.

3 Proposed Approach

The proposed approach focuses on the following issues:

• A cooperative VE that involves multiple participants.
• A non-competitive sandbox-like VE to minimize stress and anxiety.
• An immersive VE which allows users to be fully engaged inside the virtual world.

Figure 1 demonstrates different components of the proposed approach. A common
kitchen setting from daily life has been selected to practice cooking in a stress-free
environment. Two participants can be involved in cooking in the virtual kitchen in a
cooperative manner. For example, one user can chop vegetables, while another can
cook ingredients on a stove. The use of an HMD will offer users an immersive
experience while interacting in the virtual kitchen. Haptic devices will add depth to
their experience by allowing them to touch and grab virtual objects.

Fig. 1. Proposed approach at a glance.
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4 Implementation and Results

This project uses the Unity game engine for fast and easy high-level VR development.
3D Systems [10], has already developed a plugin for Unity to interface with haptic
devices. With this plugin, an HMD can be easily combined with haptic virtual reality
for a more immersive experience. The proposed virtual kitchen will be equipped with
all modern kitchen appliances, and an assortment of dishes and utensils. In the virtual
kitchen, participants will be required to follow a number of steps to prepare a particular
dish. This involves grabbing vegetables from a refrigerator, taking a knife and cutting
board from a drawer, slicing vegetables, turning on a stove, placing a pan on the top of
it, pouring cooking oil, spices, and vegetables into the cooking pan, and so on. With a
haptic force feedback device, precise movements can be made while grabbing or
touching virtual objects, which is an advantage over motion controllers, joysticks, or
mouse-based interaction. The haptic VE will simulate the feeling of a kitchen and
objects inside it while handles of haptic devices will represent different cooking items
such as knives, spatulas, tongs, and more.

Objects can be assigned physical properties such as solid/hard or soft/elastic feel-
ing. Objects will have accurate depictions of friction, viscosity, and weight. For
example, during the process of mixing cake batter with other ingredients, the batter
alters from a thin and runny state to a thick viscous substance. The user will be able to
navigate the entirety of the virtual kitchen and interact with objects using the haptic
device.

With two haptic devices, this virtual kitchen allows for a single player to interact
with multiple objects simultaneously with both hands. The cooking team can also be
composed of healthy-impaired participants or impaired-impaired participants depend-
ing on the severity of a patient’s disorder. This will allow one participant to mentor
another. The use of an HMD will allow the user to practice cooking in a more engaging
environment.

Figure 2a demonstrates a healthy user interacting with a virtual kitchen inside of a
video game developed by Owlchemy Labs [11] with an HTC Vive headset and motion
controllers. The inset of Fig. 2a shows the user performing a flipping motion with
motion controllers to flip a steak on a grill. Figure 2b shows a snapshot of our pilot
virtual kitchen yet to be fully constructed. Here, the same user grabs a pot and pours
contents onto a plate with accurate motion and force feedback using a 3D Systems
Touch haptic device. Figure 2c shows the same virtual kitchen where the same user
interacts wearing an HMD. The level of immersion gradually increases as the user
wears an HMD in this haptic virtual kitchen.
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5 Conclusion and Future Works

For addressing cognitive impairments such as ASD, a stress-free VE is preferable over
a competitive VE. A virtual kitchen is an ideal environment to address ASD among
children. A cooperative virtual kitchen may help ASD children practice daily chores

Fig. 2. (a) A virtual kitchen in a video game developed by Owlchemy Labs, (inset) a healthy user
preparing a steak and performing flipping motion to cook both sides of the steak. A healthy user is
interacting with the proposed pilot haptic virtual kitchen (b) without HMD and (c) with HMD.

A Haptic Virtual Kitchen for the Cognitive Empowerment of Children 141



and socialization simultaneously. Research findings demonstrate that a user performs
better while playing a therapeutic game in a cooperative game mode [2, 7]. This
incomplete pilot virtual kitchen has already been tested by a healthy user and varying
levels of immersion have been observed. With a haptic device, the user can perform
more accurate motions while receiving haptic force feedback. For a cooperative
environment, this application will support multiple haptic devices.

Future works will involve building a full-fledged virtual kitchen, and user study
will include the target group. Different levels of immersion will be observed among
users while interacting with different VEs i.e., a non-haptic VE with motion controller-
based interaction, a haptic VE without HMD, and a haptic VE with HMD. Audio
feedback will be integrated for better guidance. Different steps will be displayed along
with audio feedback. Level of performance and effort can be measured by giving
players points and rating their accuracy. Accuracy will be measured for following
guidance properly and completing steps successfully. Lastly, transfer of knowledge
from the VE to the real world will be observed.
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Abstract. In this paper, we designed a system called LipSpeaker to help
acquired voice disorder people to communicate in daily life. Acquired
voice disorder users only need to face the camera on their smartphones,
and then use their lips to imitate the pronunciation of the words. Lip-
Speaker can recognize the movements of the lips and convert them to
texts, and then it generates audio to play.

Compared to texts, mel-spectrogram is more emotionally informative.
In order to generate smoother and more emotional audio, we also use the
method of predicting mel-spectrogram instead of texts through recogniz-
ing users’ lip movements and expression together.

Keywords: Accessibility · Disabled people · Lipreading

1 Introduction

Currently acquired voice disorder people communicate with others mainly in
three methods. The first is through sign language. The second is communicate
through paper and pen. The last method is to use smartphones or computers as
medium.

However, all three methods have their own flaws. The first method requires
others to be proficient in sign language but few people know sign language.
The second method requires literate people but not all the people are literate.
Furthermore, it is inconvenient to create writing environment on the road. The
third method requires the users to master the basic keyboard input which is not
applicable to all the people.

In order to solve the above problems, we have designed a new interactive
solution- LipSpeaker: a system that uses the movements of the user’s lips to
generate speech. What the user need to do is simply face the camera on his
smartphone. LipSpeaker uses the facial landmark detector to capture images of
the user’s lips. With the time sequence frame of the lips captured as input, the
deep neural network can generate the text of the user’s speech. With LipSpeaker,
acquired voice disorder users can communicate with other people without the
need for sign language, literacy or any keyboard input.

c© Springer Nature Switzerland AG 2019
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2 Related Work

Benefited from the development of deep neural networks in recent years, the field
of lipreading has also been greatly developed. Among the well-known contribu-
tions are LipNet [1] of Assae et al. and Lip Reading in the Wild [2] by Chung
et al.

Word Error Rate (WER) is an important indicator in training and evaluating
the accuracy of lipreading using GRID corpus [3] dataset. Compared to Wand’s
WER in Lipreading with long short term memory [4] in 2016 is only 20.4%, the
WER in LipNet is 4.8%. In Lip Reading in the Wild, the WER even reached
3.0%. At the same time, Assae et al. indicated that the accuracy of lipreading
using deep neural network is 4.1 times higher than that of artificial lipreading.
Proving that using deep neural networks to predict text through the movement
of the lips is feasible.

At this stage, we also use the GRID corpus dataset to train deep neural
networks. The text results are predicted by inputting the motion sequence frame
of the user’s lips into the lipreading deep neural network model, and the audio
playback is synthesized through Text-To-Speech (TTS) system. However, there is
a disadvantage in generating audio in this way: the tone of the user’s speech will
be filtered directly into a text while our ultimate goal is to generate emotional
audio based on the user’s lip movements.

Inspired by Tacotron2 [5] by Jonathan Shen et al., we are trying to predict
mel-spectrogram using the lipreading deep neural network model instead of pre-
dicting texts. Together with mel-spectrogram, we can generate emotional audio
with WaveNet [6].

3 Implementation

The implementation of LipSpeaker is divided into two major steps: training phase
and evaluation phase. Training phase runs on Ubuntu. We use tensorflow as a
framework for deep learning, training the lipreading deep neural network with
the GRID corpus dataset, and obtaining a well-trained model after training.
In the evaluation phase, we convert the well-trained model into the model of
Apple’s deep learning framework Core ML, and then run the model onto the
phone.

Since loading and running a well-trained model on the smartphone pro-
duces a relatively large amount of computation, it will result in high perfor-
mance requirements for the smartphone. In order to alleviate the burden of
computation on Text-To-Speech (TTS), we use Apple’s AVSpeechSynthsizer
provided by AVFoundation to generate audio. Compared to the TTS system
such as Tacotron2, AVSpeechSynthsizer improves the generation speed and
reduces the amount of computation at the expense of audio fluency and natural-
ness. AVSpeechSynthsizer is sufficient at this stage to verify the validity of the
system.

In order to improve the accuracy of lipreading. In the pre-processing, we did
mouth detection on the input image and cropped the user’s mouth area as input.
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Since the training device is PC and the actual running device is smartphone. In
order to ensure the consistency of mouth detection results between training and
running, we use dlib [7] to crop the position of the lips.

In terms of deep neural network models, we have adopted a network structure
similar to LipNet since it has three advantages over the network structure of
Lip Reading in the wild. First, the overall result it gets is better. Second, its
network structure is simpler and the amount of computation is much less, and
third, the network structure is End-To-End, which is more suitable for running
on smartphones.

See the Fig. 1 for the specific Network Architecture. We adopt Connectionist
Temporal Classification [8] (CTC) loss as our loss function. For optimizer we use
AdamOpimizer.

Fig. 1. Lip reading deep neural network architecture.

The accuracy of the model after training is similar to that in the LipNet.
The WER of the prediction results for the overlapped speaker is about 7%, and
the number for the Unseen Speaker is about 14%.

4 Future Works

We will use the same evaluation method as TTS to verify the validation of Lip-
Speaker using the Mean Opinion Score (MOS). In this experiment, each group
will consist of an acquired voice disorder participant and a non-disabled partic-
ipant. The two users will communicate in three ways: pen and paper, keyboard
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input and LipSpeaker. Both users in each group score the three methods respec-
tively with the score ranges from 1 to 5, and each group generating six numbers.
Through multiple sets of experiments, the MOS of each communication method
is calculated and compared to verify the effect of LipSpeaker on the acquired
voice disorder participants and non-disabled participants.

As mentioned in Sect. 2: predicting text with lip motion sequence frames can
result in loss of features of the user’s emotions. Therefore, we have improved
the network structure inspired by Tacotron2. Tacotron2 is a system for TTS
that consists of two major parts. The first part uses deep neural network to
predict mel-spectrograms through text sequences. The second part uses the
obtained mel-spectrogram to generate audio through another deep neural net-
work WaveNet.

Since the mel-spectrogram is richer in the amount of features carried by
texts, the generated audio from mel-spectrogram can better restore the user’s
emotions. Therefore, we are trying to predict the mel-spectrogram through deep
neural network using the lip motion sequence frame as input. Lastly we use the
trained WaveNet to generate audio with intonation. See the Fig. 2 for the specific
Network Architecture.

Fig. 2. The approach of predict mel-spectrogram by deep learning network
architecture.



LipSpeaker: Helping Acquired Voice Disorders People Speak Again 147

Natoki Kimura et al.’s SottoVoce [9] successfully predicted the Mel-scale
spectrum using the ultrasound picture sequence frames of the tongue. Since the
lip motion sequence frame has more features than ultrasound picture sequence
frames of the tongue, we highly believe it is feasible for lip motion sequence frame.
Up until now, we have tried to generate mel-spectrogram using 3D Convolutional
Neural Networks [10] (3D-CNN). In order to achieve the expected accuracy,
further experiments are still needed.

5 Conclusion

The system LipSpeaker we designed shows a new way of human-computer inter-
action. LipSpeaker can use the deep neural network to predict text by identifying
the lip motions of the acquired voice disorder people and use it to generate speech
in conjunction with TTS. LipSpeaker can help acquired voice disorders people to
communicate more easily with others in their daily life. The WER of the model
reached 7% in the laboratory environment, demonstrating the effectiveness of
the method.

However, at the same time, the model is greatly affected by the environment.
In the case of poor lighting conditions or the user’s lip pictures are not clear,
the accuracy will drop dramatically. The reason may be that the trained GRID
corpus datasets data is obtained in an environment where the light is always
sufficient and the participant is always facing the camera at the front face. In
future work, we will try to add more training data to improve this situation.

Since the mel-spectrogram is richer in the amount of features carried by
the text, the generated audio by mel-spectrogram can better restore the user’s
feelings. Inspired by the network structure of Tacotron2, we proposed to predict
the mel-spectrogram through the lip motion sequence frame and use WaveNet to
generate smoother audio with more intonation. In order to achieve the expected
accuracy, we will conduct further experiments based on 3D-CNN.
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Abstract. The purpose of this study is to the motion expression activities of
children with intellectual disabilities using motion graphics and Kinect. In the
process of recognizing movement expression activity using motion graphics and
Kinect, the effect of performance was shown when the movement expression
activity through the body was properly performed. The subjects were 8 children
with intellectual disabilities, and conducted the program twice a week for 10
weeks. The research design utilized video screen and theme music as contents of
musical works. 42 actions were performed randomly. When the movement is
perfectly represented, the score is displayed along with the sound. As a research
method, Laban Movement analysis was used as a motion expression activity
program. It is analyzed by four elements of LMA: Body, Effort, Shape, and
Space. We observed the connectivity, body structure, body movements, pro-
gress, gestures and postures of each part of the body measured by LMA and
figured out what the content of movement was. When the anatomical position of
the body is divided into upper/lower (vertical) (average: 34/42: total score),
left/right (horizontal) (average: 23/42: total score), and front/back (sagittal)
(average: 13/42: total score). Through this study, it is shown that the movement
of the children with intellectual disabilities can be induced by using the motion
graphics and the functional game using Kinect to train the body structure and
movement direction in daily life and to induce the change of the internal attitude.

Keywords: Motion graphics � Kinect � Laban Movement Analysis �
Intellectual

1 Introduction

1.1 LMA (Laban Movement Analysis)

One of the practical methods of representing motion research is the motion analysis
proposed by Rudolph Laban, which is already being used by infants and children with
disabilities. Motion analysis education can present creative programs and it can be done
as a treatment program for children with disabilities through movement. However, the
development of movement has not been proven in children with disabilities. In this
study, it is meaningful that the analysis of Laban movement using ICT is verified in
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actual field for children with disabilities. It is a motion analysis system based on LMA
(Laban Movement Analysis) [1] theory. It is a key element of all natural and artificial
movements in the world, from various movements expressed in virtual space, the
presentation in Table 1 is mainly addressed in Laban’s motion analysis. Linder [2]
based on the discovery that there are common elements in all movements of Laban’s
approach to motion. The analysis and records used in the study of movement were to be
found in previous unrelated movements this suggests that movement is not simply a
physical activity, which means that human activity has always been viewed as a means
of conveying internal attitudes or internal responses of the mind [3]. Tables 1 and 2
depicts emotions and thoughts in human movements, and refers to internal motivation,
which is expressed by external expressive movements. The movement of the body is to
convey various information to the mind and to interact and express it outwardly. In
addition to the structure of movement such as movement direction, speed, distance,
weight, etc., the port analyzes and records the characteristics of how the effort reflecting
the inner psychological state is utilized. The concept of the will is expressed as a core
concept [4]. Laban can be classified as ‘natural behavior and unnatural act’ when he or
she approached ‘disorder’ by movement. By studying human movements, we have
argued that we can understand human internal conflicts, in the method of expression
and communication that expresses by movement, human beings move to satisfy desire.
The basic physical experience emerges from the function of simple transmission to the
expression of emotional experience as well as the movement of human life from
confirming the existence of life. This is consistent with Hong [5] study. Study on the
educational effect analysis of motion expression in motion graphics of Kim [6]:
Laban’s Movement Analysis as in the centered study, Laban’s movement theory was
tried in motion graphics, but the limit in motion graphics is dance. The dancer’s
intentional intentions and motivational movements, expressed directly through the
body, are presented through ICT only in a way that expresses emotional and psy-
chological aspects differently from the intention of expressing it directly. The purpose
of this study is to present the movement of Laban’s movement in the movement of
physical activity of children with intellectual disabilities using Kinect and motion
graphics.

Figure 1 shows the effects of the movement activities on the emotional and psy-
chological aspects of the movement of the children with mental retardation. It is
possible to present a study of the program of movement expression activities by

Table 1. Key elements of Laban Movement Analysis

Configuration Contents

Body Body part External parts: head, shoulders, arms, legs, etc.
Internal parts: heart, muscle, bones, joints, etc.

Body motion Movement vs non-movement
Lifting vs lower
Push vs band
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interacting with ICT through learning through experiencing confident and movement
expressive activities to children with disabilities.

2 Research Design

2.1 Subject

Students with intellectual disabilities were children with disability grade 2 and 3, ages
10 to 18, and 8 children (3 males and 5 females). We participated in the game 20 times
(twice a week) in 10 weeks (January * March 2018). Table 3 shows the rating
characteristics of each participant in the game.

Table 2. Effort element that reconstructs time, space, flow on three steps

Movement element Effort element

Time Speed Normal speed Slow
Space Straight Little flexible Flexible
Flow Stop Flowing Growing

Using motion graphics LMA Designation 

Start

Vertical movement

Horizontal movement

Sagittal movement

Fig. 1. Effort motion in Laban Movement Analysis
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2.2 Kinect, Skelton

The program in this study performs the function of recognizing the human body
structure and analyzing the movement motion in the Kinect (see Fig. 2) [7] develop-
ment program SDK in the NUI Library. Through the NUI skeleton API, it accurately
recognizes each part around the skeleton of the person in front of Kinect (see Google)
(see Fig. 3).

3 Results

The purpose of this study is to investigate the motion graphics of kinematics of children
with intellectual disabilities and the kinesthetic activities of Kinect. The participating
children did not have experience of games at all, and the space where the physical
activity was encountered was mainly indoor activities rather than outdoor activities,
educational movements programs participating in physical activity are children who
have difficulty in experiencing environmental factors. Movement activities were based
on the anatomical postures of the body as a result of physical activity of vertical,
horizontal, and sagittal (center shift). Vertical movement showed the highest score in
children with intellectual disability when divided into vertical movement, horizontal
movement, and sagittal movement (average score)/Total score: 8.2 points/10 points),

Table 3. Characteristics of participants in the game

Name(sex) Age Disability grade

Ko (F) 18 3rd

Ko (M) 16 2rd
Bang (F) 18 3rd

Jeon (F) 16 2rd
Jang (M) 10 3rd
Kim (M) 18 2rd
Park (F) 14 3rd
Yu (F) 18 2rd

Fig. 2. TIM CARMODY, WIRED.COM Fig. 3. Space of recognition of NUI Skelton API
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followed by a horizontal movement score (average score/total score: 6.1 points/10
points). The lowest score was the sagittal movement (average score/total score: 4
points/10 points). In Table 4, the evaluation criteria for the 10-point scale were set by
10 selected motions with 1 preparation, 3 vertical motions, 3 horizontal motions, 3
front and back motions, And the average of the score values of each performed action.

In the movement analysis, the children with disabilities preferred the private space
rather than the general space. Vertical movement and horizontal movement. These
results show that the movement activities of the children with disabilities are also the
most preferred and confidently represented by the non-movement movement.

Also, in the body movement center movement activity, it showed higher score in
non - movement than center movement. It is suggested that the activities of expressing
the preference of the children with disabilities are represented by the vertical activities
indicated by the high scores, and when they are expressed with the vertical direction of
the body structure in daily life, And the horizontal direction, that is, the direction that
moves left and right, shows the internal attitude of ‘communication’ as a posture
requiring a stability of the body. Finally, the sagittal movement that moves forward and
backward, which is the movement of the center movement, is somewhat difficult to
express to children with disabilities due to the characteristic of movement that has the
lowest attitude of inner will or approach when performing the concentration and
operation of a certain work, And the internal attitude of the activity. This study sug-
gests that the presentation of the program that can induce the internal attitude change of
the body movements can be used for the education of the movement of the body
expressing activity as the educational function of the psychological element to the
children with the disability. In particular, it can be used variously in education games
for the disabled and the disabled, and for the elderly people in the movement learning
and dementia prevention education. By presenting the study of practical educational
game programs, it is expected that continuous research should be linked.

Acknowledgements. This work was supported by the Ministry of Education of the Republic of
Korea and the National Research Foundation of Korea (NRF-2017S1A5B5A07063616).

Table 4. Motion representation activity vertical, horizontal, sagittal (movement)
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Abstract. HIRA (Health Insurance Review & Assessment Service) in South
Korea showed that 70% of patients treated for stuttering were children last year. In
general, stuttering treatment is more effective the earlier post-onset it is provided
to the child. However, several obstacles have found in standard stuttering treat-
ment related to visual recording also limitations have found in existing digital
treatment services for stuttering children. In this paper, the case study introduced
“Tingling Cast” application to confirm stuttering symptoms and to help promote
and maintain speech fluency in children. Based on the case study with a stuttering
child and interviews with speech therapists, the case study showed that the
“Tingling Cast” service had a positive impact on children’s stuttering treatment
motivation and in promoting speech fluency. In light of these positive results from
qualitative data, the case study proposes this service to confirm stuttering
symptoms and to help promote and maintain speech fluency in children.

Keywords: Service design � Interaction � Stuttering � Symptom identification �
Behavior change � Children

1 Introduction

In recent years, HCI researchers have shown potentials of using interactive technolo-
gies to support people with disorders. However, we have found that there has been a
severe lack of study in digital tools that involves people who stutter [2]. According to
the Health Insurance Review & Assessment (HIRA) Service in South Korea, a total of
423 individuals sought medical treatment for stuttering in 2017, and 291 (68.7%) of
them were children. The younger the children experiencing speech difficulties are, the
more favorable the prognosis for stuttering. However, treatment services for speech
fluency impediments (e.g. stuttering, cluttering, etc.) are mainly confined to adults.
With this in mind, this case study set out to propose treatment services to promote
practical fluency improvement for stuttering children.

2 Background

2.1 Definition and Causes of Stuttering

Stuttering is a condition marked by the repetition of sounds that impede one’s speech.
The causes of this impediment are usually complex and are often due to environmental
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and psychological factors. Stuttering usually appears in children from 1.6 years to
12 years old and occurs most frequently in children aged between 2 and 5. In 80% of
all cases of stuttering appearing during a child’s language development, symptoms
subside naturally after 3 years or more, with symptoms persisting throughout the
elementary school in the remaining 20% of cases [4]. In most cases in which stuttering
persist throughout a child’s elementary school years, there is a risk of evolution into a
chronic speech impediment. Therefore, it is critical to have a speech therapist monitor
and diagnose whether a child’s stuttering will subside on its own or if active speech
therapy is required [1].

2.2 Treatment for Stuttering

There are three main approaches to stuttering treatment: ‘stuttering modification’,
‘fluency shaping’, and ‘integrated or hybrid intervention’. ‘Stuttering modification’
teaches children to “stutter with fluency”—i.e., to recognize instances of stuttering and
to reduce any associated fears of speaking by building the confidence to self-correct
when necessary. ‘Fluency shaping’ is a multi-step approach that reduces unnecessary
stuttering-related behaviors in order to improve fluency. Finally, the ‘integrated or
hybrid intervention’ combines these two forms of intervention. The ‘stabilization’ stage
included in the integrated therapy is characterized by a crucial step that focuses on
reducing the rate of relapse during and after treatment [3].

2.3 Limitations of Existing Treatment Services for Stuttering

Applications and services for children were significantly less than for adults. There
were only a few services shared with the therapist for continuous care. Furthermore,
most of these services involved voice recordings and DAF (Delayed Auditory Feed-
back) functions, rather than objective feedback from speech therapists. Some appli-
cations provided word lists for pronunciation practice. However, it is hard to practice
speaking in real life by training pronunciation based on word or sentence. Among the
types of apps used for language therapy, a simulation that implements everyday
communication situations and problem-solving apps that apply acquired speech and
language learning should make more efforts since it is only at 0% of the total [2].

3 Tingling Cast

3.1 Service Background

Through the interview process involving experts with speech disorder consisting of
four speech therapists, the head of speech-language therapy and aural rehabilitation
department at WooSong University in South Korea, and a director of Shin’s Speech-
Language Clinic in South Korea, we have found several problems with existing
treatment for stuttering. During the ‘symptom identification’ stage, the first stage of
‘stuttering modification’ treatment, the therapist uses video taking to help children to
identify their symptom. However, children are uncomfortable to see themselves and
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even deny their stuttering. Speech therapists face a heavy emotional burden as they try
to assess the speech conditions of children while also being considerate of children’s
emotions. The final stage of treatment, ‘stabilization’, requires prolonged and contin-
uous monitoring of children to maintain treatment results and to avoid the high risk of
relapse. The therapist often takes a video to observe the patient during the stage and
expects the patient to be aware of it. However, children show a lack of focus on
treatment activities due to a long journey of treatment. Moreover, there are limitations
when therapists treat the patient one-on-one. The longer the treatment, the more
challenging to come up with different treatment activities. These problems cause dif-
ficulty to produce the results of fluency practices.

To overcome obstacles, we have considered two methods. First, we implemented
the content creation experience to the service. Recently, much attention has been paid
to reports of elementary students indicating “media creator” as their dream job. This is
because teenagers use video media significantly. Data shows that teenagers spend three
times longer on YouTube than on KakaoTalk (the most commonly used free mobile
instant messaging application in South Korea) [5]. Demonstrating that video is the most
common medium of content they access and the most popular medium of content
creation. The children from the Shin’s Speech-Language Clinic who encouraged this
case study were familiar with YouTube and even expressed a desire to create YouTube
content in the future. Taking these factors into consideration content creation was
selected as an effective means to create to capture children’s interest. Second, we
applied the everyday problem-solving practice to the service. When using the “Tingling
Cast” application, speech therapists can select either symptom identification or fluency
examination as a customized objective for each child. Moreover, these objectives can
meet the specific practice of each child by considering everyday situations, questions,
and conversations. This allows speech therapists to decide on an appropriate course of
therapy adapted to each individual. It also gives the children an opportunity to become
aware of their own speech patterns and engages them to participate in everyday con-
versations and scenarios to further promote fluency development and preservation.

3.2 Service Content and Operation

We propose a service that helps maintain fluency in the stage of “identification” and
“stabilization” using Van Riper’s therapy [3]. The “Tingling Cast” operates as follows.
First, children who experience stuttering become media content creators and record their
own content on the application. They select one of several objectives set by a speech
therapist before they begin recording (Fig. 1) and can even purchase special effects
(Fig. 2) from the game store to make their content more unique. After completing their
recording, the children can click on their recorded videos to start the process of symptom
identification. When they find their stuttering or secondary behavior (e.g., eye blinks,
looking away from the listener, etc.), they click the button. The button used a comma icon
to express a metaphorical sense of ‘taking a moment to pause when speaking.’ When
children click the button, an icon is displayed in the video progress bar (Fig. 2). After
completing the symptom identification, the subscribers increase as basic compensation. It
rises each time when they finish video taking regardless of their stuttering. However,
stuttering subtracts subscribers from the total number of subscribers (Fig. 3). Children
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who earn a certain number of subscribers will unlock new special effects that they can use
in their content creation. Speech therapists can keep track of their patients through the
“Tingling Cast” and can add age-appropriate treatment objectives for each child. These
objectives are then saved on the server, and they can be shared with other speech
therapists. Shared data would be useful for other speech therapists when they confront a
hard time creating new contents for children’s objectives. Therapists can view the video
content created by their patients and leave comments on each child’s progress (Fig. 4).

Fig. 1. Main and topic selection page

Fig. 2. An effect shop and symptom identification page

Fig. 3. Reward pages
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4 The Case Study

The subject of this case study was a 12-year old boy who is a 6th-grade elementary
student and has been getting treatment at Shin’s Speech-Language Clinic for more than
a year. He met with a speech therapist at the clinic twice a week to record practice
videos and to observe his own speech fluency preservation. Also, the child received
homework to practice at home and recorded his speaking to get feedback from the
therapist. The results of the observation showed that even though conducting this
treatment for approximately one year evidenced promising results within a structured
setting, it was difficult to determine the impact of the treatment on the child’s everyday
life. The child and his parent visited the clinic to engage in the case study. Also, we and
the therapist participant were present during the service observation. We are researchers
conducting the case study, and the therapist participant was a speech therapist with a
master’s degree in speech pathology who had experience in assessing speech fluency
disorders in children.

“Tingling Cast” is a mobile app developed using Unity and installed in Samsung
tablet to take a case study. To assess the interactions using “Tingling Cast”, the tablet
was arranged in the separated room at Shin’s Speech-Language Clinic with additional
props related to objectives that the research subject has to perform (see Fig. 5). First,
we explained the intent and purpose of the study to the child and his parent. Next, the
child entered the room and was asked to select one of the objectives presented by the
speech therapist to take a video by using the app for more than 15 min. The child
selected one of the objectives (e.g., “Tell us about your favorite movie character”) and
recorded himself with a prepared prop (e.g., “Marvel Avengers guide book”) within the
guidance of us. The child introduced his favorite movie and explained about movie
characters using “Tingling Cast” following the process explained above (3.2. Service
Operation and Content). He completed his video taking within 1 h including ‘symptom
identification’ process. Then, the therapist participant took the video recorded by the
child and reviewed it. After examining the video, the therapist participant assessed the
child’s performance and gave specific feedback during the next treatment.

Fig. 4. Therapist’s pages: main and children’s comments page
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Fig. 5. User test setting at Shin’s Speech-Language Clinic

During the case study, we observed the interaction between the child and “Tingling
Cast” and analyzed the accessibility of the service. After the case study, we interviewed
the child about the usability and attractiveness of “Tingling Cast” service. Also, we
showed the result of the child’s video to the parent and interviewed for the value of the
app. Lastly, the therapist participant reviewed the child’s video and checked whether he
performed his treatment activity considering his treatment goals. Then, the therapist
participant answered the questionnaire asking about the effectiveness of treatment
through the app.

5 Results

5.1 The Therapeutic Value

Qualitative data from the case studywith the therapist participant, the child, and the parent
support our findings. The therapeutic value of “Tingling Cast” was evaluated by the
therapist participant through reviewing video taken from the child. The therapist par-
ticipant fulfilled the questionnaire assessing therapeutic value and gave detailed feed-
backs to us. Results regarding the confirmation of the identification of stuttering showed
that the child was already aware of his speech patterns, but that he came to recognize
accompanying behaviors upon reviewing his recordings. The speech therapist rated the
effectiveness of the service highly in helping the child quickly acknowledge his own
speech patterns and their accompanying behaviors without burden. The speech therapist
also observed that the child applied the lessons he had learned to preserve speech fluency
when proceeding video taking. Furthermore, he was able to practice and engage in more
various and enjoyable activities than those offered by existing treatment methods.

5.2 The Ease of Functions

The accessibility of “Tingling Cast” was assessed by us observing the child in the case
study. And the attractiveness of “Tingling Cast”was evaluated by the interview between
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us and the child. Results regarding the functionality and effectiveness of the service
showed that “Tingling Cast” possess the functions within the reach of the child. “Tin-
gling Cast” interaction design induces the child to control the app and the app responded
to the child’s manipulation accurately. Also, through the observation, it was confirmed
that the relevant menus and icons are appealing to and simple enough for the child. The
child expressed interest in and enjoyed the feature of adding special effects to his content,
stating that he wanted to “increase [his] number of subscribers so that [he] could try out
other stickers.” Since the child’s records have been accumulated and kept, it was possible
for the parent to check the child’s treatment progress. Positive feedback had received
from parents who want to continue to receive treatment progress while outside of the
center. The parent showed delight since her child could continue practicing at home.

6 Conclusion

This case study aimed to provide a service to effectively identify symptoms and
maintain fluency in stuttering children. The results of the case study showed that the
“Tingling Cast” service motivated the child to participate in treatment and promoted
greater awareness of their stuttering, while also teaching the child skills needed to
actively learn to maintain their own speech fluency. The parent commended the service
for enabling them to keep track of the child’s progress throughout the treatment course
and to receive feedback from speech therapists. Furthermore, speech therapists high-
lighted the fact that children showed an observably greater interest in participating
actively in their therapy sessions. Based on these findings, the use of “Tingling Cast”
can be beneficial in the treatment of speech fluency for, and the language development
of, stuttering children. Subsequent studies will be conducted to offer more advanced
services for stuttering children to enjoy their treatment and also to reduce the incon-
venience of speech therapists assessing the stuttering.

Acknowledgments. This study was conducted in collaboration with Shin’s Speech-Language
Clinic in South Korea 2018-19.

References

1. Lee, S.-B.: The longitudinal study of treatment effect predictors in early childhood stuttering.
Ph.D. Ewha Woman’s University, Seoul, Korea (2014)

2. Lee, Y.: Analysis of mobile application trends for speech and language therapy of children
with disabilities in Korea. Phonetics Speech Sci. 7(3), 153–163 (2015)

3. Lee, S.: Fluency Disorder. Sigma Press, Seoul, Korea (2005)
4. Amborse, N., Yairi, E., Cox, N.: Genetic aspects of early childhood stuttering. J. Speech Hear.

Res. 36, 701–706 (1993). https://doi.org/10.1044/jshr.3604.701
5. The Kyunghyang Shinmun, The golden age of 1 media creators. http://news.khan.co.kr/kh_

news/khan_art_view.html?art_id=201803040944031. Accessed 04 Mar 2018

Tingling Cast: Broadcasting Platform Service for Stuttering Children 161

http://dx.doi.org/10.1044/jshr.3604.701
http://news.khan.co.kr/kh_news/khan_art_view.html%3fart_id%3d201803040944031
http://news.khan.co.kr/kh_news/khan_art_view.html%3fart_id%3d201803040944031


A Software Tool for the Deaf and
Hard-of-Hearing to Learn How to Speak

Robert Moreno(&) and Shamima Yasmin

Eastern Washington University, Cheney, WA 99004, USA
rmorenonv@gmail.com

Abstract. This project aims towards the empowerment of the deaf and hard-of-
hearing (DHH) in social communication by providing them a software tool to
learn how to speak. As the DHH will closely monitor and mimic other’s facial
expressions on the software, they will also explore how tongue placement is
used to create the correct sounding words. The software application uses simple
technologies and can be used in computers or mobile phones with the help of
embedded cameras and microphones. Hence it is portable and easily deployable
with everyday gadgets, i.e., laptops, mobile phones, and so on. The application
also comes in handy for the DHH to develop better communication skills by
providing a flexible learning environment.

Keywords: Deaf � Hard-of-hearing � Assistive technologies

1 Introduction

Existing research on the accessibility to language learning software mainly focuses on
sign language. On the other hand, learning how to speak could be beneficial to the
DHH because they would have another way of communicating their needs to others
who may not know sign language. A secondary benefit to this would be that as they
learn how to speak, they also become more proficient in lipreading which could
eventually expand their communication skills. With reduced communication barriers,
more opportunities arise. A software tool as proposed could help the DHH to practice
communication skills to enhance social interaction capabilities, and integrate into
mainstream society through improved understanding and evaluation of the surround-
ings [1].

2 Background

More than 85% of the DHH go to regular schools; about 95% of DHH children have
speaking and hearing parents but have a limited access to practice speaking [2]. When
these children start school, they have significant delay in language development in
comparison with their peers that do not have hearing loss. After reaching middle
school. They learn as much from text as they do from sign language or spoken lan-
guage in school. Current research works in this field are limited as user studies were
carried out on a small sample population.
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In the recent past, a user study was conducted with 500 DHH students who were
not identified with any other disability other than hearing impairment [2]. This study
aimed to isolate variables specifically tied with hearing impairment and academic
achievement. Participants were tested on comprehension, math, social studies, and
science skills. Better speaking ability was found to be positively related to achievement
scores across all the tests. DHH students who attended only regular schools, even those
who were in self-contained classrooms, performed better across all achievement
measures than those who attended either special schools or a mix of regular and special
schools.

Another study was conducted with 101 5-year-old DHH children who are accus-
tomed to hearing aid devices and use speaking as their main form of communication
[3]. These children were found to have greater phonological awareness on average
which has been associated with increased reading ability when compared to other DHH
children. However this study removed some variables (i.e., socio-economic back-
ground, age group, developmental disorders, and more) that could have been associated
with variances in data for a better conclusion.

Another study performed at a school for DHH children analyzed the predictors of
reading achievement as the receptive and expressive components and considered 78%
of the variance in reading achievement scores [4]. The findings did not correlate speech
scores to reading scores significantly; it only correlated the proficiency in English
language to their reading achievement.

Research findings clearly indicate that DHHs need to have more opportunities to be
exposed to the social environment; social avoidance and isolation can affect them in a
negative way. This paper aims to enrich the abilities, lives, and self-sufficiency of the
DHH.

3 Proposed Approach

The proposed approach consists of the following steps:

1. Live or pre-recorded video data of news anchors or interaction partners to be
captured by a camera.

2. Convert audio feedback to video captions in real time with the existing speech
recognition libraries (Fig. 1).

3. Extract, demarcate, and enhance facial features (e.g. lips) with existing graphics and
images processing libraries such as OpenGL and OpenCV (Fig. 2).

It is hypothesized that the DHH will closely monitor and mimic other’s facial
expressions and explore how tongue placement is used to create the correct sounding
words. Simultaneous video captions or subtitles will help them better enunciate the
words. Hence the proposed approach mainly consists of close monitoring of the
visemes and pronounce the captions accordingly to be able to speak properly as
demonstrated in Figs. 1 and 2. This software should be portable and could be used on
computers, tablets, and mobile phones which allows the user to use it whenever and
wherever is convenient and comfortable for them.
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4 Implementation and Results

Python 3.7 was used in conjunction with a speech recognition library. The speech
recognition library (SpeechRecognition 3.8.1) uses Google Speech to Text API. This
software uses OpenCV to either show a prerecorded video feed or a live feed of the
user. The software at its current stage can extract audio and video data properly. Audio
feedback is displayed onto the screen as subtitles along with the video of the user.
Below are some results from this work-in-progress.

The user in Fig. 3 is an international student with severe hearing impairment who
learned how to speak at a very young age. His speaking ability developed during his
time at a deaf school and he continued to practice even after attending regular schools.
Now he is a junior in a computer science program at Eastern Washington University.
He leads a very social life with very little assistance from any devices, i.e., cell phones,
computers, hearing aids, writing, and others.

Figure 4 demonstrates the use of the software by a normal user. Though some
words were mispronounced intentionally, the speech recognition library could handle it

Fig. 1. The proposed approach at a glance

Fig. 2. Visemes to be considered for correct pronunciation of words [5].
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properly. For example, the user pronounced “wittle wady went to the mawket” and it
was translated correctly with this software to “little lady went to the market”.

This tool does make mistakes depending on the quality of microphone available
and pronunciations. Mistakes happen most often because of mispronunciations, for
example if you say “yellow stone” too quickly it might translate to “Yellowstone”
which have two different meanings. This would be important if the user is trying to
convey a location or an object that contain the same words but are pronounced
differently.

Fig. 3. The software in use by a user who has severe hearing impairment, but he can speak, and
the software is able to translate what he has said correctly.

Fig. 4. This caption “little lady went to the market” was pronounced “wittle wady went to the
mawket” and it was translated correctly by this software.
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As part of the future works of this project, facial features for different facial
movements (i.e., lips) will be checked against ideal facial movements. Ideal facial
movements will be demonstrated on one side of the screen. Next, the software will take
in sound from either the microphone or a prerecorded audio file and translate it into text
where it can be checked against the expected word or phrase to give appropriate
feedback. Finally, with the combined feedback as provided by the software, users will
be able to practice as much as they would like to improve speaking and lip reading
skills.

5 Conclusion

It is obvious as more tools are available for the DHH, their avenues of communication
can be broadened accordingly. This will assist them academically and in their careers.
This will allow them to seek healthcare options that are not readily available for them in
areas that lack proper resources to provide quality services for the DHH community [6].

The proposed approach can be used primarily to gather data about speech patterns
specific to the DHH. A speech recognition software could become easier to implement
with a large data set. Datasets could be specific to age group, severity of hearing loss,
time when hearing loss acquired, or the information provided by the users. This could
give more insight into how to provide more options to the DHH based on their specific
needs.

This program could help bridge the communication gap by providing a tool to the
DHH to practice speaking and lip reading with a smartphone, tablet, or computer that
has a microphone and a camera. Additionally, it could provide an alternative way of
expanding their means of communication. With more means of communication
opportunity, the DHH would have increased accessibility to needed services. This is
especially relevant to people in rural areas who do not have reasonable access to
services specific to their needs [6].
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Abstract. In modern mobile application development, User-Centered
Design (UCD) is a key success. Mobile devices are becoming an integral
part of daily life. Nowadays it is very much difficult and tricky to use
the mobile application. A task like sending data from one application to
another application is too much difficult. Normal people who use these
mobile applications, sometimes they feel difficult to use them. Hence,
there is a clear point that visually impaired people need much more
efforts to use these applications. In the past years, there are many types
of research try to improve the mobile application for visually impaired
people. All the mobile applications produced from these researches are
focusing in technocentric approach, in which they ignore the analysis of
actual needs from visually impaired people. In order to improve the qual-
ity of mobile application for visually impaired people, the UCD interfaces
are more valuable. It can provide more freedom for visually impaired peo-
ple to perform their daily tasks. It is really helpful for visually impaired
people who access their needs with minimum physical and mental effort,
and least effect on their natural activity. This paper provides a System-
atic Literature Review (SLR) of the present studies on UCD interface of
mobile application for visually impaired people. The first aim is to iden-
tify current problems facing by visually impaired people when using the
mobile applications. The second aim is to summarize the possible solu-
tions to resolve the problems facing by visually impaired people when
using the mobile applications. The third aim is to find the problem in
UCD interface of mobile application manufacturing. This research will
also beneficial for future research in UCD interface of a mobile appli-
cation for visually impaired people. UCD of a mobile application can
bring marvelous changes in the life of visually impaired people. These
interfaces and new strategies expected to improve the quality of life for
visually impaired people.

Keywords: Visually impair · Mobile application ·
Visual impairment · Systematic Literature Review ·
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1 Introduction

In the year 2018, World Health Organization (WHO) measured that there are
approximately 285 million visually impaired people worldwide. From which 39
million people are blind and 246 million have low vision called visually impaired.
In developing countries, there are about 65% of people have suffered from visual
impairment over the age of 50 years. The main reason for visual imparity is
refractive errors, cataracts, and glaucoma [1]. A research shows that the preva-
lence of nearsightedness will increase to around half the population of the world
in 2050 [2]. Visual impairment has a great impact on the quality of life, including
to develop a personal relationship and their ability to work. There are almost
48% of people cut off moderately or completely from the things and people
around them due to visual impairment. The UCD of mobile application helps
the visually impaired people to reduce those problems, that they faced in their
daily life.

1.1 User-Centered Design (UCD)

It is a very complex task that selecting the user requirements, in which a huge
number of errors are disposed of. In Information System (IS) literature it has
been documented widely [3,4]. UCD is a policy that highlights the role of user
requirements and analysis and their exact gathering. In the year 2004, a method-
ology for designing a product in which the final outlook of that product is accord-
ing to the end-user is described [5]. According to the researcher, this method-
ology is called UCD, which is one of the main perceptions that appeared from
the early researches of HCI. In the last era of the 1980s after the introduction of
UCD, a vast number of researchers have to take part in the construction of this
preliminary theory idea and accept that UCD is one of guiding ideologies [3,6].
In the year 2011, UCD is one of guiding ideologies that described in this era
for designing the useable technologies [7]. The iterative stages of UCD are (1)
theoretical, (2) requirements analysis, (3) consolidation, design and validation,
and (4) evaluation.

1.2 Mobile Device

Mobile phones are the devices that used as a part of daily life, but sometimes
the usage is so much tricky. If take a simple view of the previous era, featured
mobile phone was introduced at the end of the 90s. They had many new features
like mobile games, wallpaper, ringtones that are the customizable and mobile
camera. In the year 2002, the era of smartphones started. They included all the
previous era phones features. The only changes was having a bigger screen size.
In the year 2007, the most recent era starts when the iPhone launched by Apple
[8,9]. The multitouch simple display was introduced with mobile interaction. The
Android operating system was introduced as a competitor to iPhone a couple
of years later. These mobile phones have many cost-effective technologies for
visually impaired people. These mobile phones were used frequently for visually
impaired people and suitable software is needed for them.
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1.3 Categories of Visual Impairment

There are many types of visual imparities, such as diabetic retinopathy, Age-
related Muscular Degeneration (AMD), cataract and glaucoma [1]. It is very
difficult to describe their vision for the people having a visual impairment. It
is also difficult for someone to describe their vision spot. There is a tool called
mock-optics that can be used to some understanding of how visual impairments
can be felt. The tool mock-optics describes five different types of visual impair-
ments that are shown in Fig. 1. The first picture mark with 0 is the original
picture. The second picture mark with 1 demonstrates the diabetic retinopathy
visual imparities which can be described with as blurry vision. The third picture
mark with 2 demonstrates cataract, which involves the lens became cloudy. It
is quite similar to the diabetic retinopathy but these are two different diseases.
The fourth picture mark with 3 demonstrates age-related macular degeneration
(AMD), which causes central vision loss. This is the common type in old age
and it is identifying that 25% of all people over age 75 [1]. The fifth picture
mark with 4 demonstrates a narrow vision filed which can be the result of many
different diseases, but glaucoma is most common. An occurrence of this disease
is 4% at the age of 75 years. The last picture mark with 5 demonstrates vision
impairments result in light only, this type of visual imparities is called blindness.

Fig. 1. Vision impairments simulated with mock optics. 0 - Full vision. 1 - Diabetic
retinopathy. 2 - Cataract. 3 - Age-related macular degeneration (AMD). 4 - Narrow
field of view i.e. retinitis pigmentosa (RP). 5 - Only light vision

The remaining part of this paper is organized as follows: Sect. 2 explains the
SLR research method. Section 3 discusses the results of the research questions,
regarding the problem facing by visually impaired people when using the mobile
applications, possible solution to resolve their problems and problem in UCD
interface of mobile application manufacturing. Section 4 concludes this work with
the remarks on the research direction.

2 Systematic Literature Review

A SLR conducted using detailed search approaches, in order to overcome such
problems during combination and classification phase in our study. In this study,
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the focus is to identify current problems facing by visually impaired people, sum-
marize the possible solutions to resolve the problems facing by visually impaired
people when using the mobile applications and find the problem in UCD inter-
face of mobile application manufacturing. The evaluating and understanding all
available research relevant to spectacle of interest, topic, to a particular research
question is called SLR [10]. SLR has been conducted to follow the different
guidelines. These guidelines are mainly from Charters and Kitchenham in 2007.
The three main points included in the SLR are (i) an initial list of studies (ii)
judgment relevance and (iii) data exploring. In the account of data resource and
search approaches only English written and online available paper are searched.
In the policy of search, there is the inclusion of different surveys, electronic
databases, and conference proceedings. Following are the electronic databases
that have been used.

1. Google Scholar (http://scholar.google.com.pk/)
2. IEEE Xplore (www.ieeexplore.ieee.org/Xplore/)
3. Springer Link (www.springerlink.com/)
4. ACM Digital library (www.portal.acm.org/dl.cfm)
5. Wiley InterScience (www.interscience.wiley.com/)
6. Elsevier Science Direct (www.sceincedirect.com/)

According to research title ‘user-centered design of a mobile application for
visually impaired people,’ the papers searched in different conference proceed-
ings, editorials, features, and seminars. At each database searched out the fol-
lowing keywords, from that search the result will get the article that contains
the words ‘mobile application’ and ‘disabilities’. In order to find the complete
text of conference proceedings and journal articles, these logical queries were
used. There are many queries intelligence that was able to manage the distinc-
tion of many words such as ‘disability’ and ‘disabilities’, ‘impaired’ and ‘impair-
ment’ (like, ‘disability’ or ‘visual impair’, and ‘User-Centered Densing of Mobile
application’ or ‘Mobile applications’, or ‘UCD application design’ or ‘Mobile
application for Visually Impaired people’). After that, wisely separated the title,
keywords, full text, and abstract. Around 505073 papers were found on disabil-
ities from these search queries but there were only 4906 papers found on UCD
mobile application, visually impaired, mobile application interface on visually
impaired. Total 1331 paper were found on the impact of the UCD interface of
a mobile application for visually impaired people. Then from the primary list,
relevant papers were selected manually, irrelevant papers are removed after read-
ing the titles, keywords, abstract and full text. The following are the elimination
standards used to remove the papers from the primary list.

1. UCD did not focus on these articles.
2. The papers were not related to the visually impaired community.
3. Duplication was found in some papers.
4. Insertion conditions were not fulfilled by papers.
5. Experimental evidence did not prove by the papers.
6. Insertion of Non-English papers was not approved.

http://scholar.google.com.pk/
www.ieeexplore.ieee.org/Xplore/
www.springerlink.com/
www.portal.acm.org/dl.cfm
www.interscience.wiley.com/
www.sceincedirect.com/
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7. Consequences of papers were not according to mobile applications for visually
impaired people.

8. Paper published before 2010.
9. Paper’s full text was not available.

10. The objective of our criteria did not complete by the papers.

3 Result

Dyba and Dingsoyr’s citation management procedure is followed in this study
[11]. Firstly, q refer to total number of paper, (q = 1331) are stored using end-
notes. A spreadsheet was used to import all these citations. In this spreadsheet
recorded all the sources of each citation and decision of consequent insertion or
extraction. In order to determine the relevance of studies with SLR, the title
of all 1331 papers has been analyzed in the second step. Secondly, 500 relevant
papers were identified and all nonrelevant or out of scope papers were discarded.
Nevertheless, the title of a paper can not always represent paper content. Thirdly,
the 179 paper’s abstract was included and promising in the visually impaired
people’s domain. These papers were extracted from reviewing the 500 papers.
At the end of third step, only 50 papers remained for the selection process in the
final step. In data removal and combination only 27 papers were selected shown
in Fig. 2. For more identification and analysis 27 papers were selected.

Fig. 2. The steps in the screening criteria of papers.

The research topic is addressed by using the following standards after the screen-
ing criteria.

1. What are the current problems facing by visually impaired people when using
the mobile applications?

2. What are the possible solutions to resolve the problems facing by visually
impaired people when using the mobile applications?

3. Does a paper describe any challenges handled by this user center mobile
interface of the mobile application?
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3.1 What Are the Current Problems Facing by Visually Impaired
People During Using the Mobile Applications?

Visually impaired people are facing the problems in using the mobile application.
Different mobile applications are focused according to the new era. These mobile
applications are Globonews, WhatsApp, Facebook and mobile phone embedded
application. In Globonews application, visually impaired people had some diffi-
culties in identifying the item, due to unclearly show the labels of descriptions.
Components were not identified properly, some of them are ‘Button A’ and ‘But-
ton B’ [16]. The screen orientation changes and numbering order of saved playlist
did not warn by the application. Hence, the idea of the interface to their users
was not provided by the application. Visually impaired users required to count
the screens to accessing their required tasks. Another problem faced by the user
in this application was the HOME button or link is not provided by the applica-
tion. In order to perform this step, firstly close all the applications then reached
home [16]. The second application that was discussed here is WhatsApp. The
first problem in this application is to find out a new contact. Due to the delay in
updating the new contact and this delay does not warn the user. Picture sending
in this application was another problem, the picture’s sending label on button
did not present. The confirmation of image capture is also affected due to the
lack of sound and tactile [17]. Facebook application, there was one problem that
the characters were not entered in the text field and the application did not warn
about this problem [18].

3.2 What Are the Possible Solutions of Problems Facing by Visually
Impaired People During Using the Mobile Applications?

When a character is entered by the user then it must be heard to the user. The
chosen item and images names must be heard to the user, because of they are
touched. It is necessary that in the response of all interactions a clear voice or
event sound must be provided and screen reader must be a presence. A home
button must be provided by a system. On the control pad, the identification
of this button can be very quickly and easily. That’s why the user itself able
to work in the interface. In order to start the mobile operations that home key
could be used as an initial command. A specific position of this key is represented
on the touch screen mobile devices and it is used some kind of actions in the
mobile interface [12]. In order to reduce the mistakes, the mobile screen must
offer the documented equivalence when text is read from the mobile. The media
must be translated into a text form that produces a similar idea if other media
like photo, buttons, movie, maps, and sounds are being used. The information
alerts should be provided by the system, that is used from other communication
channels instead of visual.
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3.3 Why UCD Interface Is Necessary for Manufacturing the Mobile
Application for Visually-Impaired People?

Visually impaired people have unique interactive experiences while using smart-
phones. This uniqueness consequently causes a gap between the ideas of design-
ers of mobile application technology and the needs of visually impaired people
[13]. During the design process, there is a ‘lack of thoughts’ about user needs,
it becomes a cause of the gap between ideas of mobile application and require-
ments of visually impaired people. In the development of new mobile applica-
tions, this gap is a challenge. In developing the mobile phone applications for
visually impaired people, there is a need to evaluate the application according
to UCD requirements [14]. The enhancement in the needs of visually impaired
people’s in the area of mobile application development is truly required. The
position of UCD is supported by visually impaired people saying that ‘I know
what is better for me’ [15]. The true potential of a mobile application for visually
impaired people can be used more effectively with the help of UCD methods.

4 Conclusion and Future Work

This SLR directed to recognize and categorize different demanding components
that describe the problems of visually impaired people when using mobile appli-
cations, the proposed solution of problems and the problems in UCD interface
of mobile application manufacturing. Finding are described in two stages: in the
preliminary stage, quantitative classification about the number of publication
published in every year from 2010 till 2019. In the secondary stage, explore the
answer to research topics that were addressed by using the screening criteria.

An empirical study will be needed to strengthen the findings of SLR, that
explore the current implementation of UCD model of a mobile application for
visually impaired people in order to verify the findings of the SLR. This empirical
study aims to describe, explore, and evaluate the difficulties of visually impaired
people in using mobile applications.
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Abstract. The US military is committed to an Information Age strategy that
focuses on how to advance the state-of-the-art in training by leveraging adult
learning theories, instructional technologies and talented trainers. Adult learning
solutions and advanced instructional technologies are an investment that pre-
pares Service members for the challenges of the Future Operating Environment
(FOE) more effectively and more efficiently. Because the FOE is dynamically
complex, simply training or preparing small unit leaders using an Industrial Age,
crawl-walk-run approach to training just doesn’t result in necessary critical
thinking or more adaptive leaders. This pivot from knowledge and skill
acquisition to the development of cognitive performance is critical for over-
matching the near-peer threats and takes off the gloves when sparring with a
thinking Opposing Force (OPFOR) at the live training sites and the virtual
training battle space. This paper describes methods and processes for creating
experiential learning cases, which result in more adaptive behaviors, more
effective performance and more sustainable results among small unit leaders.
Effective experiential learning means more than using a virtual simulation or
conducting a live training simulation. To improve human performance, training
solutions must incorporate rich content, create relevant contexts, and implement
meaningful measures.

Keywords: Military � Training � Scenario development � Adult learning

1 Introduction

The United States military is committed to an Information Age strategy that focuses on
how to advance the state-of-the-art in training by leveraging adult learning theories,
instructional technologies and talented trainers. Adult learning solutions and advanced
instructional technologies are an investment that prepares Service members for the
challenges of the Future Operating Environment (FOE) more effectively and more
efficiently. Because the FOE is dynamically complex, simply training or preparing
small unit leaders using an Industrial Age, crawl-walk-run approach to training just
doesn’t result in necessary critical thinking or more adaptive leaders. This pivot from
knowledge and skill acquisition to the development of cognitive performance is critical
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for overmatching the near-peer threats and takes off the gloves when sparring with a
thinking OPFOR at the live environment training events and simulated battle space.

This paper describes methods and processes for creating experiential learning cases,
which have been shown to result in more adaptive behaviors, more effective perfor-
mance and more sustainable results among small unit leaders. Effective experiential
learning requires more than a virtual simulation or a live environment training scenario.
To improve human performance, training solutions should incorporate rich content,
relevant contexts, and meaningful measures. The challenge of immersing learners
in situations that prepare them to perform successfully across the range of military
operations has been addressed in a several ways.

1.1 Squad OverMatch (SoVM)

The purpose of Squad Overmatch, 2013 to 2017, was to design, develop and assess a
training curriculum that focused on accelerated learning of tactical skills by small unit
leaders and their squads. The demonstrations and experiments were conducted over a
5-year period and involved by US Army and USMC training audiences. During that
time, the nature of the research shifted from early assessments of training technologies,
to pilot testing of training strategies, and to the incorporation of an integrated training
architecture. Tactical scenarios were developed and validated, so that the research team
could assess individual changes in four competencies: (1) Team Development (TD):
the development of high performing teams; Advanced Situation Awareness (ASA): the
development of analysis and pattern recognition skills; Resilience/Performance
Enhancement (RPE): the development of individual self-regulating skills; and Tacti-
cal Combat Casualty Care (TC3): the development of skills to reduce the died of
wounds rate on the battlefield. This research was conducted at Ft. Benning, using
classroom instruction; coaching and skill development in the simulation laboratory; and
practice and experiential learning at the McKenna MOUT site.

2 Experimental Learning Approach

Beyond the traditional crawl- walk- run- model of adult learning model, [1] we capi-
talized on the dynamic context of naturalistic training in military domains to accelerate
learning Thus, our method for creating live environment and computer simulated
scenarios serves the performance of immersing squads and squad leaders in cognitively
authentic situations. The goal is to present each learner with problems and provide
them time to interact with their environment, solve the problem, react to stimuli, reflect
on their performance, and incorporate these learning experiences into their mental
models.

Instead of publishing a series of events which generates a recognizable pattern, our
model for scenario development creates conditions where participants engage in critical
thinking and adaptive cognitive behaviors. The focus of our scenarios on cognitive
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performance promotes the development of qualities such as resourcefulness and resi-
lience which feed into higher order cognitive responses. Instead of training a set of
skills which may or may not be relevant during a combat situation, we create a training
solution that promotes problem solving.

A key ingredient of the scenario is the operational stressor. These were derived
from the Walter Reed Army Institute for Research (WRAIR, which compiled and
catalogued those events that increased battlefield stress. Participants are exposed to the
operational stressors in a variety of ways [2, 3] so that they are prepared to adapt
tactically or manage the psychological effects associated with the event. In this manner,
scenario events created the conditions and allowed the research to focus on the fun-
damental aspects of resilience and decision-making. Central to the training solution was
a set of interrelated tactical stories, which were supported by tactical artifacts e.g.,
fragmentary orders, intelligence summaries, maps and overlays, and a Road to War.

3 Scenario Creation

Focusing on developing computer simulated and live environment training scenarios
was deeply rooted in using the United States Army Training and Doctrine Command’s
(TRADOC), Future Operating Environment – Winning in a Complex World, TRA-
DOC’s Decisive Action Training Environment (DATE), and United States Army and
Marine Corps doctrinal training publications.

Developing the scenarios for Squad Overmatch training in Fiscal Year (FY) 2018
was directed by the United States Army Pacific (USARPAC) Commander. His focus
was ensuring forces that operated in the Indo-Pacific Theater were prepared for a near-
peer threat operating in subterranean and Chemical, Biological, Radiological, and
Nuclear (CBRN) warfare. In some instances, these conditions were combined into a
single scenario. CBRN missions focused on recognizing, adapting and responding to
threat employment of chemical weapon.

Scenarios were prepared for implementation in computer simulated and live
training simulations. For live environment training we prepared nine scenarios, i.e.,
three Subterranean, three CBRN, and three Subterranean missions that included a
CBRN threat and event. In addition, two subterranean and two CBRN scenarios were
prepared for implementation in virtual reality simulations, but they were not used.

The process of developing the scenarios was a five-step process of (1) analyze the
tactical tasks and cognitive skill requirements, (2) generate mission threads and
conditions that align with the learning requirements, (3) depict the events as multi-
dimensional story arcs, (4) create a training use case for the tactical tasks and
objectives, and (5) prepare the tactical artifacts needed to define the context for
training. Once each scenario has been constructed, transition statements are used to
integrate all scenarios into a continuous mission thread. The scenario development
process is illustrated below (Fig. 1).
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As an initial step, Analyze the Training Requirement, we performed a front-end
analysis to determine what individual and collective tasks would be trained. This
involved working with the leaders and researchers, since the training had to be relevant
to the mission essential tasks. And because the training required the development of
problem solving and decision-making skills, we also identified specific cognitive skills
that were likely to be evident in the training. We linked this performance to the Army’s
Warrior Leader Tasks or the USMC Training and Readiness (T&R) Manuals. One
challenge was determining the learning requirements for CBRN and Subterranean
Operations, since the ATP 3-21.51 Subterranean Operations was in draft. In this
manner, we determined that the training would be relevant, and we could proceed with
the development process.

We proceeded to the second step, Generate Mission Threads. Once we had a
validated list of individual and collective training requirements, we identified the
tactical tasks that would support the training. Our team prepared narratives that
described the situation from the perspective of the adversary, the friendly (training)
unit, and the civilian population. This allowed us to frame the environment in a way
that realistically represented the problem set. It also allowed us to identify how to paint
the context in which the tactical tasks would be performed. The product of this step is a
7–8 page narrative.

Our third step, Depict the Use Case, was a multi-dimensional illustration of the
narrative, which we called a ‘story arc’. A use case is a systems engineering technique
for describing the actions and interactions that occur to achieve a goal. Our use cases
were depicted as story arcs. This steps results in story arcs that support three levels of
understanding for the training developer and researcher: (1) the sequence of events
from STARTEX to the ENDEX that portrays what will happen; (2) the tactical triggers
which will drive the participants to a decision or actions that contributes to performance
measurement, and (3) the degree of stress or tension in a situation that builds to a
culminating point and requires the use of resilience skills.

Fig. 1. SOvM scenario development process.
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The fourth step, Create a Training Use Case, transforms the mission threads,
narratives and story arcs into a Master Scenario Events List (MSEL). The MSEL is a
knowledge product that organizes information about the scenario to support imple-
mentation and can be accessed like a database. There are several entry arguments
depending on your role in the training.

1. Location: The area in which a tactical task is expected to take place.
2. Tactical Task: The Squad performance under a specific condition.
3. Tactical Trigger: The decision point, where the performance of interest will be

demonstrated and observed.
4. Measure of Performance: The desired performance of a tactical task based on a

defined standard.

The fifth step, Prepare Tactical Artifacts, involves the preparation of a set of mate-
rials used to ground the participants in the tactical context. The overarching framework
is provided through a detailed Road to War, an Operations Order (OPORD), Intelli-
gence Annex, role player biographies, and mission cards to support the squad. These
documents were produced to enable the Squad to plan and execute their mission across
all scenarios.

Scenario specific artifacts were prepared and included a Fragmentary Order
(FRAGO) and, the Intelligence Summary (INTSUM). The FRAGOwaswritten using the
Army five paragraph format, i.e., Situation, Mission, Execution, Sustainment, and
Command and Signal. The INTSUMwasmodified to have five paragraphs of (1) General
Enemy Situation, (2) Enemy Activities with sub-paragraphs of Ground, Air, Irregular,
and CBRN, (3) Priority Intelligence requirements, (4) Weather and (5) Analysis and
Discussion with the sub-paragraphs of Enemy Capabilities and Enemy Vulnerabilities.

4 Conclusion

In settings that require continuity and the capability to demonstrate long term cause and
effect relationships, scenarios can be woven together and linked through transition
statements. This requires integration of story lines and time jumps that allowed the
training audience to remain engaged or immersed in the tactical operation. We
employed several vehicles to enable continuity including updated narratives, intelli-
gence summaries and updated graphics.
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Abstract. The STEM workforce is vastly growing, however, underrep-
resented groups only account for under 12% of those in science and engi-
neering occupations and for many in these jobs and industries, a 4 year
degree is the most reasonable path. It is through this research that we
seek to focus and address the challenges that inhibit minority popula-
tions in K-12 levels from the motivation and preparation that will align
them with future computer science/IT college and career pathway (C-
STEM) career fields. Prior research has shown that beliefs around self
identity in STEM fields can positively impact behavior and achievement
of students in computing disciplines, while increasing African American
students belonging can decrease the student achievement gap. The ini-
tiatives presented in this paper seek to leverage the inherent value of
minority student presence on the campus of a Historically Black insti-
tution as a means to normalize student perception of college access and
future C-STEM identity.

Keywords: Mentor · Computer science · STEM · IT · Middle school

1 Introduction

According to the 2017 NSF report on women, minorities, and persons with dis-
abilities in Science and Engineering, Asian and Caucasian populations still dom-
inate the share of degrees in those disciplines. While the STEM workforce is
growing, under-represented groups account for under 12% of those in science
and engineering occupations [1]. Although there is an increase in the numbers
of Bachelors and Masters degrees obtained by minority groups in the past four
years, there is a need to address the challenges that prohibit students from enter-
ing and completing degrees in STEM based disciplines since that is vital in the
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effort to level the professional field. It is through this work that we seek to focus
and address the challenges that inhibit minority populations in K-12 levels from
experiences that increase motivation and preparation that will lead them toward
a future in a C-STEM career field.

Prior research has shown that beliefs centered on self identity in STEM fields
can positively impact behavior and achievement of students in computing dis-
ciplines [2]. Likewise, the research notes that an increase in African American
students’ feelings of belonging can decrease the student achievement gap [3].
The following initiatives presented seek to leverage the inherent value of minor-
ity student presence on the campus of a Historically Black institution as a means
to normalize student perception of college access and future C-STEM identity.

As a subsequent goal, the presence of African-American mentors, both male
and female, served to eliminate any social identity threat from the middle school
students. For underrepresented minority students in STEM and higher edu-
cational programs, near-peer mentor relationships in educational environments
have been shown to optimize student academic performance and social engage-
ment [4,5]. Near-peer mentors, which are mentors closer in age and class, are
instrumental in establishing trust and positive engagements needed for successful
mentoring relationships. Near-peer teachers have a better understanding of the
age and stage-appropriate context that enables them to better clarify problems
for students [6]. In addition to the curricular support provided by the near-peer
mentors, they also presented the middle school students with the opportunity to
ask their near-peer, AUC mentors questions about career goals, college life, and
why they, the student, should choose computing as their career path.

Similar outreach programs have been implemented to improve computer sci-
ence identity for underrepresented groups. However, very few programs focus
on the development of computer science identities in African American, middle
school students through mentor-supplemented, computer programing outreach.
Measuring sense-of-belonging, motivation, confidence, and satisfaction, multi-
ple outreach programs have been conducted in computer science using pre-post
intervention research methods for female groups [5,7,8]. Garcia has used the
programming language Scratch to implement hands-on coding interventions to
diverse populations of high school students. Supplemented with discussions and
student-led demos, the interventions improve high school students’ programming
performance and provide knowledge about the social components of computer
programming and their application [9,10].

2 Program Design

Although access to STEM-based curriculum channels are increasing for K-12 stu-
dents, many middle school students, particularly those who come from low socio-
economic (income?) backgrounds, are often isolated from exposure to broader
academic and scientific communities. The main benefit of this program is the
exposure to academic (Clark Atlanta University), industrial (Google Atlanta
Headquarters), and local school communities for programming efforts. For the
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pilot program, the focus was on two middle schools, Woodland Middle School
(3/10 low income rating) [Woodland] and Charles Drew Charter School (7/10
low income rating) [11]. Atlanta Code Warriors (ACW) recruited 25 students in
addition to a teacher or staff member from each middle school to serve as rep-
resentatives and coordinators for their school. Moreover, the program recruited
AUC faculty as well. All faculty and staff went through an orientation period
to learn Google’s Computer Science 1st platform (CS First), which provided the
curriculum to teach students computer science. The students’ transportation
from the schools to the AUC and Google headquarters was provided as well as
breakfast and lunch during the program sessions. Snacks were also provided dur-
ing the school meetings. In order to maintain engagement in activities, raffles,
where participants had the chance to win prizes in the form of gift cards. During
the program, Coordination and communication among all parties was provided
by Advantage Consulting, LLC., who also supplied a collection of student per-
formance and satisfaction data for the program.

The Atlanta Code Warriors program was born out of the 2016 United Negro
College Fund (UNCF) Coding Better Futures Initiative. The program was devel-
oped to provide systemic interventions and to increase the number of African-
American students in the computer science/IT college and career pathways
(C-STEM). Another major effort of this initiative is to increase cross-sector
collaborations and access to African-American mentors for the students being
served. For this pilot initiative, the industry, higher-education, and K-12 col-
laborators created the ATL-CS Node, which consisted of partnerships between
UNCF, Google, Morehouse College, Spelman College, Clark-Atlanta University,
Georgia Institute of Technology, Drew Charter School and the Atlanta Public
School Systems.

During this 4-week program, students convened every Saturday. The pro-
gram began with a kickoff event at Google Headquarters, and, in the following
weeks, there were two working sessions. During the working sessions, students
worked primarily on CS First, Scratch projects, and additional activities. Most of
the activities were team-based, which helped students with developing problem
solving skills within a group, and encouraged them to design and build complex
projects. The Sound & Music theme was chosen from the CS First platform
as a means to address the desire to provide C-STEM engagement in a cultur-
ally competent context. Within this theme, students were exposed to computa-
tional thinking, coding, problem-solving, and design thinking. Students learned
concepts like variables, loops, conditionals, and other procedures used to build
programs that incorporated musical themed-interactive multimedia projects.

During the weekday, school meetings were held at each middle school by the
staff to continue program activities. The last event of the program was a show-
case and celebration at Clark Atlanta University, where students demonstrated
their projects and were recognized for their work. Concluding the program, there
was a post-program evaluation to learn how it affected the middle school par-
ticipants’ views on computer science and their desire to actually pursue a career
in computer science or a related field.
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Table 1. Pre/post-assessment questions

Questions

(1) I am interested in computer science

(2) I do not feel comfortable using a computer to accomplish tasks

(3) I feel confident in my ability to solve difficult problems

(4) Learning new computer science skills is something I do not feel excited about

(5) Having the skills to do well in computer science classes is important to me

(6) I am likely to seek out new experiences and opportunities that I may not know a lot about

(7) I don’t see people who look like me in technology/computer science careers

(8) I can see myself pursuing education and/or career opportunities in STEM/STEAM

(9) I am aware of the requirements and skills necessary to obtain a career in STEM/STEAM

(10) I do not like programming

(11) I am most excited about Google’s online games for learning computer science skills

(12) I am most excited about the weekly interactive skill-building sessions and group projects

(13) I am most excited about after-school program sessions with teachers from my school

Note: The table displays the questions on the pre-assessment and post-assessment middle school

students completed before and after the Atlanta Code Warriors intervention.

3 Method

Thirty-eight middle school students participated in this research study. The stu-
dents were provided a pre-assessment to complete, which measured computer
science identity in the variables of sense of belonging, computing interest, self-
efficacy, and computing knowledge/skill. The pre-assessment also included three
questions on the CS1st activities and ACW programming (see Table 1). Each
question used a 5-point Likert scale measuring students’ agreement. After the
pre-assessment, students completed the intervention. At the end of the final day,
the participants completed a post-assessment, which was identical to the pre-
assessment. The results from the assessments were analyzed through a t-test to
determine significant variance in program over time.

Table 2. Mentor student observation & program operations survey

Questions

(1) How effective was the Code Warriors’ scheduling of events, food/drinks, and
communication from organizers?

(2) How was your experience mentoring your group of MS students?

(3) What was effective in getting the MS students interested in CS education?

(4) What did not work in getting the MS students interested in CS education?

(5) What could the Atlanta Code Warriors do in the future to better engage students in
CS education?

(6) Is there anything else you would like to share with us?

Note: The table displays the questions on the post-assessment undergraduate for mentors
after the Atlanta Code Warriors intervention.
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Sixteen upperclassmen computer science undergraduate mentors completed
an open-ended survey during the post-assessment time to record their observa-
tions of middle school student behavior and program operations over the course
of the program (see Table 2). Three mentors, one from each represented school,
were interviewed more in-depth on experiences and rationales for the responses of
the mentor survey and their recommendations to improve the program. Results
from the open-ended surveys and interviews were analyzed through qualitative
content analysis determining codes for student behavior, program operations,
and recommendations.

Table 3. Computer science identity and program satisfaction

Assessment

Variable Pre
(n = 32)

Post
(n = 32)

t-value prob

Computing identity & ACW
satisfaction

M
SD

53.25
(7.88)

52.00
(10.82)

2.04 .085

Note: The table displays the results of a t-test analyzing any significant
variance between the pre-assessment and post-assessment.

4 Results

There was a dropout of six participants (Pre-assessment n = 38, Post-assessment
n = 32). Only participants who completed both the pre-assessment and post-
assessment scores were used. A one-way repeated measure ANOVA was con-
ducted to compare the effects of the CS1st program on middle school students’
computer science satisfaction. The CS1st program did not significantly affect
middle school students’ satisfaction of computer science at the p<.05 level two-
tailed from pre-assessment (M = 53.25, SD = 7.88) to post-assessment (M = 52,
SD = 10.82) conditions [t(31) = 2.040, p = 0.085] (see Table 3). Holistically, these
results suggest that middle school students were not satisfied with the Atlanta
Code Warriors program. The students generally were interested in the field of
computer science, but not in the practice of programming. The middle school
students generally felt a sense of belonging in computer science and STEM,
though this did not significantly change due to the program; and had relatively
positive informed self-efficacy in career decision making and problem solving
abilities. Middle school students were not more excited for Google’s programs
and sessions.

General observations of middle school student behaviors and program man-
agement were conducted from the thirteen mentors, in which student learning
and performance was observed. Generally, students completed the motions of
the program in its entirety. Some students caught on to concepts faster than
others; many students who took a longer time to understand the instruction
grew impatient. Students would lose focus and experienced fatigue at various
moments during the program. Additionally, students were lethargic and had
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trouble getting back to work after heavy lunches. Students did not go above and
beyond in learning the functionalities of Scratch. Finally, some students were
more prepared (both technically and socially) for the main presentation than
others.

The interaction between the students and the mentors was observed as well.
Students could comprehend when mentors were not excited or not giving off pos-
itive attitude. Students became comfortable with mentor, enough to ask ques-
tions about the program activities, but not enough for non-technical questions.
Students also took time to get comfortable with each other. Other program
experiences in which student behavior was observed and recorded include stu-
dents being most excited during the first day, some students may have been lost,
observed through tardiness in attendance, and some students were notably inter-
ested in particular segments such as coding or music; a few were not interested
in the program at all.

Although the program ran relatively smooth, there were a few challenges.
Students were assigned in groups of three to a single computer, and the assigned
computer lab did not have Flash to run the CS1st program, which proved to
be ineffective. CS1st on Scratch was separated from supplemental videos, which
took additional time going back and forth between the two. Many of the mentors
were not familiar with App Inventor or CS1st. Food was delivered significantly
late on two days of the program.

Mentors recommended changes to improve a future program, and they sug-
gest that all mentors need to maintain authority with students to keep them
focused. A one or two students per computer model should be more effective.
Students should be provided a “cheat” sheet for the supplemental videos so that
they would not have to go back and forth between ideas and Scratch. Mentors
also suggested that future mentors be better trained in Scratch, should conduct
icebreakers for students to learn and be comfortable with each other, and should
always come in with a positive attitude. Other recommendations suggested by
mentors include providing students with better maps, signs, and human guides
so they can navigate campus better, include more breaks to reduce fatigue,
show relevant, impressive Scratch demos to motivate students to figure out more
functionalities of Scratch, rotate students through activities, and host practice
presentations before the final presentation.

5 Discussion

The Atlanta Code Warriors program was not statistically effective in improv-
ing computer science identity and computing tool user experience for African-
American middle school students. Student learning and performance observa-
tions inform computing outreach coordinators that fatigue, focus, and impatience
are challenges and variables associated with disinterest and result-focus rather
than process-focus [12–14]. Student exposure to Scratch and similar programs
was not assessed, however it can be assumed that students lack of or limited
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exposure to Scratch made it so students were not aware of what they didn’t
know, thus there was very little, if any effort associated with trying to create
works outside of the box. Additionally, students’ comfort with the mentors was
at the level of a participant and a facilitator, and not of a mentee and a mentor.
More energy needs to be exerted from mentors, students, and program design to
develop the role of the team facilitator to that of a mentor [4,5]. Students exhib-
ited varying interest and affinity towards areas of the program such as music,
however nothing in the program was designed to allow students to flourish in
particular areas.

Overall, middle school students should be informed at orientation of pro-
gram participation, to try and stay on track, to communicate with mentors and
explain why and where they are losing interest, and what they think could make
the program more interesting. Students should also be open to interact with
one another and their mentors on both program activities and personal affairs.
Undergraduate student mentors should ask about and respond to middle school
students’ questions about their personal interests, as well as introduce themselves
incorporating their own personal interests. Mentors need also be knowledgeable
about CS1st and all program segments, or one segment each and allow mentors
to manage that station as students rotate. Additionally, mentors need to incor-
porate high energy to support students’ diminishing excitement for the program.
Program organizers should expose students to all elements, but also allow stu-
dents to thrive in the elements in which they are interested. Logistically, having
smaller lunches, more rest periods, or a two-snack period structure may improve
the productivity of students. It is also always essential to check the technical
requirements for any activity and outreach program’s plan to execute prior to
booking a space, to ensure organizers have capability to run the program.

There were few research limitations in this study. The scale adopted from
Google’s CS1st program by the Advantage Consulting, LLC. was used to mea-
sure computer science identity variables rather than using other established vali-
dated scales. Furthermore, though thirteen of the sixteen undergraduate mentors
completed the open-ended questionnaire, only three mentors were interviewed
to provide more extensive observations. Finally, the small sample size for middle
school students is convenient, but not very generalizable.

6 Conclusion

Although the Atlanta Code Warriors program was unsuccessful at improving
computer science identity in African-American middle school students, findings
from the program can be used to improve future studies. Many of the chal-
lenges in the program are easily avoidable; concentrating on interest and process-
focused learning is recommended and imperative for successfully improving com-
puter science identity. Mentorship needs to be active in order to be effective and
is suggested to be implemented within the structure of the program to yield pos-
itive results. Academic institutions, particularly historically black colleges and
universities (HBCUs) partnering with national organizations such as the United
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Negro College Fund are important in mobilizing outreach for underserved and
underrepresented minorities, and for building effective research infrastructures
at HBCUs and minority serving institutions.
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Abstract. Active learning has been advocated for enhancing students’ higher
order cognition in social constructivist learning settings. However, with the
increasing use of student-owned computing devices in face-to-face classrooms,
there are risks of limited student-student interactions. Students are likely to be
distracted by non-academic activities, hence becoming inactive with regards to
the learning tasks. This article presents a technology enhanced learning
approach, in which students perform group learning tasks using shared digital
workspace while in a physical classroom. The workspace comprises of a 9-m
wide screen wall with multi-touch, multi-user interfaces supporting multimodal
interactions with and among learners through tactile, visual and auditory per-
ceptions. While using the interactive wall to support group learning activities,
the learners also perform various motoric actions, including gestural commu-
nications about the learning content as well as full body motion. An investi-
gation into the role of interactive learning surfaces for supporting in-class
collaborative learning and the user experience was conducted at University of
Agder. The findings indicate that, through the use of the shared workspaces,
students were more actively involved in collaborative learning. The practice of
using an interactive wall contributed to increased interactions among students,
critical thinking abilities and creativity. The study participants expressed satis-
faction with regards to the usefulness of the interactive wall as a technology
solution. It is suggested that designing relevant learning tasks for optimum
technology use could potentially increase student engagement and the quality of
user experience in collaborative learning.

Keywords: Interactive wall � Multi-user interaction � Active learning

1 Collaborative Active Learning in a Digital Age

Active learning has been advocated to increase the achievement of intended learning
outcomes in general and develop higher order cognitive skills in particular. Christie and
de Graaf (2017) argued that, philosophically, active learning would be considered as a
tautology given that the learning does not happen unless the learner is actively engaged
in meaningful activities. There are several approaches to active learning in higher
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education, whereby learners get engaged in learning activities that require reification of
the learning. Some of the popular approaches consist of group learning activities, with
clear indications of roles and responsibilities of each individual learner in a learning
activity. Group activities can include tasks such as finding relevant learning materials,
trying out different techniques and using appropriate tools to solve a real-world
problem. Fundamentally, active learning stems from the constructivist learning theory
which suggests that learners can make sense of the existing knowledge as well as create
new meanings of their own. Learners carry out activities which require them to interact
with the learning materials and explore diverse possibilities while devising ways of
understanding phenomena or tackling challenging enough yet solvable tasks. Active
learning through group works and problem-based learning has been successfully
implemented in traditional brick and mortar learning environments, where students had
limited or no access to personal, Internet connected devices. However, during the last
10 years, many institutions of higher learning are rapidly adopting the “bring-your-
own-device (BYOD)” approach to technology enhanced teaching and learning. Despite
the claimed benefits of BYOD (Song and Kong 2017), it can be challenging to keep the
attention of all students and get them fully engaged with the learning activities while
interacting on individual devices. It is quite common to observe students getting dis-
tracted by applications which are not necessarily educational, hence reducing their
engagement in learning. On one hand, it can be argued that students may not have
sufficient intrinsic motivation to prioritize the learning activities while using their own
devices; on the other hand, it is challenging to maintain collaboration within the group
without a common, shared user interface.

2 Multitouch Interactive Surfaces in Education

The last two decades have seen an increased use of interactive surfaces, commonly
referred to as “Smart whiteboards” or “Interactive whiteboards”. The key interest of
using such surfaces in education is to increase in-class student collaboration, learner-to-
content interaction through direct manipulation of digital learning materials. The inter-
active surfaces also help teachers to better present the content, with support for multi-
media content. However, room size interactive learning surfaces are not yet very
common, even though they may present additional learning opportunities and improved
in-class learning experience. Stoodley et al. (2017) observed that learners interacting
with a large screen were actively engaged as they learned through exploration. Collab-
orative learning took place as learners directly communicate with each other, engaging in
activities to advance the learning. The interactive wall supports active learning through
multiple functionalities. Depending on the size of the interactive surface, multiple
resources can be shown and interacted with at the same time. Those resources can have
different modalities, as well as interaction possibilities. Although large sizes may present
educational benefits, it is important to take into consideration certain usability aspects
(Nutsi and Koch 2015): keeping different interaction zones in mind, digital workspace
and physical personal space, accessibility and readability, audio sources and noise levels.
This work attempts to answer the following research questions:
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– Which teaching and learning activities can be supported through the use of inter-
active learning surfaces?

– What are the affordances of large interactive surfaces to mediate learning for both
on-site and off-site students?

3 Methodology

3.1 Research Approach

This work is an action research carried out during Autumn semester of 2018. It is based
on the “Interaction Design” course for master students in Multimedia and Educational
Technology programme at University of Agder. Learning tasks included the design of
an interactive system (high fidelity prototype). An online survey instrument was used to
collect data from students who used an interactive wall and other interactive boards
during the course. The survey comprised of closed-ended questions with net promoter
scores (NPS), users’ opinions on 6-points Likert scale and open-ended questions.
20 out of 30 students responded to the survey shared through the learning management
system (LMS) and student e-mail. Respondents (10 men and 10 women, 18–54 years
old) could remain anonymous, but 7 out of 20 respondents did not choose that option.
Additionally, classroom observations and interviews were conducted with 3 teachers.

3.2 Study Setup: The Future Classroom

Future Classroom is an integration of physical and virtual learning spaces for enabling
high quality learning experiences. This facility at UiA campus Grimstad, supports both
on-campus and off-campus learners using a combination of Internet-connected large-
sized multi-touch multi-user interactive learning surfaces and personal computing
devices. The classroom offers many possibilities to increase meaningful interactions for
effective collaborative learning and co-creation of knowledge. It is equipped with
multimodal digital collaboration
and communication tools as well
as movable furniture for flexible
classroom arrangements. With a
25 people sitting capacity, the
classroom features among other
things, a 9-m wide interactive
wall, the “Nureva Wall1”.

Figure 1 shows a teaching
scenario where a teacher presents
the learning materials using the
interactive wall. The wall is
equipped with three short-throw Fig. 1. Teaching/lecture scenario with the teacher as

sole user of the interactive wall

1 http://agder-ikt80.uia.no/futureclassroom/nureva/.
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projectors connected to two computers supporting multipanel connectivity. This
interconnectivity allows presentations from multiple sources of content, for instance
slides presentation and web content in multiple browser windows. The supporting
software (“Span Workspace”2) provides possibilities to move content from one area of
the wall to another, as well as direct manipulation of the visual content. This helps to
better present and discuss content with leaners.

Applying a social-constructivist approach, student-centred learning effectively
achieved, whereby students are invited to learn through group tasks. The technology
solution caters for visual collaboration, and given the possibilities to directly manipulate
content, student groups
use the interactive wall to
mediate group discus-
sions for collaborative
learning. The interactive
wall has 15 touchpoints,
which can allow up to 15
people to use it simulta-
neously, for example
writing with their fingers.
Figures 2 and 3 illustrate
students working with
group tasks. Assuming
that a group size of 3
would allow effective
participation of each student, and the size of the interactive wall, up to 4 groups are
working on the wall. The rest of the class use the three smartboards provided in the
classroom.

Fig. 2. Small group work: 3 students per group.

Fig. 3. Students visual collaboration.

2 https://www.nureva.com/visual-collaboration/span-workspace.
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Once students are
done with working in
small groups, each group
presents their work to the
entire classroom as
shown in Fig. 4. This
increases student-student
interactions as the audi-
ence asks questions and
give feedback to the
presenting group, hence
increasing engagement.

In addition to collab-
orative learning within
the physical classroom,
there are also learning
scenarios in which some
of the students are off-
campus. Using Span
Workspace solution, all
students are engaged in
collaborative learning as
those in the classroom
directly interact with the
Span wall, whereas
those off-campus inter-
act through a web inter-
face and note application
as shown in Fig. 5.

Further on, using the
Span Workspace solu-
tion, students using the
interactive wall can share
their work with students
on other interactive
boards and vice-versa as
indicated in Fig. 6. Fur-
thermore, it is noted that
the interactive boards
support proprietary solu-
tions to shareworkspaces
for in-class and off-
campus (cloud-based)
visual collaboration.

Fig. 4. Students group presentations

Fig. 5. On-campus and off-campus group collaboration

Fig. 6. In-class visual collaboration with multiple interactive
surfaces
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4 Findings and Discussions

This study explored how large size interactive surfaces could support teaching and
learning activities, focusing on the usability of the technical tools and collaboration
learning. On the question of familiarity with interactive whiteboards, 16 out of 20
respondents to the survey were detractors whereas 4 were passive (−80 NPS). It is
suggested that users may need at least a short training for optimum use of the tools.
Common challenges for teachers and students include getting the technology to work
properly, finding the right modality and cases of losing work in progress as a result of
experimenting new tools/features. Students expressed noticeable level of dissatisfaction
with regards to the expected interface designs and system responsiveness.

The survey results suggest that it was challenging for the students to use the
interactive wall as shown in Fig. 7.

Working with the interactive wall has proven to be rewarding yet challenging for
teachers. They mostly use it as a standard projection screen. However, it was also said
that using the interactive wall, it was possible for the course teacher to see group works of
3–4 groups at the same time. The teacher was able give quick feedback on the learning
progress, seeing the performance of each group in relation to the assessment criteria but
also in comparison with the achievements of other students’ groups. It was also observed
that students from different groups had opportunities to discuss about the task and give
each other some hints. The interactive wall facilitated increased interactions within and
among the student groups. The interactions were enriched by both verbal and written
communications. However, in peer review process, students provided direct oral feed-
back supplemented by written feedback via other communication channels such as
Facebook Messenger. Students also used GoogleDocs platform to co-create, and com-
ment on the same document streamed from one of the students’ computers to the group
interactive surface. Everyone could make a contribution from their computers while the
changes were visible to the entire group. This way of working stimulated critical thinking

Fig. 7. Students’ opinions on the interactive wall usability
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abilities and gave each group member the possibility to contribute. The teacher could
keep an eye on the learners, providing guidance and engaging students through socratic
questioning (Paul and Elder 2007) and provoking techniques.

While the interactive wall is mostly perceived as useful in educational scenarios as
indicated in Fig. 8, the focus should not be on the technology but “what lectures and
assignments actually require such technology, and how it can be most efficiently uti-
lized. In other words, not making a technology room just for the technology, but rather
for the tasks it’s meant to assist.”

The results in Fig. 9 suggest that the interactive wall can play an important role as a
medium to support interaction. However, this study also found that the interactive wall
should only be considered as a supplement to other tools.

Fig. 8. Perceived usefulness of the interactive wall in educational scenarios

Fig. 9. Students’ opinions on supporting interaction and learning
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5 Summary and Future Directions

This article discussed an investigation into the use of large-size interactive surfaces for
collaborative learning. The presented scenarios of use include the majority of students
being in face-to-face teaching and learning on campus, while a few students could be
off-campus. A wall-wide multi-touch multi-user interactive screen has been in use over
one semester and proved to be useful for group learning. Students’ interactions are
increased through multimodal communication, with possibilities of direct manipulation
of learning content as well as human-human verbal and gestural communication. Three
additional multitouch interactive surfaces were also used in the same physical class-
room, allowing the sharing of workspaces for multiple student groups and off-campus
students through cloud-based solutions. The study suggests that the use of shared
workspaces can encourage students to discuss ideas and concepts together with others,
while the teacher serves as a course facilitator, hence supporting student-centred
learning. The results show a potential to use the interactive wall in collaborative
creative work, such as graphics design and user interfaces design. However, the
technology solution still presents several usability problems, and more tailored learning
tasks are necessary for optimal use.

Future research should focus on group learning tasks design, to use the natural user
interfaces and multimodality support for increased interactions. Further on, it would be
interesting to study the impact of using such advanced technology tools on the learning
performance over more than one semester.
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Abstract. This paper explores the general concept of the classroom of the
future from a technological perspective, and proposes a set of indicative key
facilities that such an environment should incorporate. Over the years, there has
been an abundance of related research work aiming to build a “smarter”
classroom, initially incorporating distance learning, educational games, and
intelligent tutoring systems. More recently, many approaches have revolved
around the advancements in the domains of Ambient Intelligence and Internet of
Things, resulting in the enhancement of the traditional classroom equipment and
furniture with processing power and interaction capabilities (e.g. intelligent
desk, smart whiteboard) and the integration of emerging solutions in teaching
and learning methods (e.g. AR, VR). The proposed intelligent classroom though
is a holistic approach towards a student-centric educational ecosystem, which
will incorporate state-of-the-art technologies to support (among others) alter-
native pedagogies, learning through immersive hands-on experiences and col-
laboration via flexible class layouts. To that end, this paper reports the various
ambient facilities of the classroom and the accompanying software, while a
prototype of this environment is currently under development in the AmI
Facility of FORTH-ICS.

Keywords: Intelligent Classroom � Smart Classroom � Ambient Intelligence

1 Introduction

Over the past few years, many researchers have investigated the effect of information
and communication technologies (ICTs) on the domain of education. Indicatively,
when used appropriately, different ICTs are claimed to help students engage in the
classroom, increase their involvement in learning, enhance their interest and alleviate
boredom [1]. Additionally, it is well established that technology encourages commu-
nication, interaction and collaboration amongst students [2], while it allows access to
unlimited information, enables teachers to offer a wide and flexible curriculum [19],
and permits students to easily share resources. These features help to make learning and
teaching an engaging, active process connected to real life [3].
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In the past, learning with the use of ICT was strongly related to concepts such as
distance learning [4], educational games [5], intelligent tutoring systems and e-learning
applications [6]. However, recent advances in the domain of Ambient Intelligence
(AmI) and the Internet of Things (IoT) have led to the emergence of the “Smart
Classroom” paradigm. Currently, there are several approaches that foster a variety of
ambient facilities and utilize state of the art technologies (e.g., virtual reality, aug-
mented reality) aiming to enhance the educational process. In more details, the hard-
ware infrastructure of a “Smart Classroom” may include both commercial (e.g., touch
sensitive interactive whiteboard) and custom-made artifacts (e.g., technologically
augmented student desks [7]), which - in some cases - are embedded into traditional
classroom equipment and furniture. Finally, the underlying software enhances and
augments educational activities through the use of pervasive and mobile computing,
sensor networks, artificial intelligence, robotics, multimedia computing and appropriate
middleware [8].

2 Related Work

2.1 Immersive Educational Experiences

An immersive environment creates new situations that would be impossible to create
solely in a traditional or in a digital environment. To this end, creating immersive
experiences inside a classroom would be beneficial for its students, since it could
enable interaction with the real world in ways that were not possible before.

There are several research efforts as well as commercial products that focus on
creating immersive educational experiences. On the one hand, immersion is achieved
either by creating CAVE-like stereoscopic projected environments or with the use of
interactive wall displays that surround the users. Hence, the walls in the future class-
room, will be a mediator of the interaction between students and educational contents
and material, rather than having the traditional “separation role” [9]. On the other hand,
state of the art technologies, such as Virtual Reality (VR), Augmented Reality
(AR) and X Reality (XR) are employed to create highly compelling and memorable
experiences.

Indicatively, the work in [10] reports that the simulation of a rainforest - distributed
across several large displays - inside a classroom, engaged students and promoted
learning. Similarly, AquaCAVE [11] aims to enhance the swimming experience by
immersing students into computer generated environments, such as coral reefs,
underwater caves, etc. Furthermore, the Advanced Classroom system uses lights,
sounds and video to transform any gym into an engaging, immersive video game [12].

A representative example of using AR in the classroom is SESIL [13], that offers
unobtrusive, context - aware student assistance by performing recognition of book
pages and of specific elements of interest within a page, and by perceiving interaction
with actual books and pens/pencils, without requiring any special interaction device.
Additionally, the work in [14] tries to overcome barriers in distance learning by
proposing a 3D user avatar in an augmented classroom, so that the teacher can interact
with the remote students just like interacting with the local students. Finally, in [15] the
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author suggests that VR can provide unparalleled educative experiences to students e.g.
in biology and astronomy. For instance, The Body VR [16] is an educational virtual
reality experience that takes the user inside the human body to travel through the
bloodstream and discover how blood cells work to spread oxygen throughout the body.

2.2 Technologically-Enhanced Furniture

An agile and highly flexible classroom layout allows its users (i.e. teachers, students) to
modify the arrangement according to their needs, so as to form groups, collaborate,
share and create new knowledge [17], and can accommodate different learning goals.
For that to be achieved, the furniture and any technologically-enhanced artifacts should
be able to easily adapt to support learning activities of varying degrees of collaboration
(i.e. individual tasks, small-group activities, class-wide activities), while their appear-
ance and affordances should minimize the effort needed by the students to access their
enhanced functionality.

A number of research attempts concern intelligent desks that aspire to enhance the
learner’s experience in the classroom. In particular, in [18] a system is proposed which
is embedded in a smart desk and identifies probable connections between learner
behavior and task performance, with the aim to improve student performance and aid
the learning process by unobtrusively observing and determining specific needs.
Similarly, the work in [19] presents an Augmented School Desk that accommodates
numerous educational applications in order to support learning activities.

Another topic that has attracted the researchers’ attention over the years and has
been extensively used in thousands of educational setups is the Interactive Whiteboard.
It constitutes a giant sensitive whiteboard that is connected to a computer and a digital
projector, which reflects the computer’s image onto a big touch-enabled computer
screen controlled by an electronic pen, a finger or other kinds of physical objects (e.g.
sponge). Research has confirmed that using smart boards increases students’ engage-
ment and the interactions among the students, the teacher and the educational content
[20], with specific examples showcasing their benefits. In particular, [21] and [22] have
demonstrated that the use of an IWB had a positive result on students’ motivation,
interest, participation and even performance in certain cases.

Finally, with respect to the educator, [23] introduces an advanced teacher’s
workstation that relies on an intelligent multi-agent infrastructure to unobtrusively
monitor the students’ activities in order identify potential learning weaknesses and
pitfalls that need to be addressed, either at an individual or at a classroom level.

2.3 Robots and Other Technologies

Robots have been actively used as an innovative educational tool or even as teaching
assistants. A robot called Elias, which was used for language and math learning provides
a typical example. Elias has been programmed to encourage students to dance and sing
along with him, based on the fact that having fun is an important element of effective
learning. Elias can speak and understand 23 different languages and so far all the
experiments showed that students are reacting positively to it [24]. Kindergarten Social
Assistive Robotics (KindSAR) robot is another example that illustrates how a novel
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technological artifact can offer kindergarten staff an innovative tool for achieving their
educational aims through social interaction. In a relevant experiment, the robot served as
a teaching assistant by telling prerecorded stories to small groups of children, while
incorporating songs and motor activities in the process. The experiment’s findings
showed that children reacted positively to the robot and enjoyed interacting with it [25].

Lego Mindstorms is an easily programmable robot accompanied by a great variety
of bricks, motors, sensors and other equipment, which permits students to build small-
scale fully functional models of creatures, vehicles, machines and inventions [26]. In an
investigation of the effectiveness of Lego Mindstorms as a tool for introducing to
students’ basic principles of programming through game-play activity, researchers
found that the robots had a positive influence on the children’s problem-solving skills,
creativity, motivation and interest.

Apart from educational robotics, various technological solutions have been
deployed in educational environments to enhance students’ innovation. Specifically,
several publications have shown that the use of 3D printing technology in schools
promotes active learning, encourages student’s creative and critical thinking and
develops problem-solving skills [27–29]. To that end, various general-purpose solu-
tions exist that are also suitable for education, such as Robo C2, Dremel Digilab 3D45
Idea Builder and XYZPrinting da Vinci Jr. Pro 1.0 [30]. These technologies have
classroom-friendly features, like enclosed printing area, wide connectivity options and
even incorporation of STEAM-based lessons directly from their manufacturers.

Wearables have started to penetrate the classroom as well. In [31], the authors
propose the Experience Recorder and an iBand as two ubiquitous devices for an
intelligent learning environments. The former is an embedded system that records the
paths followed by a student in a classroom and the latter is a wearable device that
collects and exchanges information about the students. Finally, given the amount of
electronic artifacts in the classroom of the future, a charging solution to successfully
power them is needed [32]; to that end, various solutions exist ranging from charging
cabinets to charging carts [33, 34].

Fig. 1. Overview of (a) an Intelligent Classroom and (b) a special purpose room featuring
interactive walls, ceiling, floor, windows and various X-Reality Gadgets
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3 The Classroom of the Future

3.1 Ambient Facilities

Intelligent Walls, Windows, Ceiling and Floor. The classroom of the future will
have the ability to create immersive experiences (see Fig. 1). Immersion will be
achieved through a collaboration between different “devices”, such as projectors (e.g.
CAVE-like stereoscopic environments) or using the surrounding interactive displays
(e.g. interactive walls and ceiling). Additionally, ambient lighting and projection on the
ceiling (e.g. showing the sun’s position, the sky or the stars) will further enhance the
feeling of immersion; that way the students will be able to interact with the real world
in ways that were not possible before. The role of the classroom walls will be dual; on
the one hand they will act as interactive smart boards (see Fig. 5), where typical
educational content (e.g., multimedia, notes, exercises) can be presented, and on the
other hand they will be able to immerse the students into any environment relevant to
the course’s syllabus (e.g., a cave or a rainforest).

Apart from the walls, enhanced glass technology (see Fig. 2) will allow natural
sunlight to be the primary source of light in the classroom - since it reduces headaches
and improves learning rates - but will also control the amount of light entering the
classroom based on the context of use (e.g. minimize light when watching an educa-
tional video). Such technology will be able to transform the windows into secondary
displays presenting supplementary content (e.g. classroom’s schedule, multimedia,
announcements, notes) according to the context of use. Additionally, the windows will
also have the ability to be a part of the immersion mechanism by either displaying the
same environment as the surrounding wall, or by creating the illusion that the class-
room is being transferred to another location.

Fig. 2. View of the classroom’s intelligent windows and the intelligent garden
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Finally, special purpose rooms (see Fig. 3) with two or three interactive walls,
ceilings and floors will be available to the students not only for educational purposes,
but also for creating playful, fun and also calming environments (e.g. a student playing
frisbee with a dog inside a park). The interactive floor will contribute to the sense of
immersion, but it will also offer the opportunity to dynamically create playgrounds
anywhere in the room aiming to support collaboration and full-body interaction.

Intelligent Desk and Teacher’s Workstation. The student desk (see Fig. 4b) will
feature a modular design where customizable surfaces can be added or removed on
demand in order to support the needs of different courses. Such desks will further
enhance students’ engagement and motivation, offering hands-on experience and
providing personal study spaces with specialized equipment.
Indicative dedicated surfaces are:

• Geography: featuring a globe dome, a compass and multiple secondary display
• Chemistry: featuring smart flasks, test tubes, scales, a Bunsen burner and basic

accessories
• Physics: featuring equipment to accommodate experiments and secondary displays
• Geometry: featuring a calculator and a set of smart mathematical instruments such

as a ruler, protractor etc.

The surfaces will be designed in such a way that the cables, chargers, electronics
and microprocessors will be hidden from the students. This will not only make the
desks safe for use by young children, but it will also reduce distractions. In order to

Fig. 3. A special purpose room will dynamically create playgrounds anywhere aiming to
support collaboration and full-body interaction, and offer players memorable experiences
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facilitate rearrangement of classroom desks - addressing the changing demands of
different teaching scenarios (e.g. two adjacent desks can be connected to create a larger
interactive workspace and promote teamwork) - desks will be designed for single use.

The teacher on the other hand will be able to monitor and manipulate every aspect
of the intelligent classroom (e.g. ambient facilities, educational software, intelligent
behavior, automations) from a comfortable workstation (see Fig. 4a) (e.g. an armchair
with an embedded tablet). Additionally, the future intelligent classroom will be able to
interoperate with commercial wearables (e.g. smartwatch) in order inform the teacher
regarding important events that occur during a lesson (e.g., a watch vibrates to alert the
teacher that the student’s do not pay attention).

Intelligent Garden. Each student will be responsible for a smart pot (see Fig. 2) that
will track the plant’s progress (measure humidity, soil richness, growth information).
Such stem tools aspire to strengthen the student’s feeling of responsibility, motivation
to learn, teach them action and accountability and other relevant 21st century skills by
granting them exclusive rewards when their plants thrive.

Intelligent Bookcase. Physical books will still be present in the classroom of the future
due to their indisputable educational value. However, selection and retrieval will become
a much more sophisticated and entertaining processes via robotics, AI and AR tech-
nologies. Students for example, will be able to search for a specific book or a category via
an interactive screen and then moving mechanical parts of the bookcase will fetch the
desired books or place them on a designated shelf of the bookcase (see Fig. 5).

Educational Robots. Robots have been used and will continue to be a part of in-class
activities (see Fig. 6). Robots can take on the role of the personal assistant for the
students, monitoring their actions and supporting them according to their needs and
weaknesses. Additionally, they can function as a teaching assistant or be themselves a
subject of interest (e.g. robotics class).

Fig. 4. (a) A comfortable workstation for the teacher with an embedded tablet, and (b) the
student desk will feature a modular design with customisable surfaces
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Prototyping Facilities. Students in the classroom of the future will be able to design
and manufacture their own ideas as well as objects and tools needed for the lesson,
aided by advanced 3d-printing technologies (see Fig. 6). Those technologies will
enable students to give shape to their wildest ideas and direct their own learning, thus
contributing to the development of their creativity and sense of accomplishment.

X-Reality Gadgets. Advanced X-Reality technologies (see Fig. 7) will be employed
and be available to students in order to change the way students learn. In conjunction
with the immersive environment of the classroom, those technologies will be used to
create highly compelling experiences, through which students can improve and explore
different skills and practices.

Fig. 5. View of the Classroom Board and the Intelligent Bookcase

Fig. 6. The corner of Robotics and Prototyping Facilities
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3.2 Intelligent Educational-Oriented Software

The future Intelligent Classroom should heavily depend on contextual information in
order to make informed decisions (e.g., course, topic, syllabus). Since a typical
classroom consists of different students with varying backgrounds, personalities,
behaviors, needs and learning patterns [35], a solid profiling mechanism would be of
utmost importance, since it would permit the delivery of personalized material and
assistance to each individual.

Since a wide range of technologically augmented artifacts will equip the Intelligent
Classroom of the future, a mechanism that transforms the classroom into a unified
working environment rather than a group of isolated units is required [36]. In more
details, an application host respecting the concepts of Composition, Consistency and
Continuity [37], will eliminate the interaction challenges that stem from the cross-
device migration of the available educational applications.

As passive listeners, people generally find it difficult to maintain a constant level of
attention over extended periods of time, while pedagogical research reveals that
attention lapses are inevitable during a lecture; according to [38], student attention will
drift during a passive lecture. Ideally, the future Intelligent Classroom should be able to
keep students engaged in the educational process. To this end, a mechanism that detects
inattentive behaviors and selects appropriate interventions in order to help or support
students throughout the educational process seems as an essential feature [39]. In such
context, interventions are system-guided actions that subtly interrupt a course’s flow so
as to (i) draw the educator’s attention in problematic situations, and (ii) re-engage
distracted, unmotivated or tired students in the educational process (e.g., instantiate a
quiz with appropriate content). A suitable mechanism is also required in order to
present the selected interventions appropriately.

Fig. 7. The corner of X-Reality Gadgets
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As far as the end-user applications are concerned, the students should have access to
an inventory of educational applications (e.g., calculator, dictionary, multimedia
viewer), as well as the digital representations of physical books and exercises. That way,
they will be able to (i) get personalized assistance on exercises, (ii) retrieve additional
resources about something interesting (e.g., an image displayed on the book), (iii) have
access to assistive applications (e.g., calculator, dictionary, etc.), (iv) have access to
multimedia, (v) maintain a personal area with access to board’s history, homework’s
history, electronic materials, etc. Additionally, a suite of educational games should not
be absent from the classroom of the future; that is because through games students
become engaged with the learning process while developing a variety of important skills
such as creative thinking, problem-solving and teamwork.

Special software should be available for the teachers so as to support complete
classroom overview, automation of trivial tasks and suggestion of engaging activities
[23, 40]. Additionally, a sophisticated mechanism that collects learning analytics and
statistics of students interacting with the educational applications would enable teachers
to easily monitor their performance and detect learning difficulties [41].

Finally, a Classroom Operating System (ClassroomOS) would be invaluable for the
Intelligent Classroom of the future. Such a middleware will handle fundamental issues
such as heterogeneous interoperability of intelligent artifacts and services, synchronous
and asynchronous communication, resilience, security and context aware orchestration
[42].

4 Future Work

The above systems are currently under development and deployment in the “Intelligent
Classroom” simulation space at the AmI Facility (http://ami.ics.forth.gr/) of FORTH-
ICS. The process towards its realization comprises the following steps: requirement
analysis to identify state of the art and future trends, design and evaluation of inter-
active prototypes, implementation, integration and evaluation with users of the solu-
tions in the educational environment. Such process will be followed iteratively for each
individual space, component and service. Specifically, the requirements elicitation will
be conducted using multiple methods such as interviews, brainstorming, focus groups,
storyboards and journey maps, which will be carried out along with various stake-
holders, including industrial designers, engineers, interaction designers, UX experts,
educators and students. Afterwards, a feasibility analysis of the identified solutions and
prototyping will take place during the design phase. Subsequently, a formative expert-
based evaluation of the prototypes will be carried out in context to assess their usability
and usefulness. Thereafter, the revised solutions will be implemented and deployed in
the classroom simulation space, where finally, a summative, user-based evaluation with
educators and students will be conducted in vitro, in order to assess the effectiveness of
each system, as well as the classroom environment as a whole.

Currently, prototypes of the smart desk have been developed and the infrastructure
of the immersive environment (e.g. interactive wall displays, X-Reality gadgets) is in
place, while the first interactive demos have already been deployed. The immediate
next steps include the construction a dozen of intelligent desks that will host the table
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tops accommodating the classes of physics, geometry and robotics, the intelligent board
and the prototype design of the teacher’s workstation.
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Abstract. Many reports highlight a significant lack of minority repre-
sentation in graduate computing programs. However, effective mentor-
ship has been heavily documented in research as pivotal for students
aspiring to persist and excel in computing. Research suggests that vir-
tual mentoring, a form of mentorship between a human user and a com-
puter/software agent, viably supplements existing mentoring practices,
which removes the inconveniences of meeting in-person and addresses
the lack of willing and suitable mentors. The aim of this research is
to develop an intelligent virtual mentoring system (VMS) and to help
prepare minority students for matriculation through graduate comput-
ing school. In order to design and develop an effective intelligent virtual
mentoring system, it is critical to improve the understanding of exist-
ing mentoring relationships and user preferences. This paper presents
findings from focus groups with minority graduate students and explores
their needs and preferences in a mentor.

Keywords: Intelligent virtual mentoring systems · User experience ·
Underrepresented minorities

1 Background

1.1 Underrepresented Minorities Pursuing Graduate Degrees
in Computing

There is a significant lack of minority representation in graduate level com-
puting programs and careers [1,2], and there are many attributing theoretical
factors that continue to influence this deficit. The two most substantial fac-
tors are: (1) inadequate sense of belonging and (2) insufficient self-efficacy [3,4].
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The lack of minority representation in computing departments and the rarity
of minority-focused research contributes to reduced feelings of belonging in the
computing arena identified by prospective underrepresented minority computer
scientists [5]. Additionally, both ethnic stereotype threats and the lack of effec-
tive resources geared toward preparing underrepresented minority students for
computing careers and higher education contribute to a fragile state of academic
and work performance [6,7].

1.2 Virtual Mentoring

Research suggests that effective mentorship is pivotal for student persistence
and achievement, particularly for underrepresented minorities in STEM. Active
mentorship helps mitigate the performance deficit of underrepresented minorities
in computing by establishing an ongoing support system and guiding direction
[8,9]. Mentor relationships are effective when the interaction between mentor and
mentee consists of personal connections, matching personalities, and relatability,
given the mentor’s advisement and expertise is credible [10–12]. However, due to
the lack of underrepresented minorities in the field, pairing students with more
relatable mentors is challenging [13,14]. Students accessing virtual mentoring
systems viably supplements existing mentoring practices [15]. Virtual mentoring
is the use of human mentors, distance technology, and computer programming
to facilitate a mentoring relationship [15]. Conversational agents (or chatbots),
a particular virtual mentor system of interest, are computer programs that use
natural language conversations to communicate and advise human users [16].
Due to its accessibility and adaptability, conversational agents as supplemental
mentoring are quite useful because they utilize different platforms such as social
media and short message service (SMS), which increases accessibility. Content is
interchangeable with different subjects, allowing for the advisement of students
with varying interests and backgrounds, given a robust expert or intelligent
design [17].

There have been very few conversational agents that have been used for
advising and teaching Black computing students. Conversational agents on social
media, SMS, and web-based programs have been used to discuss race and ethnic
differences in health-related topics [18–20] as well as to provide HBCU stu-
dents with general information on undergraduate prep, completion, and gradu-
ate school topics [21–23]. However, there has not been an intelligent system that
understands its underrepresented minority users’ preferences and their back-
ground to mentor users with advisement and resource-sharing, making it to and
succeeding in graduate school or a computing career. In order to build such a
system, it is critical to improve the understanding of existing mentoring relation-
ships of underrepresented minority computing students and user preferences.
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2 Method

2.1 Participants

Twenty volunteers participated in the study during a conference, focusing on
black and underrepresented minorities in computing. The focus groups were
housed in two rooms, where focus group facilitators recruited conference atten-
dees to volunteer to take part in the study. These volunteers were offered $40
gift cards to participate in the research. All participants were Ph.D. students
or Ph.D. candidates in computing and were underrepresented minorities (Black
and LatinX). Participant ages ranged from 22–54.

2.2 Procedure

The lead authors facilitated the two focus groups, and a semi-structured model
was used for each group. Each focus group lasted one hour to discuss how
African-American computing students view mentors and their recommendations
for developing an effective virtual mentoring system. The participants were asked
to describe their current mentors and how they interact and deliver advisement,
as well as how they reacted to being mentored and if they were satisfied with
their mentoring relationships. To follow, participants were asked about their pre-
vious experiences with virtual mentoring systems and how they would develop
an intuitive, useful tool to reflect a supplementary mentor. The focus group was
audio recorded and later transcribed for data analysis.

2.3 Analysis

A direct hybrid inductive-deductive thematic analysis was employed to examine
the transcriptions from the focus groups [24]. A code manual was developed by
synthesizing literature suggestions on significant factors for mentoring under-
represented minority students in computing, and the factors that contribute to
developing effective virtual mentoring systems [11]. Transcribed responses were
inductively summarized into initial themes prior to being categorized by the
codes from the code manual. Common themes were synthesized and theme def-
initions were revised for further legitimization.

3 Results

3.1 Current Mentor Description

The participants reported that their current mentors were more knowledgeable
than them. According to one participant, a mentor is “Someone who’s a little
bit more senior than you, who’s been in the business, who knows how to code in
Java or knows the system a little better than you and basically that provides this
day-to-day interaction.” In many instances, a mentor is assigned to the mentee
at work without consideration of their social or personal background, “being a
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new coder on entry level, they always assign you a mentor.” In agreement, all
participants expressed how mentors are great for making connections that could
advance their professional careers. Participants also described themselves having
multiple mentors for different aspects of their lives, “I feel that a lot of times
when I’m in different positions, I try to find someone who I can connect with”.

3.2 Mentor Communication Delivery

The responses for mentor advice delivery ranged from very positive interactions
to very negative interactions. Some participants recommended having more than
one mentor so “depend[ing] on how you feel”, you can cater the kind of advice
you receive. For instance, one participant stated that sometimes they “need
to tough love. So [they] go with somebody who can give [them] tough love.
Or . . . [they] feel . . . very down and [they] need someone to encourage [them].”
One participant described their experience as a respectful one, “never conde-
scending.” However, on the opposite end of the spectrum, another participant
described their experience with advice delivery as negative, and stated that the
advisor was “. . . very direct . . . it can come across condescending, or it can come
across as not necessarily encouraging.” In a similar sense, many participants felt
their advisors were straightforward when delivering advice.

3.3 Mentee Reaction

Overall, the mentee reaction to human advisement was positive. One mentee
highlighted the importance of person-to-person interaction when they exclaimed,
“...you are getting the advice, or the response from like a real person.” It was
reiterated that having multiple mentors is most helpful because “. . . whenever
there’s a problem, or situation, or concern, or want feedback on something,
[they] get multiple perspectives every time.” Claims have also been made that
the advisement process has helped some mentees with becoming less sensitive to
constructive criticism. One of the participants stated that they “. . . used to take
stuff personal, like, when [they] first started [their] Ph.D. program . . . ”, which
is when they met their mentor.

3.4 Mentee Satisfaction of Advisement

Some participants believed having a mentor that they could identify with is
important to forming a strong relationship. One participant attended “an all
black, male HBCU”, so in his opinion, he was “fortunate enough to have mentors
that looked exactly like me, black males”; on the contrary, some participants
valued having a mentor that experienced situations similar to theirs, however
they found it challenging to make a connection with one. Others felt that it was
acceptable to not have a mentor that looked like them. Mentoring relationships
stem from a mentor wanting to help guide or advise someone: “Everyone wants
a mentor that will pull them up through the ranks, but not every mentor will
see something worth cultivating in every individual that approaches them, which
makes whomever they choose to enter that relationship unique.”
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3.5 Experience with Virtual Mentor Systems

The participants expressed little to no experience with using a virtual mentoring
system. One of the participants reported: “I have zero experience with it. But
one of my Co-PI, he was showing me this site. Basically it’s kind of like an
outsourcing agent.” As a whole, the participants expressed that virtual mentors
cannot be used as a blanket for multiple subjects, or for in depth questions:
“it’s not like a full mentor, but it’s just if you need help right now, type in your
question or can you give me advice instantly? And it’s something automated
...It’s a good tool for certain instances. But I don’t think it’s a coverall.”

3.6 Virtual Mentor System Recommendation

We received a large amount of feedback regarding the virtual mentor system.
The most prominent recommendation was to develop a more personal relation-
ship. For instance, one participant stated that trust was an important part of
mentorship and that the system lacks “rapport” in addition to having those
things that you build from, like “interactions.” Another noteworthy recommen-
dation was having a larger range of predetermined information. A participant
stated that “. . . it’s hard to have a dynamic conversation with a virtual mentor
unless it’s a real person”, so in order for the system to be most efficient and to
understand exactly what [users are] looking for, have “. . . as much predetermined
information as possible for any wide range of topics, that may come up.”

4 Discussion

Many participants were engaged in ongoing mentoring relationships; mentorships
are suggested as beneficial and sometimes necessary for successful pursuit of com-
puting careers [8,9]. Mentors have teachable skill sets and work experience that
aided their advice credibility [11]. The mentors’ age ranged; a few participants
had a near-peer mentor who had recently obtained their Ph.D. Some partici-
pants did not have what they considered a mentor, but all agreed that a mentor
whom you could connect with was essential for a healthy mentoring relationship
[12]; thus the idea of mentors with welcoming and friendly personalities and
approaches was highlighted. To accommodate, the mentor system will require a
very clear description of its scope and responses with a conversational flow that
is highly intuitive. Few participants had assigned mentors from work, research
experiences, or academic programs, but all mentoring relationships formed from
these experiences. Given this, it will be useful for the intelligent conversational
agent to be introduced through a work, research, or academic experience. Advise-
ment was delivered in a considerate, constructive, relatable, and straight-forward
approach [12,14,15]. As a relatable system, serious planning needs to occur to
ensure users feel the system is speaking to them as a human on an individual per-
sonality level, as well as with a sociocultural lens. In addition, further research
must be done to understand what considerations are necessary to fine-tune the
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information needed to be obtained from users. One participant described how
their mentor used humor: “being able to share a joke with them afterwards. Or
during. Because that’s how I receive information. I receive information, that’s
when I feel like we’re having a conversation that matters. But it doesn’t have to
be so constricting that I have to feel like we can’t talk like human beings.” A
humor feature would need to be further researched and developed to determine
its benefits, appropriateness, and suggested dosage to make the feature effective.

Participants appreciated their mentors’ advice, encouraging them to think
critically and were even used to receiving information that they may not have
expected, as it motivates and humbles them [10,15]. Mentees also enjoyed feel-
ing their mentor cared and showed humility and honesty [10,15]. An intelligent
mentoring system must not only be accurate, but also deliver the message in a
way that makes the user feel like the creators want them to succeed and mod-
estly may not always have the best advice for them. Participants discussed how
their satisfaction in a mentoring relationship is also influenced on the overall
availability of the mentor. As a primary rationale for the system [18], an intel-
ligent virtual agent would need to be accessible on many platforms and devices
at as much time and in as many locations as possible. It is expected that the
system would be accessible anytime at any position that supports a user’s ser-
vice on the varying platforms and the devices that possess it. One participant
discussed how they liked that their mentor visually and socially reflected them
[7,9]. Having a system be reflective of the user is very important and can be
approached in many different ways, such as using location based subjects, exam-
ples, terminology, and allowing users to choose a mentor avatar that they feel
most comfortable with. Mentees did not take joy in their mentors having a dis-
dainful tone and being unfair or unreasonable. Being careful in the word choice
of responses based on the subject matter, flow, and timing of the conversation
is essential to maintaining a supportive user experience.

Quite a few participants never used a virtual mentor, however there are those
who have used supplemental video conferencing and screen sharing with a per-
son, personal assistants like Siri, and automated chatbots. Their experiences
with them varied. Participants claimed their interactions were a waste of time,
describing their system as uncommitted and untrustworthy with its responses
and ability to retrieve classified information. Others believed it was interest-
ing and helpful, though not always necessary. Confidentiality must be explicitly
stated, describing proof of privacy for some users to trust a developed mentoring
system, and there were many recommendations for developing this system. Being
highly secure and having individual sign-in access helps to maintain the sense of
privacy and confidentiality as well. Having evidence-based responses and direct
resources from the internet is essential to resource-sharing capability, and being
weary of bias and stereotyping is critical for the relatability and demographic
target of the tool. The system intends to be mapped with SMS and social media,
which will be automatic, and establishing a website portal is very useful as well.
Integrating through social media allows for more user information to be col-
lected to better tailor intelligent responses. Voice activation and functionality
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helps to expand the reach of the tool as well as the usability. Having an image to
accompany voice and messaging is essential to allow users to feel as if they are
connected with a person rather than a computer. Other interesting and more
reaching suggestions included having the conversational agent have the same
personality as the mentee, integrating users’ music playlists, and having random
social interaction.

There were few limitations in this study, including that the sample only con-
tained Ph.D. students and candidates. This is great for giving recommendations
and sustained mentoring experiences with the profession of computing, how-
ever this is limited as it does not address undergraduate students, a likely user
demographic. It also does not include underrepresented minorities working in
industry. Furthermore, the sample was small, consisting of a total of 20 partic-
ipants amongst the focus groups. Though the codebook was developed through
validated literature suggestions, an existing validated codebook was not used.

5 Conclusion

This study explored the mentoring relationship of underrepresented minority
computing students to provide a baseline for design considerations for an intel-
ligent conversational agent to mentor those who would like to pursue a career in
computing or enter and complete a graduate program. This study also gauged
underrepresented minority computing students’ experiences and recommenda-
tions for virtual mentoring systems. Findings will be used to develop an intel-
ligent mentoring conversational agent for underrepresented minority computing
undergraduate and graduate students. Findings are also useful for mentoring
and computing outreach professionals interested in supporting underrepresented
minority computing students.
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Abstract. Student reflection has been shown to be important for learning in
educational domains. In this study, we embedded a student reflection task into a
video game to diagnose how players were constructing new knowledge. The
game took place in a space station in which odd things had been happening. In
order to secure a position on the space station, players had to improve their
decision making and solve the mystery. As part of the game narrative, players
reflected on each learning opportunity or mini-game by providing hints for
future players at the end of each round. A corpus of 674 hints from 41 players,
playing a 60-min version of the game were coded independently by two coders.
Coding covered four levels of understanding in the hints and ranged from a
simple restatement of information to a deeper reflection that integrated ideas and
created new knowledge. Analyzing hints provided an in-game learning measure
that may complement other measures and a way to understand game play
experience that did not interrupt game flow. This study provides some recom-
mendations for the design of embedding user hints into video games.

Keywords: Self-explanation � Adaptive learning environment � Video games

1 Introduction

Video games have the potential to improve learning, but the multimedia complexity of
games can make it difficult to capture that learning [4, 7, 14, 21]. There is a growing
body of research demonstrating that certain game features, introduced into well-
designed video games [11, 12, 19, 24] or multi-media simulations [6, 10, 20], improve
learning. One method for managing a multi-media learning environment is to couple it
with an intelligent tutoring system (ITS) that tailors the student learning experience
based on a player’s initial knowledge of a phenomenon, and in-task performance [8,
26, 27]. ITSs have been used mainly in math and physics domains, and few have been
implemented in a video game [1, 8, 12]. Van Lehn describes a set of alternatives for
improving learning that works in human tutoring, but has yet to be fully examined in
the ITS literature [23]. One such example is introducing self-reflection or self-
explanation into a learning environment.
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In this paper, we analyze a set of open-ended hints left by players for themselves
and future players, and make some recommendations for using hints in a serious game.
Our analysis contributes to the ITS and self-explanation research in two ways. First,
based on our literature review, it is one of the few studies on self-explanation, gen-
erated by players, in a serious video game. Given the dynamic nature of games, if this
approach is useful it could contribute to playtesting methodology and game design.
Second, it examines self-explanation in a new context (i.e., inferential reasoning) [16].

1.1 Self-explanation

Self-explanation is an effective strategy for learning in multimedia environments [2, 5].
Generating one’s own explanations of a phenomenon supports metacognitive learning
[1, 2, 6, 12, 17, 18, 28]. A recent review showed that self-explanation implementations
vary from generative, open-ended self-explanations to explanations that students
choose from a menu [28]. In Mayer’s review of the effectiveness of game features on
learning, he reported that five of six experiments involving self-explanation, found a
positive effect for learning (average Cohen’s d = .83). For three of those experiments,
more structured, menu-based self-explanations were involved. Participants who
selected an explanation from a menu for an electric circuit game task outperformed
those who did no self-explanation [12]. Leaving hints for future players is common in
commercial video game forums and it fits nicely as a way to operationalize self-
explanation within a game narrative. Player hints are easy to collect and may provide
useful information for evaluating training design.

1.2 Current Research Questions

In our exploratory study, we examined the hints left by players in a game in order to
understand the range and function of these self-explanations. The game objective was
to improve players’ decision making by training them to avoid or mitigate three
cognitive biases [15, 22]. What is the nature of the open-ended, self-explanations (i.e.,
hints and can we use them for evaluating learning potential? For example, if a hint is
simply a restatement of information, then we would not expect it to reflect a deeper
understanding [17]. By coding and analyzing the hints provided, we explored the
following research questions:

R1: Are the hints left for players understandable and useful? This question eval-
uates the feasibility of collecting hints in a game.
R2: To what extent does self-explanation vary by cognitive biases? To what extent
do hints reflect in-game prescriptive mitigation strategies? This question evaluates
the impact of the hints for learning.
R3: Does hint quality change over time? This question also addresses the feasibility
of using hints in a game in terms of learning and fatigue.

To explore these questions, we analyzed a corpus of 674 hints left by players of a
serious game.
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2 Methods

Participants. Hints were collected as part of a larger program [25]. For that study,
both gamers and non-gamers were recruited and none knew that they would be playing
a video game. Forty-one participants (47% male) were randomly assigned to the ITS
version of the game that incorporated self-explanation.

Serious Video Game. Players played an early version of the game, Heuristica: The
Return. It is a 3D, immersive, serious game that uses the Unreal 3 game engine. The
game had seven different, re-playable, learning opportunities or mini-games (Fig. 1)
that provided about 60 min of game play. The game goal was to improve decision
making and critical thinking by training players to avoid or mitigate three cognitive
biases [13, 22]. The game narrative had players competing for a position as commander
of a space station. Weird things had been happening on the station, and in order to
secure the position, players had to improve their decision making and solve the
mystery. Players made decisions and assessments of other players, non-player char-
acters, and reports provided as part of the game narrative. In other words, players
learned by doing (e.g., making decisions) in the game [1, 3]. In addition to game play
feedback (e.g., sounds, scores), this version of the game included self-explanation and
an ITS to manage game play by tracking players’ mastery of the material and per-
formance in the game. Our game was designed so that players learned by doing, then
we introduced self-explanation based on the prior ITS literature [1, 3, 8, 23, 27, 28].
The video game was fully instrumented to provide experimental control [13].

Cognitive Biases. As mentioned, the objective of the serious video game, Heuristica:
The Return, was to improve each player’s knowledge and ability to avoid or mitigate
the effects of the three cognitive biases [22]. These biases were:

• Anchoring is a tendency to rely too heavily, or “anchor,” on one trait or piece of
information when making decisions. The information is often numeric and can be
relevant or irrelevant [22].

• Representativeness is a tendency to make judgments based on how similar an
instance is to a class (e.g., a tall person is to a basketball player) [22].

Fig. 1. Screenshot of a game learning opportunity
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• Projection is a tendency to focus on one’s own beliefs, when estimating what others
will think [9].

These cognitive biases were elicited when players were making estimates, predictions,
and solving problems in the game.

Hint Corpus. The corpus of 674 hints left by the 41 players across seven different
learning opportunities were analyzed.

Explanation Coding Scheme. Two independent coders, familiar with the game,
analyzed each explanation and coded each for informational value. Any coding dis-
crepancies, the coders discussed and resolved. Our coding scheme (Table 1), adapted
from [16], captured four levels of explanation relevant for our task.

Intelligent Tutoring System. An ITS was integrated into the game and managed a
Student Model of each learner. See [26, 27] for more details on this aspect of the
project. Briefly, content mastery was recorded and dynamically updated for each
learner as he or she played the game. The Student Model used scores from the learning
opportunities to infer a player’s strengths and weaknesses. Through the analysis of the
game log and the use of inference techniques, the Student Model was updated after
each learning opportunity to represent the current state of a player’s ability or mastery
of the material. If mastery was low for a concept, a player received additional mini-
games. Our ITS included learner explanation by prompting players to leave hints.

Procedure. After each mini-game in Heuristica: The Return, players were invited to
reflect on their learning in the form of leaving a hint for a future player. To maintain the
game narrative, players were instructed to “Leave behind hints or strategies for the next
cadet.” Each hint was tied to a single cognitive bias, and a round in the game. These
hints were coded for the level of detail and mitigation strategy provided.

Table 1. Explanation level coding scheme

Level Code with definition and examples

Level 0 No information: No hint or a hint with limited information
Examples: “I’m not getting any better at this one.” Can’t remember, burned out.”

Level 1 Restatement: Hint restates information, provides no evidence of understanding
Examples: “Bias is common everywhere.” “Objective info vs. guessing.”
“Projection is easy to do.”

Level 2 Understanding: Hint demonstrates some understanding of the cognitive bias, but
no recommendation for mitigation (e.g., warning without a strategy for improving)
Examples: Pay attention to actual statistics, not stereotypes. (Representativeness)
“Perspective of others not your [own] is the key.” (Projection)
“Don’t be distracted by irrelevant numbers in the environment.” (Anchoring)

Level 3 Mitigation: Hints demonstrate a deeper understanding of the cognitive bias and
include a mitigation strategy
Examples: “Avoid thinking that others will think as you do.” (Projection)
“Take a large sample before making a judgment.” (Representativeness)
“Avoid using numbers that are irrelevant to making a judgment.” (Anchoring)
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3 Results

Each player left between 12–27 hints per game session (one per mini-game) across
three different biases for a total of 674 hints. There were 229 hints related to anchoring,
298 related to representativeness, and 147 related to projection (Table 2). There were
more hints for representativeness because there are more varieties of this cognitive bias
than projection bias. Analyzing the time between hints, we determined that hints were
recorded, on average, every 3 min (SD = .002).

R1: Are the hints left for players understandable and actionable? To what extent do
hints reflect in-game prescriptive mitigation strategies?

Hint quality ranged from 0 to 4, with a mean score of 1.88 (SD = .64) across
players (Fig. 2). This mean indicates that players are generating a range of explanations
and that there is room to improve. A level 2 hint is understandable, but may not help a
player mitigate a cognitive bias, while most level 3 hints would be understandable and
provide guidance to a new player. A one-way ANOVA indicated a main effect of
cognitive bias on explanation degree, F(2,623) = 3.047, p = .048. Further planned
comparisons with a Tukey correction revealed the effect was driven by a statistically
significant difference between anchoring and representativeness, t(525) = 3.5,
p = 0.001.

Why might players’ self-explanations for mitigating representativeness be better
than those for anchoring? One possibility is that the anchoring mitigation strategies
were less clear in the game. Reviewing and revising these strategies in the game might
be a next step. Alternatively, this pattern may reflect something more fundamental
about each cognitive bias. For example, anchoring may be a harder concept to master
than representativeness. While this study cannot determine which interpretation is
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Fig. 2. Mean (SE) explanation scores by three cognitive biases
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correct, this analysis provides useful information to support game design and
playtesting in either case.

To further measure the quality of the hints, we analyzed the percentage of hints that
included our pithy mitigation strategies (e.g., a streak is not a freak). Of the 674 hints,
only 28% of the hints included the mitigation sayings we provided.

R2: To what extent does self-explanation vary by cognitive biases? Or mini-
games?

We compared the distribution of the explanations across the three cognitive biases
and found that degree of explanation was associated with the cognitive bias. A statis-
tically significant chi-square indicated that the type of cognitive bias and the degree of
explanation were associated, v2(6) = 29.61, p = 0.001. Players provided more miti-
gation strategies for representativeness than the other two cognitive biases with 49.1%

being level 3 explanations, compared to 29.5% for anchoring, and 35.4% for projection
(Table 2). Because mini-games were different for each cognitive bias, these data also
suggest differences across learning opportunities.

There are several things to note regarding the Table 2 distribution of mitigation
strategies. First, about a third of the explanations are likely not useful to the player or
future players because the hints provide no information. Second, another third of the
explanations provide information that may help the player, but cannot be used easily by
a future player. Finally, level 3 explanations represented fewer than 50% of the
explanations for each cognitive bias. One explanation for this pattern of explanation
level is that the type of mitigation strategies provided for representativeness were easier
to remember. If the performance outcome data showed a similar pattern, then this
conclusion may be appropriate and it did [25]. Not only did the distribution of
explanation levels differ across biases, they also differed across learning opportunities.
This suggests that some learning opportunities were teaching players to mitigate bias
more than others. Regardless of whether one has outcome data, this analysis suggests
there is room to improve learning. Recommendations to improve learning in the game
would include revising some of the mitigation strategies and learning opportunities.

R3: Does hint quality change over time?

It is possible that hint quality could improve over time, suggesting deeper learning.
Alternatively, if in-game explanations are too frequent they may decrease the quality of
the explanations over time, suggesting that players were getting tired or annoyed.
Average explanation quality scores for early, middle and late trials did not statistically

Table 2. Distribution of explanation level percentages within each cognitive bias

Cognitive bias Number of hints Level 0 Level 1 Level 2 Level 3

Anchoring 229 2.4 30.0 38.1 29.5
Representativeness 298 6.5 17.8 26.2 49.1
Projection 147 4.6 26.2 33.8 35.4
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differ, F(2, 674) = 2.25, p = 0.11. Across these groups of trials, explanation quality
hovered at a level 2. Similarly, a chi-square of the distribution of explanation levels by
trial groups was not statistically significant, v2(24) = 15.18, p = 0.915, indicating that
the two were not associated. Based on these analyses, it seems that asking players to
reflect briefly on their learning did not negatively affect the overall explanation quality.

Effect of Hints on In-Game Mastery and Learning. While the learning and mastery
analysis were not the focus in this paper, they are briefly reported. Post-game learning
was measured using a pre-post questionnaire design that captured players’ ability to
mitigate the three cognitive biases [see 25 for more details] and compared to two
baseline conditions: one where the Student Model was off (SM-OFF) and one with the
Student Model was on, but there was no explanation (SM-ON). Mastery scores
(ranging from 50–100) represented cumulated in-game performance across concepts
and learning opportunities and were used by the Student Model (SM) to monitor in-
game learning [26]. Mastery was analyzed using a MANOVA design comparing three
conditions (SM OFF, SM-ON, SM-ON PLUS Explanation). Participants in the SM
Plus condition, who chose what to learn next and reflected on their learning in the game
by leaving hints, achieved statistically higher in-game mastery scores than those in the
SM OFF or SM-ON conditions, F (2, 3365) = 13.2, p < .001. A 1 � 3 Student Model
condition (SM-OFF, SM-ON, SM-ON PLUS Explanation) ANCOVA design, revealed
no effect of condition on post-game learning, F (2, 85) = 0.92, p > .05. Hints improved
in-game mastery, but did not achieve far transfer to a questionnaire outside the game.

4 Discussion

In this study, we analyzed in-game, self-explanations or hints and used them to eval-
uate game experience and learning. This corpus of hints came from an early version of
the game, and showed that this method was both feasible and informative. People’s
hints did not deteriorate over time (due to fatigue), but it also showed there was room
for improvement. We showed that people leave different types of hints ranging from no
information to useful information that future players could use to improve their game
play. Our results indicate that explanation quality differed by cognitive bias and
learning opportunities, so could be used to evaluate the quality of a learning oppor-
tunity (e.g., are we teaching what we expect to be teaching?). Hints may be one way to
manage the distractibility in a video game environment [11, 16]. This work contributes
some new evidence to the literature on the feasibility and effectiveness of self-
explanation in the context of intelligent tutoring systems [8, 28] and games [23, 27].
While the hints were informational and generating them improved player’s in-game
mastery, we do not know how it affected players who received those hints. Future
research should examine whether hints left behind were remembered by later players
and supported learning.

Our recommendations for designing hints into video games are preliminary and
more research is needed. Hints need to be part of the game narrative and the instruc-
tions need to be simple. Our approach was one way to evaluate hints, but not the only
way. This type of evaluation can identify differences in the concepts that were being
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trained, and identify individual learning opportunities that need work. Hints did not
need to be provided in person, so this method could work for on-line playtesting or in-
person playtesting. This lightweight approach of analyzing hints provides an in-game
learning measure that does not interrupt game flow, helps understand game play
experience, and complements other measures. While the focus of this paper was the use
of hints in a serious video game, the approach is general and can apply in other training
mediums.
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Abstract. The study objective is to assess the long-term effect of registering for
an online-based wellness program on healthcare utilization and expenditures
among the elderly. The associational relationship was measured using a com-
bined propensity score matching (PSM) and interrupted time series (ITS)
method. We utilized expansive data—online activity data of the wellness pro-
gram, administrative claims data, and consumer data—of 332,911 adults aged 65
and older with Medicare Advantage coverage from a health plan, who had one
year of data from the pre-registration period (2016) and two years of data from
the post-registration period (2017–2018). After using PSM to control for
demographic and health characteristics, and insurance type between registered
persons and persons without online access (reference group), we found lower
costs of $86 per member per month (PMPM) among registered seniors in the
second year of online registration, compared to seniors without online access
(p < 0.001). We also observed fewer emergency room visits among the regis-
tered group (p < 0.001), but no significant difference in hospital admission rates.

Keywords: Online wellness program � Elderly � Healthcare utilization �
Healthcare expenditure � Propensity score matching � Interrupted time series

1 Introduction

Over the past few decades, the internet has become an indispensable part of daily life.
In America, 89% of households owned computers and 82% used internet in 2016.
Older adults were not far behind: 75% of elderly households (65 years and older) had
desktop, laptop, or smart phone and 68% had an internet subscription [1]. Among
internet/online users who are US Medicare beneficiaries aged 65 years and older, 45%
conducted health-related tasks: searching information on health conditions, ordering or
refilling prescriptions, contacting medical providers, and handling health insurance
matters. Also, 51% used internet to manage everyday life such as online bills, online
banking, and online shopping; and 86% sent emails or texts in 2011, based on a
nationally representative sample from the National Health and Aging Trends Study [2].

The objective of this study is to estimate the long-term effect of health-related
internet use among elderly on their healthcare utilization and expenditures, using a
rigorous method, a combined PSM and ITS as the strongest, quasi-experimental design
to evaluate such effect over time.
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2 Methods

2.1 Program Description

A health plan offered its Medicare Advantage (MA) members access to wellbeing
resources through CaféWell, an interactive web and mobile tool developed by Welltok.
A centralized, digital platform was launched in 2016 for this study population, pro-
viding personalized resources that support physical, emotional, financial, and social
health. To receive personalized health and wellbeing services, as well as rewards,
eligible MA members were asked to register online.

2.2 Data Sources

Segmented regression analysis requires data to be collected regularly over time and
organized at equally spaced intervals. Monthly or annual health care records of uti-
lization and/or expenditures are commonly used sources of time series data. A sufficient
number of time points before and after the intervention is needed to conduct ITS
analysis. A general recommendation is for 12 data points before and 12 data points
after the intervention. A minimum of 100 observations is also desirable at each time
point to achieve an acceptable level of variability of the estimate [3].

We linked three different data sets at an individual level: administrative claims data,
online registration data from the CaféWell program, and consumer data. We used
4 years of administrative claims and enrollment data of all adults enrolled in an MA
plan, covering the period 1/1/2015 to 12/31/2018. One year from January to December
2016 was considered the pre-intervention period and the two years between January
2017 and December 2018 were considered the post-intervention period. We also
integrated online registration records for the CaféWell program from January 2017 to
December 2018. We determined who had no online access using Welltok’s proprietary
consumer database.

2.3 Definition of Internet Use

We defined two different measures of internet use: active health-related internet use and
non-online access. The intervention group is defined as aged adults who actively use
internet for health-related activities, specifically the CaféWell program. The control
group is defined as aged adults who did not have online access using the consumer
data.

2.4 Healthcare Utilization and Expenditures

To measure the effect of internet use, we used healthcare utilization and expenditures as
outcome measures. Monthly emergency department (ED) visit rates and hospitalization
rates, and healthcare expenditures, allowed amount, per member per month (PMPM)
were calculated on a rolling 12-month basis. For example, PMPM of rolling year at the
data point of January 2016 is calculated as the aggregated healthcare expenditures for
the period 2/1/2015 to 1/31/2016, divided by 12 months.

234 S. Guh et al.



2.5 Study Sample

Inclusion criteria for the study sample are listed:

1. Continuous enrollment for 48 months during pre- and post-intervention periods;
2. Age 65 years and older in 2016;
3. Annual healthcare expenditures, allowed amount, less than $56,000 (98 percentile)

in 2016, to reduce the influence of outliers.

The intervention group then required continuous registration in the CaféWell
program during the post-intervention period for assessment of the program effect, while
the control group who met the inclusion criteria but did not have online access, was
identified (see Fig. 1).

2.6 Propensity Score Matching (PSM)

Assessing the effect of health-related internet use on health care utilization and expen-
ditures requires controlling for factors that influence a user’s decision to use the internet.
Such decision can reflect both observed and unobservable differences in characteristics
between online users and non-online users. Studies that examined determinants of
internet use found that older adults who were younger, non-Hispanic white, and of higher
socioeconomic status were more likely to use the internet [5, 6].

Individuals 65+ with 48 months continuous enrollment

N = 161,061

Exclude members with outlier (top 2%) annual total healthcare 
expenditure in 2016

N = 157,840

Intervention group

Continuous CaféWell 
registration

from 2017-2018

N = 1,212

Control group without 
online access

N = 27,908

Control group, after PSM

N = 1,212

PSM

Fig. 1. Sample selection step
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Using a logistic regression model, we estimated the propensity score of registering
in the CaféWell program for all individuals based on a set of observed covariates,
without interactions or nonlinear terms. On the premise that the expenditures and
utilization trends would be similar between the intervention and control group during
the pre-intervention period, the control group were then matched to the intervention
group. PSM was used to control for cost and utilization during the pre-intervention
period; age; gender; number of chronic conditions; co-morbidities including diabetes,
hypertension, mental disorder, chronic kidney disease (CKD), and cancer; and insur-
ance type (HMO vs. PPO). Specifically, the Greedy matching algorithm was used.

All persons who registered in the CaféWell program were then matched to persons
who did not have internet access, based on their propensity scores, using caliper of 0.2
standard deviations. To examine the quality of the match, we used either the Mann-
Whitney-Wilcoxon rank sum tests due to non-normal distribution for continuous
variables or v2 tests for categorical variables.

2.7 Interrupted Time Series (ITS)

When random assignment is not feasible, ITS analysis is considered a powerful quasi-
experimental design for evaluating effects of interventions, primarily because of its
control over the effects of regression to the mean. Nevertheless, without a comparison
group, the treatment effect of a single study group may still be biased because of
selection issues or secular trends. Therefore, an ITS can be much strengthened with the
addition of a control group [4].

In a basic ITS, the time-period is divided into pre- and post-intervention segments,
and two parameters (level and trend) are estimated in each segment. The level is the
value of the series at the beginning of a given time interval (i.e., the y-intercept of the
first segment), which measures immediate change of outcomes due to the intervention.
The trend is the rate of change of outcome measure (in other words, the slope)
over time after the intervention [3]. Statistical tests of difference-in-difference in
intercepts and slopes over time (from the pre- to the post-intervention period) are then
carried out.

3 Results

Out of 332,911 adults, a total of 29,120 persons met all inclusion criteria. Their
characteristics are shown in the first three columns of Table 1 (labeled before match-
ing). On average, aged adults without online access were older and female, compared
to health-related online users. Those without online access were more likely to have
HMO coverage, more likely to have heart disease and mental disorders. They had
higher PMPM ($), as well as higher rates of ED visits and admission.
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The final study sample consisted of 1,212 health-related online users and 1,212
persons without online access who were successfully matched using PSM. Because
residual differences in demographics, health characteristics, and healthcare utilization
and expenditures between the two groups were not statistically significant, adequate
balance was attained (labeled after matching of Table 1).

One of the greatest strengths of interrupted time series studies is the intuitive
graphical presentation of results, and a visual inspection of the series over time is the
first step when analyzing time series data [3]. Using the matched sample, we conducted
two-group interrupted time series analysis (ITSA) for annual ED rates. Looking at the
data points during the pre-intervention period in Fig. 2, we found similar ED rates
between online users and non-online users, as expected.

Table 1. Characteristics of the study sample before & after propensity score matching

N All Before matchinga After matchinga

Control
group

Intervention
group

Control
group

Intervention
group

29,120 27,908 1,212 1,212 1,212

Demographic characteristics
Ageb 80.51 80.69 76.37*** 77.07 76.37
Femalec 62% 62% 53%*** 54% 53%
HMOc 44% 44% 37%*** 37% 37%
Health characteristics
Diabetesc 21% 21% 25%*** 24% 25%
Heart diseasec 22% 23% 18%*** 17% 18%
Hypertensionc 72% 73% 71% 72% 71%
Mental
disorderc

21% 21% 19%* 19% 19%

Cancerc 17% 17% 17% 18% 17%
CKDc 8% 8% 7% 7% 7%
Healthcare utilization and expenditures
PMPM ($)b 661.32 662.76 628.29*** 628.24 628.29
Having
admissionc

11% 11% 8%*** 8% 8%

Having ED
visitsc

21% 22% 15%*** 17% 15%

Note: aStatistical tests examine the null hypothesis that the intervention group had same
characteristics as the control group; bMann-Whitney-Wilcoxon rank sum test due to non-normal
distribution; cChi-square test; the symbols ***, **, and * indicate a significance level of 1%, 5%,
and 10%, respectively.
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After the online registration, the average annual ED rates of the intervention group
were expected to be changed in its level and/or trend, compared to the control
group. Before the intervention, initial ED rates were on average 1.687 per 100 annually
and had an increasing trend of 0.023 per year.

The parameter estimates from the linear segmented regression model confirmed that
annual ED rates of online-users (intervention group) decreased from the pre- to the
post-intervention period, compared to the control group, in level by 0.135 (difference-
in-difference of level in Table 2, p = 0.024), as well as in trend by 0.034 (difference-in-
difference of trend in Table 2, p < 0.001).

When expressing the results of segmented regression modelling, we can either
report level and trend changes like those in Table 2, or we can express the intervention
effect as the absolute difference in values. Using the coefficients of the ITS model [7],

Fig. 2. Two-group ITSA of annual mean ED rates per 100

Table 2. Parameter estimates, standard errors from the segmented regression models

Parameter Coef. S.E. t-stat p-value

Annual mean ED rate per 100
Difference-in-difference of level −0.135 0.059 −2.31 0.024
Difference-in-difference of trend −0.034 0.007 −5.18 <0.001
Average PMPM ($)
Difference-in-difference of level −65.9 14.87 −4.43 <0.001
Difference-in-difference of trend −8.7 1.49 −5.83 <0.001
Annual mean admission rate per 100
Difference-in-difference of level −0.361 0.06 −6.02 <0.001
Difference-in-difference of trend −0.001 0.007 −0.22 0.83
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Table 3 shows the estimated effect of health-related online use on ED rates. In
December of 2017 and 2018, one year and two years after the intervention, annual ED
rates decreased by 0.515 (p < 0.001) and 0.977 (p < 0.001), respectively.

The second panel of Table 2 shows parameter estimates measuring the effect of
health-related online use on annual average PMPM ($). We found a significant
decrease in level of $65.90 (p < 0.001) and in trend of $8.70 per year (p < 0.001)
among online users, compared to aged adults without online access. Visual inspection
of annual mean PMPM over time clearly suggests lower cost among online users for
health-related activities, compared to non-online users (Fig. 3).

The estimated intervention effect on PMPM one year and two years after CaféWell
registration was a healthcare cost savings of $22.47 and $85.91, respectively (Table 3).
Considering the initial mean PMPM of $617.31 before the intervention, healthcare
expenditures decreased by 4% and 14%, respectively. However, there was no statis-
tically significant change in annual hospital admission rates (Table 3).

Fig. 3. Two-group ITSA of annual mean PMPM ($)

Table 3. Intervention effects 1 year and 2 years after the intervention.

Annual ED rate/100 PMPM Annual admission rate/100

Dec., 2017 −0.515*** −$22.47*** −0.023
Dec., 2018 −0.977*** −$85.91*** −0.043

Note: ***, **, and * indicate a significance level of 1%, 5%, and 10%,
respectively.
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4 Conclusion

We estimated the long-term effect of health-related online use among aged adults on
healthcare expenditures and utilization over time, using a rigorous method. To our best
knowledge, this is the first published evidence of such effect using this novel study
design and time series data. We found reduction in healthcare expenditures one year
after the intervention. Cost savings were driven possibly by reductions in ER visits. We
have not observed any significant changes in hospital admission rates. In other words,
utilization of online health resources among older adults was associated with lower
healthcare utilization and expenditures. Our findings also highlight the importance of
long-term evaluations to measure such effect, as well as the need for payers to take a
long-term investment view when considering an online-based program.
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Abstract. As part of nursing care, there is physiotherapist’s physical exercise
recovery training (walking training, etc.), which is aimed at restoring athletic
ability that is called rehabilitation. In rehabilitation for the practitioners, there is
a problem that it is difficult to maintain motivation trough their work. In this
paper, we propose “voice-casting robot” that provides support for guide the
route of the practitioners and to main their motivation, select the appropriate
phrase for voice-casting based on the emotion estimation with pulse sensor’s
data analysis result of them. The previous voice-casting robot was not consid-
ered the arousal revel of arousal, and would not obtain the effectiveness. In this
study, we consider the arousal degree of the rehabilitation, and the effect
measurement of performing the corresponding vocalization. As a result, it was
suggested that it is more effective to consider the degree of arousal and to make
a voice-cast than to the case of voice-cast only when negative valence.

Keywords: Emotional communication � Bio-emotion estimate method �
Conscious feelings � Unconscious emotion

1 Introduction

The rehabilitation population of the elderly is increasing [1]. Maintaining motivation is
essential for effective rehabilitation [2], the practitioners are burdened with pain and
mental pain, it is difficult to maintain motivation. In order to maintain motivation at
rehabilitation, Itoh et al. proposed a “voice-casting robot” which changes a voice call
phrase according to emotion of the practitioner [3]. They designed and implemented a
robot that vocalizes different voices according to the state of emotion of the subject,
using the value of valence that is calculated on the sensor value of pulse sensor. As a
valence evaluation value, they use pNN50 which is an indicator of human autonomic
nervousness. The value has been used as to evaluate the emotional state [4], which
value is increasing if they feel relax, and decrease if they feel opposite. The experi-
mental results of Ito’s work, shows that the most comfortable state was obtained when
combining the use of phrases according to emotion of experimental collaborators and
supportive behavior [3].

In the research of Ito et al., it is measurement of comfortable discomfort and voice
based on it, and they do not consider the arousal state of human. It is reported that
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anger is high as a state of high arousal degree among discomfort, and it is reported that
voice clashing will be the opposite effect in this state [5]. From this, it is possible that
the voice call will have the opposite effect. Therefore, in this research, we realize a new
voice-over robot adding awareness and verify its effect.

The paper is organized as follows. In Sect. 2, we firstly present related work, then
Sect. 3, describe proposal. In the Sect. 4, we showed the experiment using the pro-
posed robot, and results. Finally conclude the paper in Sect. 5.

2 Related Work

Wada et al. proposed “robot therapy” which mental care through touching with an
animal-type robot [4]. Robot therapy has an advantage that it can be carried out more
easily than animal therapy by using a safety and sanitary animal robot instead of an
animal in animal therapy. The seal-like robot Paro [4] realizes tactile, visual, auditory,
and balance senses with its internal sensors, and by combining these data, it can learn
people’s names and actions. With Paro, we can gradually build up the relationships
between Paro and its owners through interactions, and the owners are expected to
interpret it as if Pharaoh had feelings. It is recognized that animal therapy has mainly
(1) psychological effects: an increase in smiles and motivation, mitigation of “de-
pression,” etc., (2) physio-logical effects: a decrease in stress, blood pressure, etc., and
(3) social effect: an increase in communication, etc. Wada et al. have demonstrated
experiments using Paro robots and have shown that they have been effective. However,
Paro is mainly healing patients with its singing voice and appearance. It does not, for
example, improve specific motivation of patients in rehab by speaking a natural lan-
guage. On the other hand, one of the factors that enhance the rehab effect is the
ambitious effort by the rehab patient himself. Motivation is the driving force of action,
and the necessity of activity. Declining motivation, often a problem in everyday life, is
an obstacle to implementing rehab. Therefore, Kimishi et al. selected commonly-heard
spoken words at a rehab hospital, conducted a questionnaire survey on the staff
(physiotherapists, occupational therapists, physicians, etc.) and rehab patients, and
investigated the degree of motivation for rehab patients [5].

Using the idea of improve the motivation of rehabilitation, Itoh et al. proposed a
“voice-casting robot” which changes a voice call phrase according to emotion of the
practitioner [3]. They showed the experimental results, that shows the most comfortable
state was obtained when combining the use of phrases according to emotion of
experimental collaborators and supportive behavior.

In the research of Ito et al., it is measurement of comfortable discomfort and voice
based on it, and they do not consider the arousal state of human. It is reported that
anger is high as a state of high arousal degree among discomfort, and it is reported that
voice clashing will be the opposite effect in this state. From this, we consider that it is
possible that the voice casting would have the decline the motivation of the subject.
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3 Proposal

In this study, we consider emotion not only negative/positive from the valence value,
but also consider the arousal state of the practitioners. Since as we describe on the
previous section, the existent research shows the possibilities of improvement of the
motivation of the rehabilitation of the subjects, when the voice-casting robot makes
changes the voice over phrase according to the subject’s auto nerves state that indicate
the positive/negative valence. The result showed that effectiveness of the robot voice-
casting with subject’s emotion compared to without using the emotion of subjects.
However, the effectiveness is limited, since Ito et al. only consider the positive/negative
valence state of the subjects, it contains both of the angry and sad emotion without
consider the arousal classification in the Russell’s model (Fig. 1). The emotions that in
the high arousal area in negative valence would evaluated as some frustrated state of
patients for rehabilitation. For this case, sometimes encouraging voice-casting would
not be effective for them. Even though there are several discussions, there are not
sufficiently evaluated to compare the state of the voice casting for the subject’s state.

To solve the problem, we propose a design and implemented a voice-casting robot
that cast the appropriate phrase based on the estimation of additional classification by
the arousal level.

3.1 Bio-signal Information Analysis

To achieve the purpose, we use the bio-emotion estimation method that has been
proposed by Ikeda et al. [8] as a method of estimating emotion according to the status
of people. The values obtained from the brain waves and pulses were calculated so as

Fig. 1. Russell’s model and focused emotion

Emotion Aware Voice-Casting Robot for Rehabilitation 243



to correspond to the Arousal axis and the Valence axis of Russell’s circumplex model
[9], and the values of Arousal and Valence were plotted on the two-dimensional
coordinate.

The brain wave value associated with the Arousal axis was measured using an
electroencephalograph called NeuroSky’s MindWave Mobile [10]. We used the value
Attention and Meditation calculated by this electroencephalograph. Attention and
Meditation are each a value indicating the degree of concentration and the resting
degree of the person, and are calculated at the level of 0 to 100. From this, in this study,
we assumed that the difference between the value of Attention and Meditation was
appropriate to express the degree of arousal of a person and corresponded to the value
of arousal axis of Russell’s circular model.

The value of the Valence axis was correlated with the pulse rate earned by the
Sparkfun’s Pulse Sensor. This sensor measures pulse rate by photoelectric volumetric
pulse wave recording method, and pNN50 was used as a pulse value corresponding to
the Valence axis. The pNN50 shows the rate at which the difference between the 30
adjacent RR intervals exceeds 50 ms. Generally, pNN50 is said to indicate the degree
of tension of the nerve, and the smaller the value, the more tense/uncomfortable a
person is. Therefore, it can be said that when someone is normal/pleasant, the RR
interval exceeds 50 ms for a fair amount. From this, pNN50 was calculated at a rate of
0 to 1.0, and the value was correlated with the valence axis.

An empirical result on effectiveness is reported by associating the state of auto-
nomic nerve and determining short-term emotion [11]. By using sensor values in real
time, it can be applied to control of robot and the like. Based on the method, we
distinguish discomfort (negative valence) with high arousal level, which is the problem
of previous research, and discomfort (negative valence) of arousal degree including
sadness and fatigue (Fig. 1).

3.2 Design and Implementation

In order to make it possible to use it in walking rehabilitation in various places, we
design and implement the system as shown in Fig. 2.

There are mainly two parts. The one is robot control unit, the other is emotion
detected and select phrases unit. (1) The robot control unit first determines the moving
direction and sends a serial command from Raspberry Pi to Arduino for motor control,
and (2) classify the emotion from the pulse and the brain wave and to determine the
phrases to play.

(1) In the determination of the direction of moving, forward and backward switches
between walking and feedback/calling, Arduino sends a turn command each time
to run. In addition, after the feedback, it was stopped, and it was made the spec-
ification to resume moving after calling out. In this experiment, it was assumed that
the drive unit mounted this time traveled at 0.5 km/h at the maximum speed at
which stable moving can be achieved.

(2) We describe the part that performs voice reproduction from emotion classification.
First, the Arousal level and the average value of 10 immediately before Valence
(pNN50) are compared. When the comparison value falls below the threshold, the
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support operation (moving control) is executed. Then, select and execute the
appropriate voice response according to the emotion. The pNN50 was defined as
less than 0.23 as the threshold of valence, and the arousal degree was less than 0
was used as the sleepiness dominant.

In addition, the function to write the time when the voice call was made in the data
together with the biological information data was also implemented, making it easy to
analyze the biological information at the time of voice conversion. In this experiment,
the last voice was performed so that 4 to 5 voices were performed within a 10 m walk
to prevent the voices being played continuously and the effects of each voice being
obscured. In the 20 s from the time of the application, the specification was not used to
make calls even if it was below the threshold.

The data of pulse sensor and electroencephalograph were mounted by wireless
communication. The communication method uses Bluetooth and Xbee standardly
installed in Raspberry Pi 3. The electroencephalograph used Mindwave Mobile of
NeuroSky company which can communicate data by Bluetooth. In addition, as a pulse
sensor, pulse sensor of Switch Science, Inc., RN4020 of Microchip’s Xbee module was
used to communicate sensor values with Raspberry Pi.

4 Experiment

4.1 Preliminary Experiment

We firstly execute the preliminary experiments with the aim of investigating the bio-
logical reaction by robot’s voice call. In a voice call, we conducted a follow-up that
showed effectiveness in previous studies. In the evaluation, emotional evaluation was
performed using an electroencephalograph and a pulse rate meter. After setting a
resting time of 1 min for stabilizing the pulse for experimental collaborators (20 s, 7

You look like happy.
I’m happy too.Will you rest a little?

Depends on the one’s emotion 
different voice-cast phrase is selected.

Fig. 2. Voice-casting robots based on the bio-estimated emotion
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people), they are guided by a voice calling robot, and an experiment collaborator walks
6 m using a walking aid (Fig. 3).

The case where the average value of pNN50 for 10 s before speech was 0.23 or less
was defined as negative valence and used for voice (Table 1). In addition, based on the
value acquired by brain waves, the state judgment of a person was classified as negative
valence in the case of low arousal degree and negative valence in case of high arousal
degree.

4.2 Result

As shown in Fig. 4, in the negative valence (including anger and irritation) with high
arousal level on the left, a significant trend was observed in the direction in which the
value of pNN50 declined before and after voice calling (p < 0.10). On the other hand,
in the negative valence (sorrow and fatigue) state with low arousal level in the right
figure, there was a significant difference (p < 0.05) in the direction in which the value
of pNN50 rises before and after voice call. From these facts, although it is effective to
voice-casting in previous research on people with negative valence with low arousal
level, for people with a high level of arousal, a voice of encouragement in previous
research would be considered not to be effective.

Fig. 3. Experimental scene of rehabilitation robot

Table 1. Appropriate voice based on their emotion status
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4.3 Comparison with the Negative Valence and Low Arousal Status

Preliminary experiments have suggested that the voice-casting would not be effective to
highly arousal level cooperators. In addition, based on the expert’s advice that it is
important to keep the state of high arousal at the time of rehabilitation, we evaluate the
effectiveness of voice-casting when the degree of arousal decreases (sleepy
dominance).

After providing a rest period of 1 min for pulse stability for the experimental
collaborators (5 persons in 20’s), they receive guidance of a vocalization robot, and the
experimental collaborators walk using a walking aid. The walking distance was a 10-m
course that was found to be effective in the 6-min walking test [12]. Moreover, in order
to add a load to walking, a weight was attached to the ankle of the experiment
cooperator. Furthermore, from the expert’s advice, in order not to lower the gaze of the
gait line too much, the robot and the experiment cooperator were separated by 2 m and
walked to maintain the interval.

In this experiment, we set up the three types of conditions: one that does not take
account the arousal level and no voice-casting, one that does not take into account the
arousal level, but does take into account the negative valence, and the one take into
account the arousal level low and voice-casting. We implemented the three patterns.
The experimental patterns implemented are summarized below.

I: No voice-casting
II: At negative valence, voice-casting
III: At low arousal, voice-casting

In addition, it is assumed that the follow-up action of the support action is per-
formed before the vocalization.

Before VC A er VC Before VC A er VC

Fig. 4. t-test of before voice-casting and after vice-casting at the time of high arousal level +
negative valence (anger/irritation, etc.) condition (left), low arousal level + negative valence
(sadness/fatigue etc.)
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4.4 Result

In the three experimental patterns, differences in biological information occur when
walking from rest. In order to calculate this, the average value of BPM and awakening
degree during resting and walking and pNN50 was obtained, and the analysis was
performed on the amount of change.

One-way analysis of variance was performed for the difference in the mean value of
BPM. However, no significant difference was found (p > 0.05). Similarly, a one-way
analysis of variance was performed to determine the difference in mean arousal levels.
However, no significant difference was found (p > 0.05). On the other hand, as a result
of one-way analysis of variance for the difference in the mean value of pNN50, a
significant difference was recognized (p < 0.05) (Fig. 5).

Moreover, as a result of performing multiple comparison by Tukey HSD test in
order to compare the difference of the mean value of each group, a significant differ-
ence is recognized in pattern II and III (p < 0.05), pattern I and II and pattern I There
was a significant tendency in and III (p < 0.10).

4.5 Discussion

There was no significant difference in one-way analysis of variance between the dif-
ference in the mean of the BPM and the difference in the mean of the arousal level. This
is considered to be because the load does not change just by the presence or absence of
a voice, since it is an experiment in which every pattern travels the same distance at the
same speed.

Without 
Voice-casting

At Negative
Valence

Voice-casting

At Low
Arousal

Voice-casting
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Fig. 5. Comparison with the I No voice casting, II at negative valence voice-casting, III at low
arousal voice-casting
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In addition, significant differences were found in the one-way analysis of variance
for differences in the mean values of pNN50, and significant differences and significant
trends were found in multiple comparisons for each combination. From this result, it
can be considered that the use of voice-casting only when drowsiness is significant
makes the value of pNN50 positive valence.

In addition, it was found that it is more likely to be negative valence when voice-
casting only when it is offensive than when no voice-casting. From this, it is more
effective to support the rehabilitation executor by giving a voice-casting in consider-
ation of the arousal level, and the action to perform a voice-casting without considering
the arousal level is more unsupportive than no voice-casting. This is considered to be
unpleasant for the rehabilitation implementer to be voice-casting only when it is
offensive.

5 Conclusion

In this study, in addition to the heart rate index pNN50 used in the previous study, we
evaluated the robot that by taking into account the degree of the arousal that can be
acquired from EEG. As a result, it was found that a voice-casting taking into account
the degree of arousal more pleasantly than the action that does not voice-casting or the
action voice-casting when disgusting makes people feel better. From the results, it is
considered possible to realize a more supportive system and a general-purpose reha-
bilitation robot by considering the arousal degree and the issues described in the next
chapter.
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Abstract. Healthcare & well-being needs a revolution - and it is needed now.
In the coming years, the relationship between people and digitized systems is
going to change due in large part to the adoption of ambient technologies in
daily life and to the considerable development in AI (Artificial Intelligence).
This includes emerging 5G technologies, small medical devices, non-invasive
new sensing technologies, collaborative robots (e.g. Amazon Echo, Google
home, etc.), Internet-of-Things (IoT) applications, and secured data exchange
mechanisms (e.g. Blockchain). Over the next 20 years there will be demo-
graphic shift from predominantly younger populations to older ones. Current
models of care and pathways need to be transformed to become more citizen
focused as well as to support greater community resilience and sustainability.
This will require different approaches to innovation in information technologies
to improve quality of life for people as they age, to reduce onset of frailty as well
as to better support those with long term conditions employing self-management
and prevention strategies. This paper describes on-going project between NUS,
IMT, HDB (Housing Development Board), and AXA Insurance, and aiming at
preserving patient health and avoid deterioration of their quality of life (and also
of their families) by fully utilizing disruptive information & communication
technologies. Additionally, the goal is to help improve the quality of life of
citizens while reducing the health-care expenditure.

Keywords: Smart living � Human-environment interaction � IoT � AI �
Ageing & wellbeing people

1 Introduction

1.1 Public Health vs. Wellbeing

The WHO Regional Office for Europe now embraces Wellbeing as a vital public health
metric. The 2015 WHO European Health Report stated1: “Health 2020 implementation
is gaining momentum, but broader monitoring is needed to capture its true impact,

1 https://www.cdc.gov/hrqol/wellbeing.htm.
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including concepts such as community resilience, empowerment and sense of
belonging”
Why is wellbeing useful for public health?

1. Wellbeing integrates mental health (mind) and physical health (body) resulting in
more holistic approaches to disease prevention and health promotion.

2. Wellbeing is a valid population outcome measure beyond morbidity, mortality, and
economic status that tells us how people perceive their life is going from their own
perspective.

3. Wellbeing can provide a common metric that can help policy makers shape and
compare the effects of different policies (e.g., loss of green space might impact well-
being more so than commercial development of an area).

4. Measuring, tracking and promoting wellbeing can be useful for multiple stake-
holders involved in disease prevention and health promotion

Cities and governments are increasingly placing emphasis on Wellbeing in public
policy and urban planning. This is consistent with the paradigm shift that has taken
place in public health – from a focus on morbidity and mortality to a focus on health
and wellbeing.

1.2 Behavior Change

Aging natural process is associated with significant behavior change and continuous
decline in physical and cognitive abilities. To be more specific, we consider the distinct
phases of aging from active aging to dependent aging through frailty targeting three age
groups as following (see Fig. 1): Active ageing: 55+ considered as future aging. Pre-
frail and frail: 60+ considered also as active people, but facing chronic diseases (e.g.,
diabetes type 2, respiratory disease, etc.). Dependent: 65+ might face cognitive and
physical decline.

Fig. 1. Aging trajectories of health and functions
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Detecting behavioral change, and predicting corresponding risk, in early evolution
stages is a keystone to better adapt intervention on elderly people and improve their
quality of life. Nevertheless, existing psychogeriatric methods diagnose a limited
number of possible changes at assessment time and in assessment place [7].

2 Non-invasive Based Technologies

Our ambition is to focus on Non-invasive based technologies to monitor and assess
aging people over extended periods in their living environment [1] and detect insights
of long-term changes in their behavior based on key geriatric factors [2]. This involves,
as illustrated in figure below (see Fig. 2), Sleep quality monitoring through bed-based
sensors, (for example, micro bend optical fiber sleep mat), and/or wearable devices,
such as Fitbit; Fall detection and prevention using the inertial measurement unit of a
smartphone attached to the subject’s body with the signals wirelessly transmitted to a
cloud-based server or non-invasive new sensing technologies (ex. using ambient WIFI
signals, smart meters); Mobility monitoring using wearable activity trackers (smart
watches) and urban low energy communication (e.g. Beacons, Sigfox, LORA).

Generic human activity recognition system for smart living - One of the main
problems of current activity recognition systems is that the models learned for a given
environment and user cannot be used in another context. Given the great heterogeneity
of data acquisition systems for smart cities and the number of potential users, that lack
of generality can be disastrous. To make activity recognition systems available for
smart cities, this project will conduct research on generic recognition systems. Our
approach is to capture the inherent semantics of sensor activations. For example, when

Fig. 2. Use cases for monitoring and assessment of human behavior based on key geriatric
factors.
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a binary sensor that monitors the state of a given door gets activated, we will register a
“door open” action. Developed framework and associated integrated sensors, where
deployed in real life condition in close collaboration with Housing Development Board
(HDB) and Senior Activity Centre in the area of Tech Ghee (Ang Mo Kio) in
Singapore.

3 Singapore Test Bed and Preliminary Results

3.1 Sensing and Data Collection Indoor

In order to enlarge the audience of the project to the research community and industry
players, numerous events and briefing sessions were organized to share about the
project at its local scale and internationally. Several types of sensors where deployed in
20 homes of people living in the area of Teck Ghee Neighbourhood with the support of
Senior Activity Centre, Town Council and HDB (see Fig. 3):

• Motion sensor: it detects indoor movements and it will be in the main room,
bedroom, kitchen, and bathroom.

• Contact sensor: it will be placed on the fridge to infer kitchen activity such as
preparing meals and it will be placed on the main door to monitor the user inter-
action with the outdoor environment.

• Optical fiber mat sensor: it detects bed occupancy, heart rate, breathing rate, body
movements, bed-exit moments, sleep quality. The sensor is to be placed underneath
the user’s bed mattress targeting the upper part of the body.

• Fitbit and similar: it is a wearable type of devices which can provide information
about user’s movement activities, heart rate, sleep and sleep quality.

• Smartphone: embedded sensors such as magnetometers, accelerometers, and
gyroscopes can predict user’s movement pattern, i.e., sitting, walking, cycling,
riding. etc.

Fig. 3. Distribution of the unobtrusive sensors in a typical user’s home
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3.2 Sensing and Data Collection Outdoor (Neighborhood)

Beside de deployment indoor in the home of frails people, we managed to deploy about
15 Beacons (Bluetooth Low Energy), in the same area, in several places of interest
(Food Court, bus station, physical activities areas, Senior Activity Centre, Town
Council premises, etc.) to monitor outdoor location activities (Fig. 4). Additionally
some participants where provided with a Fitbit to monitor physical activities.

Indoor and outdoor data, including open data (Air Quality, weather conditions)
where analyzed and integrated in a dashboard for experts and end-users.

3.3 Dashboard and Mobile App Intervention

Several personalized dashboards, for data analytics and community monitoring, and
Apps, for individual data collection and intervention, were designed to target several
key players: end-users, family members, formal and informal caregivers, organizers,
professionals, technical experts, and so on could monitor, be reminded/notified, to
activate corresponding action (Human and/or system intervention). For example,
Figs. 5 and 6 gives an example of a user-friendly interface displaying some activities of
daily living (sleep time, kitchen activity, and toileting time) and some personalized tips,
and urban data (air quality, weather, bikes location etc.).

Fig. 4. Deploying a local neighborhood - community partners
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The dashboard is facilitating the observation of different geriatric factors groups
over time. Caregivers can select one category and display more details, for example in
term of Instrumental Activities of Daily Living (Cooking, hygiene, …) and Motility
(ability to move across rooms, rooms number of visits and time spend…). The different
curves bring to sub-sections of the geriatric groups. Data can be seen with the gran-
ularity of the low elementary actions and measures (set of sensor events transferred to
the data repository and displayed in this dashboard).

3.4 Preliminary Results

More than 70 participants were actively involved: 21 elderly people equipped (sensors
deployed in their own homes), 5 caregivers equipped (using the App and Dashboard),
12 experts (involved in the design and in the validation phase), and more than 35
interviewed (understanding the users requirements).

Historical data can be correlated using the Senior Activity Center’s presence sheet,
activity logs, visit observations and updates about the participants to the caregivers (ex:
hospitalization, family visit, holiday trip) (see Fig. 6). This data can be annotated by the
local caregivers in order to keep track to the evolution of the monitored factors. When a
peak is observed, the data is crossed checked with other sub-category data and external
datasets (including third parties’ knowledge).

Fig. 5. Distribution end-users and caregivers’ dashboard
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4 Related Work

In the medical field, behavior change refers to abandoning health-compromising
behaviors (e.g., drink, smoke and over-eat), and maintaining health-improving
behaviors (e.g., physical exercise, weight control, preventive nutrition and dental
hygiene). Geriatricians use psycho-geriatric scales and questionnaires to analyze
elderly people behavior and detect possible health changes. They study question replies
and task executions, such as “How many falls did you have in the last 6 months?” [3],
“Have you dropped many of your activities and interests?” [4] and “Do you perform
your activities of daily living independently (A), not spontaneously or not totally or not
correctly or not frequently (B), only with help (C)?” [5]. These scales compute psycho-
geriatric scores evaluating physical, emotional, nutritional, social and cognitive abili-
ties. However, Psycho-geriatric scales are insufficient to follow-up health status on a
daily basis [6] as subjective information and missing details might influence assessment
results [7]. Therefore, Thus, geriatricians need technological services to acquire new
objective observations that complete their medical observations [8]. Monitoring tech-
nologies can help follow-up elderly people at home and in the city, in order to early
detect possible health changes [9].

5 Conclusion

Singapore pilot site team is deploying its technological platform for Ambient Assisted
Living. This platform enables to gather the raw signals from deployed sensors and to
interpret the data (reasoning engine, rule-based algorithms). This technology infers
several measures on Activities of Daily Living and other parameters such as mobility.
From this platform, the team co-designed a set of tools to be used by the “caregivers”
with the help and guidance of several partners: academic partners working on ageing,
community organizations and user caregivers themselves (from partner Senior Activity
Centers).

The team have performed interview sessions with elderly participants and with
caregivers in order to assess the system overall acceptance and quality of the inter-
vention. Preliminary results are encouraging as most of caregivers saw the impact of

Fig. 6. Data annotation related to change of behavior (for example no activity in July 2017 due
to holiday)
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such a solution in their daily routine activities. Even if most of the end-users adopted
the system, they still didn’t perceive an impact on their daily activities. Large scale
deployment strategy needs to be performed to provide appropriate impact analysis of
people lifestyle.

This project is funded by AXA Research Fund under agreement JRI 2018-
EXTENDED (Extending Living Space for Frail and Dependent Ageing People).
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Abstract. mHealth is a pervasive and ubiquitous technology which has revo-
lutionized the healthcare system for both health providers and patients (Wang
et al. 2016). Each year, globally, about 15 million babies are born too soon
(premature) or too small (low birthweight small for gestational age); among
these 2.7 million newborns die every year due to complications from prema-
turity (Every New Born 2014). Common complications of prematurity like
feeding problems, and hypothermia lead to high rates of morbidity and mortality
among prematurely born babies each year. Delivery of evidence-based essential
newborn care interventions, from birth through the first 24 h of postnatal life,
has been shown to improve health and well-being, and reduce mortality, among
newborns. However, due to a variety of barriers, bottlenecks, and challenges,
many babies born in resource-limited settings do not receive the full comple-
ment of these lifesaving interventions. In order to address these challenges, the
American Academy of Pediatrics (AAP) has developed an integrated educa-
tional and training curriculm for health care providers and family stakeholders in
LMICs called Essential Care for Every Baby (ECEB). ECEB has an Action
Plan, which serves as a decision support tool and job aid for health care pro-
viders. (Figure 1), by synthesizing research over a decade on helping babies
survive (Essential Care for Every Baby 2018). This program teaches health care
providers essential newborn care practices to keep all babies healthy from the
time of birth to discharge from the facility. Yet, the nuances of monitoring,
tracking and taking care of multiple babies simultaneously in neonatal wards has
a big cognitive load on nurses, who must perform tasks every few minutes on
each baby. The care is divided into three phases based on the time after birth:
Phase 1 (0–60 min), Phase 2 (60–90 min), Phase 3 (90 min-24 h). We itera-
tively developed and tested the usability of the ECEB action plan, as part of the
mobile Helping Babies Survive (mHBS) suite of apps, and plan to field test the
app in the near future.

Keywords: ECEB � mHBS � DHIS2 � Cordova � Framework7
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1 Introduction

According to Central Intelligence Agency (CIA) infant mortality deaths are over 15 per
1,000 live births in more than 100 countries in 2017. United States itself has reported
23,000 infant deaths in 2016 as per Centers for Disease Control and Prevention
(CDC) (Infant mortality 2018). One of the leading causes of death is preterm birth.

In recent years, several efforts have taken by both government and private research
institutes to improve infant’s health after birth often called Essential Newborn Care
(ENC). Many infant deaths are reported during first day or week due to lack of this
essential care. To overcome this, American Academy of pediatrics (AAP) has come up
with a decision chart titled ‘Essential Care for Every Baby’ as part of Helping Babies
Survive (HBS) program. The ECEB aims to educate all health care providers, assist
mothers and families by providing knowledge and skill related to most elements of
ENC. The ECEB action plan contains care that needs to be given immediately after
birth to 24 h post birth based on the different baby conditions. The ECEB action plan

Fig. 1. Essential Care for Every Baby (ECEB) action plan
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covers all the essential new born care like ensuring warmth, skin-to-skin care,
breastfeeding, umbilical cord care, immunization, vitamin K administration and eye
care. The care plan in ECEB is divided based on specific times like 90 min after birth
while others follow observations like body temperature, eye care etc. (Essential Care
for Every Baby, Facilitator Flip Chart).

Although the care plan is perfectly designed, the application of care is more
strenuous. In environments with limited resources (health care providers), adhering to
every step of the care for each baby is arduous. However, mobile health (mHealth) is
growing in popularity for its ease of care and benefits which has shown to improve
quality of care at a low cost. mHealth has shown to have positive outcomes in Asthma,
Cardiac Rehabilitation, Congestive Heart Failure, Chronic Lung disease, Chemother-
apy, Hypertension and Diabetes and other common diseases. Along with positive
outcomes it has also shown to have increased adherence to treatment for patients with
diabetes (Marcolino et al. 2018). Hence the aim of the study is to build a mobile
application using ECEB action plan, track the care given to each new born, analyze the
care and eventually identify the areas where care should be enhanced.

2 Methods

Data about each newborn is captured using mHBS powered by District Health Infor-
mation Software 2 (DHIS 2). DHIS 2 is an open-source health management infor-
mation system, which is used to track health programs in over 60 countries, and by
over 100 global NGOs. The ECEB app makes uses of DHIS2’s webservice to login
health workers and display the resources that are available in their facility. We also
provided a facility login, where multiple nurses might be able to share a single tablet or
phone device to manage the babies delivered at a neonatology ward. The software
development was started by doing a needs analysis that was based on the already
developed and successful mHBS app, which is based on other programs of the
AAP. A pediatrician and pediatric researcher who was involved in designing the ECEB
Action Plan for AAP was interviewed to understand the workflow and the ECEB
Action Plan. Based on the content analysis of the interview, we created wireframe
mockups of all screens, which further guided the development of the app. We selected
Cordova as the framework for app development, as the developer/designer team was
comfortable and well-versed with HTML/CSS and JavaScript. In order to document the
care given to the baby as per the ECEB action plan, we provide a baby details reg-
istration page, which includes baby identifier, bed number, sex, mother’s name, and
birth time. Once the baby is registered through the app, the healthcare provider is
redirected to the different phases of the care, based on time after birth.

Each page in the mobile app consists of title (denoting phase of the baby), mothers
name and running timer followed by a list of actions based on the respective phases.
Phase 1 consists of checkboxes for each action completed by the nurse (shown in
Fig. 2). Phase 2 consists of preventive care given as checkboxes and validated fields
(numeric/option etc.) to submit physical assessment of the baby. Based on the data
entered in phase 1 and phase 2, a decision support dialog box, which implements the
ECEB Action Plan care processing algorithm, is displayed, from which available care
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options in phase 3 is shown. These include Normal, Problem and Danger Sign care
classification of the baby (shown in Fig. 3). Normal stage simply repeats the set of
action items that can be completed as a list of checkboxes. Problem stage consists of
three sub-phases: Abnormal temperature, under 2000 g and poor feeding. Danger Sign
stage includea different reasons for the danger sign, followed by the care to be pro-
vided. Based on baby’s condition, health care providers are directed to the appropriate
stage and care plan.

The data collected through each step of this app is saved to backend database
immediately after navigating to the next page. Successful storage of data in the data-
base is confirmed by green color ‘tick’ mark before the title on each page. Once data is
entered in the database, for security and auditing purposes, it cannot be rewritten. All
edits are also saved in the database.

Unique features of this mobile application are:

1. Offline Push alerts: These are notifications that are sent using the Android notifi-
cation system, but still work in offline mode and do not need data services. Clicking
on the alert will direct the user to the appropriate phase.

2. ECEB Action Plan Algorithm: These reduce cognitive load on nurses and reminds
them when a baby needs to receive specific care intervention.

Fig. 2. Check boxes for care provided Fig. 3. Decision support bialog box show-
ing available care options
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3. Data Security: Once data is sent to DHIS2, at the end of 24 h or discharge of the
baby, all the details of the respective baby are deleted from the mobile application.
This prevents ambiguity and makes the application user friendly.

3 Conclusion

The ECEB mobile app was developed through an iterative action-research approach,
which enables a simple decision support tool for nurses and clinicians to provide
appropriate and essential care for newborns. It helps reduce cognitive load of managing
multiple babies and helps identify any gaps in health care professional’s performance.
This in turn helps to design a better and efficient care plan.
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Abstract. Hypoxia is a dangerous and impaired state [1] that is a highly
idiosyncratic experience (i.e., can present differently from person to person or
experience to experience), making it especially challenging to study. In an effort
to understand the nuanced effects of hypoxia, research was conducted to inves-
tigate the relationship between its physiological and subjective indicators. The
research design included the tracking and recording of 21 possible symptoms and
their associated severity, self-report data, continuous physiological data, and
system data. In a quasi-experimental design, observing and recording a large
number of variables presented a significant challenge for researchers. To help
decrease the load on the researcher, a unique application was created to time
stamp, synchronize, streamline, and import/export the numerous variables of the
research. The team developed the Hypoxia Assessment and Recording Program
(HARP) application to streamline the collection of symptomatic data. An efficient
and lightweight scripting engine processed the data gathered from the test sub-
jects. A browser-based interface made the application platform independent and
provided native support for the convenient, touch enabled interface. The HARP
has practical applications for cross-discipline research beyond this study, espe-
cially for researchers interested in collecting subjective and physiological data in
applied settings. HARP can be tailored for use in either clinical or applied settings
for both experimental and quasi-experimental designs. The technology used in
this study enables the user to collect more data reliably while also decreasing the
burden on the user. Ultimately, HARP has the potential to increase the efficiency
and quality of data gained from observational research.

Keywords: Hypoxia � User-interface � Data synthetization

1 Introduction

Recent events such as the grounding of the Navy’s T-45 training squadron [2] have
motivated a renewed interest in studying aviation-based physiological events. One of
the more commonly reported physiological events is hypoxia [1]. In order to better
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understand hypoxia, the researchers investigated the relationship between physiological
and subjective indicators of hypoxia. The research design included tracking and
recording 21 commonly experienced symptoms of hypoxia, symptom severity, self-
report data, continuous physiological data, and various system data (see Table 1 for a
detailed list). Data were collected from participants going through hypoxia awareness
and mitigation training at various Aviation Survival Training Centers (ASTCs). The
researchers observed and recorded symptoms as they occurred during a normal training
session. Trainees were also asked to wear physiological data monitors for the duration
of the training event.

Researching hypoxia symptomology in an applied context such as during aviation
survival training presents unique time-related challenges. Traditional data collection
methods can be slow and time consuming (e.g., written surveys, video recording, hand
written notes). When conducting research in an applied setting where there is less
control than in a laboratory setting, these previous approaches to collecting data can be
inconvenient and detrimental to the internal validity of the study. To address some of
the practical concerns associated with traditional data collection methods, the
researcher has the choice to collect fewer variables, run fewer participants at a time, or
risk the accuracy and completeness of the data. The training done at the ASTCs is
considered critical to the safety of the military’s future and current pilots and aircrew.
Thus, the impact of our study to the training had to be minimal in that we would have
to find a way to collect data without adding or taking away from the training in a
significant way.

Environment aside, the challenge of tracking, recording, and synchronizing mul-
tiple variables had to be addressed. In the current research, trainees were encouraged to
describe symptoms they were experiencing as they became aware of them. Addition-
ally, instructors were asked to probe the trainees for their symptoms to ensure sufficient
data collection. Using a traditional method, the researcher would be responsible for

Table 1. List of variables tracked during research

Variable Method of collection

Symptoms (observed) Researcher input on HARP
Severity (observed) Researcher input on HARP
Event time start HARP
Event time stop HARP
Total elapsed time HARP
Time of symptom occurrence HARP
Symptoms (self-report) Participant
Severity (self-report) Participant
Altitude HARP
O2 HARP
Heart rate Physio data monitor
Breath rate Physio data monitor
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recording symptoms as they occur along with the reported severity, time of occurrence,
time elapsed, et. In the event that multiple symptoms were being reported or observed
the researcher would be hard pressed to capture every data-point. When collecting both
subjective data via observation and physiological data via automatic monitors, timing is
crucial to ensure the data can be appropriately synchronized after collection. In order to
efficiently and accurately collect data in a time sensitive environment where multiple
variables are being collected and monitored at the same time, it is essential to have a
tool that enables the user to streamline this process. Simply put, traditional paper-based
approaches to collecting data are impractical and reduce the amount and accuracy of
data collected.

The solution presented by the authors is the creation of the Hypoxia Assessment
and Recording Program (HARP) application. The HARP app was developed to enable
researchers to track, streamline, and organize data for analysis. The HARP app is a
dynamic web-based application designed to help track both subjective and physio-
logical data related to aviation-based physiological events. It is expected that HARP
will help facilitate data collection in both applied and laboratory settings while
increasing efficiency and accuracy of the data collected. HARP’s utility goes beyond
this one study. HARP can be used to tackle one of the issues facing cross-disciplinary
research, namely threats to internal validity (i.e., instrumentation). HARP provides a
way to enable collection of synced-up objective and subjective data while strength-
ening internal validity of the data.

2 Methods

2.1 Front-End (User) Design

A web-based interface ensured the application’s deployability on any platform capable
of running a web browser or web view. Hardware required that DoD Windows 10
baseline serve as the host operating system in the current iteration. A single executable
program launches a Chrome browser, which connects to a locally hosted Express
server. When opened, the initial screen provides two toggle switches to choose from
(i.e., slow or dynamic profile). Toggle buttons were chosen for ease of access and to let
researchers be sure of which profile was chosen. The initial screen also contains a box
to enter the participant identification number and proceed to data collection. After
entering the participant data, the user is navigated to the main symptom recording
screen. This main data collection screen of the application contains 21 selectable boxes
for each symptom of hypoxia (i.e. air hunger, apprehension, belligerence, blurred
vision, cold flashes, confusion, cyanosis, difficulty concentrating, difficulty speaking,
dizziness, euphoria, fatigue, headache, hot flashes, lack of coordination, nausea,
numbness, pressure in face, stress, tingling, twitching) four selectable boxes for each
symptom severity levels, cancel, submit, and end boxes, a notes section, and a button to
advance to the next stage in the profile. A dialogue box was placed at the bottom of the
app that displays the current elapsed time, the last symptom and severity selected, and
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the time, altitude, and O2 level when the symptom occurred. The main collection screen
is used first by the researcher to collect symptomology data during a training event. At
the conclusion of the event, the researcher ends the session and begins the recovery
period. During the recovery period the screen opens a dialogue box informing the
researcher the recovery period has begun and initiates a stopwatch function that is
displayed for the user. Once the participant has recovered, as indicated by two thumbs
up to the instructor, the user must click to end the recovery period and HARP will
navigate back to the main collection screen where the participant will enter any
symptoms they can recall.

2.2 Back-End Design

When running, HARP is capable of logging 21 unique symptoms while simultaneously
tracking incoming data from a running profile. Two different profiles were programmed
into HARP; slow and dynamic. The profiles come directly from the Reduced Oxygen
Breathing Device (ROBD) used in hypoxia training. The slow profile gradually brings
trainees up to a simulated altitude of 25k ft. over the course of ten minutes. The
dynamic profile is programmed to bring trainees up to a simulated high altitude within
two minutes and then hold them at that altitude. Training profile data in the data
collection application is time stamped to be synchronous with the ROBD program.
Changes in simulated O2 and altitude levels are reflected to the second. When
designing how the exported data would appear, it was important to keep in mind the
end-user (i.e., the researcher) of the data. All data reports were converted to.csv files to
allow use in excel and formatted in two distinct ways. First, the data file was formatted
to import in order of recorded symptom, severity of that symptom, simulate O2 level,
time (elapsed seconds), and altitude at which the symptom occurred, any notes entered,
and the actual time the symptom occurred. The first formatted data file displays as a list
type and allows the user to have a broad overview of all symptoms that occurred for the
participant. The second data file that is generated is formatted to match the database
that was created for the specific statistical analysis software used in the research. By
auto populating the data to match the created database, the time required to enter data
into the statistics software is drastically reduced. All variables collected using HARP
for a given training event are populated in rows versus columns so all the user needs to
do is copy and paste the data into the statistical software database.

2.3 Design Methodology

The HARP team applied a top down design. The application needed to capture and
export observed symptom data synchronized with the ROBD data in a CSV format.
A touch-enabled interface was developed for ease of use and ubiquity of available
platforms. Node, with its robust collection of middleware and uncomplicated deploy-
ment was a natural choice to handle the back-end web service and data processing.
Once these systems were in place, stepwise refinement of each system contributed to
the success of HARP.
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3 Results

Creating HARP was a process whereby the engineer and end-user worked hand-in-
hand during the creation and refinement processes. In lieu of a survey-based usability
evaluation of HARP, the design team took an iterative approach to development. End-
user feedback was integrated into each phase of development and refinement. The users
relied on past literature [3–5] to formulate a heuristic guide for facilitating adequate
usability. The heuristics used to guide development include graphic design and aes-
thetics, effectiveness of developmental characters, user efficiency, and consistency. The
principles discussed here were considered in each iteration of HARP to simplify and
coordinate the data being collected. The following describes each phase and the
changes that were made as a result of user-based evaluations.

3.1 Phase 1

The original requirements for the program were to build a digital survey capable of
tracking 21 symptoms of hypoxia (e.g., air hunger, dizziness, nausea, light-headedness)
and associated severity of those symptoms on a four-point scale. Output from the
survey were designed to be provided on a spreadsheet in tabular form. That is,
symptom categories and severity would make up the columns of the spreadsheet
making it easier to integrate and analyze later on. A mockup of the initial design of the
program (See Fig. 1) was provided to the software engineer in order to start building
the basic architecture of the program while the same mockup was also provided to the
broader aviation physiological episode research community to attain functional and
usability feedback. The community recommended the application also account for
training profile (e.g., slow and dynamic), time, altitude and oxygen concentration.
These same variables were also added to the spreadsheet.

3.2 Phase 2

After the completion of the initial application, HARPs functionality and usability were
tested during a pilot event. A second mockup (See Fig. 2) was provided to the software

Fig. 1. Initial HARP configuration
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engineer based on feedback from the broader research community and information
collected during the pilot testing. This second iteration of the software focused mainly
on functionality enhancements and less on usability. The aforementioned additional
variables (i.e., profile type, time, altitude, oxygen concentration) were requested. These
additions would enable the complete and accurate synchronization of variables of
interest, which was crucial for guaranteeing the internal validity of the research.

3.3 Phase 3

The addition of the new variables had very specific implications for data exporting into
the tabular spreadsheet. After the phase two iteration of the software the new variables
were simply added to the spreadsheet in a specific order. For the purposes of the
research it was crucial that symptoms were grouped by profile type, when they occur in
the session, what altitude was being simulated, and what O2 concentration the trainee
was breathing. Ordering the data in this manner further improved the ability of the
application to ensure the synchronization. In addition to improving synchronization,
this feature also streamlined analysis. Organizing data output in such a manner enabled
the researchers to match the format of the destination statistical software.

4 Discussion

The iterative process used for the development of HARP increased the likelihood that it
would meet the objectives to complete our cross-disciplinary research on hypoxia. The
resulting application’s architecture could easily be adapted to any context in which
there is a need to easily integrate and synchronize data. The outcome of this effort
helped inform the design of a graphic-user interface used in a next generation hypoxia

Fig. 2. Secondary HARP mockup
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trainer. These trainers use many of HARP’s design features and capabilities, which
result in a richer, more meaningful debrief after training.

Human research is notoriously challenging. This is exacerbated when data are
collected in applied settings. While the digitization of subjective survey-based data is
not new, the need to collect that data and synchronize it with other variables (e.g., time,
altitude, simulated O2 level, profile) is of interest to researchers studying physiology
and psychology simultaneously. The HARP application addresses a unique need.
Research communities are increasingly understanding the importance of cross-
disciplinary research [7]. Approaching a problem from multiple perspectives increa-
ses the probability of developing a comprehensive understanding of that problem.
However, there are challenges specific to this approach that make it difficult to ensure
internal validity. Software applications such as HARP are intended to alleviate some of
these issues by providing a means for the easy integration, synchronization, and
import/exportability of data. In the existing research, HARP helped us easily integrate
and then understand what was happening in the environment (e.g., altitude, simulated
O2 level, time), what the physiological response of the body was (e.g., heartrate, breath
rate, temperature) and what subjective psychological experience the trainee was having
(e.g., dizziness, confusion, color blindness, tingling). The application was the first of its
kind for researchers studying unexplained aviation-based physiological episodes. The
methodology and data collection techniques used in this study are essential for building
a causal model. These models provide the basis of algorithms meant to build future
alert systems and automation intended to help keep aviators safe and to allow them to
focus solely on their mission. Cross-disciplinary research is logistically challenging.
Hence, the large-scale execution of this type of research is yet to happen. Capabilities
such as HARP can overcome some of the logistical challenges of this research making
it more likely to occur in the future.
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Abstract. Medication is the most common way for patients to combat illness,
and following the doctor’s advice on taking medication has a tremendous impact
on a patient’s healing speed. But due to a variety of conditions, many patients’
medication compliance is less than optimal, which will not only result in less
effective treatment but also in a significant waste of medical resources. In
addition, the medical system that is closely related to patients gradually exposes
some problems in the process of social development. For example, the policy of
benefiting nationals and people like medical insurance often gives some crim-
inals opportunities to do something illegal. Han Zheng, party secretary of
Shanghai, once said that it is necessary to push forward the reform and devel-
opment of the city’s health care system in a down-to-earth manner. The goal of
this project is to design a new medical service system to solve the existing
problems. An excellent service design should proceed from the overall situation
of the society and emphasize the independence and initiative of design. Fur-
thermore, it should seek for the possibility of building a better society and aim at
maximizing the overall social benefits, while reducing total costs and creating
new values. This is also the guiding principle of service design for this project.
In addition to the design of the service system, the project also studied the
design of user terminals, including a service terminal device for reminding users
and monitoring user behavior, as well as a mobile App visualizing various
information and facilitating user operations.

Keywords: Service design � Medical system � Medication compliance �
Maximize social � Benefits

1 Introduction

The aging of population is one of the major problems facing all countries in the world.
Middle-aged and elderly patients with chronic diseases have strong dependence on
drugs, and their gradually declining memory and action ability makes it particularly
difficult to adhere to normal medication [1]. Non-compliance with medication leads to
increased incidence of chronic patients, reduced quality of care and unnecessary eco-
nomic losses, such as excessive hospitalization, or higher drug treatment, etc. [2]. In
addition, there are still some loopholes in drug regulation, resulting in a lot of waste
and lawlessness. Illegal drug acquisition is absolutely not allowed by law, but the
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circulation of second-hand drugs is often seen in the market, which not only pollutes
the environment, but also poses a serious threat to the life and health of patients.

By observing and recording users’ behaviors on the spot, this paper finds out the
existing problems, comprehensively understands users’ life trajectory and is familiar
with the operation process of different users in different environments. Due to service
design will involve many aspects, so to interview for all aspects of the relevant per-
sonnel, understanding their needs, and in the interests of the various aspects situation,
under the current system to consider under the new service system, whether the
interests of all parties and losses in the acceptable range, for example, patients, hos-
pitals and government aspects and so on. Finally, the service system in this project is
summarized by using the service blueprint, and the steps of each user in the operation
of the whole service system are analyzed, so as to clearly control the roles of the
involved stakeholders in the process and contact points of the service system.

2 Related Work

At present, the health industry is getting more and more attention from the public all
over the world, whether it is product and interaction design (such as E-pill and other
reminder medicine boxes) or service design (such as Pillpack and other medicine
packaging and distribution services). Medical experts have also come to realize that the
patient’s recovery process is inseparable from the monitoring and intervention of others
(especially medical staff), so various institutions have begun to focus on the services
and terminal devices for user monitoring. Intel has teamed up with Flex to develop a
new Platform called the Health Application Platform for remotely monitoring patient
activity. This telemedicine service can help doctors more accurately understand the
medical needs of patients, and carry out targeted treatment, which can be more timely
and scientific detection of the condition of elderly patients. Current related products and
services mostly focus on individual reasons, lack of multi-dimensional system of user
guidance and psychological driving mode and the overall macro service design, it is
difficult to really effectively improve the user’s medication compliance.

There is sufficient evidence to prove that cognitive function is related to adherence
to medication. The most common reasons for non-compliance are forgetting,
changeable medication schedule and busy life [3]. Many studies have proved that as
people grow older, they are more and more prone to chronic diseases. At the same time,
cognitive function is slowly experiencing problems (reaction speed, attention, working
memory capacity, ability to accept new information and ability to retrieve information,
etc.), which will lead to difficulty in taking drugs in full compliance with doctor’s
orders. [4] In addition, with the continuous increase of the course of the disease and the
economic input of the patients, many patients will have negative emotions such as
anxiety and depression, coupled with long-term physical discomfort, which will
stimulate the patients’ disappointment in the treatment process and further lose con-
fidence in the recovery. Therefore, they treat the treatment passively, do not take
medicine according to the doctor’s advice, and neglect their care, thus forming a
vicious circle. At present, most of the applications do not focus on reducing the
treatment burden. They mainly focus on the problem of drug taking behavior rather
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than the patient’s attitude to drugs. Drug administration is more important to com-
municate with doctors, understand the benefits and risks of treatment, and solve the
treatment problems of patients. Many factors affecting poor medication compliance
mean that only sustained coordinated efforts can ensure the best medication compliance
and realize all the benefits of current therapy.

3 System Design

3.1 System Architecture

Figure 1 is the service blueprint of the project, showing the whole service system. The
operation process of patients in this service is mainly divided into two parts:

(1) The process of seeing a doctor and taking medicine. First, the user registers in
the system with real identity information, and then USES the identity certificate
(ID card, medical insurance card, etc.) to register. After consultation, the doctor
issues an electronic prescription, which is uploaded to the cloud server and bound
with the patient’s identity. At the same time, the prescription is transmitted to the
pharmacy. According to the prescription information, the pharmacy uses the
dispenser to package the single-dose drug package for the patient and connects
them according to the order of taking. Finally, the user completes the payment for
the medicine. If the smart medicine box is not equipped, the patient can receive
the medicine for free. When receiving the medicine, the device ID will be bound
with the user ID.

Fig. 1. Medication administration services blueprint.
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(2) Daily medication. First of all, the user will get a single dose of medicine from the
hospital package list into the bag, then in the mobile terminal App using the
identity information to complete the login, and paired with pill boxes, to imple-
ment the pill boxes, mobile phone App, the cloud server synchronization of
information (number of prescribing information, drug medication, medication
time, taboo, medication history, etc.), at this point, the standby working phase.
When it’s time to take the medicine, the smart medicine box and the mobile App
will remind the user at the same time, and the smart medicine box will monitor
and record whether the user takes the medicine. Finally, the system will record the
number of remaining packets in the medicine box. When the amount is insuffi-
cient, it will ask whether the user needs to supplement. If so, the payment can be
made online or through cash on delivery, and the medicine will be delivered to the
user’s home by express delivery.

3.2 User-Side Workflow

Figure 2 shows the overall operation process of the user-side, including App terminal
and intelligent medicine box terminal.

(1) Preparation Stage. First, after the user completes the registration/login and other
operations on the App side, the next step is to pair and connect the smartphone
medicine box. At this time, the method guidance for connection will be displayed
in the App interface. After the connection is completed, the App and the smart
medicine box will load the prescription information of the user from the cloud
server.
Next, the App will display the loaded prescription information, and the user can
check the information according to his/her own situation. After confirmation,
he/she can check the reminder time set by the system automatically. If he/she is
not satisfied with the set time, he/she can adjust it within a certain range. When
everything is ready, App and smart medicine box will enter the working state and
wait for the reminder time.

(2) Reminder Stage. When the alarm time set by the system is reached, the phone
App and the smart medicine box will send out the alarm at the same time. The

Fig. 2. User-side workflow

274 X. F. Yang et al.



App reminds users by the form of sound and popover. At the same time, the App
interface provides the option of “delay taking medicine”. Users can choose to take
medicine after delay for a period of time (within a certain time range). The smart
pill box USES sound and light to alert users.

(3) Daily phase. Users can check their medication history, know their medication
compliance over a period of time (whether they take the medicine on time), and
inform the user that this data will be shared with the attending doctor and their
relatives, so as to urge users to take medicine on time according to the doctor’s
advice.

3.3 The Design of User Terminal Equipment: Smart Pill Boxes

As shown in Fig. 3, as the receiving box of medicine packets, the medicine boxes are
made of hard plastic materials with clean color matching, which is more in line with the
aesthetics of the elderly. The medicine box focuses on simplicity, pursuing minimalism
in both structure and function. Minimize cost based on function implementation. After
the elderly patient puts the medicine package into the medicine box, the APP can be
connected for use. In this way, the terminal device can achieve all the functions
required in the service with the simplest construction and the lowest cost, and provide
users with simple and convenient operation experience.

4 Experiment

This part mainly carries out usability test and evaluation for the drug administration
service system. The international standard ISO 9241 defines usability as the effec-
tiveness, efficiency and satisfaction of a specific user when using a product for a
specific target in a specific usage scenario [5]. Satisfaction should be considered from a
deeper level, and the effectiveness and efficiency of the user segment product evalu-
ation of this topic should be evaluated by observing and recording the cognitive
behavior of patients in the use of APP and the functional operation of the medicine box.
Satisfaction involves users’ subjective evaluation, so it should be collected through
users’ self-evaluation scale. The user experience scale used here was developed by
Schrepp, Hinderks and Thomaschewski [6]. After the user experiences the service

Fig. 3. Hardware design
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design proposed in this topic, the author will ask the user to fill in the user experience
scale and collect the results.

4.1 Participators

In this study, the elderly and their families were recruited by random sampling method,
and 4 elderly and 2 families were recruited. In order to ensure fairness and diversity, the
specific screening conditions for the elderly are as follows: 1. Ranging from 60 to 75
years old; 2. Suffering from chronic diseases requiring long-term medication without
other complications, taking medication more than twice a day; 3. Having the ability of
listening, speaking, reading and writing; 4. Able to use smart phones.

4.2 Contents of the Evaluation

Before the design evaluation, as preparation for the experiment, the author installed
“Daily Health” APP for the mobile phone of the elderly, connected the pill box and
designed and packed their drugs according to the single-dose package proposed by the
topic. Then let the elderly patients and their families use it for 3 days. After 3 days,
questions and usability test results were collected from these patients while performing
these tasks.

• Task 1: Use APP to browse the health report and diagnosis and treatment records
(treatment plan and diagnosis and treatment information) of the product prototype.

• Task 2: Single-dose packaging and use of drugs for the elderly
• Task 3: Set medication time for the elderly, APP and medicine box remind patients

to take medication.
• Task 4: Connect the medicine box for operation. APP and the medicine box will

remind the patient to take the medicine together when the time for taking the
medicine arrives.

• Task 5: Visualization of Health Plan Data
• Task 6: Family members of the elderly check the health report, diagnosis and

treatment records and medication records of the elderly.

4.3 Results of the Evaluation

• Task 1: Use APP to browse the health files and diagnosis and treatment records
(treatment plan and diagnosis and treatment information) of the product prototype.

Feedback: From the perspective of content, both elderly patients and their families
expressed clear information structure, but doubted the authority and accuracy of the
content. In addition, the contents of the health report need to be filled in manually, such
as blood pressure value, blood sugar, etc. It is hoped that APP can also be connected
with other intelligent blood pressure measuring instruments in the future to automati-
cally fill in data.

Optimization: The content design specification of diagnosis and treatment infor-
mation shall be formulated by medical experts. It is suggested to add the source after
the treatment plan. In the future, the hardware connection of APP can not only connect
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medicine boxes, but also connect other smart medical equipment to provide more
health data recording services.

• Task 2: Single-dose packaging and use of drugs for the elderly

Feedback: All subjects agreed with this single-dose packaging method. If the
hospital provides this service, they will find it very convenient. However, some patients
may only take 2 pills a day. It feels a bit wasteful to put 2 pills in one package.

Optimization: For those who take only a small amount of medicine, there is no need
for single-dose packaging.

• Task 3: Set medication time for the elderly, APP reminds patients to take
medication.

Feedback: APP reminds people to take medicine in a way that helps busy old
people to remind them to take medicine. An old man said that toast’s reminder is a little
weak and sometimes not heard. In the active card punching behavior, younger elderly
people will enter APP to enter the card punching after taking medicine. However, for
some older people, they do not have the consciousness to clock in voluntarily.

Optimization: The current design is to remind the patient to take the medicine once
every 5 min when the medicine taking time arrives, and not to remind the patient again
until the user clocks in. The button on TOAST prompt frame guides the elderly patients
to clock in.

• Task 4: Connect the medicine box for operation. APP and the medicine box will
remind the patient to take the medicine together when the time for taking the
medicine arrives.

Feedback: As a storage box, the medicine box can really make the medicine storage
neater. Most patients said that sometimes the connection status of drug boxes was
unstable, which affected the effect of monitoring data.

Optimization: Continue to explore more appropriate connection technologies and
methods.

• Task 5: Visualization of Health Plan Data

Feedback: Patient data visualization is simple, but it is hoped that all individual data
visualizations can be summarized into one page.

Optimization: The data visualization interface that won’t make sense in the future
will be integrated into one interface for display.

• Task 6: Family members of the elderly check the health records, diagnosis and
treatment records and medication records of the elderly.

Feedback: The family members of the elderly said that the online prescription
information is simple and easy to read. Seeing the prescription information remotely
can make them know more about the illness of the family members. One patient
expressed that he did not want to read only on the APP every time. In the future,
medical information can be read through sharing WeChat.

Optimization: In the future design, patients can share the diagnosis and treatment
records to WeChat.
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Finally, after the evaluation experiment, the user experience usability questionnaire
was collected from 6 subjects. The average score of each index of user experience is
shown in Table 1.

The usability test evaluation proves that the service design has certain practical
significance. On the one hand, the service design integrates different ways to interfere
with medication compliance and user experience strategies for the elderly, which can
effectively improve the medication compliance of the elderly, and at the same time
optimize the user experience of empty nest elderly patients in medication management.

5 Discussion and Conclusion

This paper defines the user-side products from the perspective of the architecture
design and optimization of the whole service system to solve the problems of medi-
cation compliance and medication management, instead of designing only from a
single product itself. Through the design and practice of medication management
service design under the life style of the elderly, it is proved that this service design has
certain practical significance. On the one hand, it integrates different ways of inter-
vening medication compliance and user experience strategies for the elderly through
service design to improve the medication compliance of the elderly. On the other hand,
adjust and optimize the health service system, improve the quality of medical care, and
realize the maximization of medical value through accurate treatment. However, due to
the limited time, there are still some limitations in the research. I hope that it can be
further improved and improved in the future research. In the further study of the
influence of customized intervention on drug compliance, the needs of hospital medical
staff must also be considered, and the needs of many groups must be explored. In the
later stage of product development, interdisciplinary cooperation should be carried out
with the artificial intelligence team to enhance the user experience goal.

Table 1. User experience testing result

User experience testing result

Obstructive/supportive 4.2
Complicated/easy 3.8
Inefficient/efficient 4.2
Confusing/clear 4.3
Boring/exiting 4.3
Not interesting/interesting 5
Not innovative/innovative 5
Usual/leading edge 4.8
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Abstract. This paper introduces a rideshare model for Small and Medium
Enterprises (SMEs) and their employees for their daily commuting needs in
emerging cities providing them with staff bus, SME corporate errand service,
SME rental car and Holiday rental car services. The model offers a safe, more
comfortable and affordable commuting service. We conducted experiment in
two phases. In the first phase, we surveyed 315 employees of 20 SMEs located
in Grameen Bank Complex about their traveling need and pattern. In the second
phase, we designed a pilot from the gathered data and run 2 10-seat cars in two
routes for 2 months with 18 participants from those SMEs. We conducted
another survey end of the pilot regarding changes in travel experience while
using SSW Staff bus service. We have discussed the experiment method and
design and demonstrated the findings. We have also discussed affordability
aspect of such ride share. SSW staff bus service is slightly expensive than local
transports, but cheaper than commercial rideshare services. This service brings
many benefits including adding approximately 7.7 h for work and 11.3 h for
personal work s month to employees. Participants reported to enter work place
with a stable mental condition when they travel by SSW Staff bus. Incidents like
robbery, theft, accidents, sexual harassment could significantly be reduced.

Keywords: Rideshare � SMEs � Social adoption � Safe � Affordable

1 Introduction

Demand of mobility is changing with the increasing number of people more actively
engaging themselves in economic activities. More women, people with disability and
special needs are actively participating in the economic wave. Change in population
demography in a city is bringing changes in commuting needs. Public transports in
emerging cities like Dhaka, the capital of Bangladesh, are perceived unreliable and not
safe due to substandard/poorly maintained vehicles, noise of vehicles, reckless driving
etc. [1]. Long waiting time on road, multiple transfers, crowded vehicles and incidents
like eve-teasing and harassment on fleet make them inconvenient, unsafe and
uncomfortable for the passengers, especially female passengers. According to a study
by Bangladesh Rehabilitation Assistance Committee (BRAC), 94% of women using
public transportation in Dhaka, Bangladesh have experienced physical and verbal
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sexual harassment while travelling by public transportations [2]. Newly introduced
ridesharing services are getting popular but are not affordable to commute to office
every day. In our previous study, we introduced a new rideshare model called SSW
(Social Services on Wheels) for rural communities [3]. In this paper, we propose a
rideshare model for SMEs in emerging cities. Rideshare concept has been popular in a
different form without using any demand-driven booking system. We propose to use
ICT based rideshare management system for a community (not for an individual). In
order to reduce the idle time of the vehicle and increase the revenue to be financially
sustainable, multiple services are designed on SSW model. The services considered
are: staff bus service, corporate errand service, car rental service for SMEs on weekdays
and holiday car rental service for their employees. We carried out a survey on 315
employees in 20 SMEs to understand their mobility needs, attitude towards rideshare
services, their commuting pattern including time, cost and distance. Based on their
location data, available routes, we designed an experimental environment to run two
cars in two different routes with two different sets of passengers. The duration of the
pilot was for two months for 18 employees from different SMEs. At the end of the
pilot, we surveyed on the passengers to know the mental status, time efficiency, safety
issues and their desired fare for this service. The results are discussed in Sects. 4 and 5.

2 Social Services on Wheels (SSW) SME Model

The Social Services on Wheels (SSW) is designed to accommodate SME employees
travel need while making it safer, more comfortable and affordable for them. The model
is shown in Fig. 1 and the staff bus service pattern is shown in Fig. 2.

Only providing the staff bus service creates long resource idle time, thus not
generating sufficient revenue to sustain. Hence, we need to come up with new service
ideas that can be operated during the idle hours. We designed two other services for
SME commuting needs. One is a corporate errand shuttle bus service which multiple

Fig. 1. SSW SME elements
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SMEs can use to travel to the common destinations for completing their routine errand
tasks (Fig. 3). Two other services are also designed which are - a rental service
for SME companies and employees during holidays and weekends for office or per-
sonal work.

3 Methodology of Experiment

This study was conducted in two phases. In the first phase, Survey-1 was conducted for
collecting employees’ commuting pattern, mode, expense, and attitude towards using
rideshare to work among 315 people from 20 SMEs located in Grameen Bank com-
plex, in Mirpur, Dhaka, Bangladesh. In the second phase, potential routes, passengers
and cars were determined based on the information collected. Two 10-seated cars
served as staff buses for 18 employee participants; one car for female participants only,
and the other car for both male and female participants. Survey-2 was conducted during
the pilot regarding impacts of using the Staff bus service on employees work and life.

Fig. 2. SSW SME Staff bus service

Fig. 3. SSW SME corporate errand service
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4 Findings

4.1 Employees
Commuting Pattern

Commuting needs for SME employ-
ees to work are the following (1) In
the morning, they arrive at the office
at a fixed time at a fixed place, but
need to be picked up from different
locations (2) In the evening, they
leave from a specified location at
almost a specified time but dropped
off at different location.

71% of employees arrive their
workplace from 9:30 to 10:00 am in
the morning (Fig. 4) and 67% of
employees leave work place within
5:30 to 6:30 pm in the evening (Fig. 5).

Most of the spend up to $24
USD for commuting to work a
month and use bus, taxis and three-
wheeler automobile vehicles to tra-
vel to work (Fig. 6).

The employees use a combina-
tion of different mode of transports.
Employees living within of less
3 km (56%), usually walk or take
rickshaw. Rest of the employees
(>3 km, <21 km) use bus, Rick-
shaw, bikes, motorcycle, taxis, three-
wheeler taxis and other forms of
informal transports. Only a few of
them use private or office cars.
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33.9% SME employees said that they would like to use rideshare service for commute
to work and 59.1% would like to use such ride share for non-work purpose commute.

4.2 Traveling Experience with SSW

From Survey-2, it was found that participants in average reported to have 23 min extra
work time and 34 min extra personal time when they traveled by SSW to work (Fig. 7).

Participants were asked about their travel experience by SSW Staff Bus. Participants
said the number of unpredicted incidents (such as losing belongings, robbery, theft),
unwanted incidents (e.g. reckless driving, crowded vehicle) decreased significantly.

0 2 4 6 8 10 12 14 16 18 20

Additional work time

Additional personal time 

Feeling relaxed

Feeling safe

No. of participants

Incidents more frequent while using SSW
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Fig. 7. Incidents more frequent while using SSW Staff bus
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Fig. 8. Incidents less frequent while using SSW Staff bus
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Participants reported to remain alert the whole time while using public transports, but
this phenomenon significantly decreased while using SSW Staff bus (Fig. 8).

4.3 Operational Cost

From our estimation, it was found that a cost of $354 USD incurs for employing on 10-
seated car on one route. If the car has 100% occupancy rate with 9 passengers (1 seat
for the driver), it would cost approximately $1 USD a passenger per ride in average,
$40 USD a month (if there is 20 working days in a month and 2 rides required a day).

5 Discussion

SME employees spend up to $24 USD for commuting to work a month. Whereas,
Operational cost of SSW staff bus service is $40 USD per person, meaning that the staff
bus is more expensive than existing public transports. However, using the commercial
rideshare service for a similar distance would cost double or more.

Employees have a fixed time to arrive work and leave work. Majority of the
participants have reported to that with SSW Staff bus service, their waiting time on road
to avail a transport has decreased comparing to that for public transport. This can add
up to 460 min (7.7 h) extra a month for work and 680 min (11.3 h) extra for personal
work for employees.

We also found that SSW could enhance travel safety by reducing the possibility of
accidents, unwanted incidents (robbery), harassment etc. to zero. Participants reported
to reach in good mental status when used SSW to work.

6 Conclusion

In this paper, we talked about the need for designing a rideshare system for SME
employees. We described SSW SME rideshare model. We demonstrated the findings
from surveys and pilot of this model and discussed the affordability aspect and benefits
of this model. Financially, using SSW Staff bus would be more expensive than using
public transportations, but definitely cheaper that using the commercial rideshare ser-
vices available. However, this service enhances benefits for employees by providing
more time for work and personal time, increase personal safety and work productivity
by providing safe and comfortable travel experience every day. Further study is
required to develop the best route selection algorithm where the passengers are picked
up from multiple sources but dropped off at a single point and vice versa. The same
model can be used for rural areas in developed countries like Japan where people live
in a small community but the population density is low.
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Abstract. The Korean government establishes a S&T master plan to set the
direction of national S&T policy every five years. It also suggests ‘120 Key
Technologies’ that need intensive investment and cultivation to create economic
and social value at the national level. Technologies in the HCI field are also
included as key technologies for improving quality of life and creating new
industries. This paper analyzes the characteristics of HCI technologies in the
national strategy, technology competitiveness, technology life cycle, etc., and
also suggests policies that the government should implement first. The role of
the government was classified into four categories considering the market and
private capacity of the technology sector. Based on the classification, I intro-
duced customized policy measures such as intensive investment, improvement
of regulations, training of manpower. Different strategic directions have been
derived depending on the characteristics of the technologies in HCI field. This
study can be used as a basis for establishing R&D policy in HCI technology
field in the future. It will also help to identify trends and levels of HCI research
in Korea.

Keywords: S&T master plan � National strategy � Investment

1 Introduction

The Korean government establishes a ‘Science and Technology Basic Plan’, which is a
mid- to long-term development strategy that sets goals and directions of S&T policy
every five years. This is a top-level plan to be used as a basis for promoting S&T
policies and R&D projects in each ministry. In addition to the policy tasks, the ‘Science
and Technology Basic Plan’ also presents the ‘120 Key Technologies’ that the gov-
ernment should foster to contribute to the resolution of national issues. These tech-
nologies are subject to national level evaluation of technology level and ‘R&D survey’.
It is also used as a base technology for establishing future growth engines and mid- and
long-term investment strategies. ‘Key Technologies’ are linked to the future tech-
nologies of ‘Science and Technology Foresight’. From the results of the science and
technology foresight that derives future technologies that are expected to appear in the
next 25 years, we derive the technologies to be fostered over the next five years.

‘Key technologies’ are the technology that is important for national investment and
fostering with high economic and social value such as contribution to economic
growth, job creation, and quality of life. It is selected based on comprehensive
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evaluation of economic and social contribution, technological contribution, techno-
logical competitiveness, innovation of technology, and conductivity. They derive ‘120
Key Technologies’ from 11 sub-categories and 43 sub-categories. These are linked to
eight tasks, such as fostering innovative growth engines, fostering manufacturing
industries and service industries, and creating a comfortable living environment.

Human-Computer Interaction is a field that focuses on effective methods to
improve the interaction between computer system and users. Various studies are
actively conducted in various disciplines such as computer graphics, design, ergo-
nomics, industrial engineering, and psychology (1). In particular, HCI is not only a
human-computer interaction, but also a leading factor in a wide range of changes in the
academic domain, technology domain, and product�service domain. Therefore, the
technologies of HCI field were selected as one of ‘120 Key Technologies’. Total of 13
HCI technologies are included in the ‘4th Science and Technology Plan’ (2).

These are the categories of ICT�SW, Life science, Mechanical engineering and
Construction. In this paper, I examine the HCI technologies included in the key
technologies, and analyze their investment trends, research subjects, and R&D types. In
addition, technologies have been classified into four categories based on technological
competitiveness and industrialization rate that have been secured while selecting key
technologies. Policy directions and policy issues to be pursued by the government
according to the classification.

2 Approach

The data such as investment trends and type of R&D of ‘Key Technologies’ are
obtained from ‘National R&D Survey and Analysis’ (3). The key technologies are
surveying the status data of investment, subject, and technology characteristics at the
research project level every year through national-level R&D survey.

In this study, data on investment amount, type of R&D for each year are analyzed
for the results of four years from 2014 to 2017. It was conducted a questionnaire survey
to investigate the characteristics of technologies (4). Through this, data on economic
and social contribution, technological competitiveness and industrialization rate of key
technologies have been obtained and detailed analysis has been carried out. The
questionnaires were given to 2181 researchers in Korea (4).

According to the domestic private competitiveness of HCI technologies and the
speed of industrialization, four kinds of technologies are classified. The characteristics
of the technologies in each category were examined. This led to the policy issues that
each technology needed.

3 Results

HCI Technologies in ‘4th Science and Technology Basic Plan’ are presented in of
ICT�SW, Life science, Mechanical engineering and Construction. In the field ICT�SW,
‘Virtual and mixed reality technologies’, ‘Intelligent content creation technologies’,
‘NUI/NUX’, and ‘Realistic broadcasting and media service technologies’ were
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presented. In particular, ‘Intelligent content creation technologies’ was first presented
in the 4th Science and Technology Basic Plan (Table 1).

‘Smart Home technologies’, ‘Adaptive service robotics’, and ‘Robotics technolo-
gies for rescue and exploration’ were suggested in the fields of Mechanical engineering
and Construction. In the field of Life sciences ‘Digital healthcare technologies’,
‘Medical robotics’, and ‘Technologies for the assistive devices to help with rehabili-
tation and daily activities’ were suggested.

3.1 Investments and Type of R&D of HCI Technologies

In HCI technologies, ‘Big Data technologies’ is the most invested, and investment is
increasing rapidly. On the other hand, HCI part in ‘Big Data Technologies’ is part of
utilizing personal big data and life log data, but it is difficult to grasp the accurate
investment amount of these. In second place, investments were made in ‘Brain signal
monitoring and control technologies’ and ‘Adaptive robot technologies’. ‘Intelligent
content creation’ and ‘Virtual and mixed reality technologies’ have also increased
investment (Fig. 1).

Experimental development is the largest R&D type, followed by basic research.
Recently, in Korea, the government has invested heavily in basic research, which is
difficult for the private sector to invest. In the same way, the HCI technologies field
shows the increase of basic research and the decrease of development research in 2017
(Fig. 2).

Table 1. HCI technologies in ‘4th Science and Technology Basic Plan’

S&T categories S&T division Key technologies

ICT�SW Contents Virtual and mixed reality technologies, Intelligent
content creation technologies, NUI/NUX, Realistic
broadcasting and media service technologies

ICT�SW Display User-friendly display technologies
ICT�SW BigData and

AI
Intelligent analysis and application of Bigdata

Life sciences Bio fusion and
convergence

Digital healthcare technologies, Medical robotics

Life sciences Brain science Brain signal monitoring and modulation technologies
Life sciences Medical

devices
Technologies for the assistive devices to help with
rehabilitation and daily activities

Mechanical
engineering

Robotics Adaptive service robotics, Robotic technologies for
rescue and exploration

Construction and
transportation

Construction Smart home technologies
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3.2 Technical Characteristics of HCI Technologies

HCI technology competitiveness was highest in ‘Smart home’ and ‘User friendly
display technologies’. In the other hands, ‘Assistive technology’ and ‘Medical robot
technologies’ were the lowest. The competitiveness of the private sector and public
technology is in proportion (Figs. 3 and 4).

I distinguished the technologies of HCI in terms of private technology competi-
tiveness and industrial maturity. There are ‘User-friendly display’, ‘Digital healthcare
technologies’ in the field of high private technology competitiveness and fast indus-
trialization (Type 1). Robot technologies such as ‘Service robots’ and ‘Medical robots’
were common in the field (Type 2) where private competitiveness was low and
industrial maturity was low. ‘Virtual and mixed reality’ and ‘Realistic broadcasting
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technologies’ had high private competitiveness, but the industrialization rate was slow,
so it will take time for the market to form (Type 3).
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4 Conclusion

Through the ‘National R&D Survey and Analysis’ data on the research projects that the
government invests annually, I confirmed the investment and R&D type of the HCI
technologies for the past four years. Investment in HCI technologies is on the rise.
Especially, big data field is increasing.

In terms of private technology competitiveness and industrial maturity, it is nec-
essary to provide other policy support depending on the technology characteristics. In
the case of Type 1, which has a rapid technological competitiveness and rapid
industrialization, the government needs to play an auxiliary role such as regulation
improvement and manpower training so that the government can generate performance
in the market rather than R&D investment. On the other hand, in Type 2, where the
private technology competitiveness and industrialization rate are all low, the govern-
ment needs to actively expand R&D investment. Finally, in the case of Type 3, which
has high private competitiveness but is not yet rapid in industrialization, it can play a
role of forming an initial market such as public purchasing to promote industrialization.

HCI technologies are key technologies for future products and services, and con-
tribute to economic growth and quality of life. Therefore, in this study, the status and
characteristics of the HCI technologies covered in the ‘Science and Technology Basic
Plan’ of Korea were examined. Future technology development strategies were
examined. In the future, it will be necessary to examine the technology development
strategy of a particular HCI technology, and examine the direction of investment in
government R&D through analysis of relevant industry status.
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Abstract. In this paper, we propose a way to transform traditional Q&As into
conversational Q&As for an efficient information retrieval in special knowledge.
Special knowledge involves difficult words. It requires users to raise a series of
questions and get the answers to them to pinpoint the desired information. And,
conversational Q&A is appropriate than the traditional Q&A because it allows a
user to narrow down searches in a solution space. To transform a given set of
Q&As to conversational Q&A system for special knowledge search, we first
explore not only the present traditional Q&A systems and conversational Q&A
systems for general knowledge search, but also those for special knowledge
search. From this, we induce an appropriate search process in conversational
Q&A systems for special knowledge. Secondly, we build an ontology with the
help of machine learning to support the navigation in special knowledge.
Finally, we give a way to evaluate performance after embedding the ontology on
our search process of conversational Q&A. We apply this procedure to the case
of Korean simplified taxation in a Korean Q&A system, Naver Jisik-In Q&A.
We found that searching through Jisik-In Q&A with ontology has better
usability than using Jisik-In Q&A only. Therefore, this study aims to improve
the usability of special knowledge search, lower the threshold of special
knowledge, and develop special knowledge as general as common knowledge
using conversational Q&A based on ontology. However, as the number of user
experimented is limited and the classifier for the extracted words from existing
Q&A system should be reviewed by tax expert, so the future work is demanded.

Keywords: Transformation � Conversational Q&A � Search behavior �
Ontology � Special knowledge

1 Introduction

People retrieve necessary information by sending a specific query term or phrase that
becomes a starting point to a search engine to fetch the relevant documents that may
contain necessary information. However, it is difficult for users to pick the most
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relevant query term or phrase to the necessary information that users want [1]. On the
other hand, a Q&A system where users can participate in raising questions and
answering to the questions collectively, narrows down the search scope but has the
same problem as the other search engines still. The problem is that the users must send
a search term or phrase to the system and get the relevant answers iteratively until users
discover necessary information. Even worse, if the search term or phrase is somewhat
irrelevant, the users have to perform many iterations of sending possible queries to
search engines. When the desired information involves special knowledge rather than
general knowledge, the number of iterations tends to get larger, facing unfamiliar
words which we cannot imagine. Additionally, Q&A systems are unable to let users
narrow down the possible answers iteratively and it results in low satisfaction, low
accurate answers, and long time to get a satisfactory answer. To improve user expe-
rience on having satisfactory answers to a question in expert domain, it is necessary to
have an alternative way to search the desired information, which can simplify the
search process, and get the correct answer using easy words.

One alternative is a conversational Q&A system that allows users to nail down
solution search space along with a series of queries. Conversational system is a service
that can communicate with computer or artificial intelligence in natural language and
has an interactive structure the system can ask user first, which is not only user can ask,
like chatbot. Since conversational system like chatbot to date have mainly focused on
conversations that have been set up during development, conversations with the system
are limited [2]. Conversational Q & A is where user can ask questions and get answers
in the form of words or phrases in conversation. In particular, as the scope of infor-
mation retrieval is limited in conversational Q&A system, they may not get the answer
easily if they do not enter keywords that chatbots or other conversational system can
understand.

In order to overcome the difficulty of this information retrieval and limitations of
existing conversational system and Q&A system, we propose conversational Q&A
system through chatbot in this study.

Our case is Jisik-In which is Q&A system in Naver which is the largest portal site
in Korea and has a search engine. The service that makes Naver become a national
portal site is Q&A service called Naver Jisik-In, and up to now, there are 320 million
responses on Naver Jisik-In. Jisik-In takes the form of a community forum where the
user asks and answers the. To construct the conversational Q&A in this study, we
extract, analyze, and classify information and articles in Jisik-In to create an ontology
that shows what the user is asking about a particular topic and which words to use for
the question.

In this study, we show how to transform expert Q&A system to a chatbot system in
case of a simplified taxation in Korea. The simplified taxation was designed to reduce
the hassle of tax payment by considering that small businesses do not have the
capability for tax affairs or to hire tax experts. Otherwise approximately 35,000
questions about simplified taxation have come up on the dominant expert Q&A system,
Jisik-In. In other words, although it has tried to provide convenience by allowing the
small business to handle tax tasks itself, there are situations in which it is unavoidable
to suffer another inconvenience for this convenience. So, it can be expected that if the
required information can be conveniently and easily delivered to small businesses to
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carry out their own tax affairs, they can reduce the cost and mental burden of taxation
of small businesses. Therefore, we aim to design a query response system using a
ontology based chatbot for the purpose of improving usability to obtain desired
information easily and conveniently in the field of specialization.

2 Literature Review

2.1 Information Search Behavior

First, we need to know what information retrieval procedures users have to search for
information. The Information Search Process (ISP) is a structured activity that extracts
knowledge and information that enables users to solve problems they may have [3].
From the user’s point of view, the information retrieval process is said to be able to
integrate with the user’s situation to improve the efficiency of solving the problem [4].
To summarize, the search process is a procedure in which users get information effi-
ciently to solve their problems.

Information Search Behavior (ISB) is a set of behaviors that users take to find
information, and there are very diverse patterns, but only a few of them are suggested
to be used [5]. It is also thought of as a search strategy, which is the act of finding clues
about information to find the information that the user wants. And this search behavior
in the domain knowledge is different from search behavior in general knowledge [6].
However, rather than being based on the information search behavior of users, the
search engines that conduct such information search are more like those that organize
information according to keywords, number of views, and so on. Therefore, it is
necessary to identify what information people are searching for and what they are most
interested in, and to optimize the information search behavior of users based on this
information.

2.2 Ontology

Chatbot is a chatting program that makes you feel like you are talking to people and is
actively used in areas such as customer service and entertaining service. It also serves
as a kind of search engine, the most common way being a keyword-based or optional
interactive chatbot that is specialized to expert information. Chatbot is a substitute for a
search engine that can shorten searching time and acquire accurate and specific
information while simplifying search behaviors in order to look for desired information
in the sea of massive information. But owing to the feature of rule-based, chatbot has
limitations including knowledge representation, information retrieval and dialogue
capabilities which is that it gives to user what it knows only [7].

Ontology is a way to make people understand and read easily with well-defined
meanings [8]. Thus, rather than simply being entered programmatically, the language
itself is information that people can understand and read. Chatbots are designed to
allow people to communicate with artificial intelligence in a natural language. Many
chatbots are designed on the basis of ontology, because, to communicate with people,
they need to be expressed and typed in the language of the people, which can increase
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the efficiency of organizing conversations. Recently, it has been proposed to convert
unstructured data into an ontology, and a chatbot based on it. It seems to be able to
complement the limitations of existing rule-based chatbots. Especially we focused on
the conversations about special knowledge.

Ontology in AI community is often regarded as specification of conceptualization
[13, 14]. And it is based on the understanding of people about the specification and
conceptualization of a specific concept, word or phrase, so that the exact meaning can
be derived, and ontology exists for this [15]. In other words, it is necessary to dis-
tinguish concepts that are used for special knowledge or terminology depending on
how people understand specific concepts in common, and it is the ontology that can
connect special knowledge to concepts that people commonly understand. In addition,
semantically composed Q&A system could have flexible search environment [26].
Therefore, we propose that conversational Q&A is designed to be based on an ontology
that can understand people’s common expertise.

2.3 Evaluation for Searching Through Ontology

There have been many evaluations of information search procedures through chatbots
or search engines. One study proceeds usability evaluation for Dave and four other
chatbots in linguistics. Another study suggests ways to improve the user experience and
satisfaction, then to personalize the user by chatbot [27, 28]. In addition, other study
suggests a tailored usability theory to evaluate the decision model of ontology [29]. But
there has been no evaluation of information retrieval based on ontologies before. Since
the ontology can be developed as an interactive Q&A system, it is necessary to con-
tinuously evaluate the ontology itself and apply feedback derived from the user to
develop it. In this study, ontology will be used for user evaluation because it can affect
information retrieval behavior to optimize user information search procedure.

3 Methods

In this study, we first review search behaviors of Q&A based on the present search
engines and conversational Q&A based on chat bots in both general and special
knowledge. Through a systematic review on the relevant literature and services, we
categorized the type of search behavior according to search engine and conversational
Q&A for common knowledge and special knowledge. Then, we induce the search
behavior that necessary for conversational Q&A on special knowledge. And then, we
introduce a method of human and machine collaboration to transform the present Q&A
into conversational Q&A on special knowledge. In this method, we build an ontology
of special knowledge using accumulated human knowledge and automated relation
extraction. We use the traditional category system of the special knowledge as well as
an automated semantic relation extraction from the words building the special
knowledge based on word2vec. And then, a coder draws a skeleton of an ontology
using the traditional category system and adds flesh to the skeleton by mapping
important words related semantically to the words in the skeleton. In this study, we
apply our method to a popular Korean Q&A system, Naver Jisik-In. We add the
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ontology to the induced conversational Q&A process to make user search specific parts
of special knowledge efficiently and effectively. Lastly, we evaluate our conversational
Q&A with an experiment that gives users two search options and compares usability
between the two options. The two options are searching special knowledge through
Jisik-In only and Jisik-In with the ontology.

3.1 Types of Information Search Behavior

One study examined the time and behavioral moves involving finding knowledge using
online methods [5]. In other study, they compared information seeking behavior
between experts and non-experts. As a result, there was no difference between general
topics and general search engines, but not in professional areas [9]. And commonly, the
factors that determine the user’s search engine are the reputation of the search engine,
the effectiveness, the familiarity with the search engine, or the usability of the interface
[22].

In this study, user behavior for information retrieval will be divided into four types.
The criteria for classification are divided into the search engine and the conversational
Q&A regarding to interface, and also divided into common knowledge and special
knowledge regarding to domain of knowledge. Special knowledge is regarded as expert
knowledge, which is information about a specific topic that is not universally known to
many people [16]. Therefore, expert interpretation or opinion is needed, and this
special knowledge is obtained through training, skills, and research [17, 18]. Common
knowledge could be regarded as public knowledge and derived from a kind of social
consensus. In addition, it is a fundamental concept used in everyday interactions
between people [19].

Here, the search engine includes a portal site and a web search, and in particular, a
Q & A system belonging to a portal site Naver is also classified as a search engine.
Conversational refers to the interaction of a conversation that helps people talking to
them, talking like them through text or voice [20]. The role of the conversation here lies
in clarifying what the user wants, to help the user [21]. Conversational Q & A refers to
ontology-based chatbots proposed in this study.

Type A is a type that searches general knowledge through existing search engine,
and searches again to retrieve appropriate terms or add terms. That is a typical nar-
rowing search. It is the most common type of ISB using common search engine
(Google, Naver). However, since this method varies from time to time, it would not be
guaranteed that finding the same information will yield the same result. One study has
suggested that hierarchical term decomposition is considered necessary in search
behavior [10]. In other words, it refers to a method of predicting a desired keyword
through an upper and lower relationship between terms, and type A may be included to
this. One study suggests that user who commonly use yahoo and keyword search, took
less time to finish specific task in conducting known-item searches than in unknown-
item searches [23]. Simply, imagine googling ‘awesome house’, comparing to search
‘what to write on the contract paper of house’.

Type B is a type of finding special knowledge through a common search engine.
One study suggests that finding special knowledge seems to influence finding the
appropriate words for people [11]. Therefore, to search for special knowledge, you

300 J. Jang and K. Lee



need to be able to pick out the search words that will produce relevant results for your
special knowledge. However, there are also some ironies that need to know jargon to
search for special knowledge. For instance, when medical students were looking for
data on microbiology, they added concepts and gradually narrowed down the concept
to continue specifying the concept [6]. Also, in the most common pattern, M.A students
often find information in a way that broadens or specifies the dimension [24]. Fol-
lowing above, academic searching such as looking for appropriate literature in specific
domain could be one of type B examples. Or finding a legislation which could be
applied to specific case, using search engine of public web of judicial authority would
be type B, either.

Type C is a type that finds general knowledge through Q&A chatbot. Nowadays, it
mainly focuses on chatbots that provide information on a specific topic. However, as it
is about a specific topic, the information that can be found through chatbot is limited, so
if you enter the routine term in this way, it could be possible that you will not find the
information you want. As the example of type C, SuperAgent which is customer
service chatbot of Amazon.com provides product information, customer Q&A [25].
Through Chatbot of SkyScanner, user can do ticket search which is the key features
such searching the cheapest ticket.

Type D is a conversational Q & A chatbot based on ontology proposed in this
study. It is a type that deals with professional knowledge. Through Naver Jisik-In Q&A
system, we propose an ontology composed of extracted words from the most frequently
asked questions and answers, then an interactive Q & A based on them. According to
this process, conversational Q&A could satisfy what people would ask most about
specific knowledge. There are some examples of conversational Q&A system in expert
domain. For instance, TEBot has selective type of Q&A system about Big Data, and
the questions are like ‘How do we compare Kafka to Flume’ or ‘How do we compare
RDBMS to NoSQL Databases’. Law Soup’s chatbot has Q&A system about law and
the question we can ask could be ‘What laws protect free speech?’. ‘Do I have rights to
content I create and put on the internet?’.

3.2 Ontology Based on Q&A

The search strategy for retrieving and getting information depends on the search
method and the search target. In this chapter, we search in the Q&A system from search
engine and conversational Q&A system as general knowledge and special knowledge.
We can see what processes users take to search and take action, then organize search
strategies with search behaviors. Also, in selecting the retrieved information, it is
possible to know what information is taken and what information is excluded by users.

We use Naver Jisik-In Q & A system to find out what users want to know about
specific special knowledge and what questions they frequently ask. When users post
articles on Naver Jisik-In Q & A system, they explain their situation and ask the
answerer for the correct answer. Therefore, the situations are different but the same
answer is often posted for different questions. That is, there are frequently asked
questions by users, and the way to present them to users in the order of frequently asked
questions can shorten the user’s search behavior.
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1. Data Crawling. In this study, the purpose of the ontology is to create a Q&A
chatbot for special knowledge, so first we had to find out what people are curious
about a particular keyword. Therefore, we crawled 10,000 questions and answers
with keyword of simple taxation from Naver Jisik and segment them into corpus.
Then, remove the stopwords among the collected morphemes and words.

2. Extracting Keywords. Then, we extract the top 500 words that appear frequently
among the collected corpuses. The purpose of this is to present the question to the
user by the important keyword. Also, in order to investigate the connectivity
between words, 10 words closest to each of the extracted 500 words were extracted
by using Word2Vec. By using Word2vec, it is possible to estimate the distance to
all the words related to a specific word in multidimensional rather than to gradually
approach the limited words associated with the one-way cognitive and thought
processes of human, so the multiple words can be extracted at once. In other words,
through associative methods that go beyond human cognitive and thought pro-
cesses, we derive more relevant words before humans do. As a result, it can play a
role of artificial intelligence that progresses the most basic human association
process endlessly and multi-dimensionally, but achieves more results faster than
humans.

3. Connecting Keyword. Then, create a keyword map that categorizes ranges that
have been sorted under the tax law. The centralized vocabularies are included in the
upper category. And link the tax terms extracted from the tax law with the
vocabulary corresponding to the upper category. This creates a kind of small net-
work. In Fig. 1(p.4), the vocabulary in the bold box belongs to the upper category
in the tax law, and the contents in the box with the thin line are the main words
extracted from the contents of the tax laws regulations and the above process. Here,
the main words belong to the most frequently used words, or vocabularies that
simultaneously satisfy both the vocabulary words and tax law terms.

Fig. 1. Ontology
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4. Categorizing corpus. Once again in this category network, the extracted top 500
terms and the words associated with each term are placed. By determining where
each term belongs to on the map, terms would be categorized and sorted to each
range. So the map shows the link and status of adjacency between the words.

5. Identifying corpus. On this step, the word or corpus which are outside the box in
Fig. 1 were classified into ‘what’, ‘how’, ‘when’, ‘situation’, ‘conception’, ‘type of
business’, ‘analogue’. These words identify what other words mean in the context
of questions and answers. For example, ‘what’ covers what the user is trying to find
or say about including ‘conversion’, ‘abandonment’, and ‘bill’. ‘How’ indicates the
method of the subject in the information that the user wants to know including
‘how’, ‘calculation’, ‘imposement rate’, and ‘method’. ‘When’ suggests whether the
time is contained in the information that the user desire, including ‘time’, ‘when’
and ‘period’. ‘analogue’ matches words that have a similar meaning to the sug-
gested word including ‘revenue – income’, ‘supply price – sales’. It should be noted
here that most of the users do not use revenue and income separately. ‘Type of
business’ is the type of industry in which the user is engaged or the assumption of
the type of industry the user might be engaged in according to the information
desired, including ‘real estate business’ and ‘hairstyling’. ‘Concept’ is the type of
information the user wants to ask, such as ‘application scope’, ‘issue or not’ and
‘whether’.

3.3 Evaluation Simulation

Also, for evaluating the usability of conversational Q&A system, it is needed to
compare the usability evaluation of the searching special knowledge through Jisik-In
only and Jisik-In with the ontology to numerically show the change in the usability
actually felt by the users. There are seven indicators in the honeycomb model of Peter
Mobile that can be used for usability test [12]. As shown in Table 1, the indicators of
honeycomb model are ‘useful’, ‘usable’, ‘desirable’, ‘findable’, ‘accessible’, ‘credible’,
and ‘valuable’. ‘Useful’ asks whether to be faster than existing the searching method,
‘usable’ asks whether to be easy to search for information you want, ‘desirable’ asks to
be willing to use the searching method, ‘findable’ asks whether to be able to find the
desired function, ‘accessible’ asks whether there is many ways to use such the
searching method, ‘credible’ asks whether to trust the search interface and ‘valuable’
asks to be satisfied with the searching method. It is necessary to investigate later
whether ontology - based chatbots are more efficient than traditional chatbots and
provide empirical value to humans.

4 Result

This study investigates the search behavior of ontology based chatbots comparing with
the existing search methods such as search engines and existing chatbots. In chatbot
which is based on the ontology below, when a user inputs a routine term, professional
vocabularies would be suggested which are related to the routine term input first, and
when the user selects a professional vocabulary. In summary, when a user enters a
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routine term, professional vocabularies would be suggested which are related to the
routine term input first, and when the user selects a professional vocabulary, secon-
darily, the selected term is automatically completed. Then questions including the
selected terminology are suggested so user can pick one which he/she looks for. We are
showing the difference between types of search behavior using search engine and
conversational Q&A for common knowledge and special knowledge. Following user’s
search behavior, we identify and organize what actions the user takes to initiate until
ending the search.

4.1 Comparison of ISB According to Types

Type A (search engine for common knowledge) and B (search engine for special
knowledge). First, user asks questions and finds the keywords associated with him.
Assuming that the word user input is a common term, it is necessary to switch to
terminology. Therefore, the search engine is used to look for the keyword to convert it
into a legal tax term. You can browse through the search for the appropriate termi-
nology, and use multiple search engines in the process. After obtaining the appropriate
terminology, the user input the terminology to search through search engine. Again, we
filter and narrow down the information we want to obtain and find the answer we want.
In summary, type A follows steps of putting routine word, searching and looking up
and down to get common knowledge user wants and type B follows steps of putting
routine word, searching for analogue or synonym, converting to terminology, putting as
terminology and looking up and down to find special knowledge.

In this process, of course, there may be differences according to the field of
knowledge or people, but it is more complicated, time consuming, and it is not easy to
obtain the information that you want, even if in the case of the general and common
procedure for searching routine knowledge. In other words, productivity and efficiency
of search behavior is relatively low. This research suggests chatbot as an alternative to
solve the inefficiency of this search behavior.

Type C (conversational Q&A for common knowledge) and Type D (conversa-
tional Q&A for special knowledge). In general, the most common search behavior of

Table 1. Contents of usability test

Indicator What to ask

Useful Is it faster than existing search engine?
Usable Is it easy to search for information you want?
Desirable Are you willing to use the conversational Q&A based on ontology?
Findable Is it easy to find the desired function?
Accessible Is there many ways to use this kind of search method?
Credible Do you trust the information this searching method gives you?
Valuable Are you satisfied with the searching process?
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conversational Q&A can be divided into two types. The first method is a system that
can receive an immediate answer by inputting a common term or general sentence. The
other is a system to select the category according to the question to be found and to
input the appropriate vocabulary to get the answer. In summary, type C follows steps of
putting routine word or sentence and looking up and down or, choosing categories,
putting routine word and looking up and down to get the information user wants.
However, Q&A chatbots so far have not been able to get the answers if the keywords
are not included in the dialogs set by the developers of chatbots, or they have questions
to ask for chatbots to understand.

Special knowledge conversational chatbot should go through the search behavior in
the chatbot with the general knowledge. The search behavior of chatbots for special
knowledge search can also be divided into two ways. First, when the user enters a
routine term, the user selects an appropriate vocabulary from among the jargon related
to the proposed routine term, searches and selects the questions listed in the order
frequently asked by the Jisik-In including the terminology. The second is to list the
terminology which the user already knows or sentences containing these terms, and if
the questions from Jisik-In, including vocabularies input, are presented in order of
frequency, the user selects the appropriate questions and obtains immediate answers. In
summary, type D follows steps of putting routine word, looking up and down, selecting
terminology and looking up and down again or, putting terminology and looking up
and down to get special knowledge user wants.

Type B (search engine for special knowledge) and Type D (conversational Q&A
for special knowledge). Let us consider the case where the user searches for special
knowledge using routine terms only, then compare the case of searching in Jisik-In
only and the case of searching in Jisik-In with the presented ontology. If you look at the
procedure for retrieving terminology from Jisik-In, you will take a look at the syn-
onyms from searched common terms for the conversion to specialized knowledge after
searching. It is possible to divide into 2cases also. The case of finding the proper
terminology and the case of failing finding the proper terminology. In the case of
finding the terminology, the user searches the terminology again and searches the
results retrieved in the terminology. If you could not find it, may use the category
settings to narrow down the questions you are looking for and then repeat the process
of browsing the results. When Jisik-In is used with an ontology, the terminology
associated with the term is presented in order of frequency, and when the terminology
is selected, the related questions are presented in order of frequency. The user first
looks up frequently searched questions and searches for appropriate information. In
summary, user follows steps in order of search behavior of putting routine word,
searching for analogue or synonym, converting to terminology, inputting as termi-
nology and looking up and down or putting routine word, searching for synonym,
failing to convert to terminology, narrowing down using categories and looking up and
down to get special knowledge through Jisik-In only. Also, user who uses Jisik-In with
ontology to get special knowledge follows steps of putting routine word, selecting
terminology among suggested and looking up and down.
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4.2 Ontology of a Part of Simplified Taxation

Overall, Fig. 1 associates keywords belonging to the upper category, such as the scope
of simple taxpayer, the scope of simple taxation, and the exemption of simplified
taxation, then arranges the corpuses or words associated with the keyword along with
the information type. The light-colored vocabulary in the pale thin-line box was
inserted into the category network in consideration of its importance, rather than
belonging to one category (in one bold or thin box) on the category network. In
addition to this ontology, we have also put together all concepts corresponding to
simplified taxation in a keyword map. The more detailed the keywords related to
simple taxation (the less common legal terms are used), the fewer keywords users have
written down on the ontology.

4.3 A Simulation for Evaluation

To evaluate the ontology that has undergone this transformation process, experiments
are conducted on 3 subjects. Given the same task, we can compare and evaluate when
using Jisik-In combined with ontology and when using only Jisik-In. A simple
experiment and user interview was conducted to find special knowledge, using Naver
Jisik-In only and Naver Jisik-In with ontology. The usability test was a comparison
between the four ISB types described above using 7criterias suggested. Most of the
users answered searching through Naver Jisik-In with ontology was more useful,
usable, desirable and credible. Especially, some of them told that slight difference
between words and selecting word before searching special knowledge always bother
them searching in the existing search engines, but, Jisik-In with ontology could solve
the problems. and had no trouble finding special knowledge. In addition, it seems that
the difficulty of selecting terms was reduced and the desired results come out more
often because the routine terms could be viewed in order of frequency to convert to
related jargon terms.

5 Conclusion

In this paper, we propose conversational Q&A, which is based on ontology about
specialized knowledge domain that can convert the existing Q&A system into chatbot.
And we suggest it would shorten the search behavior and re-evaluate the efficiency of
information retrieval. Especially conversational Q & A based on ontology is shown to
be able to reduce the steps of ISB, which made it more useful, usable, desirable and
desirable. It also appears that the difficulty of choosing terms is reduced, and the
accuracy is improved because it is easier to search in appropriate terms. We can see the
effect that ontology can have on the conversational Q&A system, and the necessity is
suggested.

One of the important reasons why ontology based chatbot should be actively uti-
lized in the field of special knowledge lies in the divergence between common term and
terminology. Chatbots can solve users’ questions through conversations, and conver-
sations are interactive rather than one-sided communication. In other words, the user
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can inquire about the questions that he/she is curious about and can obtain results with
high accuracy. If it is difficult to select the appropriate words to search for special
knowledge, the user can ask the user what he/she wants by suggesting similar termi-
nology related to the inputted common term, and then it can make a dialogue that lists
and presents questions in order. Therefore, it simplifies the complex search behavior in
special knowledge search and enables users to find out what they are interested in
through active intervention. These chatbots should be based on the ontology and can be
optimized by applying the Q & A system that users have raised their own questions.

5.1 Future Work

However, this study suggests only the specialized Q&A chatbot concept, and there is a
limitation in identifying classifier for mapping on the category network. It is necessary
to ask for expert about the category of the terms or make specific classifier for sim-
plified taxation. Also, it is necessary to ask usability to much more users to quantize.
We show the transformation process to conversational Q&A system, so the number of
attendants for usability test is not enough to rationalize the efficiency. It could be next
step for this study and would make conversational system more useful.
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Abstract. The current study aimed to explore the relationships between game
playing and suicide risk among Japanese young adults. A sample of 310 players
aged 20–39 years were recruited through an Internet research company and
completed a questionnaire. The questionnaire contained several items measuring
game addiction, violent game play, time spent on games, suicide proneness,
perceived burdensomeness, thwarted belongingness, acquired capability for
suicide, and demographic variables (including age and gender). The result of
correlation analysis revealed that game addiction was associated with suicidal-
ity, perceived burdensomeness, thwarted belongingness. However significant
correlation between violent game play and suicidality, depression were only
for males.

Keywords: Game addiction � Violent games � Suicide

1 Introduction

1.1 Video Game Play and Related Problems in Japan

Video and computer games are widespread in industrialized societies. In Japan, more
than 50% of males and females in their teens, twenties and thirties play games regularly
[1]. Given this situation, problems related to excessive, compulsive and/or pathological
game play (referred to as “game addiction”) have received increasing research attention
[2, 3].

To address this situation, a number of recent studies of game addiction have been
conducted, particularly in Europe and United States, leading to the development of
several scales to examine game addiction [4, 5]. Further, previous studies have iden-
tified aggression, loneliness, life satisfaction, anxiety, and depression as influential
factors related to game addiction [4, 6, 7]. Despite the findings described above,
relatively few studies have examined game addiction in Japan. To address this situa-
tion, Koga and Kawashima [8] developed a Japanese version of the Game Addiction
Scale and explored related variables. However, the number of studies is currently
limited.
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1.2 Pathological Game Play and Suicide Risk

Several previous studies have examined the relationship between game play and sui-
cide risk. For example, Ivory, Ivory & Lanier [9] examined various risk factors related
to excessive game play among university students, identifying a relationship with
suicide risk. Regarding game addiction, Kim, Kim, Lee, Hong, Cho, Fava …& Jeon
[10] indicated that clinical samples of individuals exhibiting addictive game play
showed higher rates of suicide ideation, planned suicide, and attempted suicide,
compared with the general population.

In addition, recent studies using the interpersonal theory of suicide [11] reported
that excessive game play was significantly associated with interpersonal needs [12],
and that violent game play was significantly associated with acquired capability for
suicide [13, 14]. According to this theory, suicidal ideation is affected by interpersonal
needs (perceived burdensomeness and thwarted belongingness), and attempted suicide
is derived from acquired capability for suicide (i.e., pain tolerance and fearlessness
about death). Overall, excessive and violent game play appears to be related to inter-
personal aspects of suicide (i.e., interpersonal needs and acquired capability for sui-
cide), and these factors elevate the risks of suicidal ideation and suicide attempts.
However, the number of related studies is relatively small, and the generalizability of
the findings described above remains unclear. Furthermore, no previous studies have
examined the relationship between game addiction and suicide risk based on this
theory. Based on the interpersonal theory of suicide, we assumed that there would be
significant associations between game addiction and interpersonal aspects of suicide.

1.3 Aim of the Current Study

The current study aimed to explore the relationship between game play and suicide risk
among Japanese young adults.

2 Methods

2.1 Procedure and Participants

A sample of 314 Japanese young adults were recruited from Japanese general public
who had registered as potential respondents with an internet research company, in
September 2017. Completed questionnaires were received from 314 participants. Four
participants provided inconsistent responses, and were excluded from the analysis.
Thus, data from 310 participants in their twenties and thirties who played a game at
least once in the past month were included in the current study.

All participants provided written informed consent and participated in the study
voluntarily. At the end of the survey, information was provided as an available resource
for suicide prevention support. This study was part of a larger study of Japanese
attitudes toward suicide, and was approved by the Chukyo University Institutional
Review Board.
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2.2 Questionnaire

Game Addiction: We employed the Game Addiction Scale 7-item version (GAS7)
[4, 7] consisting of seven items scored additively, indicating a respondent’s experience
of game addiction in the 6 months prior to completing the survey. These items were
scored on a 5-point Likert scale extending from 1 (never) to 5 (very often). In this
study, scale scores ranged from a low score of 7 to a high score of 35 (M = 11.49,
SD = 5.11, Cronbach’s a = .87). Applying the same cut-off point used in a previous
study [4], 12.9% of participants were considered to exhibit problematic game playing.

Game Category and Subjective Violent Content: The participants were asked to
report one game category that they spent the most time playing, out of four categories:
action (first-person shooter, horror, fighting, and crime/war-themed games); adventure
(role-playing games, massively multiplayer online games, and adventure games);
simulation (music games, racing, and sports); and education/traditional (puzzles, board
games, educational games, and traditional games, such as chess, using a computer or
smartphone). In addition, participants were asked to rate the range of violence of the
game they spent the most time playing. This item was scored on a 4-point Likert scale
ranging from 1 (not at all violent) to 4 (very violent). When asked to report which types
of games they spent the most time playing, 10.0% of participants selected “action”,
39.7% selected “adventure”, 11.0% selected “simulation”, and 39.4% selected
“educational/traditional”.

Time Spent on Games: We measured the number of days per week and the number of
hours per day spent playing games. We scored the number of hours spent on games by
multiplying the days spent on game playing per week by the hours per day, and the
score was used in the current study. The score ranged from a low of 1 h to a high of
98 h (M = 12.19, SD = 13.73).

Suicide Proneness: This scale was originally developed by Park, Im & Ratcliff [15].
Respondents rated each item on a dichotomous scale of either No (0) or Yes (+1). The
sum of responses indicated suicide proneness. A higher score indicated a higher level
of suicide proneness. In this study, the scores ranged from 0 to 6, (M = .70, SD = 1.30,
Cronbach’s a = .78).

Perceived Burdensomeness and Thwarted Belongingness: We employed the
Interpersonal Needs Questionnaire (INQ) [16, 17] consisting of 15 items, scored
additively, indicating a respondent’s recent experience of perceived burdensomeness
(six items) and thwarted belongingness (nine items). These items were scored on a 7-
point Likert scale extending from 1 (not at all true for me) to 7 (very true for me). In the
current study, perceived burdensomeness scores ranged from a low of 6 to a high of 42
(M = 19.23, SD = 9.17, Cronbach’s a = .96), and the thwarted belongingness score
raged from a low of 9 to a high of 61 (M = 33.13, SD = 10.08, Cronbach’s a = .88).
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Acquired Capability for Suicide: We employed the Acquired Capability for Suicide
Scale (ACSS) [17, 18] consisting of 20 items, scored additively, indicating a respon-
dent’s experience regarding the acquired capability for suicide. These items were
scored on a 5-point Likert scale ranging from 0 (not at all) to 4 (very true). In the
current study, the scale scores ranged from a low of 3 to a high of 72 (M = 31.40,
SD = 11.12, Cronbach’s a = .83).

Demographic Variables: We obtained information about the participants’ gender and
age (55.2% were male, 44.8% were female; age: M = 30.13 years, SD = 5.29 years).

3 Results

We calculated the distribution of game playing for participants of each gender
(male and female) and age group (twenties, thirties). A chi-square test revealed no
significant differences in the number of game players between gender and age groups
(v2 [1] = .024, p = .878, Cramer’s V = .01). We then performed a 2 (gender) � 2
(age group) analysis of variance using GAS7 scores and subjective violence as
dependent variables. No interaction effects were significant on GAS7 (F[1, 306] = 2.79,
p = .10, η2 = .01), and subjective violence (F[1, 306] = .48, p = .490, η2 = .00). Scores
for males were higher than those for females (GAS7: F[1, 306] = 8.48, p < .01,
η2 = .03, subjective violence: F[1, 306] = 19.52, p < .001, η2 = .06), whereas there
were no significant differences depending on age (GAS7: F[1, 306] = 1.49, p = .223,
η2 = .01, subjective violence: F[1, 306] = 1.09, p = .30, η2 = .00). Therefore, we
analyzed the data separately by gender in the subsequent analyses.

We examined the correlations between variables of game playing such as scores of
GAS7 and game category, and other variables separately by gender (Table 1). For
males, correlation analysis showed that GAS7 scores were significantly and positively
correlated with the action category (r = .20), time spent on games (r = .38), suicide
proneness (r = .18), perceived burdensomeness (r = .31), and thwarted belongingness
(r = .29). The action category was significantly and positively correlated with sub-
jective violence (r = .29) and suicide proneness (r = .17). In addition, there were
significant positive correlations between time spent on games and perceived burden-
someness, time spent on games and thwarted belongingness, suicide proneness and
perceived burdensomeness, suicide proneness and thwarted belongingness, perceived
burdensomeness and thwarted belongingness (rs = .17 to .55). For females, correlation
analysis revealed that the GAS7 score was significantly and positively correlated with
subjective violence (r = .25), time spent on games (r = .37), suicide proneness
(r = .23), perceived burdensomeness (r = .23), and thwarted belongingness (r = .37).
The action category was significantly and positively correlated with subjective violence
(r = .22). Regarding the other variables, there were significant positive correlations
between most of the variables (ps = .17 to .61), except for the relationships between
subjective violence and the others, time spent on games and suicide proneness, and
time spent on games and ACSS scores.
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The upper part of this table shows data from female participants, and the lower part
shows data from male participants.

Action category (action = + 1, other categories = 0),
PB = perceived burdensomeness, TB = thwarted belongingness

4 Discussion

In the current study, we explored the relationship between game play and suicide risk
among Japanese young adults. The correlation analysis indicated significant relation-
ships between game addiction, suicide proneness, similar to the findings of previous
studies (e.g.) [7, 9, 10]. However, we did not find any significant correlations between
the indexes of violent and excessive game play (such as action game play and excessive
hours of game play) and acquired capability for suicide. This pattern of results is
inconsistent with those in a previous report by Mitchell et al. [13]. In addition, we
found a significant correlation between game addiction and interpersonal needs (i.e.,
perceived burdensomeness and thwarted belongingness) but found no significant
relationships with acquired capability for suicide. We did not find significant associ-
ations between indexes of violent game play (i.e., action game play and subjective
violence) and interpersonal needs. These results were inconsistent with those of pre-
vious reports [13, 14]. Time spent on games was positively correlated with interper-
sonal needs, in accord with a report by Gauthier et al. [12]. Moreover, we found
significant correlations between violent game play and suicide proneness only in male
participants.

Although the current findings were suggestive, our study had limitation that it is
unclear whether the relationship can be adapted to other populations such as teenagers,
clinical samples of individuals with game addiction, and non-Japanese people.

Table 1. Correlations between game play, suicide proneness, INQ, ACSS

(1) (2) (3) (4) (5) (6) (7) (8)

(1) GAS7 1 .10 .25 ** .37 *** .23 ** .23 ** .37 *** .12
(2) Action category .20 ** 1 .22 ** −.03 .00 −.07 −.02 .08
(3) Subjective
violent

.14 29 *** 1 .07 .10 .04 .15 .08

(4) Time spent on
games

.38 *** .05 .04 1 .10 .17 * .18 * .05

(5) Suicide
proneness

.18 * .17 * −.01 .04 1 27 *** 23 *** .19 *

(6) INQ (PB) 31 *** .12 −.04 .17 * .19 ** 1 .61 *** .37 ***
(7) INQ (TB) 29 *** .14 −.10 .17 * .22 *** .55 *** 1 .30 ***
(8) ACSS −.01 .14 .08 −.05 .08 .04 −.02 1

Notes: *** p < .001, ** p < .01, * p < .05
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Abstract. Handloom industry has a rich history in Bangladesh and almost all
regular clothes used to make in local handloom manufacture. However, these
manufacturers have declined due to its obsolete business model. The develop-
ment of information technology and the rise of social media is playing an
important role to overcome various challenges related to the promotion of the
handloom Jamdani business. The case analysis of ‘Jamdani Ville’ revealed that
the main factor to the handloom fashion industry is the emergence of internet
and communication technology. ‘Jamdani Ville’ share the products image with
the followers; this is the way how they advertise, promote and understand the
customers demand by connecting through social media. Image sharing service
on social media helping to connect customers, fulfilling the demands of cus-
tomers, promoting the traditional handloom Jamdani and empowering the
handloom Jamdani weavers. This research explores how the image sharing
service and the user’s interactions in social media contribute to promoting the
handloom fashion industry. We conducted a case study with the owner and
online customers of Jamdani Ville. To collect data, the study employed a semi-
structured interview and questionnaire survey.

Keywords: Fashion industry � Handloom Jamdani � Social media �
Entrepreneurs � Jamdani Ville � Bangladesh

1 Introduction

Social media has transformed the world in every aspect, changing the way of com-
munication, breakdown the traditional way of interaction and become a valuable
marketing tool for many companies [1–3]. Facebook provides a way for corporations to
directly interact and respond to their consumers. Nowadays, customers can get updated
information to introduce different kinds of handloom products. Now everything can be
done online starting from choosing desirable product and payment. Much online
business emerged in Bangladesh that relates to customers in wide range especially in
Facebook with a variety of online pages such as Jamdani world, Jamdani Ville, Jam-
dani Mela, Dhakai Jamdani, Jamdani Museum and so on. ‘Jamdani Ville’ is one of
them, which allow customers to buy their desired product through social media.
Nowadays, social media like Facebook has become the primary source for Jamdani
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lovers. However, this is just the beginning of a long journey enabled by disruptive
technologies and human-computer interaction. With the introduction of the online
business platform, the seeds laid for a new trend in the handloom industry.

The popular platform is Jamdani Ville, founded in 2014. The formation of the
company is based on a website and Facebook page where customers can cheek the
variety of Jamdani products, communicate with the seller and decide the most
appropriate products sitting their home. These kinds of services enabling social
interaction between customers and sellers. However, the aim of this research is to
investigate how the image sharing service and user’s interaction through social media
can benefit both entrepreneurs and consumers by reducing the intermediary
commissions.

For this purpose, the customer’s perception and the reaction have been analyzed.
To attain the study objectives, we conducted a case study of the social media-based
entrepreneurs in Bangladesh. For the case study, we have selected ‘Jamdani Ville’
considering the reputation, experiences in working with the handloom fashion industry
and many online customers. ‘Jamdani Ville’ is one of the successful business models
supported by technology that enables to connect so many customers globally. So far,
Jamdani Ville reached 240,336 followers on Facebook. These statistics show the rapid
expansion of handloom Jamdani and hence affect the traditional business model of the
handloom industry [4].

This study investigates on how the social media-based entrepreneurs contributing to
expanding the handloom fashion industry. We have conducted a qualitative case study
that supposed to use an inductive approach rather than the deductive reasoning of
testing hypotheses or theories [5]. We have collected data from company owner, 45
Jamdani weavers and 10 online customers. We purposively selected 05 master weavers
and randomly selected 40 artisans and helpers. On the other hand, we purposively
selected 10 customers who experience online shopping from Jamdani Ville at least two
times or more. To conduct the interview, we designed three sets of semi-structured
interview questionnaires: one for Jamdani Ville owner, one for the Jamdani weavers
and another for Jamdani Ville customers. The result motivated me to develop a model
by which we explained how to the handloom fashion industry expanding through social
media marketing and benefiting both handloom entrepreneurs and customers.

2 Literature Review

Currently, the handloom industry is facing many problems and barriers to getting raw
material, proper marketing facilities, and sales network. Most of the weavers making
backdated products because they are not much known about the current market trend
[6]. Mostly, the handloom products reach the ultimate customers through three inter-
mediary groups namely merchant, wholesaler and retailers. However, the traditional
supply chain management of handloom Jamdani is no more effective to reach the
customers easily. To expand the handloom Jamdani it is very necessary to minimize the
gap between the handloom Jamdani weavers and the customers.

However, electronic commerce, known as e-commerce by which we can perform
buying, selling, transferring or exchanging products or services over the internet and
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other computer networks. In Bangladesh, the e-commerce industry is growing very
rapidly. Many retailers and small-scale entrepreneurs are now creating their personal
websites. Some retailers are only operating their business over the Internet, mainly
Facebook commerce that is known as F-commerce. The widespread of ICTs moving
the global business community towards Business-to-Business e-commerce [7]. The
Internet is the potential tool with many features to create a completely new industry.
The internet strongly embraces all level such as businesses, individuals, government,
and entrepreneurs. Now, every country using the internet in every sector and in most of
the company.

Moreover, Social media interaction is fundamentally changing communication
between brands and customers. Social media is dedicated to community-based input,
interaction, content sharing and collaboration as the collective of online communica-
tions channels. Facebook, twitter, google+, Wikipedia, LinkedIn, and Pinterest are
some well-known examples of social media. More recently, Facebook is most popular
social networking website that allows the users to create profiles, uploads photos and
video, send messages and keep in touch with friends, family, and colleagues around the
world. Statistics show that comparing any other website internet users spend more time
on Facebook than any other website in the United States [8]. Bangladeshi marketers are
using Facebook as a powerful medium of business since 2010. Small-scale entrepre-
neurs and corporate houses are practicing this social media business remarkably. As of
2013, there are over 130 different stores in Bangladesh whose main existence on
Facebook. Majority of these businesses belong to online boutiques, music, books, play
station games, etc. [9].

3 Case Study of Jamdani Ville

The case analysis of ‘Jamdani Ville’ revealed that the main factor to expand the
handloom apparel industry is the emergence of internet and communication technol-
ogy. Social media marketing is a powerful way for the business of all sizes that is very
helpful for small-scale enterprises to promote the specific brand and reach a good
number of customers. Jamdani Ville started social media business to spread the fame of
handloom.

Jamdani worldwide. Jamdani Ville is playing an intermediary role between cus-
tomers and handloom weavers to co-create value as shown in Fig. 1. In order to explain
how the handloom Jamdani industry is expanding globally through the user’s inter-
action, this research draws upon the role of image sharing service on social media. This
study found that ‘Jamdani Ville’ investing money to the handloom Jamdani community
to produce quality Jamdani sari. On the other hand, ‘Jamdani Ville’ share the product
image with the followers; this is the way to advertise, promote and understand the
customers demand by connecting through social media. Image sharing service on social
media helping to connect customers, fulfilling the demands of customers, promoting
the traditional handloom Jamdani and empowering the handloom Jamdani weavers.
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3.1 Facebook Page Analysis of Jamdani Ville

The Facebook page of Jamdani Ville consists of several features that allow customers
to find the appropriate products and some other information like business policies,
contact information, and products information. See Fig. 2.

The mission of Jamdani Ville is to spread the great heritage Jamdani and its fame
all over the world. To order Jamdani Sari, customers are requested to send the code
number of the Sari, which they like to purchase. Most of the cases, the price of products
is mentioned but in case of exclusive Sari, the price is hidden, and customers are
requested to know the price by inbox inquiries. Thus, customer can get detailed

Fig. 1. Value co-creation process of Jamdani Ville

Fig. 2. Facebook page of Jamdani Ville
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information about every product from the Facebook post. They clearly mention the
product materials, color combination and the price most of the cases. Figure 3 shows
the Facebook post of the Jamdani Ville with product details.

When customers buy the products, they willingly confess their review on the
products and services as well. The reviews from the customers play an important role to
validate the quality of Jamdani products, services, promotion of the cultural heritage
Jamdani as well as the reputation of Jamdani Ville. These kinds of review help in
building trust between customers and entrepreneurs. Here are the examples of cus-
tomers review:

“The jamdani I bought from the page is very soft. I liked it. It’s of premium quality. Thanks.
Hope to buy more in the future”. (Customer A, Female).
“Are there any ways that I can give them 100 on 5? I don’t want to rate them by stars. Trust me
they are way beyond that! Excellent collection, they do not compromise their quality, and the
owner is an angel. l has never met her, but she is such a sweet genuine gentle and an honest
lady. I ordered a saree for my mom to gift her on Eid festival, the owner was sick, bedridden for
some days. But still, she made it sure that I get the saree for my mom on time! And I got the
saree as I wanted. Incredible! Excellent customer service. They are doing a great job. They’re
producing export quality jamdani. It shows their patriotism as well. I’d love to shop from them
more and more in the future. My best wishes always” (Customer B, Female).
“I like the prompt communications from ‘Jamdani Ville’. I’m an overseas customer but I’m
getting my deliveries at my local contacts without any delays. Also, I like the cotton Jamdanis
of your collection. Price may be a little high, but I don’t mind if the product satisfies me. Look
forward to getting the more beautiful product for my cotton Jamdani collection. Thank you Iffat
Sharmin, thank you Jamdani Ville”. (Customer C, Female).

3.2 The Strategies of Jamdani Ville to Reach the Customers

‘Jamdani Ville’ started to introduce the Jamdani sari and the way of weaving Jamdani
sari with their customers. They believe that more the people will know about the

Fig. 3. Facebook post of Jamdani Ville
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process of Jamdani weaving and the life of Jamdani weavers, more the people will
realize the value of Jamdani products. However, the customers are fully satisfied with
the quality of Jamdani sari and now they have knowledge about the creator’s hard labor
invested to produce appealing Jamdani products and the reason behind the high price of
Jamdani sari. Every action of ‘Jamdani Ville’ started to receive a positive response
from the customers and gained an increased demand of Jamdani sari globally. The
customer has full trust in ‘Jamdani Ville’ about product quality and services. Every
day, Jamdani Ville receives many orders and consequently, weavers started to get back
the work speed instead of passing lazy days. Nowadays, weavers spend a very busy day
to deliver a lot of Jamdani sari to the customers. Here, “Jamdani Ville” playing an
intermediary role between customers and handloom weavers. ‘Jamdani Ville’ is a
platform to bridge the gap between Jamdani lover and Jamdani weavers. See Fig. 4.

3.3 The Engagement of Customers with Handloom Jamdani

The case analysis of ‘Jamdani Ville’ shows that there are 240,336 followers who are
getting every update related to new Jamdani products and get to know about the story
of handloom Jamdani weavers. Customers are highly satisfied with the quality and
price of handloom Jamdani. So far, customers did not complain that the price is high
because they are now conscious of the hard labor of the poor weavers. Even, some
customers pay more than the actual price and request to the Jamdani Ville to give that
extra money to the poor family of Jamdani community. The customers are very happy
with the services provided by ‘Jamdani Ville’ and they have full trust in ‘Jamdani
Ville’. This is the big achievement of ‘Jamdani Ville’ to gain the trust of customers
where most of the online shops fail to gain trust. To collect data, this study purposively
selected 10 customers who experienced online shopping from Jamdani Ville at least
two times or more. To conduct the interview, semi-structured interview questionnaires
were designed and sent to the selected customers through Facebook messenger. After
getting the response from customers, the analysis shows that customers are satisfied
with the Jamdani products and services of ‘Jamdani Ville’. 60% of respondents are
highly satisfied, 40% are satisfied and none of them are dissatisfied.

Fig. 4. Bridging the gap between customers and weavers
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3.4 Image Sharing and Users Interaction in the Social Media
for Handloom Fashion Industry

Social media interaction is literally changing the pattern of communication between
brands and customers. Comparing to corporate-sponsored communication through
traditional promotional activities, image sharing in social media attracts consumers
more to gain trustworthy information. Social media play a key role in the brand’s
success in the luxury sectors [10]. However, the previous study described luxury
brands’ social media marketing as combining five dimensions: entertainment, inter-
action, trendiness, customization, and word of mouth (WOM). Our study simply
focuses on two dimensions, one is image sharing and another is users interaction to
promote the handloom fashion industry. In a broader sense, image sharing and users
interaction do not limit to selling and buying but includes entertainment, trendiness,
customization, and word of mouth (WOM) [11]. Our study findings reveal that the
interaction not only held between the business (Jamdani Ville) to the consumer but also
consumer to consumer. For example, ‘Jamdani Ville’ connecting the consumer through
image sharing on Facebook. On the other side, the consumer also connecting with
another consumer through sharing their online shopping experience with friends,
family and the review section of ‘Jamdani Ville’s Facebook page which include
comments, opinions, sentiments and most importantly branding of the handloom
Jamdani. Researchers defined this consumer to consumer interaction as word of mouth
(WOM) and suggested to use of this WOM on social media from three perspectives:
opinion seeking, opinion giving, and opinion passing [12]. Consumers with a high
level of opinion seeking behavior tend to search for information and advice from other
consumers when making a purchase decision. Consumers with a high level of opinion-
giving behavior also called opinion leaders to have a significant influence on con-
sumers’ attitudes and behaviors. Moreover, offline interaction is inevitable between
‘Jamdani Ville’ and handloom Jamdani weavers to promote handloom Jamdani
industry. Users interaction helping to understand the market trend and customers
preference about the design of handloom Jamdani. Overall, image sharing on Facebook
page and different user’s interaction playing a major role to promote handloom fashion
industry globally.

4 Conclusion

The ‘Jamdani Ville’ is the main driving force who started a Facebook-based online
business in 2014 with the aim to expand handloom Jamdani. Gradually, ‘Jamdani
Ville’ was able to reach almost 3 million customers on the Facebook page. Jamdani
Ville has built a strong connection between poor Jamdani weavers and potential cus-
tomers over the world using social media like Facebook. The review of Jamdani Ville
revealed that customers are satisfied with Jamdani products and the need for products
increasing day by day. Weavers are working day to night to fulfill the increasing
demand of customers. These all become possible because of the incredible role of
social media on image sharing and users interactions.
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Abstract. This article presents the research developed by the Metacity project,
belonging to the UrbeLab group in the Research Program of the Senac
University Center, during the year of 2018. The scope of the project includes the
development of data and information mappings that seek to identify people
experience the city of São Paulo in their daily activities. In the first stage, the
researchers used graphic, digital, personal and urban forms of cartography to
collect ethnographic, subjective, equipment and infrastructures and language
data, sketches, spreadsheets, designs, models and prototypes). The content will
be analyzed and qualified through three-dimensional models, date-visualizations
and infographics to compose a digital and interactive platform. The aim of the
researchers is to propose a reflection on our habits and behaviors in the city
center of São Paulo, Brazil, starting from the social, infrastructural, economic,
architectural and technological scenarios to developing proposals for redesign-
ing our life.

Keywords: City � Territory � Infrastructure � Systems � Flows

1 Introduction

Cities around the world have evolved unevenly, under pressure from diverse, critical
and emerging industrial societies. Today our cities present a post-industrial reality in a
daily life full of uncertainties of liquid and fast characteristics. The adoption of new
media embodied in our daily activities materialized information at all times and in all
places. According to MacKenzie and Wajcman (apud Sykes 2013, 281), technology as
place includes three qualities to be explored: patterns of human activities, sets of
objects, and human knowledge. Cities give physics to this technology-place dichotomy
and, even with their weaknesses and qualities, allow this reflection from the physical
and urban point of view as well as digital and informational. Thus, we chose the city of
São Paulo, the largest metropolis in South America, as an urban environment of great
complexity and object for explorations of such urban experiences.

Urban computing, embedded, ubiquitous and mobile, transformed our daily life and
forms of knowledge. Learning has become a ubiquitous action to everyday life. So, it’s
natural to see people engrossed in their particular digital world, the movement of their
fingers sliding across the screen of the smartphone, eyes drifting, and the mind
migrating from one subject to another researching or reading something on social
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networks or interacting with people, facts and places. Connected full-time, they nav-
igate through momentary and private environments constantly updated by connections
over wireless networks. When they take their eyes off the screen, they emerge from
their particular cocoon, witnessing a new daily life. Information and communication
technologies (ICT) have broadened the way we understand this environment by con-
tinuously generating data across all our activities. Thus, technologies have shaped our
destiny and the urban environment is our laboratory of the future.

2 The Research

The research project selected a fragment of the urban territory of the city of São Paulo
as an object of study in which the researched elements are being applied through data
surveys, constructions of narratives, juxtaposition of flows and infrastructures. This
metropolitan territory, the center of the city, was chosen and delimited as a field of
experimentation by the recurrence in which public power, organized society and users
new demands and proposals for their occupation are launched, bringing the need for
different looks for on-site understanding and intervention.

The research seeks to understand the urbanity of the city center of São Paulo. Here
the expression Urbanity is understood as the quality of experience of the urban space -
private and public - and the availability of services. The idea is to identify experiences
and qualify the urban fabric so that we can propose efficient and effective projects for
the city. The research began with an understanding of the city’s different construction
moments - the past, the present and indications of future transformation - to the
reflections for each of these times, applying the surveyed elements through the
understanding of the city. This involvement with urban reality will link the theoretical
reflections typical of academic research with practical, empirical and applied research
in future spatial and projective propositions, both architectural and urban.

The Metacity project, belonging to the UrbeLab group: infrastructures, systems and
flows of the city formed by PHD professors Valeria Fialho, Ricardo Silva, Marcelo
Suzuki and Nelson Urssi, had as students researchers from the bachelor’s degrees in
Design, Architecture and Urbanism, all participants in the Scientific Initiation Program
of the Senac University Center. In 2018, the project raised and organized sets of data on
the transformations that occurred in this territory assuming the premises: how it was,
how it is and how it will be transformed during the actions and proposals undertaken by
society. The research is guided by the urban condition of our existence. Its main
objective is to reveal and to explain the processes of transformation of the central
territory of the city of São Paulo cataloging and organizing data that will subsidize the
identification of demands. The region is constantly changing with regard to the forms
of urban mobility, real estate, social and cultural relations, in the identification and
proposition of other possible forms of human interaction and urban intervention. To do
this, we initially used bibliographic databases, data and information from government
portals, the mapping of geolocated services applications (geoapps), questionnaires and
interviews directed to users in the region. This diversity of research grants required new
forms of urban representation and indicated that traditional maps are no longer ade-
quate to observe the city in all complexity.
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3 Hypercartographies

Our day-to-day has become denser and more complex by the use of app services we
carry on our cell phones. We create and provide data about ourselves and relate it to
local information by constructing a multi-level cartography of reading and exploration.
Sensing and mapping technologies extend this amount of data and how we conceive
the information by profoundly modifying how we communicate and interact with the
city. Sensing the urban fabric is an important tool to better understand our world by
organizing, visualizing and articulating our daily activities. The city’s fixed and mobile
sensors provide for the construction of a much more pluralistic urban environment and
as such it is available to develop new ways of using the city.

The urban structures keep all the necessary information so that we can attend to the
questions that are presented, they are places of action and reflection of its own original
design added to the bigdata generated continuously. Mobile devices make this con-
dition so that people become individual sensors in the urban space and thus provide
other looks for where we live. In this urban environment, where geographic and
temporal referentials are relativized, space and information construct our urbanity.
Through this new cartography, what we call hypercartography, the reading of the urban
fabric provides meaningful physical interaction that presents itself as a fragmented and
amalgamated space for the flows, full of meaning and information.

The central metropolitan territory was chosen and delimited as a field of experi-
mentation by the recurrence in which are launched, by the public power, organized
society and users, new demands and proposals for their occupation that bring the need
for different looks for understanding and intervention in the local. The netnographic
investigations are the great explorations of the process that add us tools of observation,
analysis and reflection in fundamental approaches of projects for the community. The
term Netnography (Kozinets 2010) is defined in this research as the field research
process of an ethnographic nature within a digital environment. We use the mapping of
data from geolocated applications installed on mobile devices - smartphones and tablets
- and urban sensors to design information that qualifies the city of São Paulo, its culture
and daily use.

Initial surveys of ethnographic, subjective, equipment, and infrastructure data begin
to compose the platform. The interpretation of these data is contributing to the iden-
tification of existing and changing uses, preferences and habits of the residents of the
region. The project has been systematizing the various action scenarios and possible
co-creation tools and solutions. The information identified as primordial for the
research, showed the city as we experienced it, from the use of urban space by the
individualities of its users (Fig. 1).

4 Metacity

In the last 20 years, the use of urban technologies has permeated our lives, causing
changes in habits and new ways of living. The idea of a city as a place of daily
activities permeated by information has altered what we know about the urban nature of
our lives. We participate in the process of building a society that values the diversity
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and multiculturality that each new technology advances to multiple forms of interac-
tion, languages and social structures. If we take advantage of the historical, aesthetic
and social experience of the Moderno with the understanding of the contemporary

Fig. 1. Mapping the urban environment through our daily activities.
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individual and his desires, designers will be prepared to play a fundamental role in the
conception of cities.

Social design or human-centered design gives the dimension of needs to a city in
search of balance. The design with greater human focus finds in the exploratory,
participative and collaborative performance a social projective process. This challenge
represents a chance for design to help define opportunities and shape future experiences
in cities. An important possibility for us to understand every detail in the formation of
committed agents with consistent design processes to solve the complex systems of the
contemporary city. The objective is to facilitate decision-making with collective par-
ticipation and collaboration in urban actions using theoretical tools and urban tech-
nologies in the human activities in the city. This challenge represents a chance for
design to help define opportunities for action and shape future experiences in cities.

The idea of Metacity incorporates the city as a propositional environment of
diversified daily realities, as a space in perpetual process of multiplication and
expansion of its layers of meaning. Metacity is the environment of projective and
metaprojective explorations that uses as a source the urban life abundant of data and
permeated by the information. It is the city whose physicality is increased by the flow
of information provided by the intense technological evolution.

Metacity is what we imagine for our cities in the near future. An urban space,
continuous and interlaced with information, new materials and projected forms,
reflection and design exercise for an urban informational ecosystem, whose object is
the space permeated by the data, shared at every moment and political action. It is the
opportunity for artists, designers, architects and engineers to imagine a daily life that is
enlarged and responsive to the needs of the population. Metacity as our second nature
is a complex urban process in full structuring and development. The city with these
conditions is an endless environment where places, languages and expressions, fruit of
the use of space at different levels and needs. It presents itself as the sum of individual
and plural dimensions, a complex experience constantly updated by the use where
people interact with space by becoming active, participatory and collaborative agents.

The understanding of the central territory of the city of São Paulo allows for
reflection on issues pertaining to the nature of the project and the development of new
possibilities for the project and innovation professional in a culturally diverse and
complex society. For the next phase of the research, we will use a physical model of the
chosen territory in scale 1: 500 for insertion of samples of content in audiovisual format
through augmented reality. The information inserted in the platform will be made
public and accessible contributing to future researches and propositions of the studied
area.
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Abstract. The current consumption and production pattern is unsustainable.
How to make sustainable economy possible requires an influencing agent to
promote. With the multi-stakeholder participation, design enhanced as a pow-
erful driving force for the sustainable transformation and improving people’s
well-being.
Based on the literature review and 7 case studies, including ecosystem

restoration camp, 100-mile food movement, world widely organic farms, col-
laborative chronic care network, participatory ground water management pro-
ject, Chinese ancient cosmetics restoration project and a flax project, this paper
aims to explore the role of design in promoting sustainable changes with an
attempt to complete the theory of social innovation design.
“Design-driven innovation” taking the understanding of the evolution process

of the social culture and put forward the new perspectives in regard to the
persistence of the new vision. The design-driven innovation is the result of the
research process of the social action network, which need to be achieved with
joint efforts of the actors ranging from the institutions, enterprises, non-profit
organizations, citizens, associations. This is conducted with special emphasis
placed on stimulating the bottom-up actions to enable the sustainable economic
model to become the mainstream.

Keywords: Design driven innovation � Sustainability � Cases study

1 Introduction

In 1992, the United Nations Conference on Environment and Development (UNCED)
clearly put forward to change current consumption and production patterns. Schu-
macher E.F. questioned about the worthiness of yearning for the goal of the Western
economy in his book “Small is Beautiful”, by criticizing the use of economic growth as
the standard for measuring the national progress. Since 2000, The concept of
“Anthropocene” put forward by Paul J. Crutzen has made more and more people realize
that human activities have in fact a tremendous impact on the Earth, which exceed even
the limits of what the ecosystem itself can regulate. The economic growth requires that
the stock of natural capital could be taken into consideration in the political decision-
making process [1]. The central task facing mankind today is to find a sustainable
alternative to complete the social transformation. It is really a hard work and the barriers
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are as follows: the deep-ingrained social awareness, the existing socio-economic system,
the social infrastructure and the technological processes which have limited us strictly
on the existing track, putting a curb on the sustainable alternatives. According to
Schumpeter, the existing development model depends on creatively destroyed, thus
stimulating and create an inlet for introducing and developing a brand-new model.

2 Three Dimensions of Sustainability

It was realized that there cannot be an overarching all-encompassing specific sustain-
ability target to strive for [2, 3]. Sustainability is neither the state of the system nor is it
a target to be achieved. Sustainability is an ideal to the system which inter-relates
different aspects of economy, environment and society.

2.1 Environment Dimension: People, Planet and Profit

The origin of Sustainable Economy and its ideas can be traced back to Kenneth E
Boulding, an American scholar, who put forward the concept of coming spaceship
earth economics in 1969. He mentioned that human beings are just like on a small
spaceship in the vast space. Sooner or later, the disorderly growth of population and
economy will exhaust the limited resources in the ship, and the waste discharged during
production and consumption will eventually lead to the pollution of the spacecraft. The
concept of sustainability introduced the natural capital as a new constant into the
accounting of development cost, this modification takes both efficiency and fairness
into consideration [4].

Most climate change policies focus on long-term choices, such as the introduction
of new low-carbon energy technology and the establishment of total carbon emissions
control and trading systems. While the academia has introduced new tools from some
more specific ways, such as “ecological footprint”, “carbon emissions” and “commu-
nity marketing” [5–7], with attention to the impact of human beings on the environment
from more specific aspects in terms of life behavior. For example, ecological footprint
[5] visualizes the impact of resources needed by households, communities, regions and
countries on the environment. Dietz [6] started with carbon emissions from family
behavior to assess the plasticity of 17 kinds of family behaviors. He suggested that the
policy should focus on family action and citizen action from the macro level.

2.2 Social Dimension: Well-Being and Welfare

Jackson [67] analyzed originally the relevance of the relationship between human
development and economic growth, pointing out that human development and well-
being do not depend exclusively on the economic growth, and holding that we should
get rid of the obsession with economic growth, and that the concept of human well-
being needs to be replaced by a new philosophical concept [8].

Sustainability, as a concept of the future, is defined as the environment, public
health, social justice, and other options available for human beings and the biosphere
[9]. It is also identified as a system-related human value [10] that improves the quality
of human life within the affordability of ecosystems [11].
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The well-being of the developed countries has long been successfully decoupled
from their economic growth, emphasizing other factors such as time well-being and
autonomy than consumption. For example, the United States advocates “Recycling
Your Time” to reduce the working hours, and achieve sustainability without any
special emphasis on sustainable consumption. In addition, the discussion of well-being
can also help people realize the limitations of material consumption on the promotion
of human well-being.

Non-material factors are equally important for human well-being, such as: Security,
Attribution, Social Cohesion, Equity and Social Relations [12]. Layard [68] empha-
sized the importance of fair distribution of wealth to happiness, Veenhoven [69] argued
that autonomy is more important than distributive justice. In general, the better society
is the more fair one described by Wilkinson and Pickett [70].

2.3 Economy Dimension: Reciprocity and Solidarity Relations

The assessment of another dimension of sustainability involves the economic dimen-
sion. After all, the solution of the social problems depends on the economic devel-
opment. And this index of assessment does not lie in the growth of GDP, much less in
the use of money to measure the value of people.

Reciprocity, as a social mechanism, has a close connection to people’s daily life.
When reciprocity finds economic expression to provide goods and services, the socio
economy emerges [13]. Reciprocal economy utilizes virtue ethics, expands economic
business, such as micro-credit, mobilizes local social networks, and creates opportu-
nities for the poor [14], For example, Time Bank, employed as a community currency,
rewards people for their work in the community [15].

The ecologists have been fully aware of the interconnectedness of life networks
with their overall environment and provides us with theoretical tools to extend these
relationships to the social systems and identify their common organizational patterns as
the self-organizing networks [3]. The close cooperative partnership is established in the
network platform with wide participation of multi-stakeholders (enterprises, universi-
ties, scientific research institutions, financial institutions). The economic subject
interact with each other interdependently, and constantly carrying out the sharing of
knowledge, value exchange, information transmission, and capital flow through
material, energy, and financial institutions. The continuous transmission and circulation
of information will execute self-regulation and feedback, thus maintaining the con-
tinuous existence and the evolution of the system, realizing the restructuring of the
innovative elements, promoting more the new economic models, and completing the
transformation of the sustainable development.

3 Design Driven Innovation

MIT Sloan Management Review describes innovation as the path to the next industrial
revolution [71]. According to the analysis of global national competitiveness, our
economy will face a major transformation from efficiency-driven to innovation-driven
[72], which means the innovation-driven economy [73]. Social innovation serves as a
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prerequisite for sustainable economy [74], innovation cluster will be an important tool
for national competitiveness [75].

3.1 Design and Social Responsibility

The idea that designing and building the physical environment carries social and ethical
responsibilities is not new, but since the building boom of the early 21st century and
subsequent market crash, there has been a growing discussion of socially responsible
design. Socially responsible design goes by a number of names (including Design
Activism, Public Interest Design, Human-Centered Design, Social Impact Design,
Social Design) and has not been formally defined, but it is generally characterized by
attitudes that value justice, equality, participation, sharing, sustainability, and practices
that intentionally engage social issues and recognize the consequences of decisions and
actions.

3.2 Design as Approaches

Eco Design. Eco design is a product-based management system merging environment
aspects into product development [16]. It used to be accepted by the electrical, elec-
tronics and domestic appliance sector. The challenge for eco-product developer is to
provide a benefit to the customer at the lowest environmental cost [17]. It requires
radical and creative thinking to reduce environmental impacts by a factor of between
four and 20 times. Eu regulation on ecolabelling and energy labelling and a Dutch
government Ecodesign programme aimed at Small and medium-sized enterprise [18].

Green Design. When we talk about a green product or service which include design
for remanufacturing, design disassembly and for recycling [19]. Many green design
studies have focused on complete disassembly of an end-of-life product to recover
valuable components [20].

Cradle to Cradle Design. Cradle-to cradle design present an alternative design and
production concept to the strategies of zero emission and eco-efficiency [21]. The
concept of eco-effectiveness proposes to enable materials maintain their status as
resources and accumulate intelligence over time and generates a synergistic relation-
ship between ecological and economic systems. This closing resource loops strategy
inspired business model for a circular economy [22]. Circular economy is a concept
promoted by the EU [23]. While the current and traditional linear extract-produce-use-
dump material and energy flow model of the modern economic system is unsustainable,
Circular economy provides the economic system with an alternative flow model, one
that is cyclical [24]. The ultimate goal of promoting CE is the decoupling of envi-
ronmental pressure from economic growth [25].

Product-Service System Design. The product service (PSS) is described in the
framework of the new type of stakeholder relationships and partnerships, producing a
new convergence of economic interests and a potential concomitant systemic resources
optimization [26].
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Design for the Base of the Pyramid (BoP). More recently scholars have explored the
importance of social innovation and social entrepreneurship in the context of BoP [27].
One of the promising approaches to tackle the wicked problem of poverty is business
development combined with poverty alleviation [28]. With a particular emphasis on
bottom-up approaches and on an active role for users as co-creators [29].

Design for Social Innovation. Design have mainly been part of the social and eco-
nomic problems that we have to face. Social innovation is defined as “a new idea that
works in meeting social goals” [30]. Especially when we found the wellbeing and ways
of living is not sustainable, new conceptual and methodological tools need to be
develop to exploring how to imagine and build a sustainable future [31]. Democratic
innovation is an original look at the political future of democracy, exploring the latest
ideas aimed at renewing popular power [32]. Democratic innovation practice with the
original vision of participatory design, which is democratized through easy access to
production tools and lead-users as the new experts driving innovation [33].

Design for System Innovation and Transitions. Design has expanded from product-
centric focus towards large scale system level changes [34]. The idea of multilevel
dynamic which is called Multilevel perspective (MLP) [35] play a crucial role in
connection. System innovations and transitions central to understanding the mutually
reinforcing transformation of structure and patterns action [36].

Observing the design approaches evolution that contribute to the economy, society
and environment and make a rough statistical analysis based on the relevant literature
numbers, it is found that the emerging system innovation and transformation design has
great potential to development (Fig. 1).

3.3 Design as Meaning Strategy

Norman and Verganti questioned the feasibility of user-centered design methods in
promoting radical innovation [37]. Design-driven innovation, as a radical innovation,
changes the rules of competition by using a meaning strategy [38]. The concept of
“design is making sense of” originally proposed by Krippendorff [39–41], Meaning
originates from the interaction between a person and an Artifact, whose form follows

Fig. 1. Seven design driven approaches for system innovation and transitions
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its meaning rather than its function. Sensemaking process is associated with the belief
system, Organizations use information to construct meaning, create knowledge and
make decisions [42, 43].

The classical debate between function and form (functionalism and rationalism)
mislead the understanding of forms as the beauty of the product’s appearance and style.
Beside the functional value, the emotional and symbolic value of the product-meaning -
is the real important issue. Meaning proposes a value system to the user as a personality
and identity that transcends formal style [44].

The concept of “meaningful interaction” (MI) was put forward by WG DE
Medeiros who discussed three key ideas in current design: semantics, emotion and
interaction. From the perspective of product semantics, He explored the understanding
behavior of users in interactive behavior and stimulated people’s emotion based on the
whole interactive process [45]. Meaning, as the main conceptual building block of
design-driven innovation, brings forward interpretative qualities and understanding that
for radical change one needs to actively interact with the network of stakeholders in an
ongoing discourse and meaning co-generation [46]. Innovation as the process of new
value co-creation and resource recombination through meaningful value proposition
Value co-creation and resource reorganization through meaningful value proposition
[47, 48].

3.4 Design as an Actor Network Process

Design-Driven Innovation as a Networked Research Process, Spans widely outside the
boundaries of the films, Co-create with several other actors [49–58]. The process of
interaction transformed the way of power distribution and activated more innovators in
the system. Co-creation became a broader method to attract community participation.
Design-driven innovation can be seen as a manifestation of “reconstructivism” [59] or
social-constructionist [60]. View of the market, where the market is not “given” a priori
but is a result of an interaction between consumers and firms [61].

Design-driven innovation is based on a company’s commitment to the vision.
Understand the evolution of social and cultural patterns and propose new perspectives.
New meanings are usually achieved through the joint efforts of external actors (insti-
tutions, enterprises, non-profit organizations, citizens, associations etc.).

This is conducted with special emphasis being placed on stimulating the bottom-up
actions to enable the sustainable economic model to become the mainstream.

4 Case Studies

Small, local and spontaneous practice of social innovation emerging on a global scale
provide us with valuable insights. Social actors including institutions, businesses,
nonprofits, citizens, associations cooperate with each other demonstrated that, it is
possible to explore the alternatives beyond the mainstream model. They created a new
production system which rooted in local and connected with the global network.
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4.1 Permaculture

The health of ecosystem is related to the well-being of human beings. The natural
ecosystem provides products and services that support human survival and economic
development. However, we used to dividing human and nature into two parts and
ignoring that we are actually a whole. Permaculture is a series of system-centered design
principles which simulate and directly utilize the patterns and elastic characteristics of
natural ecosystems. Being used in regenerative agriculture, ecological restoration,
community ecology, organizational design and other fields, it gradually develops into a
sustainable design agriculture dominated by citizens and becomes a popular global
network and a global social movement (Permaculture Movement). The culture of Per-
maculture design is a philosophy of cooperation with nature. It interacts with nature
through long-term observation instead of regarding it as a resource pool of human.

The Ecological Restoration Cooperative includes a broad community of research-
ers, landscape designers, farmers, gardeners, engineers and many other professionals.
People from more than 70 countries have joined the Cooperative as founding members
including many of the top Permaculture designers and trainers in the world (Fig. 2).

4.2 100-Mile Food Movement

Another case is a 100-mile food movement which encourages people to eat only foods
grown or produced within 100 miles away from home to gain insight into the source of
food. Since the food does not need to be transported over long distance, it greatly
reduced carbon footprint of individual. The 100-mile food movement aims to learn
about the local agricultural communities, to maintain close ties with local farmers and
to choose a sustainable diet, no matter in the farmer’s market, attending CSA or
meeting regularly with food cooperatives, so as to cause people’s transition from a
global food system to a more local thinking.

Locally produced foods are perceived by some consumers to provide important
societal, environmental, and personal benefits (Fig. 3).

Fig. 2. Ecosystem restoration camp.
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4.3 World Wide Organic Farms (WWOOF)

The Law of Thermodynamics indicates that the closed system will gradually decay into
chaos and tend to be maximum entropy. However, life systems are “open” and they
constantly utilize external energy and maintain a stable low-entropy state away from
thermodynamic equilibrium1. Open innovation, expressed in one sentence, is to pur-
posefully use knowledge inflow and outflow to accelerate internal innovation and
expand external market. WWOOF, an organic farm of global network and a network
community open to the world with global thinking and local action (Think global - Act
local). The Global Network Alliance not only focuses on the profound value of local
wisdom and traditional knowledge, but also keeps a positive attitude to external
changes. It lists organic farms, ranches and huts through its website and invites vol-
unteers to help them work together in exchange for food and accommodation.
WWOOF attracts 100,000 new members each year, bringing together 14,000 farms in
more than 50 countries. Such travel platforms and farm projects are emerging,
reflecting new life relationships, new stories of reciprocity and connections (Fig. 4).

4.4 Collaborative Chronic Care Network

Collaborative chronic care network is a non-profit hospital, research center and inno-
vative laboratory. It is also a learning-based social production system that gathers
patients, medical staff and researchers to work together. It aims to reform the IBD
system of chronic disease care. It provides an accessible and interactive learning
database to create a more reliable medical service system of chronic gastrointestinal
diseases for children and their families. Through an open source framework for data

Fig. 3. Search for local food sites through website

Fig. 4. The organic farms spread in different countries

1 Schrodinger, E. What is Life? Dublin Institute for Advanced Studies: Dublin, 1943.
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sharing, it overcomes the obstacles of intellectual property rights, privacy, medical
legal liability and so on. It allows patients to upload data, which means mobile phones
become a sensor for disease tracking. At the same time, it enhancing the education for
patients and help raise questions and improve communication. The nursing teams with
family members involved seek the best nursing methods through transparent cooper-
ation, so as to provide the best results for children (Fig. 5).

4.5 Participatory Groundwater Management Project

Take the Participatory Groundwater Management Project in Andhra Pradesh, India as
an example: Due to the scarcity of water resources, illegal drilling can not be prevented.
With no effective management obtained, more than 600 villages take the local waters as
common resources to manage. Groundwater can be quantified and managed through
data collectors of splay mark units (monitor daily rainfall, water level, outflow of
wellbore, daily stream flow) to enable communities and stakeholders to monitor and
manage groundwater as a public resource itself (Fig. 6).

4.6 Ancient Chinese Cosmetics Restoration Project

The modern lady imbued in the consumerist culture are inevitably tired of the industrial
aesthetics of “crystal texture”. They have a Utopia space in the imagination of distant
time and space from themselves. A young entrepreneur, Wang Yi Fan deductive
people’s ideal space makes it into a vivid story.

When she was young, She has always been obsessed with “Yanzhi” and “Meidai”
which is the makeup suite used by Chinese ancient women. Drawing inspiration from
Chinese ancient paintings, books and museums, she has already systematically restored
32 kinds of ancient women’s cosmetics from Qin dynasty (213BC) to Qing dynasty
(1644–1912). Her passion for traditional Chinese culture in the forms of stories infected

Fig. 5. Collaborative chronic care network for children

Fig. 6. Participatory groundwater management
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a large number of fans who all hope that Chinese traditional culture can be well
inherited.

These restoration cosmetics abstracted from pure natural plant, such as soybeans,
madder root as a pure natural way of skin care without any chemicals. However, in
contrast to functional improvements, the semantic and emotional meanings that the
packaging deliver are more thought-provoking (Fig. 7).

4.7 A Flax Project

Sustainable economic is not driven by users’ needs, but by companies’ persistence in
vision, and possible implications of new products. Companies need to understand the
evolution of social and cultural patterns, propose new perspectives and meanings,
understand and predict new meanings of products.

Christien Meindertsma, a Dutch designer, has launched a very interesting project
and named it: A Flax Project. It aims to produce local products with reasonable price,
scalability and environmental protection while exploring new production processes.
Recording the production process is an important part of the flax project. Christien
cooperated with film maker Roel van Tour to record all the steps of flax production.
The film shows different scenes of flax producers, processors and users, such as seed
sowing, spinning in Hungary, horses eating flax chaff in flax village and flax dust that
used for providing energy for bio-fermentation (Fig. 8).

5 Discussion and Concluding Remarks

The role of design evolved from products design, product service system design to
collaborative organization transition design. Design-driven innovation processing a
self-presentation stage for human and non-human beings. The problem is how to create
a common problem situation to coordinate all participants [62]. Cultural material is

Fig. 7. Restoration of Chinese ancient cosmetics by Young entrepreneur wang yi fan

Fig. 8. Flax material products exhibition
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involved in the design process which is based on participation, communication, and
negotiation.

Participatory design thinks that design has a voice in the design process, and tends
to develop effective project participation strategies for the resource-disadvantaged
groups. And in a broader sense, engaging in design involves people expressing
themselves creatively and engaging in meaningful activities.

Design-driven social innovation is not required to completely change social and
cultural patterns, but to observe these social phenomena from a broader perspective,
and influence it in a long term. It is driven by the enterprise’s vision for possible
product languages and breakthrough meanings in the future [38].

User participation is very beneficial to the innovation process [33, 62–64], Espe-
cially for radical innovation [65, 66].

In general, a supporting social innovation context such as legal protections, open
media and network is vital to accelerating the social innovation process.

But we think a lot of ideas fail not because of inherent flaws, but because of the lack
of sufficient mechanisms for them expand to scale. it requires good innovative busi-
nesses driven by technology support, public subsidies, private investment, venture
capital, market competition, adapting to market conditions.
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Abstract. As both the demand for quality of life and the speed of social change
are increasing, solving structural problems of society is becoming important. In
particular, as not only the proportion of technological drivers in many social
changes increases, but also searching for solutions using advanced science and
technology is being actively discussed, the interaction between technology and
human/society is become important research object for social problem. The
purpose of this paper is to show the importance and main characteristics of HCI
in Korean governmental research investment, especially relations to solving
social problems. The R&D budget of FY2009, 2013, and 2017 were analyzed,
and some characteristics are analyzed in terms of different indices, such as
research and experimental development stages, the type of research-conducting
agent, and the socio-economic purpose in view of social problem solving. In this
study, HCI related categories were carefully selected using Korea’s standard
science and technology classification system. These empirical analysis will
provide practical implications for the role of HCI technology in the policy for
solving social problems.

Keywords: Korea � Government R&D � HCI � Social problem �
S&T classification system

1 Introduction

Importance of Human Computer Interaction (HCI) related research is growing not only
in a technical point of view but also in a social point of view. As shown in the case of
the digital transition and the 4th industrial revolution, the proportion of technology
drivers in recent social change is increasing, and it is actively discussed to secure
measures to cope with social change using advanced science and technology. “Human”
and “computer” are no longer far apart, and convergence research linking the two fields
is actively under way. Looking at trends in HCI-related research in Korea’s government
R&D, which has the highest ratio of R&D budget/GDP in the world, helps to predict
what HCI-related research can play in terms of social change and solving social
problems. It will also provide implications for establishing R&D policies related to HCI
for the future.
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2 Approach

In order to analysis the trend of HCI-related research in Korea’s governmental R&D,
HCI-related research subjects were extracted from the data of ‘Governmental R&D
Survey and Analysis in 2009, 2013 and 2017’. 2009 and 2013 were chosed as starting
point and 2nd point of analysis because HCI-related research is convergence research
between Human and Computer and ‘The basic plan for the development of conver-
gence technologies (’09–’13)’ started in 2009 and ended in 2013. The third analysing
point is 2017, the fifth year from 2013, which was choosed to compare the first five-
year period and 2nd five-year period. According to the Korea governmental R&D
surveys and analysis data, there are 39,565 research subjects in 2009, 50,865 in 2013,
and 61,280 in 2017. Using Korea’s national standard classification system for science
and technology, we have identified which of these tasks is related to HCI, including 33
sectors, 369 sectors, and 2,899. Nine categories were selected, seven categories are
associated with “Human”, and two categories for “Computer”. HCI-related research
subject is simultaneously classified into both one of the “Human”-related categories
and one of the “Computer”-related categories (Table 1).

To analysis trend of HCI-related research, the characteristics of HCI-related sub-
jects in 2009, 2013 and 2017 were analysis. Then the recent trends of HCI research was
analyzed by comparing change of characteristics of the first 5-year period 2009–2013
and the second 5-year period 2013–2017. The analyzed characteristics are the rate of
increase of research fund, the subject proportion by R&D stage, the subject proportion
by 6T sector, and the type of research institute (player). In particular, economic and
social purpose of research was analyzed to examined how HCI-related research can be
related to social problem solving. The table below summarizes the relevant indicators
and their contents (Table 2).

Table 1. HCI related categories from the Korean national standard classification system on S&T

Field Category

Human H. Humanities HA. History/Archeology
HB. Philosophy/Religion
HC. Linguistics
HD. Literature
HE. Culture/Arts/Sports

O. Human Science and
Technologies

OA. Brain Sciences
OB. Cognitive/Emotion & Sensibility Sciences

Computer E. Engineering ED. Electricity and Electronics
EE. Information/Communication
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3 Results

3.1 Importance in Governmental R&D: R&D Spending

The result of comparing analysis shows that research in HCI categories increased more
than 5.6 times faster than entire government R&D during recent five-year period.
Especially this growth rate is higher than 4.7 times of previous five-year period. This
means importance of HCI is growing in government R&D and technologies in the
future (Table 3).

3.2 Characteristics of R&D

The result of comparison analysis in terms of R&D stage shows that the proportion of
the basic research subject in the last five-year period is still the highest at 66.1%, but
fell 4.3% from previous five-year period. Experimental development is the second
proportion at 16.1%, increased by 2.2% than the previous five-year period. Applied
research is the lowest proportion except “other” at 11.3%, decreased by 2.7% than
previous period. These results suggest that some of the researches started in the pre-
vious period have progressed to the commercialization phase or that the researches for
practical use in the short term have increased recently (Table 4).

Table 2. List of indices analyzed

View Index Contents

Importance R&D Spending Expenditure/Number of Subjects
Technological
Maturity

R&D Stage Basic research/Applied
research/Experimental development

Actor Type of research-
conducting agent

University/Industry/GRI; Government
Related Institute

Technological
field

Classification in terms of 6
kinds of technologies (6T)

IT (information)/BT (biology)/NT (nano)/
CT (culture)/ET (environment)/ST (space)

Purpose Socio-economic objective 13 categories in Public sector (Social
objective) and 20 categories in industry
(Economic objective)

Table 3. Comparing R&D spending on HCI categories (2009–2013 vs 2013–2017)

(USD, Million $)* 2009 2013 2017 CAGR(%)
2009–2013

CAGR(%)
2013–2017

R&D in HCI categories 6.5 23.3 47.6 37.6% 19.6%
Government R&D 10,978.1 14,956.9 17,148.5 8.0% 3.5%

*adapted annual average exchange rate in 2017 year (Korea Won (KW) to U.S.
Dollar (USD))
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The result of comparison analysis in terms of actor shows that the proportion of the
research subject by university in the last five-year period is still the highest at 74.8%,
especially increased 29.6% from previous five-year period. On the other hand, the
proportion of the research by GRI decreased to the 6.5%. These results mean university
became overwhelming player in governmental HCI research project, and the role of
GRI was greatly reduced (Table 5).

The result of comparison analysis in terms of technological field, namely 6T, shows
that research in field of IT (Information tech.) is still most active area and CT (Culture
tech.) field is the second active in HCI research. There was no significant change in the
proportion of all 6 fields (Table 6).

Table 4. Comparing proportion of HCI-related research subjects by R&D stage (2009–2013 vs
2013–2017)

R&D stage 2009 2013 2017 Increase/Decrease
2009–2013

Increase/Decrease
2013–2017

Basic research 40.9% 70.4% 66.1% 29.5% " 4.3% #
Applied research 34.1% 13.9% 11.3% 20.2% # 2.7% #
Experimental development 25.0% 13.9% 16.1% 11.1% # 2.2% "
Other – 1.8% 6.5% 1.8% " 4.7% "

Table 5. Comparing research-conducting agent of R&D on HCI categories (2009–2013 vs
2013–2017)

Conducting agent 2009 2013 2017 Increase/Decrease
2009–2013

Increase/Decrease
2013–2017

University 70.1% 43.2% 74.8% 26.9% # 29.6% "
GRI 22.1% 19.0% 6.5% 3.1% # 12.5% #
Industry 5.7% 16.7% 15.6% 11.0% " 1.1% #
Other 2.1% 21.0% 3.0% 18.9% " 18.0% #

Table 6. Comparing technological field of R&D on HCI categories (2009–2013 vs 2013–2017)

6T 2009 2013 2017 Increase/Decrease
2009–2013

Increase/Decrease
2013–2017

BT 11.4% 10.2% 13.9% 1.2% # 3.7% "
IT 65.9%f 54.6% 51.3% 11.3% # 3.3% #
NT – 1.9% 3.9% 1.9% " 2.0% "
CT 18.2% 27.8% 27.4% 9.6% " 0.4% #
ET, ST – 0.4% – 0.4% "
Other 4.5% 5.6% 3.0% 1.1% " 2.6% #
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The result of comparison analysis in terms of research purpose shows that the
proportion of the research for public purpose in last five-year period (2013–2017)
increased slightly by 3.8% compared to previous five-year period (2009–2013). Among
public purpose research, the proportion of the research for “Health” was the highest at
11.3%, increased the most by 6.9% compared than the previous five-year period. Also
the proportion of the research for “Education” was increased by 3.4%, that for
“Political and social systems, structures and process” was increased by 3.7% for last
five-year period. On the other hand, the proportion of “Culture, recreation, religion and
mass media” research has disappeared. These results suggest that HCI research has
more public purpose than industrial application, and it means that the proportion of
research for solving social problems is increasing. This is supported by the fact that the
proportion of the research for health, education, security, and social system, which are
the main areas of social problems, have increased over the past five years compared to
previous five-year period (Table 7).

Table 7. Comparing socio-economic purpose of R&D on HCI categories (2009–2013 vs
2013–2017)

Socio-economic objective of
R&D

2009 2013 2017 Increase/Decrease
2009–2013

Increase/Decrease
2013–2017

Exploration and exploitation
of the Earth

– – –

Environment – – –

Exploration and exploitation
of space

– – –

Transport, telecommunication
and other infrastructures

– 0.9 1.7% 0.9% " 0.8% "

Energy – – –

Health 13.6 4.6 11.3% 9.0% # 6.9% "
Agriculture 4.5 – 0.4% 4.5% # 0.4% "
Education – 0.9 4.3% 0.9% " 3.4%"
Culture, recreation, religion
and mass media

4.5 6.5 2.0% " 6.5% #

Political and social systems,
structures and processes

– 3.7 7.4% 3.7% " 3.7% "

General advancement of
knowledge

11.4 5.6 7.4% 5.8% # 1.8% "

Defense – – 1.4% – 1.4% "
Other public purpose 2.3 12.0 3.0% 9.7% " 9.0% #
Sum of public purpose 36.3% 34.2% 37.0% 2.1% 3.8% "
Industrial production and
technology

63.7 63.0 63.0% 0.7% # 0.0%

Other industrial purpose – 2.8 2.8% " 2.8% #
Sum of industrial purpose 63.7 65.8 63.0 2.1% 2.8% #
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4 Conclusion

The change in scale of HCI related research has increased HCI’s importance in Korea’s
national research and development and will strengthen HCI’s role in future. It also
provides implications for the further promotion of policies. Considering the high
growth rate of the scale of HCI research funds, it becomes clear that HCI’s relative
importance to Korea’s national research and development will increase rapidly.
Especially relative ratio of basic research as well as new and complex research carried
out by universities as well as industries has been high or increased. This means that the
base of research systems have been strengthen and that it is very probably that HCI
research will consistently be expanded. As a consequence, policies that efficiently
create and spread research outcomes have become essential. This further means that the
CT area among 6T has gained great relative importance among the characteristics of
the main technological field. As regards the economic and social objectives of research,
this study showed that the objectives of the public sector as well as the industrial sector
are becoming more and more diversified. These changes demonstrate that there’s a
possibility for HCI to become widely used in society which farther means that it is
important to establish a legal framework, and introduce policies to develop the
infrastructure that is needed for such a development. Last but not least, from an
industrial perspective it is necessary to persistently work on the needed system and
monitor the environmental changes of industries that have emerged as main fields of
application.
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Abstract. Projects in the field of Natural Language Processing (NLP),
the Digital Humanities (DH) and related disciplines dealing with
machine learning of complex relationships between data objects need
annotations to obtain sufficiently rich training and test sets. The visual-
ization of such data sets and their underlying Human Computer Interac-
tion (HCI) are perennial problems of computer science. However, despite
some success stories, the clarity of information presentation and the flexi-
bility of the annotation process may decrease with the complexity of the
underlying data objects and their relationships. In order to face this
problem, the so-called VAnnotatoR was developed, as a flexible anno-
tation tool using 3D glasses and augmented reality devices, which enables
annotation and visualization in three-dimensional virtual environments.
In addition, multimodal objects are annotated and visualized within a
graph-based approach.

Keywords: Annotation · Virtual Reality · VAnnotatoR ·
Image analysis · Digital Humanities

1 Introduction

Projects in the field of Natural Language Processing (NLP), the Digital Human-
ities (DH) and related disciplines dealing with machine learning of complex
relationships between data objects need annotations to obtain sufficiently rich
training and test sets. The visualization of such data sets and their underlying
Human Computer Interaction (HCI) are perennial problems of computer sci-
ence. In any event, visualizing annotations is an old topic, and various projects
(e.g. [10,11,17,22]) have experimented with mostly 2D models thereby achieving
considerable success. Despite these success stories, one can nevertheless observe
that the clarity of information presentation and the flexibility of the annotation
process decrease with the complexity of the underlying data objects and their
relations. In order to overcome these pitfalls, the interface of annotation tools
needs to be developed considerably: It must leave behind the narrow tracks of 2D
graph-like visualizations that make annotations confusing as soon as a certain
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number of annotation units and their relations is exceeded. And it must become
much more interactive by ideally exploiting the full bandwidth of human mul-
timodal information processing to map objects and their network relations. In
recent years, technological progress in HCI has largely focused on the devel-
opment of 3D interfaces, if performance and flexibility optimization is ignored.
However, the implementation of 3D interfaces in the field of manual annotations
of information objects is still pending. Therefore, one can state that interfaces
of current annotation tools are still a barrier for new forms of visualization and
interaction with information objects.

Type-4 Hypergraphs

Type-3 Graphs

Type-2
Directed

Acyclic Graphs

Type-1 Tree-like Models

{ •, •, •, }Type-0 Sets

Fig. 1. Graph structures which
can be annotated and visualized
by means of VAR.

In order to overcome these barrier and to
implement intuitive annotation methods, the so-
called VAnnotatoR [20] was developed. It uses
state-of-the-art technologies of Virtual Reality
(VR) and Augmented Reality (AR) to address
the interface problem. VAnnotatoR (VAR)
is not the only annotator or visualizer in VR
(e.g. [6,21]) but differs from other projects in
terms of its flexible data model and the collabo-
rative parallel use that it enables in AR.

This paper will exemplify the annotation of
instances of the graph-like structures (as enu-
merated by Fig. 1) by means of VAR. Further-
more, it will describe the capabilities of VAR regarding the implicit, inferential
annotation of object relations. This will be done by example of text-image and
text-image-building relations where the buildings are animated as walk-on-able
artifacts.

2 Related Work

In addition to the projects already mentioned, annotation in a three-dimensional
virtual environment is the subject of various disciplines and research, in which
only a few are actually used. A simple annotation tool in virtual environments
such as [5,6,8,10] allows the annotation of objects with texts or voice recordings.
This may not sound like much at first glance, but it is an essential point in virtual
annotation tools. Since entering text without a keyboard is a challenge in itself,
there are already innovative solutions available [7]. At the same time there are
also annotation systems in the medical [19] and educational field [18]. This work
focuses on the aspect of the interface and the implicit annotation of multimodal
objects. As far as known, there is still no solution for three-dimensional virtual
environments in this context. With VAR that gap will be closed.

3 Technology

The annotation of multimodal (e.g. textual and pictorial data) data is associated
with various requirements. In order to meet these requirements, VAR utilizes a
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graph-based annotation model that covers a wide range of types of information
objects as enumerated in Fig. 2. The data structure used by VAR to let users
generate examples of this sort is UIMA [9], a data format commonly used in
NLP. UIMA enables the creation of flexible annotation schemes, while numer-
ous automatic annotators exist for pre-processing text resources that generate
UIMA-compliant documents (e.g. Hemati et al. [11]).

Fig. 2. An overview of a section of
multimodal information units (video,
audio, geo coordinates, images, 3D
models, URLs (visualized as virtual
browser windows)), their relations
(lines) and their hierarchical encapsu-
lation (large boxes) with VAR. Please
note that all 3D objects can also be
modeled and entered as independent
rooms as well as set in relation to dis-
course referents in the same virtual
environment. In the background the 3D
model of the former main synagogue in
Frankfurt, which was destroyed during
the Nazi regime, is shown. The model
was created during a student practical
training course [14]. This data is taken
from the Stolperwege project [15].

Fig. 3. Illustration [12] of a scene from
Goethe’s Faust. Based on the stage
instructions on Faust I - Vers 3587
ff., (“In der Mauerhöhle ein Andachts-
bild der Mater dolorosa, Blumenkrüge
davor” Translation: In the wall cave, a
devotional picture of Mater dolorosa,
flower jugs in front of it), the pic-
ture was illustrated according to the
artist’s imagination. The lines show the
segmentation of individual image sec-
tions for a more detailed description.
The arrows connect the individual text
passages with the respective described
contents. In this example, individual
segments were created recursively from
the main image (the example is kept
simple for clarity).

To enable the database-oriented processing of such documents, VAR utilizes
the UIMA Database Interface [2]. In order to enable the annotation of multi-
modal networks, the following properties are required for VAR’s interface:

(a) Flexibility: Some applications have to annotate strictly according to a
scheme, and others are very flexible. In both cases, however, it is essen-
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tial that both situations are addressed by the interface. For this purpose,
VAR visualizes all relationships and objects based on the classes available
in the underlying data model. This allows to limit or extend the annotation
capabilities by modifying the data model.

(b) Intuitive Handling: In order to enable the usability of an interface, its
usage must be simple. However, the use of 3D glasses and the correspond-
ing controllers or other input devices makes this requirement considerably
more difficult. To avoid this the VAR combines the possibilities of select-
ing elements by eye contact, touches by the corresponding controllers or by
data gloves. To reduce the learning rate the VAR uses interaction methods
borrowed from real life.

(c) Clarity of presentation: A brief view on complex graph structures shows
that their visualization usually does not contribute to clarity. In order to
keep the clarity, the annotations in the VAR are displayed in different ways.
This means on the one hand that nodes can be grouped, expanded and
hidden and on the other hand that edges can be equipped with different
detail levels. In addition, in three dimensional environments this is the most
complex component.

(d) Simple data entry: Besides the presentation of annotations, the input of
data is equally important. In this case VAR basically differs between two
options:
– Multimodal selection of content in VR using virtual browsers and
resources2city [13]. The first enables the selection of various contents
(text, videos, audio, images) from a virtual browser into the virtual envi-
ronment (Fig. 2). The second allows the selection of resources on the local
system by visualizing the folder structure as a traversable city with build-
ings for the files.

– The text input is done via the virtual keyboard which also supports speech
to text.

Table 1. Extract of the spa-
tial relationships within an
image.

Orientation
in
partOf
inFrontOf
behindOf
aboveOf
belowOf
rightOf
leftOf

VAR is completely controlled by the virtual
hands, which can be used via VR controller or data
gloves. These allow the user to interact with the
environment and create various objects at any loca-
tion. As visualized in Fig. 2, a collection of different
multimodal objects were created in the virtual envi-
ronment. Besides the possibility to load the different
data types into the virtual environment, they can
also be modified, linked or used for further actions.
The latter means in VAR that texts and images
can be segmented (cf. Fig. 4) and text or image
elements from browsers can be selected. Further-
more, all objects can be linked (lines) and grouped
(boxes). In order to link objects with each other,
a line must be drawn between objects using the virtual finger, which can sub-
sequently be attributed. In addition, objects can be grouped hierarchically by
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creating nodes in which different amounts of objects can be assigned (Fig. 2). At
the same time, the editability of the group can be switched on and off to prevent
the objects in the grouping from being accidentally ungrouped. The annotations
described previously are explicit, in the sense that an object is actively related
to another object. There are also implicit annotations, which annotate objects
based on spatial relationships. These relationships are established by the anno-
tation process itself and create a meta-annotation, which in this case can only
be effective through the three-dimensional annotation environment, since in this
case depth perception can be used. As exemplified in Fig. 5, the spatial positions
of the previously segmented images are related to each other. Here, the relation-
ship “Orientation:inFronOf ” is implicitly annotated by the visual positioning of
a segment in front of another segment. It is performed by comparing the relative
positions of the individual segments on the original image with each other to
determine the spatial relationship. In the case of incorrect classifications, these
annotations can be adjusted through movement. In addition, all spatial relation-
ships, taken from [4], (see Table 1), which can be annotated more than once (e.g.
Object A is inFrontOf and aboveOf B). Furthermore, the distinction whether
an object is a in another or is placed in frontOf it is determined by perspective
implicit annotation (cf. Figs. 4, 5). Notice that this functionality is currently
only implemented in the VR version of VAR. Moreover, this option can be dis-
abled so that an annotator does not accidentally change the implicit annotation
of elements when moving them. By default, however, this is enabled.

4 Annotation Scenario

Fig. 4. Similar task as annotated in Fig. 3
in the virtual environment of the VAR.

To illustrate the advantages of a 3D
tool as exemplified by VAR, we con-
sider a scenario of multimodal annota-
tion taken from the “Faust” [1] project
and start with annotating in a 2D fash-
ion. Figure 3 illustrates several content
elements of an image and an accompa-
nying text that are linked with each
other to manifest, for example, part-
whole and intermedial relations. In [3]
we described several annotation lay-
ers that need to be related in such an
annotation scenario. Figure 3 exempli-
fies an outline of them by using a graph
layout in which information objects are linked as vertices by means of col-
ored arcs. Obviously, network-like representations, as shown in this example,
quickly become unclear, so that object connections become hardly distinguish-
able. Any additional annotation (regarding, for example, dependency relations
among tokens in the embedded text, positional relations (e.g. inFrontOf ) of
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pictorial objects or ontological relations (Mater dolorosa is a “devotional pic-
ture”) would render this representation even more unclear. In order to circum-
vent this problem of decreasing representational clarity as a result of increasing
annotational depth, VAR uses a 3D representation format that can be manipu-
lated in a multimodal manner: explicitly and implicitly. As illustrated in Fig. 4,
VAR generates the same relations as the so called OWLnotator [3]. The differ-
ence to OWLnotator and comparable tools is in the used data model as well as in
the 3D visualization and placement of annotations. As mentioned, VAR enables
implicit perspective annotations through movements and actions performed by
its users. Figure 5 shows this by considering the same annotation scenario as
Fig. 3.

Fig. 5. Extended annotation of Fig. 4. The seg-
mented images are arranged in perspective and
their content is related to each other (e.g. pink
segment). The segments are related with dis-
course referents (blue box “Gretchen” as literary
person) or get any attributes defined by the exist-
ing data model. There are relations between dis-
course referents (all objects in the VR implicitly
become discourse referents) which can be related
together (purple line) as a hyper edge to another
object (e.g. red line). Implicit relations (green
dotted line) can be visualized as well as group-
ings (DR D). (Color figure online)

The information units in the
text to be annotated are rep-
resented as discourse referents
(cubes) [16,20]. Discourse refer-
ents (DR) are conceptual rep-
resentations of objects as sub-
jects of statements, attributions
etc. within a semiotic aggre-
gate (i.e. a text or an image).
Starting from a text, visual
depictions of DRs (cubes) are
connected with the correspond-
ing tokens manifesting them. In
the scenario depicted by Fig. 5,
Mauerhöhle is depicted by the
DR M , Blumenkrüge by B and
the Andachtsbild by A. Mater
dolorosa is a multi-word token
that is represented by the DR D.
The annotations of Fig. 5 have
been created by means of sim-
ple controller-based gestures, as
explained in Section Technology.
It should be noted that the annotation of object relations is partly done by
the implicit positioning of virtual objects within the VAR’s 3D environment.
The relationship Blumenkrüge inFrontOf Mater Dolorosa was annotated, for
example, by placing the corresponding representations within the VR. In this
way, we take profit from a fourth dimension in which perspective topological
arrangements of annotation objects are explored to annotated them. From this
perspective, it is a relatively small step towards motion-controlled annotations
as by-products of the annotator’s movements in space. Figure 5 additionally
demonstrates the visualization of a subgraph of Type 4 (red line in conjunc-
tion with red arrow) (for these types see Fig. 1) and of an implicit, inferential
annotation (green dotted arrow): since the Blumenkrüge are in inFrontOf the
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Mauerhöhle and the Mater dolorosa is in the Mauerhöhle, the Blumenkrüge
are also inFrontOf of the Mater dolorosa. Though annotations can be posi-
tioned at any desirable location in VR, the format underlying VAR is limited
with respect to the amount of information that can be displayed and processed
in a graph-like manner. However, moving within such a space allows annotators
for freely changing their perspective with respect to focal annotation objects and
to use a wider bandwidth of multimodal information processing to manipulate
them.

5 Conclusion

In this paper we presented VAR as a tool for graph-based annotations of multi-
modal objects. Through the use of 3D glasses, this tool enables an immersion of
common and complex annotation processes. For this, a scenario for multimodal
annotation of image segments was presented in comparison to the 2-dimensional
annotation tool OWLnotator in which the three-dimensional annotation envi-
ronment provides considerable advantages. These advantages become evident
when not only the representation of multimodal information units is explored,
but also the possibility of implicit annotation through the movement of the anno-
tators. Although the graphical representation of complex correlations can still
be extensible, a considerable complexity can be represented with the previous
implementation. For this reason, the next development steps will include the
implementation of a graph algorithm to automatically position the elements of a
graph and the automatic analysis of images. It is also important to identify the
scope to which the principle of implicit annotation of relations among objects
can be used and implemented in augmented reality. Anyway, the development
and exploration of annotation and visualization methods in three-dimensional
virtual environments has just begun.
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Abstract. In this study, we examined online news comment activities that are
used as a key means of public opinion and interaction in modern society. We
extracted keywords in comments using big data and sorted them according to
frequency. Through this process, a chatbot was designed to check the ranking
and contents of comments based on keywords represent the most important
issues in the comment population and search for classified comments according
to keywords before users read the news. Through experiments using this chat-
bot, we compared and analyzed the nature of the comments in the existing
comment system and the characteristics of the system experience. Results shows
that the chatbot designed in this study can provide more information than
existing comment presentation systems, search for comments by type, and check
more information than articles. In addition, assessing the nature of the existing
comments reduced the number of sensational, non-slang-oriented comments.

Keywords: Data-driven user experience � Chatbot � Comment analysis �
Comment curation

1 Introduction

The value and role of news has been newly defined as online news comment activity
has emerged as a key communication tool. In addition, comments from online news
provide technical differentiation that allows participation of users and interaction
between media and users. Accordingly, online news comment activities have become a
system for users to express and share their opinions freely. Online news comment
activities are often mentioned as a subject of social controversy, such as the problem of
representation due to biased comment participation or the problem of distortion and
manipulation of public opinion in the comment list. With a small number of comments
taking up a higher share of participation, debate has persisted that the current online
news comment structure creates more distortions and monopolies than the traditional
media [1]. In particular, the ranking and empathy of comments are considered to be
significant factors in accepting comments. Best-ranking comments are often perceived

© Springer Nature Switzerland AG 2019
C. Stephanidis and M. Antona (Eds.): HCII 2019, CCIS 1088, pp. 359–368, 2019.
https://doi.org/10.1007/978-3-030-30712-7_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30712-7_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30712-7_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30712-7_45&amp;domain=pdf
https://doi.org/10.1007/978-3-030-30712-7_45


as the main public opinion, and many of these comments also have significant control
over the user’s claims. Furthermore, research is also being conducted on the impact of
order of comments, due to phenomena such as more acceptance of top-level comments,
even if the order is reversed [2].

Online news usage remains fairly high, and comment sections play a major role as
an active public opinion community and venue for dialogue and empathy [3]. As an
alternative means of political participation, comments are as much a means of news
acceptance as articles [4], and comment activities are often used as a source of con-
fidence in the opinion and allow users to support their opinions, gather their opinions,
and make and verify critical comparisons [3]. In addition, the more people who do not
trust mainstream media, the more people who actively use comments, disseminate and
share news [5], and are used as the main means of grasping public opinion.

In this study, we examined online news comment activities, which are used as a key
means of public opinion and interaction in modern society, despite ongoing contro-
versies and problems. We extracted keywords in the comments using big data and
sorted them according to frequency. Through this process, a chatbot was designed to
check the ranking and contents of comments based on keywords reflecting the most
important issues in the comment population and search for classified comments
according to keywords before users read the news. Through experiments using this
chatbot, we compared and analyzed the nature of the comments in the existing com-
ment system and the characteristics of the chatbot system experience. Results show that
chatbots designed in this study can provide more information than existing comment
presentation systems, search for comments by type, and check more information than
articles. In addition, assessing the nature of the existing comments reduced the number
of sensational, non-slang-oriented comments.

2 Literature Review

Prior studies have identified the characteristics and effects of online comments using
data analysis techniques and statistical tools. Lee et al. [6] proposed a method for
analyzing the quality of comments using the characteristics of comments and setting
their weight. Daegun [7] also quantitatively analyzed the distribution of emotions by
categorizing the emotions expressed in comments by news category. Similarly, Han
et al. [8] constructed and applied a machine learning-based emotional analysis model
based on data from four emotions: pleasure, sadness, anger, and disgust. In addition to
emotion-based analysis and classification work, studies have analyzed the typical
characteristics of comments through visualization work. Lee et al. [9] proposed a
system that would statistically analyze postings and comments from a Forum AGORA
web blog and cluster them based on similarities, then visualized the system clustering
results and showed them in a screen view. Lee et al. [9] classified a large number of
comments and visualized them through the TRIB system to search for comments that
correspond to specific content and display the entire comment section.

Second, in the field of human–computer interface, studies have been conducted on
the impact of user interface (UI) design on users in terms of user experience and
interaction. Faridani et al. [10] presented an interface named Opinion Spac. This
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interface visualizes comments on a two-dimensional plane using dots based on simi-
larity of user opinions. Comments were highlighted by deliberative polling, dimen-
sionality reduction, and collaborative filtering [10]. Madden [11] categorized types of
comments by analyzing 66,637 user comments on YouTube videos. Classification
schema of the system include information, advice, impression, opinion, response, etc.
Sung et al. [12], using visualization techniques of ToPIN and ThemeRiver, presented a
novel visualization method to analyze and categorize the topics and content types of
users’ time-anchored comments. Types consisted of general conversation, question,
opinion, complaint, and compliment.

Most of the previous research on comment data was based on emotional analysis.
In addition, the research was focused on UI improvement using visualization based on
a better understanding of user experience. These studies did not solve the problems of
bias and representation issues in existing commenting systems based on the content
analysis of comments. To solve this problem, this study attempted to analyze new
comments based on frequency analysis of comment keywords and implemented them
in a chatbot system. Based on frequency analysis, the chatbot system provided the main
topic of the current issue based on rankings and provided classified comments
according to each keyword. By doing so, the system measured the characteristics of the
comments and method and degree of changes in the system experience compared to the
existing list-type comment system. Specifically, the impact on user interaction, public
opinion acceptance, recognition of problems among comments, information and
usability changes, and links to articles were discussed. As a result, this study showed
significant differences in information quality, public opinion search function, associa-
tion with the text, and changes in the characteristics of the comments.

3 Design of Comment Chatbot

3.1 Data Analysis

Data Collection. The subject of the data was an article on Naver News. Naver offers
ranking of the most commented-on article by date through its function of article
comment rankings. Five articles and 20,000 accompanying comments were collected.
Specifically, the highest-ranking articles and comments were selected and collected on
June 9, 2019, regardless of political, economic and social aspects, and the second-
highest ranking articles and comments were also selected if the same topic was ranked
the highest in the list. Data collection was conducted through crawling. The detailed
collection process was completed through the BeautifulSoup library, and the web
crawling Python code used to collect comment saved them on a specific date in a text
file when the news article and the comment URL were entered.

Data Refinement. KoNLPy is open-source software and is released under a license:
GPL v3 or above (http://gnu.org/licenses/gpl.html) [13]. KoNLPy is software for Korean
language processing with the Python programming language [14]. The morphological
analysis package provided by KoNLPy includes Hannanum, Kkma, Komoran, Mecab,
and Twitter Class. This study used Kkma Class, which provides more detailed
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analysis [15]. Specifically, Kkma packages of KONlpy Plugin were utilized. Pos
package was used for processing and filtering in the unit of morpheme. Only NNG
information, which means nouns, was extracted, and nouns were sorted by frequency.
Based on this, the five most frequent nouns were derived.

3.2 Interface Design

Chatbot Structure. A keyword-based comment chatbot system was designed to
complement the existing online comments’ limitations [16]. It is designed to check five
keywords derived according to the frequency of each comment. The chatbot consisted
of five layers, as shown in Fig. 1. First, a speech bubble showed the current ranking of
issue keywords with a welcome message. Through this speech bubble, the most fre-
quently mentioned topics in the comments can be identified on a real-time basis, and
the numbers and arrows on the right side of the control at the same time as the ranking
of the topics presented the frequency of the comments and the trend in rankings among
the respective topics. The trend (up or down) was not based on actual data but was
applied randomly. At the second layer, the five most controversial topics were pre-
sented in a quick-reply button format. Each button was accompanied by the keyword
and its frequency. On the third layer, users could check the contents of comments
containing the topic by clicking on the button. On the fourth layer, four new keywords
associated with the topic selected in the third layer were presented in button format,
along with a button linking to the original article. Clicking a keyword button at the
fourth layer led to the fifth layer, which was designed to read related comments or
check the original article using the link button.

Fig. 1. Structure of the chatbot
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Chatbot User Flow When accessing the chatbot, users first check the speech bubble
for real-time issues as shown in Fig. 2. This allows users to check the current comment
keyword ranking and trends based on real-time data. After checking the overall dis-
tribution and status, users select the keyword that they are most interested in by
clicking the button. Then, as shown in Fig. 3, users read the comments that appeared
according to the keyword of choice. If users want to continue to check the comments of
keywords associated with the initial keyword, they can click the “linked keyword”
button at the bottom of the screen. Finally, if users want to check the original article of
the comment by browsing all the comments and related keywords, they can click the
“Link button to the original article,” as shown in Fig. 4. If users don’t want to read an
article, they can search for and access different kinds of keywords from the beginning
through the “Back” or “Home” buttons.

4 Method

An experiment was conducted with 30 graduate students and office workers in their 20s
and 30s living in Seoul and Incheon. The experiment was conducted with a presurvey
after using a traditional comment system and a postsurvey and postinterview after using
the chatbot system. It lasted 20–30 min in a remote, mobile-enabled environment.
Before starting the experiment, participants received a brief introduction about the
purpose and method of the experiment. The experiment consisted of two parts. In the
first part, participants used Naver News to read comments and articles, then completed
the presurvey based on the existing online news comment interface. In the second part,
participants used the chatbot designed through this study to perform the subscription
and news subscription tasks of the comments and then completed postsurvey questions.

Fig. 2. Ranking of the com-
ment keywords

Fig. 3. Corresponding com-
ments for keyword

Fig. 4. News link for each
comment
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A brief interview was conducted after the two tests. The survey items consisted of 22
questions, each of which was designed by screening and reconfiguring the questions
from prior research [1, 17–20]. The questionnaires were designed to measure the nature
of the comments, nature of the comment system, and motivation for reading comments.
These factors were classified into categories of informality, likelihood of critical
reading, relaxation, fun or excitement, problems with comments, convenience,
potential of public opinion search, and relevance to the text. The survey was used to
measure two systems.

5 Results

The three questions categorized as “explore opinions” through the operational defi-
nition of variables—“Comment is effective in identifying other people’s interests”;
“Comment is effective in recognizing other people’s perspectives”; and “Comment is
effective in checking comments by type”—showed a statistically significant difference
with a probability of less than .05 compared to the existing Naver comment system
(p = .007, t = −2.811, lx-ly = −0.622). Postinterviews showed some users felt that
the ability to “explore opinions” was effective. They mentioned that people’s overall
interests are well summarized and implicitly presented because keywords were listed in
order of frequency. In addition, participants noted that because the content of the
comments could be checked, it was easier to understand people’s opinions according to
keywords. “It was efficient since I could check people’s interests just by using the
ranking of the keyword” (P18). Some participants said it was efficient to not only see at
a glance what is being discussed, but also to understand the generalities of the com-
ments without the articles. “It was great to see what was being discussed at a glance,
and even though I didn’t know the content of the article, I could get a good overview of
what was being said” (P23).

The three questions categorized as “Problems of comments” through the opera-
tional definition of variables—“The comment in the chatbot is sensational”; “Chatbot’s
comments are vulgar”; “Chatbot’s comments are unreliable”—showed a significant
difference (p = .001, t = 3.345, µx-µy = 0.744) between presurvey and postsurvey.
Postinterviews also showed that many users were satisfied with the refined expressions.
“I was pleased to see the comments that were to be selected or filtered” (P15). Key-
words were organized based on the topic nouns, and the comments could be refined
during the classification process (Table 1).

Table 1. Results of students’ t-tests for categorized survey questions

F p t n p M diff

Problems of comments 1.820 .183 3.345 58 .001 0.744
Explore opinions 1.082 .302 −2.811 58 .007 −0.622
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Before the operational definition of variables, the analysis results indicated six
items showed statistically significant values: “Comments are effective in getting new
information” (p = .003, t = −3.053, lx-ly = −0.800); “The comments are effective in
checking the comments by type” (p < .001, t = −4.480, lx-ly = −1.370); and “The
system shows more information than the article” (p = .003, t = 3.063, lx-ly = 0.800).
Postinterviews also showed a statistically significant difference in responses to “The
system is effective in checking comments by type.” Users could select a specific
keyword to check comments together, and the process of navigating other keywords
associated with an initial keyword allowed users to check different kinds of comments
effectively. Users said that just as readers might look at headlines first and select an
article on a topic they want to see, this system also provides a selective reading
experience in that users can choose what to read depending on the topic. “I felt as if I
was looking at the headlines. The comments chatbot was designed like reading the
comments according to the title of interest” (P19). Therefore, users said that the
effectiveness of the chatbot is maximized if the user is interested in a particular topic
and has any questions regarding the topic. Positive responses to the item “Chatbot’s
comments are effective in getting new information” were also shown in a postinterview
session. A group of users who had a pattern of obtaining information through com-
ments before reading an article responded that it was beneficial to check the comments
to learn more about the content of the article without reading it. The item “The
comment give us more information than the articles” also showed a statistically sig-
nificant difference, with the possibility of obtaining information that is difficult to
obtain from the articles also mentioned. “In the case of political articles, I tend to
understand them by looking at people’s explanations since it is too hard to understand
the article, but in this system it made me understand them well since I read the
comments about political articles beforehand in this system” (P23) (Table 2).

6 Discussion

The chatbot-type comment presentation method used in this study has been confirmed
to provide more information, search for comments by type, check more comments than
articles, and filter out suggestive, non-slang-oriented comments. In addition to these

Table 2. Results of students’ t-tests for each survey question

t n p M diff

Comments are effective in getting new information −3.053 58 .003 −0.800
The comments are effective in checking the comments
by type.

2.616 58 .011 0.700

The system shows more information than the article 3.063 58 .003 0.800
Chatbot’s comments are unreliable 2.920 58 .005 0.733
The system is effective in checking comments by type −4.480 48 <.001 −1.367
The comments give us more information than the
articles.

−2.155 58 .035 −0.567
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findings, additional discussion points were found on how issue keywords were pre-
sented, relationships of comments to articles, comment-filtering algorithms, and chat-
bot systems.

First, although the survey analysis did not reveal any significant differences,
postinterviews showed varying assessments of comments and the relevance of articles.
Many users responded that accessing the comments before reading news would create
interest in the article and also have the effect of helping readers become interested in
articles in which they were not previously interested. “Like the movie Thumbnail, it
seems to draw interest in the article” (P28). But the comment-oriented chatbot system
showed that interest in the story was reduced by concentrating most of the focus to the
comments. Also, it was pointed out that the negative attributes of the comments
themselves caused articles to be rejected or deemed biased even before it was read.
Furthermore, the characteristics of the comments, which tended to lean toward specific
opinions, can create disadvantages that make articles appear biased to one side when
users read comments before reading the article.

Second, disbelief and concern over the involvement of the algorithm in the com-
ment system also emerged. Users were curious about how keywords were represented
and filtered, whereas others said that the current algorithm-based comment recom-
mendation system was not reliable because it was more likely to be manipulated than
the previous comment system. In addition, the recommended algorithm-based com-
ments also raised the question of the effect of highlighting the comments that appear at
the top and front. This has confirmed the need to think about how to place comments in
a neutral and fair way, and the limitations of the list format in the existing system have
not been fully overcome by the chatbot system.

Furthermore, there were also various usability evaluations of new search methods
and UI configurations in the chatbot system. First, users were familiar with the speech
balloons in the chatbot program, which were comfortable and easier to read than
conventional systems. Users were interested in how they were implemented through
buttons and said it was convenient that comments could be collected in Kakao Talk.
However, users also asserted that system was more cumbersome and limited in terms of
the absolute amount of comments. There was also feedback on how information was
provided in the chatbot. The chatbot’s introduction message consisted of text and
emoticons, providing only simple information, and thus, it did not transmit information
well and was not intuitive compared to the information provided by the website. In
addition, users who were familiar with empathy ranking assessed that the comments
presented on the chatbot did not discriminate between right or wrong, and that the
current method of providing information did not meet the needs of users who read
comments to explore the general perspective of most people.

7 Conclusion

In this study, real-time issue-keyword rankings of comments were derived using the
number of nouns in comments. Through this method, a chatbot was designed to check
the distribution and content of comments by searching each classified comment
according to issue keywords. The chatbot designed in this study provides more
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information than existing comment presentation systems, searches comments by type,
checks more comments than articles, and reduces sensational, non-slang-oriented
comments that have emerged as problems with existing comment systems. However, in
addition to the nature of the comments and the experience of the chatbot system, which
were the initial goals of this study, various opinions on the issue keyword presentation
method, article association, filtering algorithm, and chatbot system were presented.
Therefore, the need for more specific and controlled research was confirmed. Subse-
quent studies will investigate the user experience based on the filtering criteria of
comments and identify the effects of each filtering algorithm incorporated into an
interactive interface. Specifically, we plan to refine the filtering criteria for all com-
ments to design the comments algorithm based on frequency and distribution, rec-
ommendation, and emotion. These factors will be measured first using traditional
comment systems and then in the chatbot system to determine how the interface effects
information filtering. In addition, the comment chatbot in this study has limitations
related to data-mining technology and the proper way of accessing news articles. Some
respondents said that the level of credibility of the keywords was somewhat lower
because they provided comments based on keyword-oriented frequency, and extracted
keywords were less representative because the categories of comments presented
according to keywords were too broad. Because this chatbot system is based on the
frequency of keyword-based comments, not many types of keywords were provided
and representation of each keyword was lacking; therefore, the content scope of the
comment categories was too large. In addition, the comment-oriented system design
method was considered somewhat inconvenient in terms of how news articles were
presented. Participants indicated that the comments, without knowing the headlines,
were not understandable immediately, and that it was difficult to understand what the
comments were trying say just by showing through a chatbot. Therefore, future
research should incorporate more advanced natural language-processing technologies
and reorganize the UI regarding how comments and articles are connected.
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Abstract. Online conversations are often quite long with a lot of com-
ments. Readers of these conversations may be interested in understanding
how controversial the discussion is and how the differences of opinions
arise for different topics. In this work, we are combining natural language
processing with information visualization to support readers in exploring
disagreements in online conversations. We present an initial prototype
and discuss the possible directions for future work.

Keywords: Visual analytics · Social media · Online conversations ·
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1 Introduction

With the proliferation of social media, there has been an exponential growth
of asynchronous online conversations. An online conversation in forums such as
Reddit, Slashdot and Digg may start with a news article link, question or opinion
and later generate a long thread with hundreds of comments [7]. Readers may
become interested in understanding how disagreements arise in such conversa-
tions and how differences of opinions arise and evolve for different controversial
topics [2].

In this ongoing work, we focus on supporting the exploration of topic con-
troversy in a casual online conversation between users. To this end, we combine
natural language processing (NLP) with information visualization techniques.
On the side of NLP, we first apply a topic modeling technique that automati-
cally clusters the sentences within a conversation into multiple topic segments
and then assigns a keyphrase to describe what a given topic is about [10]. We
then perform sentiment analysis and disagreement detection to discover how
different comments react to a given topic [2].

We have been designing interactive visualization techniques with an aim to
support users in exploring the results of these NLP methods to better understand
the topic controversy in an online conversation. The goal is to help the user
in getting a quick overview of the controversial topics and then drilling down
to the detailed comments that trigger controversy. In this paper, we present
visualization techniques for exploring controversial topics and then discuss the
possible directions for future work.
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2 Related Work

Recently, visual analysis of topics and opinions in social media conversations
has received a lot of attention [11,12,14,17]. Some early works aimed to identify
and visualize the primary themes or topical clusters within conversations [4,
15]. TIARA system applies an enhanced Latent Dirichlet Allocation (LDA)-
based topic modeling technique, which automatically derives a set of topics to
summarize a collection of documents and their content evolution over time [16].
Each layer in the graphical representation represents a topic, where the keywords
of each topic are distributed along time. From the height of each topic and its
content distributed over time, the user can see the topic evolution.

To support users explore sentiment in a large collection of tweets, Twit-
Info [14] displays proportion of positive and negative tweets using pie charts in
real-time. OpinionFlow [17] combines Sankey graph with tailored density maps
to provide visualizations to analyze opinion diffusion for different topics in social
media. Visualizations for opinion analysis is also examined in blogs, forums and
multi-party conversations [3,5,7]. For example, ConVis [7,8] facilitated multi-
faceted exploration of a blog conversation based on topics, authors, and senti-
ment using stacked bar charts. MultiConVis further extended this interface for
exploring topics for a set of conversations [9]. ConToVi [5] visualizes speakers
dynamics with regard to different topics in conversations like political debates
using animations using radial visualization. It also displayed speaker’s behavior
using categories like sentiment, politeness, and eloquence.

While there have been some significant work on exploring topics and opinions
in online conversations, visualizing the disagreements between participants for
controversial topics have rarely been examined. Yee et al. [18] organize a discus-
sion by creating a tree layout, where the parent comment is placed on top as a
text block, while the space below the parent node is divided between supporting
and opposing statements. ConsiderIt [13] builds a pro-con list from participants
and shows a bar chart to augment personal deliberation to help users identify
common ground from diverse opinions. Opinion Space [6] is a tool for browsing
online opinions which combines ideas from deliberative polling, dimensionality
reduction and collaborative filtering using a scatter plot visualization. Pol.is is
another tool focusing on organizing the comments by the percentage of agree-
ments based on a combination of machine learning and information visualization
methods [1]. However, none of these works focus on automatically extracting
topics and visualizing topic controversy.

3 Visual Exploration of Topic Controversy

In order to design our visual interface, we analyze the possible tasks that the
user wants to perform while exploring topic controversy. For example, the user
may be interested in knowing how controversial was the conversation. Were
there substantial differences in opinion? Why are people supporting/opposing
an opinion? To help the user in answering these questions, the visual interface
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should show the topics as well as their controversy scores. The interface should
also encode the sentiment score for each comment so that the reader knows how
disagreements happen between participants for a topic.

In order to extract the important information from conversations, we first
apply a topic modeling technique [10] that clusters the sentences from a conver-
sation into thematically coherent clusters. It then extracts keyphrases from each
cluster that describe that topic cluster. We then apply a classification method
that determines how controversial each topic is [2]. After applying the NLP
techniques for extracting information, we have designed an initial visualization
prototype (shown in Fig. 1). The visualization follows an overview + detail app-
roach, where the overview shows all the topics in a conversation and the amount
of disagreements among participants for each topic. The detail view shows all the
comments of a conversation in a scrollable list view. In the overview, the topics
are arranged vertically, where each row shows a topic along with its controversy
score. It also arranges the comments for each topic as circles along the x-axis
where x-axis represents time, so that the reader get a sense of how the sentiment
evolve over time in the discussion.

We have designed a set of interactions for filtering and sorting topics as well
as drilling down to individual comments in a conversation. For example, the
user can select a topic from the visual overview and then drill down to a specific
subset of comments interests in the detailed view. The user can also sort topics
based on controversy score or the number of comments belonging to each topic.
Together, these interactions are designed to help users to quickly browse through
topics and to understand disagreements that arise between participants.

Fig. 1. An initial prototype for exploring topic controversy. The visual overview in
the left shows the topics and how controversial they are along with positive/negative
comments while the detail view shows the list of comments.

4 Conclusions and Future Work

In this ongoing work, we are designing visual interfaces for exploring controver-
sial topics in online conversations. Our immediate plan is to iteratively refine
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the prototype and carry out user studies to evaluate the potential efficacy of
our visualization approach. We would also like to apply more advanced NLP
methods such as stance detection and emotion analysis [19]. Finally, we would
like to improve the visual encodings and interaction techniques to address scala-
bility issues. In particular, we would like to explore different layouts where more
comments can be arranged without occlusion as well as interactive techniques
to gradually zoom into the timeline.
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Abstract. The AR Vis project is a general-purpose interactive data visualiza-
tion platform for collaborative interaction with scientific data. The platform is
designed for augmented reality displays of data supporting multi-user interaction
and simulations. Methods developed include a procedural pipeline for data
culling, modeling, visualization, and porting to multiuser augmented reality.
A prototype interactive visualization application demonstrates the system via

visualization and simulation of magnetic fields. The magnetic field visualiza-
tions are attached to physical objects or embedded in the environment. The
invisible magnetic fields are transformed into tangible models of nano and
geospatial scales magnetic phenomena accessible to a user’s full body (em-
bodied) interaction.
The project seeks to make a significant contribution to scientific visualization.

Extending beyond the cognitive impact of traditional scientific visualization, the
goal of the AR Vis platform is to additionally leverage human perception and
spatial cognition and make data patterns tangible, manipulable and more
accessible. In supporting augmented information cognition in scientists and
learners, AR Vis design supports data discovery and learning.
The prototype implementation uses physics data modeling of the invisible and

largely intangible forces of magnetism across different scales. The project yields
both a prototype platform and develops a data visualization pipeline. Both
demonstrate a substantial and concrete implementation and demonstration of AR
Vis techniques.

Keywords: Augmented reality � Magnetic fields � Interactive visualization �
Scientific data
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1 Introduction

The visualization of scientific data and large network data have been evolving with the
arrival of computer graphic techniques. Most recently key developments have involved
the ability to process large amounts of data and render them in new and different
graphical formats. The array of information remains primarily constrained to 2D
dimensional projection (e.g., Tableau) or 2D renderings of 3-dimensional arrays.

Data visualizations are used to access the powers of human cognition. Data visu-
alizations leverage the powerful capacities of human spatial, object, and color per-
ception to detect patterns, trends, and anomalies in physical forms.

The introduction of virtual reality and especially augmented reality has enabled
scientists, data analysts, and the general public to interact with scientific and big data
visualizations in more intuitive ways. Augmented reality and virtual reality array data
in a simulated physical space around the body. In this way, the leverage all of the
visualization capabilities of traditional visualization but are further augmented by
human spatial cognition and tangible, full body, physically interaction with the data.
Virtual and augmented reality array the data around the body and engage in body-
centric spatial awareness to detect patterns and comprehend scale and relationships.
Full body interaction with data visualizations enables users given them new ways to
engage, alter, and “interrogate” the data.

1.1 Visualizing Unseen Phenomena at Various Scales: Magnetic Fields

Magnetic fields are largely invisible phenomena exerting effects in the world. Magnetic
fields are pervasive and can be modeled at different scales from the nanoscales to larger
geospatial scales such as the interaction of sun and the earth’s magnetic fields. Mag-
netic fields lend themselves to the possibility of visualization at different scales
including the superimposing on the real-world objects, the magnification of smaller
scale magnetism, and the visualization of large scale early magnetism at an experiential
scale of the body. In the project we start the interactive visualization of Environ-
mentally Mapped View; these interactive visualizations view data mapped directly at
one-to-one scale on physical objects or the surrounding environment.

2 Specific Objectives

The specific objectives are:

• Develop a general-purpose interactive data visualization platform.
• Visualize, simulate, and overlay natural physical processes on physical objects and

natural spaces.
• Develop and demonstrate the approach via the visualization of magnetic and

electromagnetic phenomena.
• Transform visualization to body-centric, tangible, and interactive scientific

visualization
• Visualize and simulate magnetic fields at different scales.
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• Support improved understanding of physical phenomena for scientific data explo-
ration and education.

3 Methods and Procedures

3.1 Overview

Our development of a graphics and interactive design pipeline for the creation of
interactive visualizations of time-based and environmental phenomena rendered in the
physical environment to an embedded 3D observer. The procedure for body-centered,
tangible experience using a multi-user augmented reality environment we call AR Vis.

3.2 Data Sources

We are building a general-purpose platform and a set of procedures for interactive
visualization suited to display spatial and environmental data varying over time and
different scales. For the prototype study, we demonstrate the visualization using
magnetic data from the Center for Solar-Terrestrial Research at NJIT.

Magnetic Field Data: From the Inviable to the Tangible. At the beginning of
project work, magnetic field data that are used for the study of solar and terrestrial
sciences are visualized (Fig. 1).

They are typically acquired by the instrument called “magnetometer” that measures
the background (ambient) or time-varying component(s) of magnetic fields. It has a
wide range of applications and is one of the widely utilized instruments for geospace
research. There are a number of science magnetometers in operation in ground-based
observatories and aboard spacecraft.

Fig. 1. Space magnetometer collecting terrestrial data at different Scales (Source: NASA)
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Magnetic field data sets are publicly available either online (e.g., NASA) or upon
request. They are provided in the text-based ASCII format or Common Data Format
(CDF) which contains the three-axis components (vector) or scalar (absolute) values to
represent magnetic fields around the Earth.

The Earth’s magnetic fields are never constant, being disturbed by various sources.
One of them is the continuous flow of charged particles from the Sun called “solar
wind.” Thus, monitoring the Earth’s magnetic fields provide critical information about
the environment between the Sun and Earth.

A member of this project, Dr. Kim at NJIT Center for Solar-Terrestrial Research
(CSTR), is currently in charge of the operation of magnetometers in the polar regions in
both hemispheres including Canada, Norway, Greenland, and Antarctica and has
extensive experiences in analyzing data from the magnetometers. We are also partic-
ipating in a satellite program run by NASA.

Here, we visualize such data sets from the various magnetometers and thus to
provide the general public with more tangible experience with the unseen forces that
surround us.

Data Mining, Reduction, and Culling. Data mining and culling extract spatial and
time-varying components. Data sets are modified and formatted to support 3D visu-
alization tools.

3.3 Visualization and Interactive Simulation Model Building

The magnetic field visualization prototype was created in Unity and the scripts were
written in C#. The Microsoft Mixed Reality ToolKit was used to implement the
Hololens functionality of the Unity Project.

The Mixed Reality ToolKit was necessary for the project because it allows Unity
projects to be directly built onto the Hololens. It also contains scripts and prefabs which
allows for a Hololens scene to be setup easily. For example, the Mixed Reality Tool Kit
Parent Prefab was used to represent the Hololens’ in the scene. In addition, the prefab
contained scripts and other objects attached to it that help with gazing and head
position. There are also other prefabs in the Mixed Reality Toolkit that help with input
and other essential things needed for a Hololens’ project.

The grid was created using two geometry shaders. The shader language used was
Cg, which is a variant of HLSL. A series of vertices are passed to the GPU, the first
geometry shader draws a cube at each of these points, while the second geometry
shader draws lines connecting neighboring points. In addition, a script calculates the
distance between the magnetic object in the scene and the player, as well as the distance
between the player and each vertex. The sum of these calculations is adjusted by a
manually tweaked value and applied to the vertices’ positions to make them move
rapidly or slowly. The number is also used to determine the color of the grid vertices
(Fig. 2).
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Platform Porting and Interactivity. The
interactive visualizations and simulations
are ported for interaction in an NJIT mul-
tiuser environment using Hololens and
hardware. Hololens is an augmented reality
system using optic see-though HMD for
blending virtual objects into the physical
environment. We begin with the networked
dual-use platform (Fig. 3).

Our visualizations Micro Software,
Hololens’s application framework. We are
able to support multiple spatial computing
and visualization experiences to run at the
same time.

Multi-observer Environment. Because
users and scientists often interact with data
in teams, the interactive simulations design
for two or more observers of the environment. Both are able to simultaneously view
shared visualization. Models are shared across devices in real time (Fig. 4).

Fig. 2. Environment sensors and optical displays within the augmented reality platform to be
integrated into AR Vis interactive visualizations. (Source: AR_Vis interactive Visualization)

Fig. 3. AR Vis interactive visualization plat-
form using Hololens augmented reality head-
mounted displays. (Source: Science & Art
Exhibition at CoAD Library, NJIT)

Fig. 4. Example of field data rendered for multi-user augmented reality interaction. (Source:
MS web.)
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Augmented Reality Views. The platform yields visualizations at different views using
augmented reality. The current prototype supports the visualization of body-centered
magnetic fields. Users are instrumented with a magnetometer and move through a real-
time dynamic visualization of the magnetic fields in the room or space around their
body. Actions include selection or even physical motion modify the data or support
interaction.

The platform envisions different types of augmented reality views of magnetic data
described below and include an object or environmentally mapped views and observer or
“Gods eye” views of very large planetary scale static or real-time magnetic field activity.

Environmentally Mapped View 
These interactive visualizations 
view data mapped directly at 
one-to-one scale on physical 
objects or the surrounding 
environment.   

Body center views 
These interactions visualization 
map data at different scales 
directly around the body of the 
user to engage embodied 
cognition and tangible 
interaction. 

Observer “God’s eye” views 
Phenomena at a smaller or larger scale (e.g., 
solar-terrestrial data modify to support a ‘god’s 
eye’ interaction with interactive simulation so 
that the data appear tangible and physical. 

4 Future Plans

This project supports the development of a prototype and development pipeline for an
augmented reality, visualization interface.

Preliminary user studies examine the usability, interactivity, of the interactive
visualization. Learning and discovery outcomes are also be assessed by comparing the
spatial augmented reality visualizations to traditional visualizations of the same data.

The multi-user system will be generalizable to the visualization and augmentation
of other information including for example architectural and structural visualization,
embedded visualization of urban and physical environments, electrical grid and
infrastructure visualization, medical patient data visualization, big data visualizations,
radiation, and environment mapping.
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Abstract. The study describes a Guideline Model that allows users who want
to visualize Data to generate visualizations that are tailored to their tasks and
purposes as intended. Data analysis is widely used in the research design pro-
cess, depending on the recent environment in which the importance of data is
gaining attention, but it is not easy for users to freely design and visualize data in
a cognitively optimized form. Through this study, we reviewed all of the data
visualization studies published in InfoVis, and developed nine key elements for
Data Visualization UX by analyzing in depth 59 of the findings that could be
used in the Guideline design. We intend to innovate the Data Visualization UX
by building the Guideline created through this process into an interactive rec-
ommendation interface that makes it easier and more accurate for users to
understand. This was developed from a prior study called Voyager system.

Keywords: Data visualization � Guideline � Interactive recommendation

1 Introduction

Visualizing multi-dimensional data is regarded as a difficult task for novice users,
especially, expressing as a cognitively optimized form. There are several reasons for
that, the first reason indicates that most novice users feel it is difficult to crease a dataset
for data visualization. Second, novice users could not find out or determine the effective
visual effects which to be applied [1]. Above issues have been discussed several years
in the field of data visualization, thus, many researchers conducted various studies to
solve above issues and to help novice users their data visualization.

2 Related Work

Wongsuphasawat et al. [2] developed a kind of data visualization system, which called
“Voyager”. It is supporting exploratory visual analysis method by using the Vega
specification. In addition, the system recommends several options in both data field
selection and visual encoding [2, 3]. Hence, users are able to visualize their data
effectively with using the system, in which recommends data fields and visual
encoding. In addition, the users could understand the trend of the data easily, so they
can catch up insight well from the data.
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However, in order to use the system provided by Wongsuphasawat et al. [2], the
users who use the system are asked to have higher levels of comprehension of data
visualization. Furthermore, several problems are still remaining. First, the users could
not recognize how each option of the system influences on the effectiveness of data
visualization. Second, the users could not perceive the potential problems of data
visualization provided by the system in the aspect of cognitive engineering. Finally, the
users could not know which part needs to be supplemented in the data visualization to
choose the best decision making. In order to overcome above issues, we developed a
system including the Interactive Guide Model that recommends how to optimize data
visualization so that it helps users can choose proper decision. With this perspective,
we try to stare at what kinds of knowledge users need to convey in visualizing data and
how such knowledge should be communicated, and finally, we study how these sys-
tems can contribute to make the best decision on data visualization.

3 Multi-dimensional Data Visualization Guideline

In the initial stage, we conducted a work domain analysis to define components of
visualization recommendation model. The results of work domain analysis described
that a systematic visualization guide defined as rule-based that is required for the data
visualization general principle [4]. To develop general visualization principle guide-
lines, we analyzed the papers published at the InfoVis conference, which is considered
to be the most influential in the field of data visualization. Total 684 papers published
during the period (1995–2017) have been analyzed, then 59 (8.6%) papers regarded as
relevant papers to our purposes. Thus, chosen papers have been discussed in order to be
used as fundamental visualization guidelines [5, 6]. These papers presented guidelines
using keywords such as, consideration, design, framework, guideline, guidance,
implication, lessons learned and taxonomy. The results of the study have been
investigated into 9 categories, which could be divided into 3 groups according to each
step in the process of data visualization to the user (Table 1).

Table 1. Visualization guidelines classified into 3 groups, 9 categories

Group Category Description

Design
composition

Color How to use colors effectively
Text How to visualize characters effectively
Animation How to show information through dynamic movement

of component
Visualization
technique

Chart Guidelines for visualization charts
Multiple
views

Layout method for various visualizations charts

Application Visualization techniques optimized for specific
domains

Cognitive model Perception The way humans accept visual information
Cognition How to understand perceived information
Memorability How to remember perceived information
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We have organized the contents into 3 types of templates so that users who will use
this guide can understand more easily and clearly what our findings are intended to
convey (Fig. 1).

4 Interactive Recommendation Model for Data Visualization

We concentrated on “Data Operation” and “Visual Encoding” among 4 steps of the data
visualization process suggested by Munzner in order to communicate the organized data
visualization guidelines to users most effectively [7]. In addition, we added an inter-
active guide panel to the right of the existing Voyager System (Fig. 2). In that panel, the
optimal tips for visualizing their data will be presented to the users. In the case of
cognitive problems might be occurring, the system suggests several problems through
pop-up style and the system also describes the reasons of problems and corresponding
solutions to help users to know how to improve it. Through this process, although the
users do not have a deep knowledge of the data visualization, they are given three
detailed information to the user so that they can optimize their visualizations as inten-
ded. Firstly, the system suggests the advantage or disadvantages of choosing each
option. Secondly, the system presents the preview of choosing each option. Lastly, the
system provides an animated transition that indicates which components are changed
from the current visualization to be an improved visualization. Particularly, Heer and
Robertson insisted that animated transition could influence significantly on the users’
understanding of the difference between AS-IS and TO-BE [8].

Fig. 1. Sample guideline of data visualization general principle
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5 Conclusion and Future Work

In this paper, we proposed a new interaction method for optimizing Data Visualization.
Although this study designed Algorithm through a combination of findings published
in InfoVis, It could also further develop into user data-driven data visualization by
analyzing results of user’s data visualization and creating algorithms. Finally, from a
user’s perspective, we will continue to work on these studies that they will be able to
quantitatively and qualitative evaluate how well they can design their desired Data
visualizations to further explore the highly complex elements that make up the Data
Visualization UX.
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Abstract. Many biometric systems are being used to identify trans-
actions and increase security levels. These systems analyze the differ-
ent registers that can recognize a person, for example, fingerprint, face,
voice, and iris. Face recognition systems are widely studied for security,
surveillance applications, transaction, and general services. The accuracy
of these systems depends mainly on two closely related factors, quality
data and machine learning techniques used. In this paper, we present a
data collection and image analysis tool for face recognition with evolved
parameters (ergonomic and visual) setting. The proposed tool is capable
of collecting face data with various poses while making the user inter-
action intuitive and comfortable. The details of the different stages of
study, along with discussions, is presented based on results extracted
from 79 users.

Keywords: Data collection · Face recognition ·
Robust face data collection

1 Introduction

Many biometric systems have been proposed in the literature to allow access
to secure systems [1,2]. These biometric systems include fingerprint recognition,
face recognition, voice recognition, iris recognition, and palm recognition [1,3].
Face recognition is one of the most studied biometric systems [4]. In the security
and surveillance applications, a high recognition rate is mandatory.

Recently, machine learning algorithms have produced high accuracy in face
recognition systems [5]. Machine learning algorithms have two building blocks,
which are: data and the algorithm. However, machine learning based face recog-
nition methods requires a large number of labeled samples which are expensive
and time consuming to collect. The performance of these methods often improves
with the amount and quality of the available data.

There are two possibilities to obtain a large amount of data, i.e., Collection
of face data from users, and data augmentation from limited available data.
c© Springer Nature Switzerland AG 2019
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Masi et al. [6] discussed the need of collecting huge numbers of face images for
effective face recognition, and proposed an augmentation method to enrich the
existing dataset by introducing face appearance variations for pose, shape, and
expression. The methods of “one-to-many augmentation” can mitigate the chal-
lenges of data collection, and they can be used to increment the datasets [7]. They
are categorized into four classes: data augmentation, 3D model, CNN model, and
GAN model.

– Data augmentation: Data augmentation methods consist of photometric
and geometric transformations. Transforms include a range of operations
from the field of image manipulation, such as shifts, flips and zooms [7];

– 3D model: To enrich the diversity of training data, different generic 3D
models are used for rendering to augment faces;

– CNN model: Rather than reconstructing 3D models from a 2D image and
projecting it back into 2D images of different poses, CNN models can generate
2D images directly;

– GAN model: Generative Adversarial Network (GAN) is also used for image
augmentation, which combines prior knowledge of the face data distribution
(pose and identity perception loss). Wang et al. [8] compared traditional
transformation methods with GANs to the problem of data augmentation in
image classification.

The specific data augmentation techniques used for a training dataset must
be chosen carefully considering the context of the training dataset and knowl-
edge of the problem domain. Besides, it can be useful to experiment with data
augmentation methods in isolation and test to see if they result in a measurable
improvement to model performance, perhaps with a small prototype dataset,
model, and training. These techniques are robust but can be computationally
intensive.

On the other hand, collecting real-world face database is expensive and time-
consuming. However, real-world collected data provide better contextual mean-
ing and allows the classifier to learn efficiently. For this reason, a data collection
tool can help improve classification accuracy, especially for small and secure sys-
tems. In this paper, we propose a data collection and image processing tool that
can be used to collect data for facial recognition. Our proposed tool is evaluated
and updated from the feedback of users in three stages. Importantly, this tool
allows for capturing 96 facial pose variations while making user-interaction with
the system pleasant. Rest of the paper is organized as follows: Sect. 2 describes
the stages considered in the data collection process and the main visual and
ergonomic parameters. Next, the evolution of the developed tool is presented in
detail in Sect. 3, followed by the user evaluation in Sect. 4. The conclusions and
future research lines are placed in Sect. 5.

2 Data Collection Process

The user image capturing process may take a few seconds from image acquisition
to processing and then subsequent use by recognition system. Some aspects may
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affect depending on the task that will be performed, for example, distance with
which it was taken to photo and capture angle. Different studies recognize a
necessary number of photos (approximately 30) but do not define the values of
visual and geometric parameters present in the interaction with users [4,6,7].
Based on this analysis, a data collection tool that is composed of several visual
and ergonomic parameters with minimal interaction is proposed that should be
evaluated with users for parameters adjusting in any recognition system.

The following parameters are considered in each iteration:

– Participants height: This aspect was considered to determine the height
of camera from ground for final data collection;

– Camera height: The current height of the camera from ground level;
– Camera angle: The current angle of camera with respect to horizontal axis;
– Capture stages: The stages of user’s image capture process;
– Yaw angle: The maximal horizontal rotation of the head by users;
– Pitch angle: The maximal vertical rotation of the head by users;
– Number of images: The number of face images captured per user;
– Discarded faces: The average number of discarded faces per user;
– Average capture Time: The average capture time per user;
– Worst capture Time: The worst capture time per user.

Mennesson et al. [9] showed that the degree of head yaw rotation is very
important for the task of face detection (e.g ±15◦). The authors further com-
mented about how the number of detected faces decreases to zero with a Gaussian
decay when user pose is far from the frontal face. Evidently that the maximum
of detected frontal faces is obtained with a yaw angle near zero degree (a frontal
face).

Visual and ergonomic concepts were studied to facilitate data collection.
During the process, three major challenges need to be addressed:

1. To guide the user naturally considering comfort while moving his head;
2. Considering that most of the users are not familiar with face recognition

technology, an efficient visual language is necessary to give instructions, when
something is not going well;

3. Identify external factors that can influence the quality of experience while
using Face Recognition.

The first step was searching parameters that could be used to mediate the
human-technology communication. In this regard, three aspects of user inter-
face were observed [10,11]:

1. Physical aspects (operating with a device as a physical object);
2. Handling aspects (the logical structure of interaction with the interface);
3. Subject-object-directed aspects (the mapping of objects “in the computers”

with the objects in the real world).
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Fig. 1. Second stage - rectangular matrix.

3 Image Processing Tool

In the first stage, users start from a frontal position and perform yaw and
pitch movements of the face responding to the text indications received from
the device.

In the second stage, the registration process was divided into three steps
for a total of 56 faces as shown in Fig. 1. The principal problem in this stage
was that the interface didn’t provide comfort and freedom for users. The users
commented that the process was slow and the matrix interface was artificial and
they needed mechanic movements.

In the third stage, the register was divided into two steps for a total of
96 faces. As you can see in Fig. 2 the initial steps of the previous stage were
merged. In order to improve the human-computer interaction, after testing with
the user, we detected improvement points that were implemented in this phase,
for example:

– Facilitate the movements of the head at the capture time;
– To reduce time and effort to capture faces;
– Increase the amount of captured faces.

The strategy tested at this stage showed one critical result. A significant number
of users failed to turn their face in the 30◦ for yaw and pitch angles. This leads
to a result that the during the test phase, these angles are not expected to go
beyond this limit.

The fourth stage was divided into two steps. The registered number of faces is
set to 96, but changes are made in user interaction. In the first step, the register
was divided into four quadrants where eight images were taken with 5◦ of head
variation in each quadrant. In the second step, we divide into eight pieces where
four photos were captured per quadrant, with a maximum head variation of 15◦.

This last strategy provided a more intuitive and comfortable interaction,
because by reducing the head angle movement, and the capture time, we pro-
moted more natural movement for the user.
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Fig. 2. Third stage - pie chart.

4 Users Evaluation

The experiment took place in an environment with controlled lighting conditions,
where participants were tested individually with an average time of 3 min per
user. A total of 79 users served as participants for this experiment. Their ages
ranged from 21 to 45 years.

Table 1 shows experimental evaluation and the parameter settings. Based
on the parameters from the state-of-the-art in face recognition [7], the initial
parameters for the first Proof of Concept (PoC) were established. To cover all
possible face poses and shapes, n numbers of images are captured (n = 96, in
current experiments).

About ergonomic parameters, the feedback in all stages allowed to adjust
these parameters, such as camera height and camera angle. The camera height
is changed to 131 cm in the second stage and 140 cm in the last stage, in response
to user discomfort in the experiments. The camera angle was only increased in
the last stage for usability reasons. Another interesting element was to capture
the rotations (yaw, pitch, and roll) in an angle greater than 15◦, a situation that
made the user lose control and attention. This difficulty was removed by making
improvements in the design (Fig. 3).
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Fig. 3. Fourth stage.

Table 1. Parameter settings.

First stage Second stage Third stage Fourth stage

Participants 25 40 7 7

Shorter (cm) 161 150 155 160

Taller (cm) 180 187 179 170

Camera height 140 131 131 140

Camera angle 60 60 60 70

Capture stages 3 1 2 2

Yaw angle ≤30 ≤30 ≤15 ≤15

Pitch angle – ≤20 ≤15 ≤15

Face by User 30–35 56 96 96

Discarded faces (%) – 10 – –

Average capture Time 150 s 180 s 180 s 120 s

Worst capture Time 2 min 5min 3 min 3 min

Among the functionality parameters, two steps were achieved in the final
stage to complete the register, being insufficient and very ambitious to achieve
it in one stage, and considered as excessive more than two stages. The different
parameters adjustments allowed reducing the average registration time to two
minutes, with the variance of one minute, highlighting as an acceptable time of
user interaction.

The proposed changes meet the requirements from development and design
teams. In the future, we intend to improve the communication when the user is
not doing the correct head movements.
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5 Conclusions

In this method, we propose a data collection and image processing tool for face
recognition applications. We first analyze the process of the facial data collec-
tion and explains the data collection phases. The most important geometric and
visual parameters are discussed and analyzed. In the final stage of the data col-
lection tool, those parameters are selected that conform the system requirements
and also allows a comfortable user interaction with the system. The parameters
and their adjustments, although considered in other studies, show their impor-
tance in specific people and contexts. In conclusion, this system allows to collect
facial data with important poses covered in the most user friendly manner and
that in addition, high quality collected data can be obtained for subsequent tasks
of face recognition in different scenarios.
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Abstract. The creation of a model for the interpretation and transformation of
data from the computer of automobiles (ECU) will serve on a large scale to the
automotive sector. The main objective of this work is to facilitate the under-
standing of the data provided by the ECU of automobiles, through a model
composed of five phases (Connection, loading, interpretation, loading and
visualization). The model has usability criteria. Each phase is comprised of the
most convenient processes for the context, seeking to reduce complexity and
inefficiency. Finally, with the application of the proposed model in mobile
applications or desktop software, a person can perform an automotive “Diag-
nostic” with or without mechanical knowledge, will be able to understand and
interpret the information provided and will have certainty about the mechanical
state of the revised automobile.

Keywords: Automotive diagnostic � Data interpretation � Model �
On board diagnostic

1 Introduction

As of the year 1998 all cars are manufactured with an integrated computer denoted as
ECU. The ECU (Electronic Control Unit) is the unit in charge of receiving all the
information collected from the vehicle by means of different capturers and probes,
analyzes and processes this information and controls the different ignition and injection
organisms [1]. Taking into account the above, one could know the mechanical status of
the vehicles manufactured at a date after 1998 by simply connecting to the ECU and
interpreting the data that it provides.

Currently there are different applications that allow to visualize the data generated
by the ECU, by means of an OBD II device; but with the great difficulty that it is not
easy for a natural person to understand the information that is shown there, being then
not very useful to make diagnoses of the vehicles. It is thus seen that there is no method
available to interpret the data from the ECU so that any natural person can understand
them. It is necessary then, the creation of a model for the interpretation of the data
coming from the ECU through an OBD device that allows to make the connection with
the ECU via Bluetooth or Wifi. Because each automaker has its own ECU, the OBD II
system uses several types of protocols, where each has its own communication speed
and voltage levels [2]. With the aforementioned model, any person with or without
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mechanical knowledge could perform a “Diagnostic” to your vehicle and know effi-
ciently the mechanical state of the car.

The proposed model is comprised of five phases (connection, initial load, inter-
pretation, final load and visualization), the latter built with criteria such as usability.
The word Usability in its most precise interpretation is: ease and simplicity of use of an
article or object [3]. Criteria such as metaphors will also be used. A metaphor is defined
as the translation of the straight sense of a voice to another figurative, by virtue of a
tacit comparison; that is, making sense of an object through comparison [4]. Other
criteria from the area of HCI (human-computer interaction) will be used in order to
provide a perspective as understandable as possible.

2 Proposed Model

2.1 Characteristics of the Model

In the development of this work, it is the data interpretation model, the main com-
ponent. The model that is available that is applicable to existing software in the field
and in that order of ideas, can also be a considerable basis for the creation of future
applications of the context in question. Thus, the main characteristics that the model
must supply are:

1. The ability to be able to program in an object-oriented language (be sequential).
2. Improve aspects of usability in the application.
3. Increase the understandability of the information that the application throws.

Starting from the previous characteristics taken from the objectives of the work, we
arrive at a graphic representation of the model (See Fig. 1).

In each of the phases of the model a specific procedure is done, same as described
below.

2.2 Phase 1

The 5 communication protocols of the OBDII devices with their internal variations,
work as follows [5]:

• SAE J1850 PWM: Used exclusively by vehicles manufactured and belonging to
Ford. This protocol uses differential signals and has a transfer speed of up to
41.6 Kbps and its feeds to the diagnostic connector are: Pin 5 - Earth, Pin 16 -
Battery voltage, Pin 2 - Data 1 and Pin 10 - Data 2.

• SAE J1850 VPW: This protocol is used almost exclusively by General Motors
(GM) and Chrysler vehicles since 2000. Its power supplies to the diagnostic con-
nector are: Pin 5 - Earth, Pin 16 - Battery voltage and Pin 2 - Data.

• ISO 9141-2: Used by Chrysler until 1999 and some models after 2000, BMW,
Mercedes Benz, Porsche and some other European and Asian brands. Its feeds are:
Pin 5 - Earth, Pin 16 - Battery voltage and Pin 7 - Data.
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• ISO 14230-4 (KWP2000): It is the protocol of the European standard EOBD and is
very common in vehicles from 2003 on brands such as Renault, Peugeot, etc. Its
feeds to the diagnostic connector are: Pin 5 - Earth, Pin 16 - Battery voltage, Pin 7 -
Data 1 and Pin 15 - Data 2.

• CAN (ISO 11898/15765): The CAN protocol for the diagnostic bus began in use in
2003 in some models of brands such as Ford, Chrysler, GM, among others. Since
2008, its implantation has been mandatory in American vehicles. Its feeds are:
Pin 5 - Earth, Pin 16 - Battery voltage, Pin 6 - High data and Pin 14 - Low data.

For a Bluetooth or Wi-Fi interface, it is necessary prior to the data transfer with the
OBDII device, a pairing through the Bluetooth or Wifi service provided by the mobile
device. In the case of a Bluetooth OBDII device, for pairing, it is necessary to have a
connection pin that asks the device to connect to it. There are three pins that are
normally used: 0000, 1111 or 1234.

Once the previous connection to the data transmission is made, an algorithm is
proposed for the automatic selection of the protocol to be used, according to the
reception of pins; said algorithm is shown in Fig. 2.

Fig. 1. Graphical representation of the data interpretation model
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2.3 Phase 2

Due to the ease provided by data structures such as Lists, since in their declaration it is
not necessary to determine their total dimension; allowing adding a variable amount of
data. It is proposed the use of a List for the storage of the errors reported by the ECU,
since there may be zero or many errors that arise in the diagnosis. Figure 3 shows the
list that is proposed and how it would be the location of the errors that are received.

It should be noted that only the error code should be saved, no other portion of the
text should be there, which does not hinder the subsequent data crossing process of
Phase 4.

Fig. 2. Selection protocol algorithm
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2.4 Phase 3

In this intermediate phase, it is available, as a result of a research and data collection
work; a repository of the errors that an ECU can generate. Which has a complete
interpretation of the errors, going from a technical and unknown language, to a natural
one that is understandable to a person like that who does not possess mechanical
knowledge. In Table 1 you can see a position of the repository and how is its structure.

The end of this phase comprises a small and simple algorithm that compares the
error codes present in the List of Phase 2 with those provided by the repository. You
must compare the fields in the List with the primary keys of the error table and thus

Fig. 3. List for temporary storage of errors

Table 1. Error information repository

Code Description Cause Solution

P0102 -
Low input
of the mass
air flow
circuit
(MAF -
Mass Air
Flow)

The Air Mass
Flow Sensor
(MAF) is
mounted on the
air intake duct
of the vehicle’s
engine…

When the error code P0102 OBDII
is established, it may be due to:
There may be intake air leaks.
Mass Air Flow (MAF) sensor
cables or connectors may be
shorted, rubbing with some other
component causing a poor electrical
connection …

The steps to solve the
diagnostic code P0102
OBD2 are:
Performs an inspection of
all cables and respective
connectors related to the
Air Mass Flow Sensor
(MAF) …

… … … …

P1900 -
intermittent
failure of
output shaft
speed
sensor
circuit

The speed
sensor signal
from the output
shaft to the
PCM is
irregular or
interrupted

Fault code P0723 OBD2 is
established by the following:
Harness connector not seated
correctly.
Harness intermittently short-
circuited, or open.
Harness connector damaged.
OSS sensor damaged or not
installed correctly

The steps to solve the
DTC code P0723 OBDII
are:
Check harness and
connector integrity.
Verify the correct
installation of the OSS
sensor
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extract all the information referring to the error. Figure 4 shows the format of the
repository, in a relational database table.

2.5 Phase 4

In this section, the final assembly of the information is done to finally be shown to the
user. We can say that the data structures provide a technical knowledge to choose the
best and most efficient way to organize our data for the solution of problems commonly
used in programming [6]. In the specific case that is addressed in this paper, a tem-
porary data structure is necessary, since each time the vehicle is diagnosed the pro-
cedure is repeated; that provides the characteristics and functionalities of a structure
type Key/Value. It is understood that the keys or keys, are going to be the error codes.

Starting from the above, the use of maps for this phase is proposed, since they are
structures that have all the key/value structure of the one being spoken and in languages
such as java, certain methods are provided for easy administration. Then in Fig. 5 the
map that is proposed with its structure is illustrated.

As it is clearly seen in the previous map, for each error an object is related to what
was called “error information”, which is made up of several attributes. Figure 6 shows

Fig. 4. Repository relational database format

Fig. 5. Processed information map
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in detail the composition of the object in question with its restrictions of attributes and
methods (private or public).

2.6 Phase 5

In the last phase of the model, a study is made based on the Roadmap methodology
shown in Fig. 7. This results in an information architecture, a theme (colors and
combinations) and a type (visual architecture) of Graphic interface; on which the visual
design of the entire application is made, in order to increase characteristics such as
usability in the process, with respect to existing designs.

Fig. 6. Information object diagram

Fig. 7. Roadmap for the development and design of graphic interfaces. Formulated under the
research of the SINFOCI research group of the University of Quindío [7].
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After the development of the benchmarking mentioned in the methodology, the
following information architecture is reached, which is the most elementary and
appropriate architecture; taking into account that end users are people who do not know
mechanics and may be in their vehicles when using it.

• Connection
– Interface
– Connection type (protocol)

• Diagnosis
– State
– Error codes
– Report

• Settings
– Language
– Version

• Vehicle specifications
– Model
– Brand
– Mileage
– Cylinder capacity
– Gas

• Graphics (if it is required to show data graphically)
– Boards
– GPS
– performance
– Records (speed)

Once the most suitable information architecture has been identified, a combination
of colors to be used is also defined. It is assumed that, depending on the context of the
application, you should use clear backgrounds with dark letters or vice versa, but
always with combinations of blue, yellow, gray, black and white.

Finally, a grid is defined, which is a mesh that is left to the bottom to achieve a
design and location of metaphors and components in the most orderly, and visually
attractive and functional way. The grid that is defined is 7 � 12 which is located in a
mobile phone mockup (IPhone 6 for this case). You can see in Fig. 8 all the process
that includes the design from the grid.
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The rest of interfaces and the navigation map of the application can be seen in
Figs. 9 and 10 respectively.

Fig. 8. Design process based on themes and grid

Fig. 9. Application interfaces
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Validation of Interfaces
To verify that the proposed design meets good usability standards, some tests are done
in the usability laboratory of the Quindío University; where a set of users are taken,
they are assigned some tasks to develop and at the end they are asked some questions
about their experience in the interaction with the application. The above is in order to
determine which components have design problems and in which specific aspects they
are failing, in order to redesign them.

The study of 11 indicators that qualify, in a first instance, the development that the
user had in the test. A minimum value of 80% of “Yes” responses from users is defined
in an indicator, to accept it; as long as this is a positive indicator for the design. Thus, if
the value is less than 80%, it must be submitted to redesign. In the opposite case, if an
indicator is negative for the design and more than 20% of the answers to it in the tests
were “Yes”, it must be submitted to redesign. Table 2 shows the collection of all the
results obtained by the users in the test around the proposed indicators.

Fig. 10. Application navigation
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Thus, it is clearly identified that indicators 8, 9, 10 and 11 are below the acceptance
threshold, indicating that a redesign of the aspects of the application that intervene in
these indicators is needed.

Now, we proceed with the analysis of the tasks and the questions of the test. Three
tasks were determined to be performed during the test, which would be evaluated by
the user in binary form (1 when the task was successful and 0 otherwise). The tasks that
were arranged are:

• Task 1: Connect with the OBDII device in bluetooth mode.
• Task 2: Determine the correct number of errors displayed by the ECU.
• Task 3: Identify the causes of the first error shown.

The results of the users regarding the tasks, can be seen in Fig. 11.

Table 2. Context of the indicators statistics

Project name: model for the interpretation of data of an ECU by means
of OBD devices

Number of users: 8

Indicator Valor Users that DO
apply the
indicator

Users that do
NOT apply
the indicator

Number % Number %
Indicator 1: The user manages the correct meaning
of metaphors

Positive 7 87,5 1 12,5

Indicator 2: The user easily identifies the
connection icon

Positive 7 87,5 1 12,5

Indicator 3: The user easily identifies the settings
icon

Positive 8 100 0 0

Indicator 4: The user gives many clicks on the
application

Negative 1 12,5 7 87,5

Indicator 5: The user clicks on each of the fields
assigned to him

Positive 7 87,5 1 12,5

Indicator 6: The user clicks on the field to perform
diagnostics

Positive 7 87,5 1 12,5

Indicator 7: The user makes the connection Positive 8 100 0 0
Indicator 8: The user identifies how to choose the
protocol to use

Positive 4 50 4 50

Indicator 9: The user identifies the generated error
code

Positive 6 75 2 25

Indicator 10: The user identifies the error that the
application shows

Positive 5 62,5 3 37,5

Indicator 11: The user clearly identifies the
connection PIN

Positive 3 37,5 5 62,5
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It is seen that task 2 could not be carried out by a large portion of the users,
assuming that the aspects that are involved need to be redesigned.

On the other hand, after the test, 2 questions were asked which allowed the user to
give their opinion on important aspects of the design. The questions were:

1. What did you expect to find in the connection interface?
2. What do you think about the explanatory text about the errors?

The responses of the users, discretized and collected, can be seen in Fig. 12.

Redesign
According to the results of the tests, it is then determined that the design of the
interfaces that relate to the aspects of:

Fig. 11. Percentage of completion per task

Fig. 12. Percentage of answers per question
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1. Use a metaphor for the use of Bluetooth.
2. Make transparent the protocol to use (increase the level of abstraction).
3. Clearly identify the connection PIN.
4. Identify the generated error code.
5. Text segmentation (Do not see too much text in a single interface).
6. Determine the correct number of errors displayed by the ECU.

It is thus evidenced that the connection interface is the one related to the aspects of
redesign 1, 2 and 3; and aspects from 4 onwards, with the diagnostic interface. The new
design of the connection interface, where it is also decided to implement a more telling
feedback (Positive or negative); next to the new design of the diagnostic interface with
its segmentation and the new interface for displaying the details of the error, they are
shown in Figs. 13 and 14 respectively.

Fig. 13. Redesigned connection interfaces

Fig. 14. Redesigned diagnostic interfaces
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The new navigation map that resulted from the redesign is shown in Fig. 15.

This concludes the model proposed for the improvement of the concepts of usability
and data intelligibility, of a car diagnostic application, which the ECU uses through
OBDII devices for this purpose.

3 Test and Results

To make a final verification of the model, it is decided to make a type of test called
“Test A/B”, which consists of making the comparison of two elements by their
qualification in certain evaluative concepts. In the case of the test to be developed, it is
decided to use the time it takes for the user to perform the tasks specified, such as

Fig. 15. New navigation map
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comparative metrics; since, when measuring this time, concepts such as the cognitive
load on the user, veracity of the metaphors, clarity of navigation, proportion of ele-
ments, among others, can be analyzed.

It was taken as the evaluation model “A” to which was evaluated in the beginning
with eye-trackers. The tasks to develop are the same that were formulated for the test
with eye-trackers, as well as the profile of the users, so that there was no advantage in
any of the tests. It should be noted that in the redesign the results of the test with eye-
trackers were taken into account, since it was important to take into account the user’s
focus and verify that the user’s attention was focused on the elements that were desired.
The tasks that were evaluated were:

• Task 1: Connect with the OBDII device in bluetooth mode.
• Task 2: Determine the correct number of errors displayed by the ECU.
• Task 3: Identify the causes of the first error shown.

After making the data collection of the test, we arrive at Table 3, which contains the
average of times and percentage of approval for tasks. This table shows the data in a
comparative way.

The graphs of Figs. 16 and 17 show the comparison in terms of the evaluation
aspects between both designs.

Table 3. Test A/B results

Test A/B Test – Model A
(Initial)

Test – Model B
(Redesign)

Average time (seconds) Approved (%) Average time (seconds) Approved (%)

Task 1 48,50 70 8,90 100
Task 2 42,00 20 12,93 100
Task 3 83,99 70 31,80 80

Fig. 16. Comparison of interaction time per task
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It can be seen then, that the reduction in the execution time is approx. 81.65% in
task 1, 69.21% in task 2 and 62.14% in task 3. This indicates that the cognitive effort
the user had to make to understand the way in which he had to develop the task,
because he only had to intuit the way to do it, no help of any kind was allowed. The
design of the metaphors and the proportion in terms of the components was adequate,
the user did not need to make a significant visual effort to locate the elements and
understand their function. The improvement in terms of the general usability of the
application can be seen in the second graph, where an increase of 30%, 80% and 10%
can be seen, in successful completion of tasks 1, 2 and 3 respectively.

The contribution made in the present thesis of formulation of a model for the
interpretation of data of an ECU by means of OBD devices, can be given in aspects
related to:

1. HCI in the context of automotive diagnostic applications.
2. Language of an application of the mechanical context, oriented to people without

mechanical knowledge.
3. Interface design of an application that uses ECU for automotive diagnostics.

According to the review of the state of the art regarding the development of
applications for the use of the vehicle’s computer for diagnosis and the study of
existing applications in the field, in contrast to the theories of HCI and the tools
available for their work, can highlight the absence of cohesion between both entities,
also, there is a deep uprooting between what HCI understands and the OBD diagnostic
applications, which has led to the little use of these applications.

With respect to these observations, the data interpretation model proposed in this
thesis, allows a natural person and as evidenced in the tests performed at work, would
be able to understand a mechanical failure even without knowing about the components
of the car; for example, that a person recognizes that he has a short circuit in the circuit
that feeds the alternator, even without knowing what the alternator is and what is the

Fig. 17. Comparison of percentage of completion per task
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circuit that feeds it. With this information, a person could easily go to their trusted
mechanic and solve the problem in a very short time, since the time spent on the
revision to find the fault is suppressed; in the same way it mitigates the risk of wasting
money on unnecessary arrangements or that were not the cause of the failure.

The contributions can then be discretized in the following way.

Theoretical Contributions

• Concepts of usability: The fact of studying all the interaction and the key points of
interest of a user when using a mechanical diagnostic application, provides a the-
oretical basis of concepts that had not previously been identified, nor worked in this
type of Applications; allowing, after this work, to have a base of concepts that as a
minimum should be taken into account in this type of development that promotes
the investigation of more concepts that may be considered useful.

• Internal structuring model: The model allows a structuring of how the operation of
an application of the field should be internally, improving both the data, the effi-
ciency in the operation and its design, as well as a more important aspect at the
business level, such as it is the acceptance in the market, because a very good
product is useless, if it is not sold.

Technological Contributions

• Interface design: The interfaces that were designed in this work provide a certified
and evaluated template, know how the graphic components should be and their
distribution within the interface according to the segmentation of the screen.

4 Conclusions

In summary, of the finished work; a model has been developed that allows transforming
the data provided by the computer of a vehicle, from a very technical language to a
natural language. All the errors of the Data Sheet of the ECU computers have been
compiled and a complete translation and interpretation has been made. A set of graphic
interfaces has been designed with high levels of usability that serve as a template for
the development of an automotive diagnostic application through the ECU. An
information architecture has been consolidated for an automotive diagnostic applica-
tion, based on field benchmarking.
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Abstract. This study attempts to identify the variance between right-
and left-handed users when utilizing touch screen devices. Three experi-
ments were created in Flutter to gather data and identify the differences
in functionality by left- and right-handed users on touch screen devices.
These experiments focused on speed and accuracy while also using mir-
rored images. Experiment one focused on Fitts’ law while two and three
focused on steering law. This paper focuses primarily on the Fitts’ law
experiment. The collected data were analyzed and visualizations created
to provide insight into whether these biometric experiments prove or dis-
prove the existence of deficiencies in touch screen devices for left-handed
users. Data was collected from the native touchscreen and timing features
for each participant. A preliminary visual analysis of the data indicates a
significant variance between right- and left-handed users, but a machine
learning analysis is necessary to verify this hypothesis definitively.

Keywords: Human-computer interaction · Fitts’ law · Steering law ·
Flutter · Firebase authentication · Biometrics

1 Introduction

1.1 Background

Touchscreen technology interfaces may have inadvertently been designed to favor
right-handed users. The right-handed favored design reaches across all interfaces,
including computers, tablets, mobile phones, gaming consoles, and other user
interactive machines. Settings can be adjusted on mouse buttons to reverse the
controls for left-handed users, however the hand and extended forearm get in the
way of displayed content on touchscreens as the fingers replace the mouse cursor
control. Typing and keyboard use does not have the same right-handed bias.
Interestingly enough, an individual typing with both hands in the conventional
c© Springer Nature Switzerland AG 2019
C. Stephanidis and M. Antona (Eds.): HCII 2019, CCIS 1088, pp. 413–423, 2019.
https://doi.org/10.1007/978-3-030-30712-7_51

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30712-7_51&domain=pdf
https://doi.org/10.1007/978-3-030-30712-7_51


414 K. Brush et al.

manner on standard ‘qwerty’ keyboard can type in the neighborhood of 3400
words with solely the left hand, whereas only 450 words are typed solely with
the right hand. There are many theories on skills and adaptability of left-handed
users ability to use a right-handed tool easier than a right-handed individual’s
ability to use a tool built for left-handed individuals. However, there is very little
public awareness of left-handed accessibility issue and accommodation in UX/UI
and HCI, human computer interaction.

Fitts’ law calculates the time to click a point on the screen as a function of
the distance traveled and width of the target. It is used in HCI to design UI/UX
of mobile apps. Using time, distance, and width the difficulty coefficient can
be calculated. In the following formula, the variables MT , A, and W represent
movement time, moving range, and the breadth of the target, respectively [1].

MT = a + b · log2( A
W

)

Index of Difficulty, is also called the difficulty coefficient and is represented by
ID [1].

ID = log2(
A

W
)

Fitts’ law predicts movement from one location to another [1]. It has been con-
cluded in an experimental study of right handed users that the screen quadrant
measured most difficult to access should be avoided when designing touchscreen
apps [2]. However, if one is using the left hand, that display area may not be dif-
ficult to access. This research, based on the study by Zhang, et al., includes both
right-handed and left-handed participants performing the experiment using each
hand in succession. Hypothesis one is that there will be a symmetric, or mirror
difference for right and left-handed subjects. Steering Law, derived from Fitts’
Law, is used to calculate accuracy while swiping across a mobile device. This law
is a predictive model of subject movement that describes the time required to
navigate or steer through a tunnel. Below is the mathematical equation where
A = length of tunnel, and W = width [3]. Figure 1 illustrates this concept:

IDs = A/W

Fig. 1. Steering law [3]

Based on Inkpen’s research, any application requiring on-screen input (i.e.,
Left-Handed Scrolling 105 hyperlinks, buttons, text entry forms, context menus,
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etc.) should make the placement of their input widget dynamic based on handed-
ness [4]. For example, it is common for applications to left align their drop-down
menu or sub-menus. This works well for readability as English is read left to right
but is inefficient given right-handedness. Left-handed users receive the benefit
of not having to reach across the screen to select the drop-down bar, where
right-handed users have to occlude their screen to make the interaction.

1.2 Objectives

The purpose of this work was to gain additional insight and data on the respon-
siveness of self-identified left and right-handed individuals using a mobile appli-
cation developed in Flutter.

To that end, this research study set out to accomplish the following:

– Develop a biometrics application to measure the variance between right- and
left-handed users using Flutter, supporting both Android and iOS mobile
devices.

– Record data for right handed users, left handed users, right handers using
their left hand, and left handers using their right hand.

– Create a database using Firebase to perform data analytics and summariza-
tion of variance on the data that was collected from the experiments.

– Calculate the Index of Difficulty using Fitts’ law and steering law formulas
with consideration of the movement time, as well as the direction of hand
movement.

– Use machine learning to test for any significant authentication biometrics.

2 Literature Review

Although keystroke analysis lacks the amount of studies compared to other bio-
metric modalities, it is one that demands our attention. The first reference to
the conceptualization of keystroke analysis dates to Spillane’s research in 1975
[5]. At first, studies proved that keystroke dynamics work well when enough data
is acquired to create the model of a user. Now, the same can be done without
demanding a plethora of data from the user. Studies on keystroke analysis all
attempt to provide a powerful yet economical authentication method.

In a study that exemplifies this, a novel keystroke biometric system for long-
text input was developed and evaluated for user identification and authentication
applications. The system consisted of a Java applet that collected raw keystroke
data, a feature extractor, and pattern classifiers that made the final decision in
authentication. Data was collected from over 100 participants to investigate two
input modes (copy and free-text) and two keyboard types (desktop and laptop).
This study used 239 feature measurements to characterize a typist’s key-press
duration times, transition times between keys, the percentage in the use of non-
letter keys and mouse clicks, and typing speed. By varying between the two
input modes as independent variables, the distinctiveness of keystroke patterns
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can be determined. The data yielded four quadrants: desktop copy, laptop copy,
desktop free text, and laptop free text. These are the four ideal conditions. It was
determined that accuracy was greater under these four conditions, however, it
decreased as the population size increased. Longitudinal studies were also incor-
porated to study the accuracy of identification and authentication over time.
Results showed that only about 300 keystrokes were needed for sufficient accu-
racy for various applications. Therefore, it reduces the text input requirement to
less than half of that used in the experiments. An equal error rate (EER) value
was obtained in the authentication study under ideal conditions. Ultimately, the
study found that keystroke biometrics is useful for identification and authenti-
cation applications, if two or more enrollment samples are available and if the
same type of keyboard is used to produce both the enrollment and questioned
samples [6].

In yet another study that exemplifies keystroke analysis as an economical
tool and how it can be integrated into existing computer security systems with
minimal alteration and user intervention, the majority of the keystroke dynamics
research works from the last three decades are summarized and analyzed [6]. The
advantages of implementing keystroke analysis are undeniable. Understanding
the history of keystroke dynamics can help researchers further their studies in
the appropriate direction (Fig. 2).

Fig. 2. A timeline on the overview of keystroke research work evolution

3 Methodology

3.1 Flutter

To design the experiments for this study, a new application development soft-
ware, Flutter was used. Flutter 1.0 was released in 2018 and is being used by over
250K developers and counting. Flutter is an efficient way to build applications for
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both iOS and Android devices. Most application development software options
in the past require a developer to create their app in either iOS or Android.
The Apple iOS SDK, or Software Development Kit, was released in 2008, and
the Android DSK in 2009. These kits were based on different languages, and
require that a developer understand both languages to properly code an app.
Flutter takes a different approach. Unlike its predecessors that required a bridge
to communicate between the native language and the application, Flutter uses
a “compiled” programming language called Dart, that removes the requirement
for the bridge between the native code and the application code. By removing
the bridge, apps run faster, and require a programmer to only learn Dart, rather
than both iOS and Android programming languages. Another key feature of
Flutter that makes it a significant improvement from other development kits is
the way it manages widgets. Widgets need to be fast, customizable, and have an
appealing look and feel. Flutter provides its own widgets which allows for quick
development of attractive, fast widgets within applications. More specifically,
Flutter was chosen because it is open source, it creates cross platform apps and
it has hot reload, meaning as soon as we make any change in the code, it gets
reflected on the simulator. It uses Material Design which is the design language
and it gives very aesthetic and distinctive look to the UI (Fig. 3).

Fig. 3. App development with bridge

3.2 Firebase

Data and analytics from the Flutter app are tracked through the back-end
database system, Firebase, for the experiments. With the data points gathered,
the team was able to determine if there were deficiencies present for left handed
users during the experiments. Firebase allows for device data to be gathered
on multiple platforms such as IOS and Android in which the flutter application
is deployed. Firebase also runs its own analytics on app and platform usage as
well as performance of the flutter application. After data is collected, Firebase
provides a dashboard view to characterize and analyze the data. The dashboard
for this project is shown below (Fig. 4).

In addition to the dashboard, there are specific graphical breakdowns of the
data available.
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Fig. 4. Firebase dashboard

Fig. 5. Firebase dashboard

4 Hypotheses

Hypothesis One: There will be a symmetric, or mirror difference for right-handed
and left-handed subjects.
Hypothesis Two: Mobile devices’ native touchscreen and timing features will
yield authentication biometrics for each subject.

5 Experiment One

The experiments have been designed to test and document whether there is a
significant difference in response times to user interfaces and applications based
on the individual’s dominant hand. In this study, time was recorded in microsec-
onds. Recorded fields include a main object called data that has all data of users.
Then there is a user object for each participant having the name they entered
in the experiment’s opening screen. Inside the user object there are two handed-
nesstype objects (generated dynamically based on leftdominant hand or right-
dominant hand user). For right hand dominant people, the handedness objects
are: righthanded, left handnondominant. For left hand dominant people, the
handedness objects are: lefthanded, righthandnondonimant.

We based our first experiment on Zhang, et al’s paper [2]. After these data
points were collected, we analyzed each category by dominant hand to see if
there was a difference between speed and accuracy results for right and left, as
well as the non-dominant hand. Fitts’ law calculates the time to click a point
on the screen as a function of the distance traveled and width of the target.
While there were eight target points, only one target point appeared on screen
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at a time per click test, in addition to the source point. These eight click tests
around the dial comprised one cycle test. The experiment consists of eight cycle
tests. Then, the subject repeated the cycle tests with their non-dominant hand.

In experiment one, the distance from the source button to the target button A
is 250 pixels. The width of the target button W is 60 pixels. Therefore, as Zhang
calculated, the difficulty coefficient for each angle is ID = 1.43 [2]. Zhang et al.
conclude that the screen quadrant measured most difficult to access by Fitts’
Law should be avoided when designing touchscreen apps [2]. When handedness
is taken into account, that quadrant of the display screen will differ, respectively,
for left and right-handed users.

The experiment tested how long it took a person to touch the center target,
and then a point on the dial. They then touched the center again and the next
placement on the dial. The user went around the dial, each time clicking in the
center before clicking on the next target (Fig. 6).

Fig. 6. Practice screen

This experiment was conducted with all subjects using the same Android
device. They were presented with a screen that asked them to identify their
stronger hand. The identification of an individual is based on their preference,
and self-identification, rather than a scientific assessment of their skill and ability
to perform with one hand or the other [7].

The experiment tested how long it took a person to touch the center source
button and then click a target point on the dial. The click tests continued from
source to target in each of eight target placements on the dial. This test was
conducted through eight test cycles, and the results were recorded. The user
was then asked to perform the same cycles using their other hand. Again, the
times were recorded and assessed. These results were entered into the Firebase
database, and stored as part of the overall experiment data (Fig. 7).
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Fig. 7. Experiment one

6 Experiment Two

In Experiment Two accuracy was measured via timing features and touchscreen
features with a stair step, mimicking a cascading menu. The stair traveled from
upper right to lower left. Steering Law, derived from Fitts’ Law was used to
calculate results. Specifically, the user was asked to start at the upper right
corner and trace with their index finger down a stair case, going down, right,
down, right, etc, until they reach the end of the staircase. They are then asked
to repeat the exercise with their opposite hand. Since the measurement points
between stairs was a known factor as part of the build of the application, the
data related to time and distance from Steering law was able to be collected and
analyzed (Fig. 8).

Fig. 8. Staircase data point measurement
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7 Experiment Three

The third experiment aimed to see if the hand obstructed the display screen. The
user was asked to click on a image and then swipe to another image. They were
then asked to swipe back in the opposite direction. As with Experiment two,
the user was asked to perform the same task with the opposite hand. The image
was flipped symmetrically and the user performed the same test in reverse with
both hands. All of the results were collected and put in the Firebase database for
further analysis. The implementation was not adequate to produce meaningful
data. Therefore, this experiment will constitute future work.

8 Preliminary Data

Preliminary data completed on both Experiment One and Experiment Two show
trends in favor of both right handed and left-handed individuals. Experiment
One shows the right-handed users were more effective with their dominant and
non-dominant hands as opposed to left handed users who were slower with both
dominant and non-dominant hands. The overall trend for Experiment One when
comparing all users both dominant right and dominant left using their right
hand showed a flat trend in favor of using your right hand while using a device
as opposed to your left hand, as depicted in Fig. 5, the dashboard image.

Fig. 9. Experiment two user data

Experiment Two favored right-handed individuals as the trend shows right
handed individuals on average had a lower time differential. Right-handed indi-
viduals were also better using their non-dominant hand in this experiment than
left-handed individuals using their non-dominant hand. Figure 9 shows the mean
values of time difference for each of the four categories: left-handed, left non-
dominant, right-handed, right nondominant.

9 Conclusions

The study’s programmers have successfully built two working experiments from
end to end on the Android platform. Preliminary data stored on the Firebase
platform was retrieved and placed into visuals for the two working experiments.
Preliminary data shows that touchscreen devices have deficiencies for left-handed
users. This raises more questions. The focal point now moves towards further
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analysis, additional data collection, and further development and alterations to
the three experiments. As future alterations to the experiments are made they
will focus on more challenging operations for both right-handed and left-handed
users. By measuring the variance between right- and left-handers, data patterns
may emerge that provide reasonable biometric authentication. That hypothesis
remains inconclusive.

10 Future Considerations

There are several opportunities to continue these experiments and the associated
research. Extending experiment two to include a mirror image, and fixing exper-
iment three will provide a more complete data picture to the user experience.

For experiment one, the visualization could be randomized so that the test
data does not include any learned behavior relating to expectation of what target
to click next. It is possible that clicking on targets presented in a circle, the speed
could be impacted by the fact that the user gets accustomed to the process and
is faster not due to handedness, but instead as a result of the learned behavior
of where the next click will be. Randomizing the targets would eliminate any
potential learning from the order of the targets.

Additionally, designing the mirror images for experiments two and three
would provide data collection of dominant hand - original image, non-dominant
hand - original image, dominant hand - mirror image, and non-dominant hand -
mirror image. These four data points would ensure that the measurements from
steering law are equal and opposite, or symmetrical.

Future work will use machine learning on each individual user’s data collected
via the built-in native sensors on the mobile device, such as gyroscope, accelerom-
eter, and pressure properties to see if these yield any significant authenticating
biometrics. While preliminary visual analysis of the data indicates a significant
variance between right- and left-handed users, a machine learning analysis is
necessary to verify this hypothesis definitively.
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Abstract. This work presents a new way to formalize the serendipity in a
tourism experience through an application. Tourist discovers rarely a new site
during his trip other than the sites defined by some classical way (travel agency,
website…). In this paper we analyze tourism behavior as a DPM Markovian
process associated with a reward component.

Keywords: Markov process � Tourist behavior � Recommendation system

1 Introduction

Our main idea is how to improve our application on which we have already indicated
the major functions [1] and how it can help or play the role of a guide to better
accompany a tourist in a city, how to improve his experience and especially to max-
imize it. If the role of a guide is undeniable, a tourist should have a guide during his
stay, but the financial aspect can’t be avoided in his point of view. Some tourists have
an access to this privilege or use a guide for a group, but what’s about a single tourist
not in a group? In this paper we discuss these aspects, particularly the customer
experience and the new expectations of customers, which are more and more
demanding in terms of experience. Due to the large numbers of dedicated connected
tools (video, wiki…), tourists can nowadays find any information on any activity site
with a simple click on the web.

So we have to offer an application with a high quality human-machine interface to
offer users a very rich experience. That guides our application and our research per-
spectives in this field is how to assist, help or influence the way tourists prepare or
organize their trip introducing a dimension of positive surprise, in leading tourists up to
new sites during their normal trajectory, and the appropriate term seems to be the
serendipity.

This could be solved through the application we develop, which integrate expec-
tations of customers, an SEO of all the official sites that are sought by visitors,
museums, monuments, places,…. In this context of information overabundance, the
search for specific contents assumes first a goal well-defined before potential unex-
pected discoveries avoiding to choice trivial approaches such as the most widespread
solutions, the best ranked solutions, the best ranked sites by Tripadvisor, …
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Like in the digital tools and traditional approaches, we have also integrated the use
of traditional guides first in advance reservation model [2]. However, we have also
integrated a new innovation, linking up with guides available at the last minute.
A navigation map shows not only the location of the recommended points of interest,
but also the position of the close guides with whom it is possible to communicate. This
new feature is very useful and would be linked to a very handy interface essential for a
decision-making point of view. Indeed, we have planned that the tourist can have
access both to the guide card and rates which can be modulated according to the time of
day. Various other parameters should be included by the guide in his card, its’s allow
us to calculate a rate according to an algorithm.

From the perspective of this challenge, we it is possible to improve our tool even
more in a time optimization approach. Indeed, it turns out that the tourist can walk
randomly in the city without real prospect and that he can discover places by chance,
what we previously call the serendipity [3]. This random walk can be analyzed as a
Markovian approach [4]. So, the question that arises here is to understand which kinds
of actions an agent can take during his journey, where he is in asymmetric information,
and where he does not necessary know if the action will lead him to interesting site or
not. In general, we consider that the tourist is quite deterministic in his choices and that
he takes into account the known places and indications in the tourist brochures as entry
fee,… [5]. The places that are not listed by these tools are inaccessible for him and a
mediator is necessary to discover these places. It’s the role devoted in general to the
guide who is an expert of the city and knowing it generally better than its own
inhabitants.

Fundamentally, the action which leads an agent to take a decision could be treated
as of MDP Markovian process [6]. In a previous work, we analyzed how the knowl-
edge of places via a new interface taking into account the nature of the tourist, allowed
him to improve his tourist experience [1, 2]. In the present work, we suppose that the
tourist walks around the city without having the application in front of him and without
any information about the site that can located around him, and we will show here how
the application can interact with the tourist in a discreet way to indicate which would be
interesting to visit according to the user’s tastes. This recommendation process can be
analyzed in two ways.

First of all, information we treat can be classify in three types: explicit, implicit or
inferred [7]. The first is the information given by the application without taking into
account the position of the tourist like information in classical tourist guides that
indexes all the tourist sites by city or by district. In the second case, the information is
implicit, i.e. it depends on the position of the tourist and may depend on his tastes so
that our recommendations are “in line” with his expectations, and therefore impact his
experience. Finally, inferred information implies that this information is obtained using
datamining and exploration methods through datamining.

The main problem consists in challenging the agent according to his own indica-
tions or his tastes and to analyze the causes that would lead him to act. So the
complexity comes from knowing if the tourist would visit these sites or not, and as a
consequence, it will be necessary to calculate if this detour is interesting or not? This
choice can be modeled by Markovian process: the position at the instant t cannot be
planned in its trajectory that is we can estimate that it does not depend on the moment
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t − 1. Indeed, only the closest past is taken into account to determine the probabilities
of going to this new state. In this case, the agent has “deviated” from his main tra-
jectory found by himself in this new trajectory only under the effect of the application.
We can suppose that this agent will act under a state of uncertainty. Under these
assumptions, several models can allow us to analyze the behavior of the agent, as the
prospect theory [8] resulting from the game theory but each leading systematically to
the concept of risk reduction [9]. So, the behavior of the agent requires an under-
standing of the behavior of agents in situations of risk and uncertainty.

The expected utility theory (EUT) helps to understand the behavior of the agent
[10]. We will return to these aspects in a subsequent evolution. We seek here to confine
to modeling the serendipity that often leads the tourist to beautiful discoveries and thus
to experience a positive experience during his visit.

The second approach consists in analyzing the history of the places visited by the
tourist to suggest new places according to a system of recommendation [11]. Indeed,
our application has been defined to work either via the application itself, or via
mediators such as guides and consequently all the sites of the application are referenced
according to different attributes we will discuss after.

The Markov process provides a simple tool for modeling a particular class of
discrete states. Our goal is to define the result of an action on an agent in information
asymmetry and to allow this agent (a tourist) to discover a new site, which will become
an ideal positive experience. In this approach, the consumer has a behavior based on a
classical reward decision process. However, the agent may decide that this result is
risky or uncertain. Each task being linked to a necessary amount of resources, the agent
will apply a minimal loss strategy. For instance, indicating a site which is on the path of
the tourist consumes resources (transport, time,…) and the agent has to arbitrate
between maximizing the gain or minimizing the regret according to Savage.

One of the main interests of the application is to propose a place that maximizes the
gain. This so-called serendipity feature, allows accompanying the tourist during his
visit of the city.

2 The Customer Experience and Tourist Expectations

The customer experience is a major factor in the choice of the customer before his
move but also after his experience in a testimony process. He enjoys narrate his visit
but also be able to testify of his experience with other future tourists to eventually guide
their choice. Some sites have created value around this testimony and become extre-
mely important tools in the decision making of tourists. We quote the most major as
Tripadvisor, Yelp…

Nowadays a common behavior is to consider a trip pleasant only if the experience
is very strong [12] The use of reviews is very important in the choice of destinations
but also sites to visit [13]. Two main problems are underlying, the price which is the
fundamental element but also the time of the visit. For instance, many tourists coming
to France, realize once on Paris that it is almost impossible to visit the Palace of
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Versailles and the Louvre on a single day because the time queuing is never indicated
on the brochure. Despite the quality of the visit and the cultural wealth of content,
tourists leave with regrets. We observe the same phenomena each time the waiting time
is not observed or integrated.

An analog behavior appears when a tourist that has a random walk without a
specific goal discovers afterwards that he had missed a site that could have interested
him. It is for instance the case, when a tourist comes directly back to he’s residence
place. In this case, the application could offer an interesting positive alternative based
on criteria such as notoriety, recommendation or simply because the tourist has filled
personal interest areas on the application. For example, a colleague is currently
preparing a route on Saint Jacques and we can find elements little or not present in
tourist guides and seem to be of great interest to those who prepare the pilgrimage of
Saint Jacques de Compostele [14].

In summary, a positive tourism experience is harder to be achieved today than in
the past because it’s almost like a consuming process. Experience becomes a kind of
capital of knowledge, of emotions, which one can experiment, and transform at each
new discovery. On this basis, it must be a tool capable of meeting unnecessary needs so
that the tourist can marvel but also that his circuit is planned so as not to waste time in
unnecessary visits [15].

3 Serendipity and the Markov Process

Serendipity is the sudden discovery of new objects of interest. In this paragraph, we
first describe the Markov process before explaining our approach from the perspective
of serendipity. Markov decision processes (MDP) are defined as controlled stochastic
processes satisfying the Markov property, assigning rewards to state transitions [16].

Let’s define a MPD as a quintuplets (S, A, T, p, r) where:

• S is the space of states achievable by the process;
• A is the space of the actions ai that control the dynamics of the state;
• T is the space of time t;
• p() are the probabilities of transition between two successive states;
• r() is the reward function related to the transitions between the two states.

The following figure shows a short classical example of a MDP in the form of an
influence diagram. At each instant t of T, the action at is applied in the current state st,
influencing the process in its transition to the state st+1.

In our model, each state corresponds to a site susceptible to be visited by the tourist.
The reward rt between two states is directly linked to a tourist serendipity evaluation
during this transition.

The reward rt can be either positive or negative, positive rt values can be considered
as gains and negative values as costs. We see then, that if the visit does not like him
then he will express a regret of having lost time or money if this action has a price
(displacement, visit, …).
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p (st+1 | st, at)
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r (st, at) 

Let’s introduce the question of history. Indeed, the agent’s action does not depend
on its history but on its position at time t. A Markov chain is a sequence of random
variables whose probability of each element depends only on the previous one. That is,
that a Markov chain (a particular instance of Markov process) describes the transition
of a set of states from an entity at time t into a set of states at time t + 1. Technically,
Markov chains are described as processes with discrete time steps and are often used to
model the evolution of an agent system, within a stochastic environment. We call
policy (denoted p), or strategy, the procedure followed by the agent to choose at each
moment the action (a) to execute.

The main problem consists in defining an efficient model for analyzing the tran-
sition from a current state st, to the state st+1.

In any case, we consider the final state is still interesting from the experience point
of view, either it is recommended in different guides…, or, based on our historical
analysis, we consider that the site corresponds to a real wish of the tourist. In any case,
we have the same main goal: improving the tourist experience.

In a classical analyzing process, and if we consider a unique possibility associated
to a positive reward, the choice depends only on the initial states of the tourist: fatigue,
money available, children…. If we only consider the gradient, the positive variation of
rewards, this approach seems to be too static and leads to cost calculus too simple, not
efficient because of a non-objective evaluation of the reached state due to the personal
perception of each tourist. Under these assumptions, the Markovian model consists in
considering the incertitude of the reward and as a consequence the possible accessible
states and gains, independent of the possibilities we can propose.
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More precisely, the Kripke’s model [17] seems to be a pertinent analogy. He
introduces the notion of “possible worlds”: each agent should a specific vision of the
real world. This personal vision of the real world is not necessary the same reality for
another agent and an agent can consider another world as possible or practicable. For
this, a relation of indistinguishability is introduced for each agent. If we consider N
agents, we can define N accessibility relations labelled by the agent name [18].

In this approach we consider that if an agent does not know something, he knowns
that he does not known. We consider also that agents reason and perfectly evaluate all
facts. But evidently this creates an incertitude notion and as a consequence we can
associate a probability of realization. Under these assumptions, we can speak of
markovian model.

So our goal is either leading the agent in an information state (our application
should contribute to this approach by using wiki, testimonies…), or consider that he
has not the time to integrate all these information and that he will develop his personal
analysis from his own beliefs, his own experience for a personal reward.

We must distinguish two situations depending on deterministic or non-deterministic
approaches. Either we build a policy that can encourage the action to be performed and
simply define a probability distribution according to which this action that will be
selected, or build and offer a policy based on the history ht of the process.

In the first classical approach, one can predict if the tourist knows where to go,
namely to a site already registered in his program or a site whose proximity we will
reveal. The policy depends only on the initial state St, and therefore in this case pt (st)
or pt (ht) since the action is already known by the tourist. The application allows the
tourist, before or during his trip, to register all the sites he want to visit with possibly a
priority and during his walk, these sites will appear on the application and therefore
encourage him to visit them in an optimum path and the algorithm is easier to put in
place. This form of serendipity will be both pleasant and objective because the tourist
will visit all sites suggested.

On the other hand, in the random case, we base our approach as well on the
preferences of the users but also on the known recommendations on the sites and we
will then propose them to the agent. This purely random approach will depend on
several factors, mainly the question of reward, and in this case pt (a, st) or pt (a, ht)
represents the probability of selecting a. It is this action that we must suggest to the
tourist in order to offer him to choose or not according to his strategy of rewards. This
central point of reward is described in the next paragraph. We therefore understand that
if the tourist follows a path without a specific objective or even if he must return to his
accommodation place, we can offer him a place to visit, of course taking into account
the time of the composition of the constraints of the visitor (alone, as a couple, with
children depending their ages, language, taste, history, …).

The main question is what action we have to establish in order that the agent feels
positively this action in terms of serendipity and what kind of reward can he claim. In
this context, let us observe the different types of risks and rewards that are observed,
especially that for the agent is placed in an uncertain future.
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4 Reward Concept and Main Models

Beyond the information we have provided to the agent, we are not sure that the choice
is obvious. It turns out that the agent does not know the experience he will draw from
this visit. Remember that the sites we will promote are not listed in classic guides but
come from our own resources, either from local residents or tourists themselves. This
system of recommendation remains to be developed on the basis of data that we will
have collected as and when. For that, let’s take an example to better situate the
problem. Indeed, our tool will only be efficient if it takes into account the profile of the
agent and his beliefs. Imagine these three scenarios, where the agent is in an initial state
that is the continuation of his path or the visit of a place unknown to him but that we
have suggested. Take the example of a tourist who must make a decision among three
possible situations (Fig. 1).

Consider that the tourist is in a state where he considers that his experience is equal
to −1, because he does not take advantage of his trip as he wishes and that can
encourage him to return to his hotel and that this choice leads to an experience without
any gain. Two other possibilities can increase his reward but the tourist is clearly in an
incertitude situation.

Initial state Final state

Situation 1 −1 3
Situation 2 −1 0
Situation 3 −1 1

Let us first define the different possible rewards r(st, at) according to the profile of
the agents before transposing them in the case of an tourist incentive. There is a
complexity inherent to the agents themselves. It’s depending on their own history of
past choices, on their culture and their beliefs, if the tourist is alone or accompanied

Tourist-
Position

E= -1

Hotel

Site A

Site B   E=1

E=3

E=0

Fig. 1. Different situations of reward in terms of experience (3 for site A, 0 for hotel, 1 for site
B): the result is the satisfaction gain after the visit.
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with children or no, on their age… The path to perform it can be a constraint even if
the suggested idea can be interesting. Different behaviors are well-known in the
literature [19].

4.1 Optipmist Criterion

In this behavior, the tourist selects the best final state possible. We maximize the gain;
so that the best choice is the first situation (visit site A) with a gain of 3 which is the rate
allocated to the site. We can consider that the experience of the tourist regarding to his
expectation about his experience [20].

4.2 Wald’s Criterion

In this criterium, the behavior of the tourist is more regret driven than gain driven. It is
a classical MaxMin strategy, the decision consists in minimizing the regret. In this case,
the best choice is situation 2, that is the initial choice (come back to the hotel), the
tourist being afraid to express regret [20].

4.3 Laplace’s Criterion

In this reward model, the agent maximizes an average regret. This criterIon supposes
that the agent considers that the states are equiprobable.

Situation 1 leads to a gain of: (−1 + 3)/2 = 1
Situation 2 leads to a gain of: (−1 − 0)/2 = −0,5
Situation 3 leads to a gain of: (−1 + 1)/0 = 0

The best choice is situation 1.

4.4 Hurwicz’s Criterium

In the Hurcwicz’s approach, we ponder the gain by a coefficient a which is applied to
the strategy. The more strong regret is pondered by the a coefficient while the lowest is
pondered by (a − 1) [21].

For example, with a = 0,6 (optmistic approach) we obtain:

Situation 1 the gain is: −1 * 0.4 + 3 * 0.6 = 1,4
Situation 2 the gain is: −1 * 0.4 + 0 * 0.6 = −0.4
Situation 3 the gain is: −1 * 0.4 + 1 * 0.6 = 0,2

The best choice is situation 1 in this situation.

4.5 Savage’s Criterium

In this situation, and for each state of nature, one seeks the strongest regret. We will
obtain the matrix of regrets on the basis of a calculation for each decision in each state
of nature, the regret that is to say the difference between the strongest regret retained
and the expected regret [21] (Table 1).
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Savage advises to choose the strategy that makes minimum regret possible. We then
take the decision that minimizes the maximum regret and therefore we try to minimize
the shortfall. It is based on the gain matrix, and it holds for each state of nature the
decision the one that ensures the best gain and it subtracts from each column the other
gains made.

The best decision is therefore 1 where the minimum is 0 because the tourist must
choose a destination and cannot stay on the spot. Of course the choice of the agent will
be influenced moreover by the cost of the visit which we will suggest to him. If the
activity is free, it can have a big influence on its choice.

5 Conclusion

In conclusion of this work, we present a serendipity approach of a tourist behavior views
from the angle of Markov’s decision-making model. It leads to an improvement of the
tourist’s overall experience. Having knowledge of his profile and his tastes, we can even
optimize his experience and even beyond these proposals, predict his future actions
when he visits a city. This predictive approach must be refined through real data col-
lection and thus optimize the cost of the visit through specific commercial offers but also
by working more on mobility which will become a major issue during a trip, especially
because of a large variety of constraints (increasingly restricted visiting time…).
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Abstract. Robots are entering everyday life (e.g., TUG medical robots,
Roomba vacuum cleaners) to help improve quality of life. Research shows that
humans collaborate more effectively with social robots than with nonsocial
robots, but does this mean that humans trust social robots more than nonsocial
robots? In this study, we examined how robots’ social appearance and behavior
(mechanomorphic vs. anthropomorphic) affected how trustworthy participants
felt the robots were. Participants played a game in teams of two humans and two
robots against similarly-composed opposing teams. After the game, participants
rated how much they trusted their robotic teammates. Overall, people trusted
anthropomorphic robots slightly more. In general, people had intermediate
levels of trust for robots and felt low levels of uneasy around them. Therefore,
future designs of robots should be more anthropomorphic and social to increase
trust ratings.

Keywords: Trust � Mechanomorphic � NAO � iRobot � Anthropomorphic �
Security � Respect � Unease

1 Introduction

Humans and robots are becoming more interconnected and are interacting with each
other more. Designing robots for humans to be comfortable with is vital for increasing
willingness to interact with them. Previous studies have shown that people responded
positively to a robot that displayed human-like behavioral characteristics, in contrast to
a purely functional design [4].

In this study, we compared human trust of anthropomorphic (NAO) versus
mechanomorphic (iRobot) designed robots during a collaborative game. This study
examines differences in trust of the two types of robots. We expect that humans will be
more trusting towards anthropomorphic robots.

2 Background

2.1 Anthropomorphic Robot (NAO)

From year to year, robots are becoming more anthropomorphic and human reactions
with them become more similar to human interactions [1]. For example, when they are
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with another human, humans showed “desirable traits” with an anthropomorphic robots
even though they knew the subject was a robot [1]. That is, humans show respect
towards anthropomorphic robots, treating them as if they were another human.

Similarly, the more anthropomorphic robots are, the more humans trust them. Some
robots are designed to mimic many human-like traits to the extent that they are nearly
indistinguishable (visibly) from humans. These robots fall into the “uncanny valley”
[7]. First described by Mori, “uncanny valley” elaborates the effect that high levels of
robot’s anthropomorphism that humans highly distrust them [7]. Humans typically find
robots increasingly likeable and trustworthy as robot’s humanness increases until they
reach a breaking point, at which point, the robots uncannily similar/dissimilar to
humans, and humans lose trust is lost. A balance must be found between
mechanomorphic- and anthropomorphic-appearing robots to build trust. We decided to
pick an anthropomorphic robot (NAO) that would obviously be identified as robot and
would not cause the uncanny valley effect but is more anthropomorphic than a
mechanomorphic iRobot (Fig. 1).

3 Security/Respect/Unease

Security, Respect, and Unease are the three measures we use to measure trust. Research
shows that humans feel higher trust ratings in technologies (e.g. websites and Social
networking) when humans feel more secure [4]. In human-human relationships, respect
strongly relates to trust [9]. Unease or anxiety indicates a lack of lack of trust [6]. Since
these three feelings are heavily related to trust, we chose these three emotions as our
measures.

We seek to examine trust during actual human-robot interaction. In our experiment,
humans and robots collaborate to win a game in which the human participants must rely

Fig. 1. NAO Robot (anthropomorphic) on the left and iRobot (mechanomorphic) on the right
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on and trust the robots. We study if people trust anthropomorphic or mechanomorphic
robots more during actual interaction. We identified (above) several markers for trust,
and analyze them below separately. We expect people to trust anthropomorphic robots
more than mechanomorphic robots. Therefore, we expect higher ratings in respect
and security and lower rating in unease for anthropomorphic compared to
mechanomorphic robots.

4 Methods

We examined how humans’ trust compares when working with mechanomorphic
versus anthropomorphic robotic teammates. Our procedure was taken from previous
research on human-robot teaming [5].

4.1 Procedure

1. Two groups of four agents were formed. In each group, two teammates were robots
and two were human participants. Participants were randomly assigned to teams.
Team members wore armbands that matched their team colors (red or blue).

2. Participants who objected to hearing noise blasts as loud as 105 dB were excused
from the session. However, no participants objected to noise blasts.

3. One group of human participants at a time was taken to meet their robotic team-
mates (iRobot or NAO Robot). The iRobot’s designated movements were made to
be simple (e.g. beeping and turning) match its mechanomorphic shape. The NAO
robot’s movement was more complex with human speech (e.g. “Hello, how are you
doing today?”).

4. The researcher explained the rules of the game teams played against each other (see
Game Description section).

5. All participants were directed to individual rooms to play the online game.
6. After participants completed the game, they took a survey on their emotions and

other measures (see Measures section).

4.2 Game Description

Participants played a price-guessing game that was programmed using Eclipse.
A computer screen displayed an item (e.g. couch, watch), and participants guessed the
price of the item. They were told that teammates’ answers were averaged for a final
answer. This created teams in which the members were interdependent, and the player
was required to trust his/her teammates. The team that came the closest to the correct
price on a given round won that round, and one member of the winning team would be
“randomly selected” to assign noise blasts to all eight players (including themselves)
before the next round. The noise blasts choices were ranged from 80db to 120db in
intervals of 5 db (e.g. 80, 85, 90, etc.). Each value of noise blast assigned was des-
ignated uniquely to that player: if a player gave one person a noise blast of 80, then the
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player couldn’t assign another player a blast of 80 that turn. The experiment included
twenty rounds of the guessing game. For each round, participants would be shown the
average guess for each team, the actual price, which team won, and if they were the
player who would select the volume of noise blasts for this round.

In reality, the game was rigged such that participants actually played on their own,
with other players’ responses simulated. Participants won approximately 50% of the
time and were “randomly assigned” to give noise blasts four times during the main
rounds and once in the final round.

4.3 Measures

Participants were asked to report their emotions (e.g., security, trust, respect) in a post-
game survey. They rated emotions on a scale from 1 (strongly disagree) to 7 (strongly
agree). The study included measures of other emotions [2], perceived sociality of the
robots [3], and more, but these measures exceed the scope of this paper and will not be
described further.

5 Results

Survey results were analyzed in JASP. P-values of less than .05 were considered
significant differences.

5.1 Security

Overall people did not feel very secure to be around the two robots with average
response of around 3. There was no significant difference between the two robots
(t(106) = −0.179, p = 0.890; Fig. 2).

Fig. 2. Average ratings of security felt regarding both robots. Error bars denote standard error
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5.2 Respect

Most people felt moderate levels of respect towards the two robots. Again, There was
no significant difference between the two robots (t(106) = −1.253, p = 0.213; Fig. 3).

5.3 Unease

There was a very low unease score for the robots. There was a statistically significant
difference between conditions; participants indicated more unease around iRobots than
NAO robots. (t(106) = 2.112, p = .037; Fig. 4).

Fig. 3. Average ratings of respect felt regarding both robots. Error bars denote standard error

Fig. 4. Average ratings of Unease felt regarding both robots. Error bars denote standard error
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6 Discussion

The main purpose of this study was to analyze how much humans trust robots when
working together. In this study, we found partial support for our hypothesis that people
would trust anthropomorphic robots more than mechanomorphic robots. We discuss
this in more depth below.

• Security and Respect: The difference in security and respect ratings of the
anthropomorphic and mechanomorphic robots was not significant. Ratings security
were below neutral, indicating that participants did not feel very secure with the
robots. The result could be caused by the limited time participants and robots had to
interact with each other.

• Unease: Participants were significantly more uneasy of iRobots than Nao robots,
supporting our hypothesis. It may be that mechanomorphic characteristics more
strongly affect negative than positive emotions.

Overall, the results only partially support the hypothesis that people trust anthro-
pomorphic more than mechanomorphic robots.

7 Limitations and Future Directions

All participants were students at NMSU, typically aged between 18–23 years old. The
age range is significant because these age groups tend to be more familiar with tech-
nology than older age groups and may have less trouble adjusting to working with
robots than older age groups [8].

Even though our results indicate that there is little to no difference between
mechanomorphic and anthropomorphic robots, further research could be conducted on
the subject. Different anthropomorphic and mechanomorphic robots might be used to
see if the same results appear in comparing different robots. For example, if the two
robots were human-size, how would that affect trust? Would humans be more trusting
to human-size robots because they are more anthropomorphic because of their size?
The opposite effect may occur, were humans are less trusting because the robots have
reached “uncanny valley” territory.

Because mechanomorphic and anthropomorphic received relatively similar trust
ratings, future studies could revise our experiment to more specific settings. For
example, would anthropomorphic or mechanomorphic robots be more trustworthy
when working with medical staff in hospitals? Also, multiple other human emotions
can be measured to find the degree of trust humans feel (e.g. fear, dismay, happiness,
etc.). Since the only significant difference found was in unease (a negative emotion), a
further experiment, studying only negative emotions, could lead to more significant
differences between anthropomorphic and mechanomorphic robots.
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8 Conclusion

In this study, we examined participants in a competitive group setting in which humans
had to rely upon robots for success. We then analyzed how much participants trusted the
mechanomorphic robot (iRobot) and the anthropomorphic robot (NAO). The two pos-
itive measures (respect and security) yielded no statistical difference between anthro-
pomorphic and mechanomorphic robots, but were rated relatively low for the robots
overall. The unease factor showed, however, that humans felt more uneasy around
mechanomorphic than anthropomorphic robots. This provides partial support to the idea
that, humans trusted anthropomorphic robots slightly more than mechanomorphic
robots. Overall, humans responded somewhat positively towards robots that exhibited
anthropomorphic behavior.
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Abstract. Neural networks for solving complex tasks need not have a structure
similar to a brain. From the macro perspective, it is meaningful to utilize a neural
network that has the functions of an organism in order to grasp the intelligence
of organisms. We focused on the fact that memory, for-getting, and the various
information perception functions of humans can be represented by a self-
organizing map (SOM), and we considered a SOM-based agent that autono-
mously changes its behavior while observing the behavior of others, like a
human. In this study, we conducted a multi-agent simulation using the SOM-
based agent on a cleanup problem consisting of a chain of tasks of picking up
and disposing of garbage routinely carried out by humans, and verified the
human-like behavior observed in the agents. Consequently, we confirmed that
the comparatively optimal behavior of agents is derived and their human-like
cooperative and altruistic behavior emerges when they mildly observe others.

Keywords: Agent-based modeling � Emulation � Self-organizing maps

1 Introduction

When performing tasks, humans take measures to ensure that they are the best for
accomplishing the task. However, in an environment where conditions change from
one moment to another, they explore the optimal means of conducting the task at that
point in time while maintaining constant awareness of the environment. In particular,
when humans perform a task in a group, they observe and refer to the behavior of
others and consider the optimal approach.

In recent years, studies have been actively conducted on neural networks for
solving complex tasks [1–3]. Studies have also been conducted on constructing
computational models by imitating the neuron and synapse structures of organisms
[4–6]. However, neural networks for solving complex tasks do not necessarily have the
same structure as the brain. To grasp the intelligence of organisms, it is meaningful to
utilize a neural network that has the function of an organism.

Self-organizing maps (SOMs) are a type of artificial neural network (ANN) [7].
SOMs were invented by Kohonen and are mainly used in the field of data mining
[8–10]. SOMs have negative characteristics from the perspective of data mining, as
their storage capacity is limited and they forget learned contents, and studies to improve
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them are being conducted [11, 12]. Moreover, SOMs have human-like properties such
as perception, memory, and forgetting of information in a finite storage capacity, and
they have been used to elucidate the information processing principles of the brain [13].

We focused on the fact that memory, forgetting, and the various information per-
ception functions of humans can be represented by an SOM, and we considered an
SOM-based agent that to autonomously change its behavior while observing the
behavior of others, like a human. In this study, we conduct a multi-agent simulation
using an SOM-based agent on a cleanup problem consisting of a chain of tasks of
picking up and disposing of garbage routinely carried out by humans, to verify the
human-like behavior observed in the agents.

2 Materials and Methods

2.1 Cleanup Problem

The cleanup problem comprises a plurality of agents that aim to place garbage existing
on a field into a garbage can. The agents in this problem need to perform the chain of
tasks of picking-up and disposing of garbage. Moreover, as the task progresses, the
garbage on the field decreases and the environment changes, making it difficult to
derive the optimum behavior for the problem.

The field is a two-dimensional grid space of size N � N with the outer frame of the
lattice as a wall, and Na agents, Ng pieces of garbage, and Ngc garbage cans arranged in
the cells. Figure 1 shows an example of a field of size 10� 10, with the number of
agents Na ¼ 2, the number of pieces of garbage Ng ¼ 10, and the number of garbage
cans Ngc ¼ 1.

2.2 SOM

SOMs are ANNs that perform unsupervised learning. The SOM consists of two layers:
the input layer and the competitive layer. The competitive layer of the SOM is divided
into a square lattice, with nodes arranged in each cell. In addition, each node has a

Fig. 1. Example of a cleanup problem field
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vector of the same size as the number of dimensions of observation data, called a
weight. The purpose of the SOM is to map a high-dimensional observation data set
onto the low-dimensional space of the competitive layer. The SOM learning algorithm
is shown below.

Step 1. Give the initial value yk 0ð Þ to the weight of each node. Subsequently, let the
learning number be t ¼ 1.
Step 2. Select one data point x from the data set as the input vector.
Step 3. Determine the best matching unit c with the closest weight to the input
vector x according to the following equation:

c ¼ argmink x� yk t � 1ð Þk k2 ð1Þ

Step 4. Update the weight of each node according to the following equation:

yk tð Þ ¼ yk t � 1ð Þþ ahck x� yk t � 1ð Þf g ð2Þ

At this time, a is called the learning rate and is given as a constant. Furthermore,
hck tð Þ is called the neighbor function and is given by the following equation:

hck ¼ exp �d2ck=2r
2� � ð3Þ

In this case, dck is the Euclidean distance between the best matching unit c and the
neighbor node k. r is called the neighborhood radius and is given as a constant.
Subsequently, the learning number is made t ¼ tþ 1 and the process returns to Step 2
and is repeated.

2.3 SOM-Based Agents

SOM-based agents are such that, when an agent finds another agent that is performing
better than itself at its target task, it observes the status and behavior of the other agent
at that time, and learns the status and behavior pair based on the SOM. The SOM-based
agent algorithm is shown below.

Step 1. Configure the SOM for the agent.
Step 2. Give an arbitrary initial value yk 0ð Þ as the weight of each node of the SOM
of the agent. Subsequently, let time t ¼ 1.
Step 3. At time t, the agent observes another agent. At this time, the agent judges
whether the other agent is performing better than itself at the target task.
Step 4. If the other agent is performing better, the agent observes the state and action
pair x ¼ s1; � � � ; si; a1; � � � aj

� �
of the other agent at that time as an input vector, and

updates the weight yk tð Þ of each node of its own SOM by Eq. (1) through Eq. (3). At
this time, x is composed of i kinds of states s ¼ s1; � � � ; sið Þ, and j kinds of actions
a ¼ a1; � � � ; aj

� �
, where each element of state s is a real number, and each element of
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action a is a binary value 0 or 1, which indicates whether the action is being
performed. If the other agent is performing worse, let yk tð Þ ¼ yk t � 1ð Þ.
By repeating these observation processes, agents autonomously learn the state and

action pair at that time. Moreover, owing to the characteristics of the SOM learning, the
agents gradually forget the learned state and action. Subsequently, the agent decides the
action based on its own SOM according to the target task, and performs the task.

2.4 SOM-Based Agents in Cleanup Problem

The SOM-based agents in the cleanup problem decide whether to take the action of
going to dispose of garbage according to their own status, adopting the action to go and
pick up garbage as the basic behavior. At this time, each agent has an initial rule of
“going to dispose of garbage when holding M or more pieces of garbage.” In addition,
the weight yk of each node of the SOM of each agent is composed of a two-dimensional
vector indicating whether to take the action of going to dispose of garbage and the
number of pieces of garbage held, and the initial value of the weight of each node at time
t ¼ 0, yk 0ð Þ, is given by the following equation according to the initial rule:

yk 0ð Þ ¼ M; 1ð Þ ð4Þ

The agents behave according to the following process.

Step 1. The agent recognizes the position of garbage, agents, and walls within a
radius R centered on the agent itself at time t.
Step 2. The agent decides an action based on its own rule. At this time, the agent
decides on the action of going to pick up garbage when holding less than M pieces
of garbage, and going to dispose of garbage when holding M or more pieces of
garbage.
Step 3. Based on the recognized state and determined action, the agent outputs one
of the following operations: advancing to one square out of the surrounding eight
squares, picking up garbage, or disposing of garbage. However, each agent outputs
an operation simultaneously, and it is not possible for two agents to pass each other
or exist in the same cell. In addition, an agent cannot move to cells where garbage
exists, the cell where the garbage can exists, or the wall. In the case the agent takes
the action of picking up garbage, it picks up garbage when there is garbage next to
it, or moves one cell in the direction of garbage when there is garbage in the field of
vision of the agent but no garbage next to it. Moreover, when there is no garbage in
its field of vision, the agent advances one cell in the direction of travel and searches
for garbage. At this time, when unable to proceed in the direction of travel owing to
an obstacle etc., the agent changes its direction of travel and advances one cell. If
the agent takes the action of disposing of garbage, it discards all garbage held into
the garbage can and sets the number of pieces of garbage held to 0 when there is a
garbage can next to it. If there is no garbage can next to the agent, it moves one cell
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toward the garbage can. However, if the number of pieces of garbage held by the
agent has not reached the maximum number Mmax and there is garbage next to the
agent, it picks up the garbage. At this time, when unable to proceed in the direction
of travel owing to an obstacle etc., the agent changes its direction of travel and
advances one cell.
Step 4. The agent updates the weight of each node of its own SOM based on the
recognized state. If another agent in the field of vision of the agent disposes of more
garbage than the agent, the agent observes the number of pieces of garbage held by
the other agent s and a binary value a indicating whether the action of going to
dispose of garbage is taken and considers them as a 2-dimensional vector x ¼ s; að Þ.
At this time, let a be 1 in the case of taking the action of going to dispose of
garbage, and 0 in the case of not doing so. Thus, the agent updates the weight of
each node with the observed two-dimensional vector x as the input vector of its own
SOM, using Eq. (1) to Eq. (3). Let yk tð Þ ¼ yk t � 1ð Þ when another agent existing in
the field of vision does not dispose of more garbage than the agent itself.
Step 5. The agent updates M for its own rule according to the following equation:

yk tð Þ ¼ sk; akð Þ ð5Þ

M ¼
XNneuron

k¼1

sk � akPNneuron
l¼1 al

ð6Þ

At this time, Nneuron is the number of nodes of the SOM. Subsequently, the process
returns to Step 1 with time t ¼ tþ 1.

2.5 Experimental Methods

In this study, we perform a multi-agent simulation using the SOM-based agent in a
cleanup problem and confirm its behavior.

Simulations were performed 1,000 times, each up to 2,000 steps with learning rates
of a ¼ 0:00; a ¼ 0:01; a ¼ 0:10; and a ¼ 0:50 for the SOM of the agents. In the
simulations, the unit time in which the agents act is called a step, and the average value
of the number of pieces of garbage disposed of by the agents is used as the evaluation
index.

Let the field be a two-dimensional grid space of size 50� 50, with the number of
agents Na ¼ 5, the number of pieces of garbage Ng ¼ 300, and the number of garbage
cans Ngc ¼ 1. Figure 2 shows an example of the initial field arrangement. The initial
arrangement of agents, garbage, and garbage cans in the field is determined by a
random number for each simulation. Let the agents have a field of view R ¼ 5, the
maximum number of pieces of garbage heldMmax ¼ 10, and letM for the initial rule be
M ¼ 1; 2; 3; 4; 5. Let the SOM competition layer of SOM be of size 10� 10 and a non-
torus type square lattice, and let the neighborhood radius be r ¼ 5.
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3 Results

Here, we describe the results of the simulation. Figures 3, 4, 5 and 6 show the tran-
sitions in the average number of pieces of garbage disposed of by each agent in the
cases of agent learning rates a ¼ 0:00; a ¼ 0:01; a ¼ 0:10; and a ¼ 0:50. Figure 7
shows the transition of the average number of pieces of garbage disposed of by all
agents at each learning rate.

Fig. 2. Example of the initial arrangement of the field in a simulation

Fig. 3. Transition in the average number of
pieces of garbage disposed (a ¼ 0:00)

Fig. 4. Transition in the average number of
pieces of garbage disposed (a ¼ 0:01)

Fig. 5. Transition in the average number of
pieces of garbage disposed (a ¼ 0:10)

Fig. 6. Transition in the average number of
pieces of garbage disposed (a ¼ 0:50)
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4 Discussion

It can be observed from Fig. 3 that there is a difference in the number of pieces of
garbage disposed of by each agent with a ¼ 0:00. Moreover, as shown in Fig. 6, the
number of pieces of garbage disposed of by each agent is approximately the same in
every step for agents with a ¼ 0:50. From Figs. 3, 4, 5 and 6, these results show that
the agents that observe others develop cooperative behavior in contrast to agents that
do not observe others.

Regarding agents with a ¼ 0:00, Fig. 3 shows that the agent that disposed of the
most garbage at step 2,000 disposed of approximately 80 pieces of garbage. Regarding
agents with a ¼ 0:50, Fig. 6 shows that the agent that disposed of the most garbage at
step 2,000 disposed of approximately 60 pieces. From Figs. 3, 4, 5 and 6, these results
show that, from the viewpoint of disposing of the most garbage, the agents that observe
others dispose of fewer pieces of garbage than the agents that do not observe others.
Notably, while agents observe others for the purpose of disposing of more garbage, the
number of pieces of garbage disposed of is reduced by the act of observing others.
Moreover, regarding agents with a ¼ 0:00, Fig. 3 shows that the agent that disposed of
the lowest amount garbage at step 2,000 disposed of approximately 30 pieces.
Regarding agents with a ¼ 0:50, Fig. 6 shows that the agent that disposed of the lowest
amount garbage at step 2,000 disposed of approximately 60 pieces. In other words, if
we refer to the number of times garbage is disposed of as the result of each agent, these
results show that, while agents that do not observe others experience phenomena like a
monopoly of results, agents that observe others develop the altruistic behavior of
sharing outcomes with others.

From Fig. 7, it can be observed that the agents dispose of more garbage at an earlier
stage in the case of a ¼ 0:01. This result shows that the optimal behavior in the cleanup
problem of disposing of more garbage at an earlier stage is derived when the agents
mildly observe others.

From the above results, it was confirmed that the comparatively optimal behavior of
agents is derived and their human-like cooperative and altruistic behavior emerges
when they mildly observe others in the cleanup problem.

Fig. 7. Transition in the average number of pieces of garbage disposed of by all agents in the
cases a ¼ 0:00; a ¼ 0:01; a ¼ 0:10; and a ¼ 0:50.
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5 Conclusion

In this study, we conducted a multi-agent simulation of a cleanup problem using an
SOM-based agent that autonomously changes its behavior while observing others, and
confirmed its behavior. Consequently, we confirmed that the comparatively optimal
behavior of agents is derived and their human-like cooperative and altruistic behavior
emerges when they mildly observe others.

In future, we will focus on the detailed behavior of the agent, and examine whether
certain behavior patterns and role sharing etc. can be observed in the group.
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Abstract. The purpose of this study is to analyze the information requirements
of the driver in using the Adaptive Cruise Control (ACC). The ACC is one of
the most important function of the recently developing Advanced Driver
Assistance Systems (ADAS). The ergonomic design of the ADAS display is
crucial for the safe use of the ACC. That is, the system should be able to
visualize and present the necessary information to the driver in a suitable form
and in a timely manner. This requires an analysis of the information require-
ments that drivers need before considering ergonomic visualization options. In
this study, the information requirements of the driver using the ACC were
identified and converted into variables. Then, the availability of the information
and relations between the variables were determined. First, we derived the
information needed by the driver from the hierarchical task analysis and expert
interview, and translated them into variables. Using the classification proposed
in the literature, the derived variables were classified into five types according to
availability. The relations between the variables were investigated. The infor-
mation requirements from this study can be used as basic data to improve the
display design of ACC and to propose a new visualization concept. In addition,
it is expected that the variables that are not currently measured or inferred in the
present system can be used for improving the system by adding sensors and
improving the performance of the inference system in the future.

Keywords: Adaptive Cruise Control � Information requirements �
Advanced Driver Assistance Systems

1 Introduction

Adaptive cruise control (ACC) is one of the most important functions of the recently
developing Advanced Driver Assistance Systems (ADAS). The ergonomic design of
the ADAS display is crucial for the safe use of the ACC. That is, the system should be
able to visualize and present the necessary information to the driver in a suitable form
and in a timely manner (Stanton and Young 2005). This requires an analysis of the
information requirements that drivers need before considering ergonomic visualization
options.

This study aims to analyze the information requirements of the driver in using the
Adaptive Cruise Control (ACC). The information needed by the driver is derived from
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hierarchical task analysis and expert interview, and is translated into variables. Then,
the availability of the information and relations between the variables are determined.

2 Task Analysis

A hierarchical task analysis (Annett et al. 1971) was conducted on ACC users’ tasks.
A hierarchy model of driving tasks (Michon 1985) was adopted, and an existing task
analysis results on typical driving tasks (Walker et al. 2015) was employed as a basis
for expansion to ACC tasks. Common ACC tasks were extracted from user manuals of
four different car manufacturers. Three operational tasks, i.e., ‘Control vehicle speed’,
‘Decrease vehicle speed’, and ‘Follow other vehicle’ were modified from the existing
task analysis results. In addition, three new tasks, i.e., ‘Perform control authority
transition’ (strategic), ‘Take over after the cancellation of the ACC’ (tactical), and
‘Control the ACC’ (operational) were added to the existing one. Figure 1 show an
example of the task analysis result for ‘Control the ACC’ task.

3 Identifying the Variables and Their Relations

In order to gain insight into how the ACC system works, an expert interview was
conducted with an ACC system engineer. Based on the results of the task analysis and
expert interview, the information requirements of the ACC users were identified and
expressed as variables. Adapting the classification proposed by Moradi-Nadimian
(2002), the derived variables were classified into the following five types according to
availability: (1) information obtained directly from the vehicle such as speed, accel-
eration, steering, etc.; (2) information from external sensors such as camera, radar, and
GPS; (3) variables calculated from (1) and (2); (4) variables that are not currently
measured; (5) variables that are predetermined. Table 1 shows the variables and their
notations classified by the availability of the information.

Fig. 1. An example of hierarchical task analysis for an ACC activation task.
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Some of the variables are single variables, each of which has its own significance,
while the others are multiple variables, which can be expressed through the relation
between two or more variables. For the multiple variables, the causal and functional
relations between the variables can be expressed as mathematical equations. The fol-
lowing two key equationswere derived from a study onACCdesign (Kesting et al. 2008).

aacc ¼ amax � 1� v/v0� s�/sð Þ ð1Þ

s� ¼ s0 þ v� T ð2Þ

The Eq. (1) describes that the acceleration by the ACC, proportional to maximum
acceleration, is determined by the ratio of the current and the desired speed. However,
it is also affected by the ratio of the current and the desired distance from the lead
vehicle. The Eq. (2) shows how the desired distance is determined by the minimum
jam distance (set by the driver), the current speed of the user vehicle, and safe time gap.

Some of the variables in Table 1 are displayed on the vehicle instrument panels and
ADAS displays, but the other variables and their relations are not. They can be con-
sidered to be included in future displays to enhance users’ understanding of the system
and the awareness of the situation.

4 Conclusion

This study analyzed the information requirements from hierarchical task analysis and
expert interview. The information was defined as variables and their availability and the
relations between them were identified. The information requirements from this study

Table 1. The availability of the variables.

Availability category Variables Notations

(1) Information obtained directly from the
vehicle

Current speed v
Manual acceleration amanual

Manual deceleration bmanual

(2) Information from external sensors Current gap s
Speed of the lead vehicle vx, vy

(3) Variables calculated from (1) and (2) Acceleration of the lead vehicle ax, ay
Effective desired minimum gap s*

ACC acceleration aacc
(4) Variables that are not currently
measured

Information of the cut-in vehicle
Information of the pedestrian

(5) Variables that are predetermined Desired speed v0
Safe time gap T
Maximum acceleration amax

Desired deceleration bdesired
Jam distance s0
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can be used as basic data to improve the display design of ACC and to propose a new
visualization concept. It is also expected that the variables that are not currently
measured or inferred in the present system can be used for improving the system with
the addition of sensors and improvement in the performance of the inference system in
the future.
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Abstract. In recent years, Communication and transportation are more frequent
owing to globalization. Civil aviation transportation are experiencing rapid
growth. However, the competition among airways are getting more fierce and
complicated, traditional operation methods are faced with challenges. The defi-
nition of passenger experience isn’t simple, which not only contains user com-
fort, but also contains passenger psychology, balance of value and comfort, and
service etc. This study revisits passenger experience in the views of human needs,
cabin design and operations. By collecting and summarizing research results,
builds the passenger experience model in cabin design and operations’ sights.

Keywords: Passenger experience � Passenger comfort � Cabin design �
Passenger segmentation � Commercial aircraft operation �
Passenger experience model

1 Introduction

Owing to the rapid growth of civil aviation transportation around the world, an
increasing number of people tend to choose aircraft to travel. However, this potential
market isn’t always a good sign to airways, the demands of passengers are also
changing rapidly, which could be more diversified and difficult to handle. The com-
petition among airways are getting more fierce and complicated, traditional operation
methods are faced with challenges. Spending as much as possible to upgrade pas-
sengers comfort during flight might no longer be a totally right direction when
designers and operators making decisions, they have to weigh on passenger needs and
costs, even satisfy “mean” but “tough” clients. Oancea [1] finds that in recent years
many airlines seem to restore profitability to focus on economy class, traditional first
class somehow have lost their attractiveness to the market, then set the opinion that the
operations of first class should be redefined to attract clients.

Passenger experience could be one of the essential issues for people to choose
airlines. In the past several years, the concept of Dream liner from Boeing (Fig. 1) has
been paid great attention by the public around the world. Although it can be likely
regarded as an advertise strategy, it still paid off in the new series of Boeing products
and forecasts a tendency of upgrading passenger experience throughout the whole civil
aviation industry. Moreover, as the internet technology and related market are
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becoming more widespread and mature, more online services can be provided on
board, passenger experience during air travel could be completely different.

Upgrading passenger experience is ambitious and meaningful, however, this issue
is also faced with new challenges. Modern life mode and communication among
cultures somehow influence diversity of passenger demands and passenger’s preser-
vation of comfort. Nowadays, people are not that easily satisfied with previous cabin
facilities and services, and they tend to care more about individual choices and costs at
the same time; Meanwhile, as more and more passengers from different backgrounds
choose air travel, demands might be harder to satisfy, misunderstanding also exists.

The target population are also changing rapidly. In China, the development of
aviation transportation is highly supported, many cities and towns are having their new
airports and commercial air commuting systems, which will give more travel oppor-
tunity to located people in a short future. In the meantime, many new passengers who
aren’t quite familiar with air travel may be harder to enjoy the trip during the flight.
According to Wang and Li [2], passengers who experienced a lot in air travel are more
likely to stay calm during the flight or even come across unusual situations, which
means passengers who lack of air travel experience are more likely to be trapped with
negative emotions. On the other hand, in foreign countries, the U.S., for example, Cho
and Min [3] found that passenger characteristics has significantly changed in 10 years
(2005–2015) by examining longitudinal changes of passengers with low-cost carriers
(LCCs) and legacy carriers (or non-LCCs).

We explain a brief life cycle of a product and how passenger experience related to it
(Fig. 2). Even as complicated as commercial aircraft project, the process is still similar.
Developing an aircraft would experience several steps like concept design, detailed
design, manufacturing, sales, operation, and finally obsolete after decades or even

Fig. 1. Boeing’s concept of Dream Liner (Source: http://teague.com/work/a-job)
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longer. During this process, it would be modified many times according to feedback
from sales and customers. If the value of user experience needs to be improved,
everyone should notice it’s a challenge of combining different systems.

2 Passenger Experience

Consideration of passenger experience should be assimilated into aircraft’s life cycle in
order to make the product greater. Customer’s feedback of experience on board easily
influences sales and operations. If operation methods couldn’t solve problems well, the
negative feedback may push airlines and OEMs (original equipment manufacturer) to
modify cabin design and facilities. In order to treat customer more effectively, cus-
tomized refitting service which helps airlines to put their own needs into reality is
another way (Fig. 3).

Passenger experience isn’t a new field, some researchers define issues relate to
passenger experience as comfort. Passenger comfort on board has been discussed over
decades. It’s widely known that passenger comfort should be taken seriously because a

Fig. 2. A brief life cycle of a product - commercial aircraft

Fig. 3. Passenger experience related to commercial aircraft’s life cycle
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lower rating can make passengers not want to fly again. And now the research of
passenger experience, i.e. passenger comfort, has benefited a lot in improving air
transportation industry. Budd, Warren and Bell [4] give passenger health advice after a
study of promoting passenger comfort and wellbeing during the flight; Nicolini and
Salini [5] use related concepts and methods to evaluate customer satisfaction and
complete a case study of British Airways. While now comfort somehow chouldn’t
contain every concern of developing new products because not all the passengers want
to pursue superlative comfort, they tend to treat comfort as an intangible product or
service to purchase instead. Moreover, developing a product that take care of passenger
experience are becoming a multi-major and systems engineering task.

In order to simplify existing tasks, these recent research can be roughly classified as
several directions: focusing on health and human needs; Focusing on design process,
which mainly help designers making decisions by finding connections between func-
tion and customer demands; focusing on operations, which mainly help airlines to
observe passengers’ reactions and choices, then forecast the tendency of air trans-
portation market.

2.1 Factors Related to Human Needs

Recent study of passenger needs contains knowledge of medical science, psychology,
social science, culture and etc. Although this is a cross-over issue, researchers are
creating models to identify and explain it. For example, Patel and D’Cruz [6] suggest
that passenger comfort contains internal factors and external factors, and create a new
model of aircraft passengers’ comfort by collecting and summarizing recent research
results (Fig. 4).

Fig. 4. Model of key factors which influence aircraft passengers’ comfort (Source: [6])
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On the other hand, increasing kinds of design focus on children, mom with enfants,
elder or disabled people. Barrier-free design also can be seen on new series of com-
mercial aircrafts.

In the meantime, several specific situations are also put under the spotlight, neg-
ative symptoms like dizzy, tinnitus, negative emotions like irritability, anxiety, etc.
Lindseth [7] claimed that flight anxiety of student pilots were identified, while Li, Li,
Wang et al. [8] observe the situation of passengers flight anxiety are also exist by
collecting and analyzing more than 2500 questionnaires. Ren and Tang [9] examined
group emergency events especially air-passengers who come across delays become
irritable and even influence others to escalate the situation, in order to prevent or at least
reduce negative impacts like the serious social and economic losses and even
casualties.

2.2 Factors Related to Product Functions and Operations

Finding factors related to products means finding customer demands and product
design and engineering, which would be a gap in practical application. Ahmadpour,
Robert, Lindgaard [10] create a comfort model of passengers’ emotions in the base of
the emotion model by Ortony, Clore, and Collins (OCC), which connect cabin design
factors with human fundamental needs (Fig. 5). In this case, they are searching links
between demands and design process.

Fig. 5. The cognitive structure of passengers’ emotions in relation to comfort, illustrating the
appraisal patterns of passengers’ affective reactions to the aircraft interior during the flight
(adopting and revising the cognitive structure of emotions by Ortony, Clore, and Collins, 1988).
(Source: [10])
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3 Passenger Experience and Cabin Design

In passenger experience related to cabin design process, designers from different majors
are getting together to complete a design project. According to the results above, cabin
design process can be roughly concluded as these factors below:

• Seats
• Cabin Configuration & fundamental facilities
• Environment control
• IFE(In-flight entertainment) facilities
• Aesthetic design
• …

There are many methods to cope with these factors. For example, In design related
to ergonomics, Vink, Bazley, Kamp, Blok [11] find that some design factors such as
legroom, seat, personal space are clearly related to passenger comfort; Furthermore,
recently there are many programs to simulate real situation, such as JACK, RAMSIS
and etc., could help designer improve design quality.

In cabin configuration, Delcea, Cotfas, Crăciun and Molanescu [12] simulate
several different boarding methods to find out the most effective method; In design
related to environment, Pang, Li, Bai, Liu, Zhou, Yao [13] simulate airflow feature of
different cabin structures and find relatively reasonable design. Moreover, new simu-
lation tools can be used to improve design effectiveness, but making real shape model
to take experiments is still a traditional and effective process to find design flaws. It
doesn’t mean that simulation can solve everything, knowledge and practical experience
can’t be ignored.

Furthermore, Wi-Fi & satellite communication technology supports aircraft owners
to develop extra interconnection services, which also means passenger entertainment
can be upgraded. In a short future, passengers have chance to enjoy massive online
services on board, and IFE facilities will be innovated dramatically to fit with this new
tendency. Passenger will not only use traditional IFE systems on board, but also use
their own devices. Servers on board will be a transfer station of informations, massive
entertainment resources could be collected and shared to passengers.

4 Passenger Experience and Operations

In the field of operations, passenger experience is helped to make customer segmen-
tation. Airlines classify their customers into different groups to provide targeting ser-
vice, which is the most common method to use. According to Teichert, Shehu, von
Wartburg [14], many airlines have common sense of separating business class and
economy class, which limits customer’s choice, and they suggest airlines should ree-
valuate their market and customers.
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In recent years, an powerful support of defining customers’ needs is using big data
analysis. For example, Gong, Pu, Zhang, Wu [15] uses the K-means clustering method
to analyze passenger segmentation, and finally bring out targeting service packages.
Those packages can be consisted by giving passenger different services, entertainment
devices, more luggage rooms, or more extra food or drinks, etc. Nowadays, although
it’s common for airlines to take focus on passenger value, the research still shows the
tendency of caring more about passenger experience, which shows modern passengers
tend to be keen on choosing what they want, and airlines can also benefit from this
mode. Many airlines use strategies like selling seats which have more legroom, selling
luggage room through extra payment, etc. As internet technology available to use, more
online services and new forms of online activities could be improved, which would be
more attractive and valuable to young people.

According to the results above, operation process can be roughly concluded as
these factors below:

• Service
• Commodity (Food, Drinks…) supplies
• Personal/organized entertainment activities
• Extended Service based on Facilities
• …

Meanwhile, in design and marketing fields, there are researchers use customer
portrait, Application of Scenario, etc., to verify customer demands and the strategy of
products. Liu, Jiang, Li [16] define customer demands by designing and simulating an
almost real scene of customer using target products. This kind of method can more or
less be seen in some commercial aircraft passenger studies, but still has lots of
unknown areas to be explored.

5 A New Model of Passenger Experience

In the sight of a life cycle of commercial aircraft, connection between cabin design and
operations need to be determined for improving passenger experience. We combine
these points above to recreate a model of passenger experience (Fig. 6).

This model depicts the relationship among passenger experience on board, cabin
design and operations, in which user-centric idea is conveyed. We classify passenger
experience as physical needs and mental needs, by corresponding those points to
design factors and operation factors, revisit the definition of passenger experience.

Passenger Experience Revisited 459



6 Conclusions

Passenger experience of commercial aircraft could be a long-time issue to be discussed.
In this study we review the previous fundamental research which may be related to
passenger experience, some research defined experience as passenger comfort. In the
previous years, researchers has observed a lot of valuable results, and several kinds of
comfort models have been built.

Then we explain the brief life cycle of a product and how passenger experience
related to it. In this study we noticed that if the value of user experience needs to be
improved, definitely it’s an issue of combining different systems. In this case, we try to
take a look at passenger experience issue by two sights: cabin design and operations.

The first step is to take focus on human fundamental needs. Several researchers use
questionnaire and comfort model to define passenger comfort, while some other
researchers use physical and psychological methods to find potential needs. These
results contribute to the fundamental definition of passenger experience.

The second step is to find the relationship between human needs and design
methods, which is the design sight. In cabin design, researchers and designers use
different tools to make their products more comfortable and attractive. Several new
tools are used to assist design process, such as environment simulation, 3D human
body modeling, which may help designers more ergonomic design works. As the

Fig. 6. Model of passenger experience related to cabin design & operations
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feedback turns out to be clear and convincible, designers are forced to think more
effective design to improve functions or fill flaws.

The third step is to observe how the design performs in operations, which is the
operations sight. Airways use big data to forecast passengers needs and how they
perform. In this case, Passenger segmentation methods are considered, researchers
analyse thousands of passengers to find out similarities and diversities. In recent years,
increasing amount of research results show that passengers tend to care more about
their personnalites, experiences and value than previous times, young passengers are
more sensitive to costs so that they tend to choose less comfortable but cheap travels,
etc. Passenger value is also a strength point to be mentioned, operators should weigh on
balance. Nowadays, airways put more attention to improving their corporation images.
Stylized and targeting cabin design could be more helpful to create a good image in
passenger’s minds and also comfort passengers. Meanwhile, passenger experience and
demands are influencing cabin design, operation costs, customer value, in-flight ser-
vices, potential incomes, etc. Which means both designers and operators should focus
on the same issue to weigh on passenger comfort and restrictions.

Finally, we combine these points above to recreate a model of passenger experi-
ence, in which cabin design and operations are taken into consideration.

Although the new model has been created, we know that there are so many research
results that still not be included in this study. This direction has a lot of unknown area
which need to take long time to study further. The gap between design and operations
of passenger experience still remains, and we notice that there’s unknown knowledge
which needs to explore.

References

1. Oancea, O.: Challenges of pricing luxury in commercial aviation–will first class disappear?
J. Revenue Pricing Manag. 17(4), 296–300 (2018)

2. 王悦颐,李敬强: 基于SCSQ和STAI的航空旅客旅行中出现的焦虑问题研究. 职业与健

康 32(22), 3083–3087 (2016)
3. Cho, W., Min, D.-J.: Longitudinal examination of passenger characteristics among airline

types. J. Air Transp. Manag. 72, 11–19 (2018)
4. Budd, L., Warren, A.P., Bell, M.: Promoting passenger comfort and wellbeing in the air: an

examination of the in-fight health advice provided by international airlines. J. Air
Transp. Manag. 17(5), 320–322 (2011)

5. Nicolini, G., Salini, S.: Customer satisfaction in the airline industry: the case of british
airways. Qual. Reliab. Eng. Int. 22, 581–589 (2006)

6. Patel, H., D’Cruz, M.: Passenger-centric factors influencing the experience of aircraft
comfort. Transp. Rev. 38(2), 252–269 (2018)

7. Lindseth, P.D.: Flight anxiety: predictors and implications for learning. J. Aviat./
Aerosp. Educ. Res. 4(3), 5 (1994)

8. 李敬强, et al.: 航空旅客焦虑情绪特征调查与分析. 中国公共卫生 1–4 (2018)
9. 任新惠, 唐诗琦: 基于情绪感染测量的群体性事件形成机理. 安全与环境学报 18(03),

1059–1064 (2018)

Passenger Experience Revisited 461



10. Ahmadpour, N., Robert, J.-M., Lindgaard, G.: Exploring the cognitive structure of aircraft
passengers’ emotions in relation to their comfort experience. In: International Conference on
Kansei Engineering and Emotion Research, pp. 387–394 (2014)

11. Vink, P., Bazley, C., Kamp, I., Blok, M.: Appl. Ergon. 43, 354–359 (2012)
12. Delcea, C., Cotfas, L.-A., Crăciun, L., Molanescu, A.G.: Are seat and aisle interferences

affecting the overall airplane boarding time? An agent-based approach. Sustainability 10,
4217 (2018). https://doi.org/10.3390/su10114217

13. Pang, L., et al.: Optimization of air distribution mode coupled interior design for civil aircraft
cabin. Build. Environ. 134, 131–145 (2018)

14. Teichert, T., Shehu, E., von Wartburg, I.: Customer segmentation revisited: the case of the
airline industry. Transp. Res. Part A 42, 227–242 (2006)

15. 刘兰兰, et al.: 情境故事法在产品设计开发中的应用. 包装工程(12), 233–235 (2007)
16. 龚婷, et al.: 基于K-means的航空旅客聚类研究. 价值工程 37(35), 52–54 (2018)

462 X. Zhong and T. Han

http://dx.doi.org/10.3390/su10114217


Author Index

Abedin, Nuren 283
Abid, Esha 369
Abrami, Giuseppe 351
Ahmed, Ashir 283
Ahn, Duck-Ki 3
Ai, Hailin 85
Alabdulkarim, Amal 9
Alabdulkarim, Lamia 9
Alaloula, Nouf 9
Alluwaymi, Lama 9
Almaguer, Erik 137
Aloulou, Hamdi 251
Alqaffary, Hailah 9
Alrashed, Lama 9
Alruwaili, Rasha 9
Alsuhaibani, Lamees 9
Al-Wabil, Areej 9
Antona, Margherita 57, 67, 200

Bae, Byung-Chull 3, 23
Bilal, Dania 95
Biocca, Frank 374
Boyd, Jennifer 413
Brush, Kathleen 413
Bucher, Sherri 259

Chang, Wenjie 85
Chen, Feng 241
Chen, Yaohao 143
Cheong, Yun-Gyung 3
Chepenik, Randy 413
Cho, Yeonhee 374
Choi, Changtaek 290
Choi, Ju Yeon 359
Cleger Tamayo, Sergio 386
Correia, Rodrigo 16
Cummings, Robert 184, 213

Daigle, Roger N. 179
de Marassé, Antoine 251
Driver, Simon 434

El Achraoui, Nabil 413
Entinger, Jacob 264

Fernandes, Everlandio 16
Fiero, Phil 233
Finn, Ed 30
Fraoua, Karim Elia 424
Fraune, Marlena R. 434
Fritzlen, Katherine 95
Fu, Jiong 78

Gadelha, Mikhail R. 16
Gil, Adriano 16
Gilbert, Juan E. 213
Gosha, Kinnis 184, 213
Gu, Zhen Yu 271
Guh, Soyeon 233

Hallal-Kirk, Lauren 179
Han, Ting 453
He, Jibo 85
Hisazumi, Kenji 283
Hong, Sung Hee 149
Hoque, Enamul 369
Huff Jr., Earl W. 184, 213

Isabwe, Ghislain Maurice N. 192

Jang, Jihye 296
Jiang, Rong 271
Jing, Hung-Sying 103
Jo, HyunJin 155
Johnson, Jacob 413

Kallinen, Kari 108
Kang, Younah 359
Katzourakis, Antonis 200
Kawashima, Daisuke 309
Keller, Betsy 233
Khurshid, Aasim 386
Kim, Eunyoung 315
Kim, Hyomin 374
Kim, Hyun-Jee 23
Kim, Tae Woon 149
Kim, YeonJi 155
Kodys, Martin 251



Koga, Yoshiki 309
Konnestad, Morgan 192
Korozi, Maria 200
Kum-Biocca, Hannah Hyejin 374

Lajmi, Lilia 119
Lee, Jaeyong 381
Lee, Jeongpyo 113
Lee, Keeheon 46, 296, 359
Leider, Avery 413
Lemos, Jonatan 30
Leonidis, Asterios 57, 67, 200
Li, Bin 126
Liang, Qiongdan 85
Liaw, Kevin 434
Liljenberg, Marcus 39

Maciel, Francimar Rodrigues 386
Mack, Naja A. 184, 213
Mahmood, Md. Sultan 315
Manome, Nobuhito 441
Martins, Pauliana Caetano Caetano 386
Matsumoto, Kodai 241
McLean, Tarik 413
Mehler, Alexander 351
Michelin, Sylvain 424
Mitsuyoshi, Shunji 441
Mokhtari, Mounir 251
Moreno, Robert 162

Nias, Jaye 184
Nuthakki, Siddhartha 259

Ochiai, Yoichi 143
Olson, Michael 95

Park, Daehee 113, 381
Park, Heesung 113
Park, Jungchul 449
Partarakis, Nikolaos 57
Peterson, Eric 264
Postal, Juliana 16
Prinianakis, Antonis 200
Purkayastha, Saptarshi 259

Qureshi, Hammad Hassan 168

Reichert, Frank 192
Ross, William A. 179

Ruma, Nilima Haque 315
Ryu, Ji Min 46

Samaritaki, Georgia 200
Sánchez, Jefferson A. 393
Schulz, Renée 192
Sheridan, John 413
Shinohara, Shuji 441
Siddiqui, Sadida 413
Song, Scott 381
Spiekermann, Christian 351
Stefanidi, Eleni 200
Stefanidi, Evropi 57
Stefanidi, Zinovia 67
Stein, Jenny 119
Sugaya, Midori 241
Suzuki, Kouta 441

Tappert, Charles C. 413
Tian, Kathy 39
Tindall, Mitch 264

Urssi, Nelson Jose 323

Valencia, Juan F. 393
Veinott, Elizabeth S. 222
Verma, Aditee 413
Villegas, Maria L. 393

Wang, Dong 271
Wang, Jing 329
Wang, Xin 126
Wang, Xiyao 78
Wang, Yincheng 85
Whang, Tae Hyon 233
Whitaker, Elizabeth 222
Wong, Doris Hooi-Ten 168

Yang, Cheng Hong 271
Yang, Xiu Fan 271
Yao, Mike 39
Yasmin, Shamima 137, 162
Yi, Seung-Kyu 343
Yoshida, Reiji 241
Yun, JaeYoung 155

Zhang, Junjian 143
Zhang, Yizhi 143
Zhong, Xinye 453

464 Author Index


	Foreword
	HCI International 2019 Thematic Areas and Affiliated Conferences
	Contents
	Interaction Design
	Design Considerations for Developing a Mobile Storytelling Game Application
	1 Introduction and Backgrounds
	2 Design and Implementation
	2.1 Chapter-Divided Narrative Sequences for Easy Fun
	2.2 Interaction Design for Serious Fun
	2.3 Mini-Games (Quizzes and Puzzles) for Hard Fun
	2.4 Socialization for People Fun

	3 Conclusion and Future Work
	References

	Co-creation in the Localization of Interactive Systems Designed for Communicating Science to the Public: An Experience Report
	Abstract
	1 Introduction
	2 Co-creation in the Design Process
	3 Methodology
	3.1 Survey Approach
	3.2 Focus Group Approach

	4 Results and Discussion
	4.1 Survey Results
	4.2 Focus Group Results

	5 Conclusion
	Acknowledgments
	References

	Themes Validation Tool
	1 Introduction
	2 Faster RCNN
	3 Related Work
	4 Experiments
	4.1 Dataset
	4.2 Faster RCNN

	5 Results
	6 Conclusion and Future Works
	References

	Designing a Bulletin Board-Type Art Game for the Collection and Resolution of Conflict
	1 Introduction
	2 Related Work and Background
	2.1 Conflict Resolution in Games and Narrative
	2.2 Gestalt Psychology

	3 Design Procedure and Exemplification
	3.1 Design Procedure
	3.2 Exemplification
	3.3 Discussion

	4 Conclusion and Future Work
	References

	Babel VR: Multimodal Virtual Reality Environment for Shelf Browsing and Book Discovery
	Abstract
	1 Introduction
	2 Related Work
	3 Babel VR
	3.1 VR Interaction Design
	3.2 System Architecture

	4 Conclusion and Future Work
	References

	Cross-Cultural User Design: Divergences in Chinese and Western Human Computer Interface Interaction
	Abstract
	1 Introduction
	2 Literature Review
	2.1 F-Shaped Pattern

	3 Methodology
	4 Analysis
	5 Discussion
	References

	Guidelines for Evaluating the Completeness of the Portfolio
	Abstract
	1 Introduction
	2 Literature Review
	2.1 Portfolio and Evaluation Methods
	2.2 Changes in the Industrial Sector Due to the Emergence of AI

	3 Preliminary Survey
	4 Method
	4.1 RandomForest
	4.2 Research Procedure

	5 Result
	5.1 Feature Importance
	5.2 Accuracy Score

	6 Conclusion and Suggestion
	Acknowledgment
	References

	CasandRA: A Screenplay Approach to Dictate the Behavior of Virtual Humans in AmI Environments
	Abstract
	1 Introduction
	2 Related Work
	3 Requirements
	4 System Description
	4.1 Architecture
	4.2 Use Cases of VHs in AmI Environments

	5 Plans of Evaluation
	6 Discussion
	Acknowledgments
	References

	A Multi-stage Approach to Facilitate Interaction with Intelligent Environments via Natural Language
	Abstract
	1 Introduction
	2 Related Work
	3 System Objectives
	4 System Architecture
	5 The Analysis Pipeline
	6 Future Work
	Acknowledgements
	References

	Steering Wheel Interaction Design Based on Level 3 Autonomous Driving Scenario
	Abstract
	1 Introduction
	1.1 Background of HMI
	1.2 Development Status of Autonomous Driving
	1.3 Background of Steering Wheel Interaction

	2 Research Content and Method
	3 Qualitative Research
	3.1 User Research Method and Sample Selection
	3.2 Survey Outline

	4 User Research and Requirements Analysis
	4.1 Requirements Analysis
	4.2 User Group and Portrait
	4.3 Journey Map

	5 Concept Design
	5.1 Core Requirements and Functions
	5.2 Design Prototype

	6 Conclusion
	References

	How to Optimize the Input Efficiency of Keyboard Buttons in Large Smartphone? A Comparison of Curved Keyboard and Keyboard Area Size
	Abstract
	1 Introduction
	1.1 Input Efficiency Issue
	1.2 Curved Keyboard and Reduced Input Area

	2 Method
	3 Results
	3.1 Reaction Time (RT)
	3.2 Pair Per Minute (PPM)
	3.3 Pair Error Rate (PER)

	4 Discussion and Application
	References

	Cognitive Issues in HCI
	Attitude-Behavior Inconsistency Management Strategies in MTurk Workers: Cognitive Dissonance in Crowdsourcing Participants?
	Abstract
	1 Introduction
	1.1 Cognitive Dissonance Theory
	1.2 Cognitive Dissonance and MTurk Workers
	1.3 Current Investigation

	2 Methods
	2.1 Participants and Setting
	2.2 Procedure
	2.3 Dependent Measures

	3 Results
	3.1 Exclusionary Criteria
	3.2 Subjective Experience
	3.3 Positive Endorsement Task

	4 Discussion
	4.1 Online: A Special Context?
	4.2 Implications and Conclusions

	References

	On Two Types of Thinking Patterns in Aviation Safety
	Abstract
	1 Introduction
	2 Western Linear Thinking and Aviation Safety
	3 Chinese Pictographic Thinking and Aviation Safety
	4 Future Development
	References

	Detecting and Identifying Real and Decoy Tanks in a Computer Screen: Evidence from Stimuli Sensitivity and Eye-Tracking
	Abstract
	1 Introduction
	2 Methods
	2.1 Participants and Materials
	2.2 Measures
	2.3 Procedure
	2.4 Data Processing and Analysis

	3 Results
	4 Discussion and Conclusions
	References

	How Important Alarm Types for Situation Awareness at the Smart Factory?
	Abstract
	1 Introduction
	2 Smart Factory: Definition, and Intelligent System
	3 Smart Factory with Situation Awareness
	4 Methods
	4.1 System Design
	4.2 Experimental Design

	5 Results
	6 Discussion
	7 Conclusion
	References

	The Impact of Self-efficacy and Gender on Computer Performance
	Abstract
	1 Introduction
	2 Empirical Methodology
	3 Results
	4 Discussion
	References

	Research on Competency Model of Flight Operations Quality Assurance Personnel
	Abstract
	1 Introduction
	2 The Competency Model
	3 The Research Methods
	4 Determination of the Competency Model
	4.1 Using the Job Analysis Method to Study Competency Requirements
	4.2 Determination of Competency Model

	5 Conclusion
	References

	Accessibility and Universal Access
	A Haptic Virtual Kitchen for the Cognitive Empowerment of Children with Autism Spectrum Disorder
	Abstract
	1 Introduction
	2 Background
	3 Proposed Approach
	4 Implementation and Results
	5 Conclusion and Future Works
	References

	LipSpeaker: Helping Acquired Voice Disorders People Speak Again
	1 Introduction
	2 Related Work
	3 Implementation
	4 Future Works
	5 Conclusion
	References

	A Study on the Use of Motion Graphics and Kinect in LMA (Laban Movement Analysis) Expression Activities for Children with Intellectual Disabilities
	Abstract
	1 Introduction
	1.1 LMA (Laban Movement Analysis)

	2 Research Design
	2.1 Subject
	2.2 Kinect, Skelton

	3 Results
	Acknowledgements
	References

	Tingling Cast: Broadcasting Platform Service for Stuttering Children
	Abstract
	1 Introduction
	2 Background
	2.1 Definition and Causes of Stuttering
	2.2 Treatment for Stuttering
	2.3 Limitations of Existing Treatment Services for Stuttering

	3 Tingling Cast
	3.1 Service Background
	3.2 Service Content and Operation

	4 The Case Study
	5 Results
	5.1 The Therapeutic Value
	5.2 The Ease of Functions

	6 Conclusion
	Acknowledgments
	References

	A Software Tool for the Deaf and Hard-of-Hearing to Learn How to Speak
	Abstract
	1 Introduction
	2 Background
	3 Proposed Approach
	4 Implementation and Results
	5 Conclusion
	References

	A Systematic Literature Review on User-Centered Design (UCD) Interface of Mobile Application for Visually Impaired People
	1 Introduction
	1.1 User-Centered Design (UCD)
	1.2 Mobile Device
	1.3 Categories of Visual Impairment

	2 Systematic Literature Review
	3 Result
	3.1 What Are the Current Problems Facing by Visually Impaired People During Using the Mobile Applications?
	3.2 What Are the Possible Solutions of Problems Facing by Visually Impaired People During Using the Mobile Applications?
	3.3 Why UCD Interface Is Necessary for Manufacturing the Mobile Application for Visually-Impaired People?

	4 Conclusion and Future Work
	References

	Learning and Games
	Focus on the Human Dimension: Constructing Sustainable Experiential Learning Solutions for Small Unit Leaders
	Abstract
	1 Introduction
	1.1 Squad OverMatch (SoVM)

	2 Experimental Learning Approach
	3 Scenario Creation
	4 Conclusion
	References

	Atlanta Code Warriors: A CS Engagement Pilot Initiative
	1 Introduction
	2 Program Design
	3 Method
	4 Results
	5 Discussion
	6 Conclusion
	References

	Using Multi-touch Multi-user Interactive Walls for Collaborative Active Learning
	Abstract
	1 Collaborative Active Learning in a Digital Age
	2 Multitouch Interactive Surfaces in Education
	3 Methodology
	3.1 Research Approach
	3.2 Study Setup: The Future Classroom

	4 Findings and Discussions
	5 Summary and Future Directions
	References

	Shaping the Intelligent Classroom of the Future
	Abstract
	1 Introduction
	2 Related Work
	2.1 Immersive Educational Experiences
	2.2 Technologically-Enhanced Furniture
	2.3 Robots and Other Technologies

	3 The Classroom of the Future
	3.1 Ambient Facilities
	3.2 Intelligent Educational-Oriented Software

	4 Future Work
	Acknowledgements
	References

	Exploring the Needs and Preferences of Underrepresented Minority Students for an Intelligent Virtual Mentoring System
	1 Background
	1.1 Underrepresented Minorities Pursuing Graduate Degrees in Computing
	1.2 Virtual Mentoring

	2 Method
	2.1 Participants
	2.2 Procedure
	2.3 Analysis

	3 Results
	3.1 Current Mentor Description
	3.2 Mentor Communication Delivery
	3.3 Mentee Reaction
	3.4 Mentee Satisfaction of Advisement
	3.5 Experience with Virtual Mentor Systems
	3.6 Virtual Mentor System Recommendation

	4 Discussion
	5 Conclusion
	References

	Leaving Hints: Using Player In-Game Hints to Measure and Improve Learning
	Abstract
	1 Introduction
	1.1 Self-explanation
	1.2 Current Research Questions

	2 Methods
	3 Results
	4 Discussion
	Acknowledgement
	References

	HCI in Health and Rehabilitation
	The Long-Term Effect of Health-Related Online Use on Healthcare Utilization and Expenditures Among Older Adults
	Abstract
	1 Introduction
	2 Methods
	2.1 Program Description
	2.2 Data Sources
	2.3 Definition of Internet Use
	2.4 Healthcare Utilization and Expenditures
	2.5 Study Sample
	2.6 Propensity Score Matching (PSM)
	2.7 Interrupted Time Series (ITS)

	3 Results
	4 Conclusion
	References

	Emotion Aware Voice-Casting Robot for Rehabilitation Evaluated with Bio-signal Index
	Abstract
	1 Introduction
	2 Related Work
	3 Proposal
	3.1 Bio-signal Information Analysis
	3.2 Design and Implementation

	4 Experiment
	4.1 Preliminary Experiment
	4.2 Result
	4.3 Comparison with the Negative Valence and Low Arousal Status
	4.4 Result
	4.5 Discussion

	5 Conclusion
	References

	Cities for All Ages: Singapore Use Case
	Abstract
	1 Introduction
	1.1 Public Health vs. Wellbeing
	1.2 Behavior Change

	2 Non-invasive Based Technologies
	3 Singapore Test Bed and Preliminary Results
	3.1 Sensing and Data Collection Indoor
	3.2 Sensing and Data Collection Outdoor (Neighborhood)
	3.3 Dashboard and Mobile App Intervention
	3.4 Preliminary Results

	4 Related Work
	5 Conclusion
	References

	The Development and Usability Testing of a Decision Support Mobile App for the Essential Care for Every Baby (ECEB) Program
	Abstract
	1 Introduction
	2 Methods
	3 Conclusion
	References

	The HARP App: Tracking Hypoxia Made Simple
	Abstract
	1 Introduction
	2 Methods
	2.1 Front-End (User) Design
	2.2 Back-End Design
	2.3 Design Methodology

	3 Results
	3.1 Phase 1
	3.2 Phase 2
	3.3 Phase 3

	4 Discussion
	References

	The Service Design of Medication Administration System Based on IoT
	Abstract
	1 Introduction
	2 Related Work
	3 System Design
	3.1 System Architecture
	3.2 User-Side Workflow
	3.3 The Design of User Terminal Equipment: Smart Pill Boxes

	4 Experiment
	4.1 Participators
	4.2 Contents of the Evaluation
	4.3 Results of the Evaluation

	5 Discussion and Conclusion
	References

	HCI in Business and Society
	Affordable Rideshare Service for Female Urban Corporates in Developing Countries: A Case Study in Dhaka, Bangladesh
	Abstract
	1 Introduction
	2 Social Services on Wheels (SSW) SME Model
	3 Methodology of Experiment
	4 Findings
	4.1 Employees Commuting Pattern
	4.2 Traveling Experience with SSW
	4.3 Operational Cost

	5 Discussion
	6 Conclusion
	References

	HCI Technologies in National S&T Master Plan of Korea
	Abstract
	1 Introduction
	2 Approach
	3 Results
	3.1 Investments and Type of R&D of HCI Technologies
	3.2 Technical Characteristics of HCI Technologies

	4 Conclusion
	References

	Transforming a Specialized Q&A System to a Chatbot System: A Case of a Simplified Taxation in Korea
	Abstract
	1 Introduction
	2 Literature Review
	2.1 Information Search Behavior
	2.2 Ontology
	2.3 Evaluation for Searching Through Ontology

	3 Methods
	3.1 Types of Information Search Behavior
	3.2 Ontology Based on Q&A
	3.3 Evaluation Simulation

	4 Result
	4.1 Comparison of ISB According to Types
	4.2 Ontology of a Part of Simplified Taxation
	4.3 A Simulation for Evaluation

	5 Conclusion
	5.1 Future Work

	Acknowledgement
	References

	The Relationship Between Video Game Play and Suicide Risk Among Japanese Young Adults
	Abstract
	1 Introduction
	1.1 Video Game Play and Related Problems in Japan
	1.2 Pathological Game Play and Suicide Risk
	1.3 Aim of the Current Study

	2 Methods
	2.1 Procedure and Participants
	2.2 Questionnaire

	3 Results
	4 Discussion
	References

	The Role of Image Sharing and User’s Interactions on Social Media to Promote Handloom Fashion Industry
	Abstract
	1 Introduction
	2 Literature Review
	3 Case Study of Jamdani Ville
	3.1 Facebook Page Analysis of Jamdani Ville
	3.2 The Strategies of Jamdani Ville to Reach the Customers
	3.3 The Engagement of Customers with Handloom Jamdani
	3.4 Image Sharing and Users Interaction in the Social Media for Handloom Fashion Industry

	4 Conclusion
	Acknowledgments
	References

	For Our Cities
	Abstract
	1 Introduction
	2 The Research
	3 Hypercartographies
	4 Metacity
	References

	Design Driven Innovation for Sustainability: An Analysis of 7 Cases
	Abstract
	1 Introduction
	2 Three Dimensions of Sustainability
	2.1 Environment Dimension: People, Planet and Profit
	2.2 Social Dimension: Well-Being and Welfare
	2.3 Economy Dimension: Reciprocity and Solidarity Relations

	3 Design Driven Innovation
	3.1 Design and Social Responsibility
	3.2 Design as Approaches
	3.3 Design as Meaning Strategy
	3.4 Design as an Actor Network Process

	4 Case Studies
	4.1 Permaculture
	4.2 100-Mile Food Movement
	4.3 World Wide Organic Farms (WWOOF)
	4.4 Collaborative Chronic Care Network
	4.5 Participatory Groundwater Management Project
	4.6 Ancient Chinese Cosmetics Restoration Project
	4.7 A Flax Project

	5 Discussion and Concluding Remarks
	References

	The Trend of Governmental Investment on HCI-Related Research to Solve Social Problem in Korea
	Abstract
	1 Introduction
	2 Approach
	3 Results
	3.1 Importance in Governmental R&D: R&D Spending
	3.2 Characteristics of R&D

	4 Conclusion
	References

	Big Data, Machine Learning and Visual Analytics
	Graph-Based Format for Modeling Multimodal Annotations in Virtual Reality by Means of VAnnotatoR
	1 Introduction
	2 Related Work
	3 Technology
	4 Annotation Scenario
	5 Conclusion
	References

	An Online Comment Assistant for a Better Comment Experience
	Abstract
	1 Introduction
	2 Literature Review
	3 Design of Comment Chatbot
	3.1 Data Analysis
	3.2 Interface Design

	4 Method
	5 Results
	6 Discussion
	7 Conclusion
	Acknowledgements
	References

	Visual Exploration of Topic Controversy in Online Conversations
	1 Introduction
	2 Related Work
	3 Visual Exploration of Topic Controversy
	4 Conclusions and Future Work
	References

	AR-VIS: Augmented Reality Interactive Visualization Environment for Exploring Dynamic Scientific Data
	Abstract
	1 Introduction
	1.1 Visualizing Unseen Phenomena at Various Scales: Magnetic Fields

	2 Specific Objectives
	3 Methods and Procedures
	3.1 Overview
	3.2 Data Sources
	3.3 Visualization and Interactive Simulation Model Building

	4 Future Plans
	Acknowledgments
	References

	Interactive Recommendation Model for Optimizing Data Visualization
	Abstract
	1 Introduction
	2 Related Work
	3 Multi-dimensional Data Visualization Guideline
	4 Interactive Recommendation Model for Data Visualization
	5 Conclusion and Future Work
	References

	Data Collection and Image Processing Tool for Face Recognition
	1 Introduction
	2 Data Collection Process
	3 Image Processing Tool
	4 Users Evaluation
	5 Conclusions
	References

	A Model for the Interpretation of Data from an ECU by Means of OBD Devices
	Abstract
	1 Introduction
	2 Proposed Model
	2.1 Characteristics of the Model
	2.2 Phase 1
	2.3 Phase 2
	2.4 Phase 3
	2.5 Phase 4
	2.6 Phase 5

	3 Test and Results
	4 Conclusions
	Acknowledgements
	References

	User Studies
	Index of Difficulty Measurement for Handedness with Biometric Authentication
	1 Introduction
	1.1 Background
	1.2 Objectives

	2 Literature Review
	3 Methodology
	3.1 Flutter
	3.2 Firebase

	4 Hypotheses
	5 Experiment One
	6 Experiment Two
	7 Experiment Three
	8 Preliminary Data
	9 Conclusions
	10 Future Considerations
	References

	Is Tourist Markovian Under Asymmetric Information?
	Abstract
	1 Introduction
	2 The Customer Experience and Tourist Expectations
	3 Serendipity and the Markov Process
	4 Reward Concept and Main Models
	4.1 Optipmist Criterion
	4.2 Wald’s Criterion
	4.3 Laplace’s Criterion
	4.4 Hurwicz’s Criterium
	4.5 Savage’s Criterium

	5 Conclusion
	References

	Robot Sociality in Human-Robot Team Interactions
	Abstract
	1 Introduction
	2 Background
	2.1 Anthropomorphic Robot (NAO)

	3 Security/Respect/Unease
	4 Methods
	4.1 Procedure
	4.2 Game Description
	4.3 Measures

	5 Results
	5.1 Security
	5.2 Respect
	5.3 Unease

	6 Discussion
	7 Limitations and Future Directions
	8 Conclusion
	Acknowledgement
	References

	An Agent-Based Approach for Cleanup Problem: Analysis of Human-Like Behavior
	Abstract
	1 Introduction
	2 Materials and Methods
	2.1 Cleanup Problem
	2.2 SOM
	2.3 SOM-Based Agents
	2.4 SOM-Based Agents in Cleanup Problem
	2.5 Experimental Methods

	3 Results
	4 Discussion
	5 Conclusion
	References

	Analysis of Drivers Information Requirements for Adaptive Cruise Control (ACC) Functions
	Abstract
	1 Introduction
	2 Task Analysis
	3 Identifying the Variables and Their Relations
	4 Conclusion
	Acknowledgements
	References

	Passenger Experience Revisited: In Commercial Aircraft Cabin Design and Operations’ Sights
	Abstract
	1 Introduction
	2 Passenger Experience
	2.1 Factors Related to Human Needs
	2.2 Factors Related to Product Functions and Operations

	3 Passenger Experience and Cabin Design
	4 Passenger Experience and Operations
	5 A New Model of Passenger Experience
	6 Conclusions
	References

	Author Index



