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Abstract. Parkinson’s disease (PD) is a neurological disorder that is progres-
sive and causes losses of dopaminergic neurons from the substantia nigra, a
region in the human brain. The decrease of dopamine in this area elucidates the
presence of motor symptoms, such as tremors, bradykinesia, rigidity, gait
impairment, and non-motor symptoms, e.g., depression, loss of cognitive
functions, sleep problems, and nerve pain. Among the motor symptoms, tremors
can have the most impact on the social activities of people with PD. Further-
more, there is difficulty in diagnosing the underlying disorder that causes tre-
mors. Thus, the study and development of methods to assess tremors and their
severity is of paramount relevance for clinical practice. A typical clinical tool to
evaluate tremor severity is the analysis of hand drawing shapes (e.g., spirals,
circles, meanders, waves). The evaluation of these drawings is dependent on the
experience of professionals, yielding a high variability of results. Aiming to
contribute to the objective evaluation of hand drawing shapes of people with
PD, this research proposes the application of the Random Forest Classifier to
classify Histograms of Oriented Gradients (HOG) estimated from sinusoidal
patterns collected from healthy individuals (n = 12) and from people with PD
(n = 15). The highest accuracy, sensitivity and specificity classification success
rates were of 83%, 85% and 81%, respectively. These results can be relevant for
the early detection of pathological tremors, the follow-up of medical treatments
and the diagnosis of parkinsonian conditions.
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1 Introduction

Parkinson’s disease (PD) is a neurological disorder that is progressive and causes losses
of dopaminergic neurons from the substantia nigra, a region in the human brain. The
decrease of dopamine in this area implies the worsening of motor symptoms such as
tremors, bradykinesia, rigidity, gait impairment, and non-motor symptoms such as
depression, loss of cognitive functions, sleep problems and nerve pain [1].

PD affects 1% of the world’s population aged 60 years and over, and despite
scientific advancement, the disease remains incurable. The diagnosis of PD is complex,
with a seasoned specialist being necessary to make it [1, 2].

Tremors are a common symptom in PD and it can be classified into many types:
resting tremor, postural tremor, kinetic, essential, cerebellar, and others. Each type
manifests in different situations and frequency ranges [3].

Despite the existence of various clinical scales to assess motor symptoms in PD
(e.g., Unified Parkinson’s disease Rating Scale - UPDRS [2], Tremor Rating Scale –

wTRS, and the Essential Tremor Rating Assessment Scale - TETRAS [3]), the
understanding and quantification of tremors is important for the correct diagnosis of PD
and for monitoring its progress [3, 4]. An alternative way to assess tremors is by using a
scale of severity based on handwritten drawings. However, the scoring of these
drawings is complex and dependent on the experience of the examiner.

Several methods have been proposed to automate the assessment of tremors in PD.
For instance, Bravo et al. [5] analyzed postural tremor, action tremor and rest tremor
from the hand index finger using a triaxial accelerometer to acquire the data. The data
was analyzed via spectral power density (PSD). The study showed that the tremors
decreased considerably with the use of medication, but they did not disappear
completely.

Zhang et al. [6] employed principal component analysis (PCA) to discriminate the
main features from Magnetic Resonance Imaging (MRI) data and Support Vector Ma-
chine (SVM) to classify the essential and PD tremors. The best classification success
rate reported in the study was 93.75%.

Prince and de Vos [7] collected data from healthy individuals and people with PD,
performing the task of hitting the index and middle fingers on a smartphone. Subse-
quently, they compared the data classification success rate between traditional algo-
rithms and Deep Learning (DL), which outperformed traditional techniques.

According to Pereira et al. [8], another technique based on DL is Convolutional
Neural Network (CNN), and it was used for the automatic discrimination between
people with PD from healthy individuals. The data were acquired by using a pen with
several attached sensors. The participants of the study drew spirals and meanders on a
sheet of paper. The data from the sensors were converted into images for data clas-
sification and the CNN reached good accuracy.

Unlike the work done by Pereira et al. [8] that used the time series from different
pens’ sensors and built an image of these signals, this work proposes to classify images
of handwritten drawings collected from healthy individuals and people with PD. The
identification and discrimination of motor symptoms in PD is a fundamental step in the
diagnosis and follow-up of the disorder
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The remainder of this paper is organized as follows. Section 2 describes the
experimental environment, the information about the participants of the study, and the
feature extraction and classification methods. Section 3 shows the obtained results, and
in Sect. 4 the discussion and conclusions are presented.

2 Materials and Methods

2.1 Computational Environment

The experiments were carried out in a machine with Intel Core i7 2.40 GHz, dual
DDR3 with 8 GB RAM, 256 SSD of hard driver, and a 2 GB video card NVIDIA
GeForce GT 650. The machine was configured with Microsoft Windows 7 Pro 64 bits,
Python 3.6.5, the Scientific Python Development Environment (Spyder 3.3.2), and
Keras that is a high-level API for building and training machine learning models.

2.2 Data Collection

Data was collected from 12 (twelve) healthy individuals and 15 (fifteen) individuals
with Parkinson’s disease. Table 1 shows information from the two groups. The Federal
University of Uberlândia’s Research Ethics Committee approved the research under the
number 07075413.6.0000.5152.

The method based on severity scales was used to collect the data. In this method,
the participants have to draw geometric shapes like spirals, sine waves, circles, or
another different shape (e.g., Fig. 1).

2.3 Experimental Task

The participants involved in this research had to draw a specific image pattern similar
to a sine wave. First, the person made the drawing following a printed pattern.
A standard black pencil was used. After the participant learned how to draw the pattern,
a new drawing was made, as illustrated in Fig. 1.

Each participant drew between three and four samples of sine waves. These
drawings were digitalized, cleaned (the arrows were removed) and rescaled to a width
of 512 pixels and automatic height (Gimp image manipulation software was used to
preprocess the images).

Table 1. Characterization of the studied groups.

Group Total Sex (F/M) Age (years)

Health 12 8/4 60.08 ± 6.13
PD 15 7/8 65.33 ± 9.17
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Figure 1(A) shows a sample of raw drawings made by a healthy person (H) and two
distinct people with PD marked with (PD). Figure 1(B) shows drawing samples from
each group.

In the study, 51 images were collected from each group, i.e., healthy individuals
and people with PD. A total of 102 images were available.

2.4 Machine Learning

Machine learning is a subarea of artificial intelligence based on the idea that systems
can learn from data, classify and identify patterns, and make decisions automatically. In
this paper, we used some of these techniques to solve the problem of recognizing and
classifying handwritten drawings between two different classes: drawings of healthy
and Parkinson’s disease subjects.

2.4.1 HOG Descriptor
The first step for image classification was to apply a method named histograms of
oriented gradients (HOG). The HOG descriptor is commonly used to object detection.
HOG allows the image to be described by the distribution of intensity gradients or edge
directions. Figure 2 illustrates the wave detected with the intensity gradients and ori-
entation [9, 10].

In Fig. 2 it is possible to notice that HOG divides the image into small areas named
cells, which are of a predefined size, Fig. 2(B) in blue; the method estimates the
histogram of the gradient orientations of each cell as shown in Fig. 2(C). Following
this, normalization of the histograms in each cell is performed by comparing each block
to the block of neighboring cells. Finally, a one-dimensional feature vector from the
information in each cell is obtained [9–12]. The method scans and processes the entire
image using the block to create the HOG that is presented in Fig. 2(D) as an output.

Fig. 1. (A) Samples of handwritten drawings collected from people with Parkinson’s disease
(PD) and healthy individuals (H); (B) Pre-processed images for each group (H and PD).
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In this work, the input image was resized to 200 by 200 pixels (width and height).
HOG was defined with 10 (ten) pixels per cell, blocks with 4 (four) cells (2 � 2
matrix), and the number of orientations was 9 (nine), meaning that nine bins were
defined in the histogram with orientation between 0º and 180º degrees for each cell.

2.4.2 Random Forest Classifier
After HOG estimation, the data is ready to be classified by a Random Forest Classifier
(RFC). RFC is a type of supervised machine learning algorithm based on ensemble
learning, a method that makes it possible to join different types of algorithms or the
same algorithm to set a more powerful prediction model. The random forest algorithm
combines multiple decision-tree algorithms [13].

A decision tree (DT) is a tree in which a node represents a feature, each branch rep-
resents a decision and each leaf yields a result that can be a categorical or a continuous
value [14, 15]. In addition, DT is a non-parametric supervised learning method com-
monly used for classification and regression [15, 16].

A Random Forest is a meta-estimator that fits multiple decision tree classifiers into
manifold subsamples of the dataset and uses the mean to improve predictive accuracy
and control overfitting. In general, an RFC takes N objects from the database, builds a
decision tree with this data, and every tree in the forest predicts the category of the
objects belonging to it. Finally, the new object is assigned to the category that wins the
majority vote [13, 17, 18].

In this study, the Random Forest Classifier was structured with 100 and 200
decision trees and analyzed the model differences. The dataset was split into 70% of
data for training and 30% for testing the model. Furthermore, the model was executed
10 times, 50 times and 100 times. Following that, an average of metrics was estimated
and it was analyzed whether the model is able to classify the handwritten drawings of
people with PD and healthy individuals.

2.4.3 Accuracy, Sensitivity and Specificity
These metrics are commonly used to describe if a test is good enough and reliable. The
accuracy, sensitivity and specificity are the most used statistics to describe a diagnostic
test [19]. Accuracy demonstrates the proportion of correct prediction of a given con-
dition. Sensitivity evaluates how good the test is at detecting a positive disease. On the

Fig. 2. Raw input image (A), the block of 2 � 2 cells (B), gradient histogram of each cell (C),
and HOG feature extracted from the image input (D).

338 J. P. Folador et al.



other hand, the specificity shows us if a healthy subject has been correctly classified as
without disease [16, 19].

The accuracy value is obtained by the number of correct assessments divided by the
number of all assessments. Sensibility is calculated by the number of true positive
assessments divided by the number of all positive assessments. Finally, the specificity
is acquired through the number of true negative assessments divided by the number of
all negative assessments [19].

3 Results

Table 2 describes the RFC results for each test. One test was arranged with 100 trees
and it was executed in batches of 10, 50 and 100 times. For each one of these “total of
runs”, the average of the classification obtained was made and the lowest and highest
classification rates were estimated. For these tests the highest accuracy was 0.83 (83%
of success) and the average was 70%. Sensitivity reached the best value of 83% and an
average of 69%. The highest specificity was 85% and its mean was 70%.

The second configuration of the RFC was 200 trees. Table 2 shows the results. The
highest value of accuracywas 80% and the average 71%. The highest sensitivity was 80%
and the average was 70%. The highest specificity was 80% and the average was 72%.

The results are shown in Fig. 3 in confusion matrix (CM) format. It shows us the
relation of true and false positives about the presence of tremor (T) in PD sufferers and
the true and false negatives in healthy (H) subjects. The diagonal cells correspond to
observations that are correctly classified, and the off-diagonal cells correspond to
incorrectly classified observations. At the bottom right of the CM is the cell with the
overall accuracy.

Figure 4 shows boxplots for each metric. Figure 4(A) shows a comparison between
the accuracies obtained for three different batches for the RFC with 100 trees. A similar
procedure was executed for sensitivity and specificity. Figure 4(B) presents results for
the RFC with 200 trees.

Table 2. Classification results for distinct configurations of the Random Forest Classifier.

Set of trees Total of runs Accuracy Sensitivity Specificity
Min Max Average Min Max Average Min Max Average

100 10 0.63 0.76 0.70 0. 64 0.83 0.71 0.61 0.79 0.70
50 0.60 0.80 0.69 0.60 0.83 0.69 0.59 0.82 0.70
100 0.57 0.83 0.70 0.57 0.82 0.69 0.56 0.85 0.70

200 10 0.67 0.77 0.72 0.67 0.75 0.70 0.67 0.79 0.74
50 0.60 0.80 0.70 0.59 0.80 0.70 0.61 0.80 0.71
100 0.60 0.80 0.70 0.61 0.80 0.70 0.58 0.80 0.72
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The data distribution in Fig. 4(A) is around 65-75% for all metrics. In Fig. 4(B) the
accuracy and sensitivity behave the same way in (A), and specificity spread above
75%.

4 Discussion and Conclusion

In this work, the drawings collected from healthy individuals and people with PD were
classified by RFC. The proposed method employed pencil drawings digitized from
ordinary sheet of paper, making it very simple to be applied in the context of scarce
financial resources. A major advantage of RFC is the low computational cost when
compared to Deep learning.

Despite the small number of images in the available data set (51 per class), the
obtained results were satisfactory and accurate by discriminating drawings of healthy
people from those with PD (Fig. 3).

In the study, the HOG parameters were tested in default values (10 � 10 pixels per
cell, 2 � 2 cells per block and 9 bins in the histogram with 0–180° orientation) focus on
good performance showed by Dalal and Triggs [10] and the HOG result was passed to
the classifier. In a future study, these parameters could be changed aiming to get the
best ones to improve the model results.

The results shown in Table 2 and Fig. 4 suggest that there is a similarity regarding
the number of trees used (100 and 200). The variability of all the metrics showed in

Fig. 3. Confusion matrix test average. A1, A2, and A3 are from the RFC tests with 100 trees
with 10, 50, and 100 runs, respectively. In the same way, RFC tests with 200 trees are
represented by B1, B2, and B3, respectively in 10, 50, and 100 runs.
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Fig. 4 indicates that the diagnostic test is working correctly in discriminating between
who has tremors and who does not.

This is the first reported study considering the application of HOG estimates in
combination with the RFC applied to the automatic classification of data obtained from
people with PD. This study is in the direction of related work [16] which analyzed data
of people with dementia.

In the future, it will be necessary to obtain more image drawings and different
shapes to increase the database [8]. In addition, it is relevant to test more parameters

Fig. 4. Accuracy, sensitivity and specificity for each performance metric. (A) RFC with 100
trees and (B) RFC setup with 200 trees. The green dotted line is the average and the orange is the
median.
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and tune the proposed method as well as to implement other types of classifiers and
compare them with RFC as proposed here.
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