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Abstract. When applying powerful deep learning approaches on real
world tasks like pixel level annotation of urban scenes it becomes clear
that even those strong learners may fail dramatically and are still not
ready for deployment in the wild. For semantic segmentation, one of the
main practical challenges consists in finding large annotated collection
to feed the data hungry networks. Synthetic images in combination with
adaptive learning models have shown to help with this issue, but in gen-
eral, different synthetic sources are analyzed separately, not leveraging
on the potential growth in data amount and sample variability that could
result from their combination. With our work we investigate for the first
time the multi-source adaptive semantic segmentation setting, proposing
some best practice rule for the data and model integration. Moreover we
show how to extend an existing semantic segmentation approach to deal
with multiple sources obtaining promising results.
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1 Introduction

Semantic segmentation has recently become one of the most prominent task in
computer vision. Indeed the ability to assign a label to each pixel of an input
image is crucial whenever a very detailed description of the observed scene is
needed, as in fine-grained object categorization [25] and autonomous driving
[21,24]. However, due to the complexity of manual labeling each image pixel, this
task is plagued by the scarcity of large annotated datasets, which are instead
essential to leverage the power of deep learning algorithms. Synthetic images
appear a useful alternative, but they reduce only in part the described issue. In
the case of urban scene scenarios for autonomous driving, computer games can
be used to generate automatically images with their ground truth labels, but
their level of realism is still low which induces the further need of domain adap-
tation methods. Thus, while solving the lack of data problem, other challenges
come from the development of methods able to reduce the domain gap. Up today,
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those two aspects of the same problem has always been tackled separately. On
one side several research groups have focused on developing different simulators
with an increasing set of visual details like urban layouts, buildings, vehicles
and several weather conditions, with the aim of augmenting the realism of the
produced images [4,18]. On the other side, many recent works focus on inte-
grating techniques to align the domains either at feature, pixel or output label
space level, even considering combination of those levels with different adver-
sarial losses [2,7,21]. Each of the proposed synthetic domains is generally used
to train a model and test it on real images, but the different synthetic sources
are always kept separated even if this choice limits again the amount and vari-
ance of annotated samples usable as source. The domain adaptation literature
for object classification has shown that integrating multiple sources helps gen-
eralization [5,6,26]. With our work we import this strategy for the first time in
the semantic segmentation framework, studying how the positive trend can be
maintained by practically merging the two solutions described above. The path
to this goal is not trivial due to the practical differences in class statistics across
domains, as well as in texture, resolution and aspect ratio for which we propose
best practice rules. Moreover, we go over the simple source sample combination,
exploiting a multi-level strategy that adapts each single source to the target
while cooperating with the adaptation of the joint data source. Besides the stan-
dard synthetic to real direction, we extend our analysis to the case of a synthetic
dataset used as target when the source combines real images and a different syn-
thetic collection. This setting allows to better understand the difference across
various synthetic sources and paves the way to the simultaneous exploitation of
both the synthetic-to-real and real-to-synthetic adaptive directions [19].

2 Related Works

The deep learning revolution started within the context of object classification
[9] but has rapidly extended to many other tasks. The first work to put semantic
segmentation under the deep learning spotlight was [14] that showed how fully
connected networks could be used to assign a label to each image pixel. Several
following works have then extended the interest around this task proposing tai-
lored architectures which involve multi-scale feature combinations [1,23] or inte-
grate context information [13,27]. The main issue with deep semantic segmenta-
tion remains that of collecting a large amount of images with pixel-based expensive
annotations. Some solutions in this sense have been proposed either developing
methods able to deal with weak annotations [8,15], or leveraging on other domain
images, as the synthetic ones produced by 3D renderings of urban scenes [4,17,18].
To avoid the drop in performance due to the synthetic to real shift, domain adap-
tation techniques have been integrated with approaches involving different net-
work levels. The most widely used solution consists in adding a domain classifier
used adversarially to minimize the gap among different feature spaces [2]. In [21],
adversarial learning is used both on the segmentation output and on inner net-
work features. A third family of methods applies adaptation directly at the pixel
level with GAN-based style transfer techniques [7].
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Fig. 1. Training Phase: our network has two Adaptive Classification Modules at dif-
ferent levels. In each module the source segmentation is predicted either with two
separate source-specific branches or just using one overall S-All branch (we did not
explicitly draw the S-All branch to avoid cluttering the image). The segmentation loss
is computed based on the sources ground truth. Moreover a domain discriminator is
used adversarially to reduce the domain shift comparing the target T either with each
source-specific output, or with the output obtained by S-All.
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Fig. 2. Test Phase: each classifier produces a semantic segmentation output (S1 : blue,
S2 : red, S-All : yellow). For every pixel we apply a max-pooling operator over the three
outputs. Finally the class assigned to the pixel is the one with the highest score over
the C classes (C = 19 when testing on Cityscapes). (Color figure online)

Other alternative strategies have focused on the introduction of critic net-
works to identify samples close to the classification boundary and exploit them
to improve feature generalization [20], or defined a curriculum adaptation to
focus first on easy and then on hard samples during the learning process [24], or
even introduced tailored loss functions [28].

Our work is orthogonal to all those research efforts. Indeed up to our knowl-
edge, none of the mentioned previous works have investigated the challenging
case of multi-source adaptive semantic segmentation. We build over the multi-
level approach presented in [21] and extend it to tackle two different sources and
one target domain. Moreover, we investigate the effect of integrating a further
pixel-level adaptive approach originally presented for unsupervised image style
transfer [11] to further reduce the domain shift.

3 Method

An overall view of the proposed architecture can be seen in Fig. 1. Our domain
adaptation method starts with a segmentation network G which takes the
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sources annotated images (Is, Y s) and the unlabeled target images (It) as input.
The network ends with an Adaptive Classification Module that contain sepa-
rate classification branches for each source as well as a domain discriminator
D. Each source classification branch produces a segmentation softmax output
P s = G(Is) ∈ R

H,W,C , where (H,W ) are the height and width image dimen-
sions and C is the number of categories. The used semantic segmentation loss
is

Ls
seg(I

s) = −
∑

h,w

∑

c=1,ldots,C

Y s
h,w,c log(P s

h,w,c), (1)

where s = 1, 2 for the two sources.
The domain discriminator D takes as input the segmentation output of both

the source and target data and is optimized through the binary loss

Ld(P ) = −
∑

h,w

(1 − z) log(D(P )h,w,0) + (z) log(D(P )h,w,1), (2)

with z = 0 if the sample is drawn from the target domain, and z = 1 for the
sample from the source domains. Finally the adversarial loss whose gradients
backpropagates on the segmentation network to maximize the confusion between
P s and P t is

Ladv(It) = −
∑

h,w

log(D(P t)h,w,1). (3)

To further improve the adaptation effect involving inner-features, another adap-
tive classification module is also applied to a lower network level. Thus the overall
loss is

L(Is, It) =
∑

k=feature,output

{
∑

s=1,2

λs
segLs

seg(I
s) + λs

advLs
adv(I

t)

}

k

(4)

and the network is optimized on the basis of the following criterion

max
D

min
G

L(Is, It). (5)

We also repeated the whole training considering a single source branch that
sees all the images together regardless of the domain identity: we indicate it as
S-All, with its own LS−All

seg loss. From the predictions of each available source
and from S-All, we finally need a single segmentation target output. For this
purpose we apply a max-pooling operator that runs on the prediction logits Ŷ
and selects the highest score per class, then followed by a second max-pooling
over the classes:

Assigned Label(h,w) = max
c=1...,C

max
s={1,2,S−All}

(Ŷ s
h,w,c). (6)

As illustrated in Fig. 2. Note that by keeping only S-All we fall back to the
single source original method in [21].
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3.1 Adding Pixel-Level Adaptation

As explained above the proposed adaptation process is applied both at the out-
put and at the feature level. Inspired by the extensive GAN-based literature
on style-transfer, we integrated in our method also a pixel-level adaptation pro-
cess, directly modifying the input images. Specifically we used the Unsupervised
Image-to-Image Translation (UNIT, [11]) method. It assumes that a pair of cor-
responding images in two different domains can be mapped to the same latent
code in a shared space. By using a Coupled GANs [12] and imposing weight shar-
ing constraints on the mapping functions, the method is able to change the style
of an image so that it looks like coming from a different domain. We applied
UNIT to produce target-like copies of the source images. After this (totally
unsupervised) pre-processing step, the proposed architecture is used on the new
stylized sources.

4 Experiments

4.1 Datasets and Setup

We used three publicly available datasets in our experiments as detailed in the
following.

Cityscapes [3] is a real-world, vehicle-egocentric image dataset collected in
50 cities in Germany and nearby countries. It provides a training set made of
2,993 images as well as 503 images for validation purpose, having 2048 × 1024
resolution. All the training, validation, and test images are accurately anno-
tated with per pixel category labels by human experts. We followed the VisDA
Semantic Segmentation challenge protocol, focusing on 19 labeled classes.

GTA5 [17] is composed by 24,966 images with resolution 1914 × 1052, syn-
thesized from the homonym video game and set in Los Angeles. Ground truth
and annotations are compatible with the Cityscapes dataset [3] that contains
19 categories. Depending on the role of the dataset in the experiments we used
either all the available images (as source) or a 500 sample subset (as target).

Synthia [18] is made of 9400 images at 1280 × 760 resolution compatible
with the Cityscapes dataset, but covering only 16 object categories. Even if the
virtual city used to generate the synthetic images does not correspond to any
of the real cities covered by Cityscapes, Synthia shows almost photo-realistic
frames with different light conditions and weather, multiple season, and a great
variety of dynamic objects. With the same approach of GTA5, we used the full
dataset for training and the first 500 images while testing.

We ran each experiment by choosing two datasets as sources domains, and the
third as target (unsupervised) domain. In previous works, the standard setting
consists in evaluating the recognition performance only of the shared classes
across domains, thus operating a subselection on Cityscapes when used against
Synthia. We find it natural that different data collections may have only partially
overlapping class sets and it should not be necessary to proceed every time to
an ad-hoc class choice [22]. Thus, we decided to keep all the datasets with their
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own original categories. Furthermore we investigate the effect of the resolution
on the final segmentation accuracy considering a high and a low resolution case.
In the first, all the images keep their own original size, while in the second they
are all downscaled by halving the native image dimensions. Finally we remark
that the three analyzed domains present remarkable differences on mean values.
Since the adversarial approaches are very sensitive to non-zero mean data, we
have chosen to work by removing from each dataset its own calculated image
mean.

4.2 Implementation Details

The main backbone of our segmentation network is the DeepLabv2 [1], which
uses a ResNet-101 pretrained on ImageNet and COCO [10]. This architecture
incorporates atrous convolution, which effectively enlarge the field of view of
filters without increasing the number of parameters. Within the Adaptive Clas-
sification Module we have two separate network branches, one for each source,
producing a 2D predictions followed by an interpolation function that rises the
resolution to that of the original ground truth label (during training). At test
time the same interpolation function was used to calculate accuracy using the
target ground truth as reference. Following [21,29], the module contains also
a discriminator that classify the images on the basis of their source or target
domain label. The discriminators model is the same of DCGAN [16], with con-
volutional layers interspersed by Leaky Relu non-linearities. Note that although
there are two adaptive classification modules in the network, the classification
output produced by the inner module has shown to be less reliable than the
ending one which is actually the only used at test time.

The network is trained with the Adam solver and learning rate 0.0001, while
for the architecture hyperparameters we kept the same values of [21]. The number
of iterations was set to 50k, but we observed convergence already after 20k
iterations.

Table 1. Performance values on the chosen experiments expressed with mIoU. The
proposed method outperform the no adaptation results as well as single branches and
S-All method on all the experiments but the one with GTA5 as target at high resolu-
tion, where it lags behind S-All result due to the poor performance of S2 branch.

Res Sources Target No adapt S1 S2 S-All Max merge

Orig. GTA5, Synthia Cityscapes 39.98 39.55 34.51 41.81 42.76

Cityscapes, GTA5 Synthia 35.55 35.25 34.07 36.37 37.52

Cityscapes, Synthia GTA5 37.97 41.17 23.60 40.57 39.49

Redu. GTA5, Synthia Cityscapes – 39.44 33.36 40.89 41.32

Cityscapes, GTA5 Synthia – 30.52 30.02 32.87 33.11

Cityscapes, Synthia GTA5 – 44.93 23.28 41.87 42.78
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Fig. 3. Predicted labels in the case of Cityscapes and Synthia target datasets. The
proposed method is able to better recognize some parts of the images like road pieces
(dark violet) w.r.t. single branches or S-All approach. (Color figure online)
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Table 2. Intersection over Union for each experiment category. The experiments are
performed on full resolution. Some particular categories (road, terrain, cars) seems
to better exploit the power of the proposed method w.r.t the S-All one, and they
contribute to the final accuracy increase due to their frequent presence on the scene.
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T: Cityscapes, S-All 85.0 36.3 79.9 21.5 18.0 29.5 25.5 19.3 81.4 23.5 78.0 57.6 23.9 75.4 35.0 40.7 2.6 31.7 29.9
T: Cityscapes, Max Merge 87.8 37.1 80.2 20.3 14.9 29.8 26.0 20.5 82.0 31.4 78.0 57.6 25.3 80.5 31.6 43.5 0.0 29.8 36.1

T: GTA5, Max Merge 82.4 29.4 56.5 41.6 6.7 31.1 26.4 19.3 64.4 7.4 88.1 42.8 50.3 74.2 36.8 31.4 0.0 32.5 29.3
T: Synthia, Max Merge 68.3 66.8 86.6 1.7 1.7 39.5 27.2 10.9 73.7 0.0 90.6 55.5 33.7 55.7 0.0 48.5 0.0 23.0 29.3

4.3 Results

The main experiment results are reported in Table 1. The values reported are
the mean Intersection Over Union (mIoU) which is the standard accuracy mea-
surement used on semantic segmentation tasks.

The proposed method is able to improve the S-All results on almost all the
performed experiments, even while the single source branch prove to reach lower
accuracy w.r.t. the S-All result, getting a boost ranging from 0.4% to 1.2%,
while w.r.t. the results without any adaptation at all (No Adapt column) the
difference of performance are from 1.5% to 2.7%. Looking more into detail, the
most difficult setting is the one with GTA5 as target domain, as the Synthia
source domain fails to properly reach an acceptable accuracy, and this worsen
the final performance in the full resolution case. The input data resolution has
an impact on final accuracy ranging from 1.44% in the case of Cityscapes as
target, to 4.41% in the case of Synthia target, showing that in order to obtain
the best possible accuracy is preferable to keep resolution as high as possible,
while at the same time demonstrates that in some cases a lower resolution can
dramatically speed up the training phase (around 3x faster in our case) while
losing a small amount of accuracy (target Cityscapes experiment).

Looking at per-class IoU measurements in Table 2, we noticed how the overall
increase of performance can be attributed to some specific classes IoU improve-
ment; terrain, road, vegetation and car seem to be the classes which better take
advantage of the proposed method. This effect can be noticed also in the pro-
duced images in Fig. 3, where some parts of the road are better reproduced in
our method w.r.t S-All output.

A final additional experiment have been performed by applying UNIT
method to the GTA5 and Synthia datasets in order to convert their style to the
Cityscapes one, after which the proposed architecture have been trained regu-
larly with two stylized GTA5 and Synthia datasets as sources and Cityscapes as
target. The measured accuracy obtained by merging the two branches S1 and
S2 is 44.5%, which is very promising result, taking also into account that it can
be further improved by exploiting S-All branch too. The UNIT architecture and
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our method have been trained separately because of the huge amount of GPU
memory required in order to train them jointly.

5 Conclusions

We have presented a study on multi-sources domain adaptation on semantic seg-
mentation tasks. The study revealed how simply putting all the sources together
is a sub-optimal approach, and we proposed a simple method to leverage on
individual sources as well as S-All method. The experiment performed show
promising results, with a small but steady improvement on the majority of set-
tings. Further investigation is required in order to better understand the effect
of some parameters like the chosen data resolution and the datasets means, and
the possibility of applying a style transfer method like UNIT jointly with the
domain adaptation method into a fully integrated architecture.
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