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Preface

We welcome you to the proceedings of the 17th International Conference on
Wired/Wireless Internet Communications (IFIP WWIC). The conference constitutes a
forum for the presentation and discussion of the latest results in the field of
wired/wireless networks and aims at providing research directions and fostering
collaborations among the participants. In this context, the Program Committee accepts
a limited number of papers that meet the criteria of originality, presentation quality, and
topic relevance. IFIP WWIC is a single-track conference that has reached, over the past
17 years, a high-quality level, which is reflected by the paper acceptance rate as well as
the level of attendance.

The 17th IFIP WWIC technical program addressed various aspects of
next-generation data networks, such as the design and evaluation of protocols, the
dynamics of the integration, the performance trade-offs, the need for new performance
metrics, and the cross-layer interactions. A highly selective review process allowed us
to include 20 accepted papers, and to realize a high-quality technical program. The 30+
members of the Technical Program Committee rigorously checked the scientific quality
and technical soundness of all the papers, as well as their degree of innovation and the
adequacy of the presentation, and produced at least three single-blind reviews for each
submission.

The current edition of the conference was organized by the University of Bologna,
at the magnificent Complex of San Giovanni in Monte; we thank the institution for the
great support. Finally, we would like to express our gratitude to all our colleagues for
submitting papers to the WWIC scientific sessions, as well as to the members of the
WWIC Technical Program Committee and the reviewers, for their excellent work and
dedication.

July 2019 Marco Di Felice
Enrico Natalizio
Raffaele Bruno

Andreas Kassler
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The Internet of Things and WLANs



Deploying W3C Web of Things-Based
Interoperable Mash-up Applications

for Industry 4.0: A Testbed

Luca Sciullo(B), Angelo Trotta, Lorenzo Gigli, and Marco Di Felice

Department of Computer Science and Engineering, University of Bologna,
Bologna, Italy

{luca.sciullo,angelo.trotta5,marco.difelice3}@unibo.it,
lorenzo.gigli@studio.unibo.it

Abstract. In Industry 4.0 scenarios, novel applications are enabled by
the capability to gather large amount of data from pervasive sensors
and to process them in order to devise the “digital twin” of a physical
equipment. The heterogeneity of hardware sensors, communication pro-
tocols and data formats constitutes one of the main challenge toward the
large-scale adoption of the Internet of Things (IoT) paradigm on indus-
trial environments. To this purpose, the W3C Web of Things (WoT)
group is working on the definition of some reference standards intended
to describe in a uniform way the software interfaces of IoT devices and
services, and hence to achieve the full interoperability among different
IoT components regardless of their implementation. At the same time,
due also to the recent appearance of the WoT W3C draft, few testbed
and real-world deployments of the W3C WoT architecture has been pro-
posed so far in the literature. In this paper, we attempt to fill such gap by
describing the realization of a WoT monitoring application of a generic
indoor production site: the system is able to orchestrate the sensing oper-
ations from three heterogeneous Wireless Sensor Networks (WSNs). We
describe how the components of the W3C WoT architecture have been
instantiated in our scenario. Moreover, we demonstrate the possibility to
decouple the mash-up policies from the network functionalities, and we
evaluate the overhead introduced by the WoT approach.

1 Introduction

Recently, the Industry 4.0 has emerged as a new paradigm able to radically trans-
form the organizations’ production and business in a myriad of sectors beside
the smart manufacturing one [1,2]. The core of the paradigm that justifies also
its generality and viability on different markets is the concept of Cyber-physical
Systems (CBSs), i.e. the strict integration between physical elements and com-
putational data enabled by the recent advances on the Internet of Things (IoT)
[1]. Hence, the ability to collect, aggregate and analyze sensor data is crucial for
the growth of the Industry 4.0 model. At the same time, today’s IoT is a chaotic
environment characterized by heterogeneous hardware devices, network proto-
col stacks and data formats. The current fragmentation can significantly increase

c© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
M. Di Felice et al. (Eds.): WWIC 2019, LNCS 11618, pp. 3–14, 2019.
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the deployment costs, since collected data can remain largely inaccessible in an
integrated way unless investing significant manual effort [2]. At the same time,
interoperability can represent an opportunity for next-generation IoT applica-
tions: the McKinsey report in [3] quantifies in 40% the additional market value
that might be provided by achieving full interoperabil̀ıty among IoT ecosystems.
Among the several approaches proposed so far in order to address IoT inter-
operability problems, the Web of Things (WoT) has gained considerable atten-
tion, thanks to the popularity and well-known unifying nature of the Web [4,5].
Differently from other stack-oriented solutions (e.g. 6LoWPAN), WoT-based
approaches propose to achieve system interoperability at the application layer,
abstracting from the sensing and communication technologies: in a first approxi-
mation, Things are represented as Web resources, and all the interactions toward
and between Things are mapped over Representational State Transfer (REST)
services [5]. At the same time, given the lack of a reference architecture, sev-
eral different WoT frameworks have been proposed in the literature (e.g. [6–9]),
introducing further fragmentation and the consequential need of devising ad-hoc
solutions for the system integration. Breaking the deadlock, the World Wide Web
Consortium (W3C) has recently proposed a reference architecture of the WoT
[10] that formally describes the interfaces allowing IoT devices and services to
communicate with each other, regardless of their underlying implementation. In
the W3C WoT vision, everything can be considered a Thing and to this purpose,
each Thing is associated to a Thing Descriptor (TD) providing general metadata
as well as the interactions, data model, and security mechanisms of a Thing [10].
In addition, a TD can be serialized and semantically annotated via the JSON-
LD language, hence representing a uniform model to enable Machine-to-Machine
(M2M) communication toward a Thing and enabling several semantic features,
like for instance the Thing Discovery (TD). The generality of the WoT archi-
tecture makes it suitable for all those scenarios characterized by the need of
aggregating data from multiple, heterogeneous sources, like the Industry 4.0.
However, due also to its recent appearance, few implementations and test-bed
of the W3C WoT have been described so far in the literature [11,12].

In this paper, we attempt to fill such gap, by describing the design and
implementation of a WoT testbed, consisting of a monitoring system of a generic
production site that must retrieve and process sensor data from heterogeneous
devices using different wireless access technologies (i.e. Wi-Fi, 802.15.4/Zigbee,
BLE). The overall goal is to devise mash-up applications able to orchestrate the
sensing operations over the target scenario regardless of the network protocols
and hardware, hence decoupling the rationale of the monitoring process (e.g.
minimal scenario coverage) from its implementation (i.e. the technology used to
query the sensor). More specifically, we introduce three main contributions in
this study:

– First, we describe how the scenario can be modeled within the WoT W3C
framework. We associate one Thing to each sensing device, and one Thing to
the sensor network, by defining the metadata of each. Moreover, we discuss
how the components of the WoT W3C architecture have been made concrete
in our application.
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– Second, we describe the design and implementation of mash-up applications
aimed to orchestrate the sensing operations on the target scenario. We con-
sidered four different sensing policies, aimed to balance the coverage of the
scenario with the network performance (e.g. delay, packet delivery ratio and
energy). All the policies are in charge of dynamically selecting the sensors to
query at each instant in order to maximize the policy-specific metric: to this
purpose, given the dinamicity of the environment, we employ the Reinforce-
ment Learning (RL) framework [17] to optimally balance the exploration-
exploitation tasks.

– Third, we report a subset of the experimental results from the WoT testbed.
We investigate the performance of the sensing mash-up applications with
respect to the policy goal (e.g. delay), and the convergence over time. More-
over, we show the benefit introduced by the WoT architecture in terms of
adaptive design, i.e. the possibility to dynamically switch the sensing policies
over time without re-configuring the communication infrastructure, and the
overhead introduced by the WoT components.

The rest of the paper is structured as follows. Section 2 reviews the WoT W3C
architecture, and its recent applications. Section 3 introduces the test-bed, and
the modeling of the network components within the WoT W3C architecture.
Section 4 introduces the mash-up policies. Section 5 presents a subset of the
experimental results. Conclusions and future works follow in Sect. 6.

2 Related Works

Since 2007, when the concept of WoT appeared in the literature, several research
studies have explored how to interconnect IoT devices through standard Web
technologies. This has also lead to a proliferation of WoT frameworks and archi-
tectures, which are quite different in terms of WoT-based interaction patterns
supported and functional goals addressed. For instance, the authors of [6] review
more than twenty WoT frameworks on the basis of twelve elements which are
taken as key components of the WoT. Although the REST paradigm is consid-
ered the reference solution to implement WoT-oriented services (e.g. [7]), alter-
natives to the HTTP protocol have been considered: for instance, CoAP-based
architectures are proposed, among others, in [8] and [9]. A generic model sup-
porting interoperability and mash-up operations from different hubs is proposed
in [4]: here, the authors warn about the proliferation of WoT tools, and advocate
for the need of standard solutions.

To this purpose, the W3C WoT group started its activities on 2015 with
the goal of defining a reference WoT set of standards, enabling interoperability
among different IoT systems. In this paper, we refer to the W3C WoT draft
presented in [10]. In brief, the W3C WoT architecture is composed of four main
blocks:

– Thing : this is an entity that can be semantically represented. Using the W3C
words: “A Thing is the abstraction of a physical or virtual entity... This entity
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Fig. 1. The abstract architecture of W3C WoT (source: [10]). The image shows the
internal blocks and the multiple interactions patterns among the Things.

can be a device, a logical component of a device, a local hardware component,
or even a logical entity such as a location” [10].

– WoT Thing Description (TD): this represents the metadata of the Thing,
including its interactions, data models, communication protocols and security
mechanisms. By default, the TD is serialized with the JSON-LD language and
following the Properties, Actions, and Events paradigm.

– WoT Binding Templates: this is the metadata describing the communica-
tion strategies that the Thing is able to implement. For instance, a possible
strategy could be the following: Machine-to-Machine (M2M) over the MQTT
protocol, with TLS security mechanism enabled.

– WoT Scripting API : this is a WoT interface allowing scripts to perform main
operations on a Thing, like adding properties, reading properties, or retrieving
its TD.

All the blocks above are implemented within a software runtime named
Servient, which can indifferently act as a Server or as a Client. In the first
case, the Servient is said to host and expose Things, i.e. it takes the TD as input
and creates a software object serving the requests like accessing the exposed
properties, actions and events. In the second case, the Servient is said to con-
sume Things, i.e. it creates a runtime resource model that allows accessing the
properties, actions and events exposed by the server Thing on a remote device.

Figure 1 depicts the abstract W3C architecture for the WoT, including the
blocks within each Thing and their possible interactions. In particular, the
W3C working group identified a short list of interaction patterns that are gen-
eral enough to cover most of the existing IoT deployments, regardless of the
application domain. The simplest one is the Client-Thing interaction, i.e. a Web
application that invokes actions on a remote Thing, after having consumed it.
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Due to the recent appearance of the W3C WoT standard, few real-world
applications and testbed have been proposed so far in the literature. A demo
showing the possibility to query a W3C WoT sensor device from a mobile phone
is sketched in [11]. In [12], an interesting application of the W3C WoT archi-
tecture to the automotive industry is described; more specifically, the authors
illustrate how to describe the car signals data with a semantic ontology, and how
to make them available to external applications through the W3C WoT interac-
tion patterns. Security risks and vulnerabilities presented by WoT metadata are
discussed in [13]. Versioning mechanisms for the TD metadata are proposed in
[14]. Finally, in [15], we proposed the WoT Store, a W3C WoT-compliant frame-
work that enables the semantic Thing discovery and the seamless distribution
and execution of WoT applications. The WoT Store constitutes the natural exe-
cution environment for the mash-up applications considered in this study: we
plan to explore such feature in a future work.

Wi-Fi Network

Mash-up 
Application

NodeMCU 0

NodeMCU 1

NodeMCU 2

Raspberry Pi

Servient

System API

DHT11

DHT11

DHT11

Zigbee Network
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Arduino 0

[ZC]
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LAN

BLE Network

ESP32
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DHT11
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ZeroMQ ZeroMQ ZeroMQ

Fig. 2. The IoT/WoT monitoring system deployed in this study.

3 The W3C WoT Testbed: Architecture and Components

The goal of this study is to investigate the suitability - both in terms of ease of
deployment and of performance- of the W3C WoT architecture for Industry 4.0
applications. To this purpose, we consider a generic IoT monitoring system of
a production site, characterized by the presence of heterogeneous sensors using
different communication technologies. The overall architecture of the testbed,
depicted in Fig. 2, is structured on three tiers:

– Edge layer. This layer is composed of three Wireless Sensor Networks
(WSNs), operating over the same environment: an IEEE 802.15.4 WSN net-
work, a IEEE 802.11 Wi-Fi WSN network and a BLE device. The 802.15.4
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network includes four devices (Arduino Xbee boards), with one Coordinator
and three Leaf nodes equipped with sensing units (ThinkerKit temperature
sensor). The Wi-Fi network includes three devices (two NodeMCU and one
Arduino WiFly board), all provided with a direct link toward the Access
Point (AP) and with a DHT11 temperature/humidity sensor. Finally, the
BLE WSN consists of one ESP32 board, provided with a DHT11 sensor.

– Fog layer. The 802.15.4 coordinator, the BLE and the Wi-Fi devices are
connected to the corresponding Fog node, via USB cable links (for the BLE
and the 802.15.4 Coordinator) or Wi-Fi links (for the IEEE 802.11 devices).
Each fog node is constituted by a Raspberry PI3B+ board and it is in charge of
exposing the corresponding Web avatar (i.e. the Web Thing) for each managed
device and WSN.

– Processing layer. This layer implements the logic of the monitoring system.
It is constituted by a Linux server running the mash-up applications further
defined in Sect. 4, and connected to the Fog nodes via Wi-Fi links. More
specifically, the layer is in charge of: (i) orchestrating the sensing operations,
by properly selecting the devices to query at each time slot according to the
policies of Sect. 4; (ii) storing the collected data within a time-series database;
(iii) processing and analyzing the data in order to implement the Digital Twin
model of the monitored site.

In this study, for space reasons, we omit the data analytics process, and also the
creation of the Digital Twin model, leaving it to future works. Instead, we detail
the data retrieval operations, and specifically the way we implemented the WoT
W3C components of the architecture reported in Fig. 1, i.e.:

– Edge devices implement low-level communication and sensing operations in
the embedded firmware. The implementation as well as the list of operations
and the data format used by each device is technology dependent. This layer
is part of the IoT, while it is not covered by the WoT architecture.

– Fog nodes run a W3C WoT Servient, by using the JavaScript (JS) frame-
work available at [16]. Each Fog node exposes two types of Web Things, i.e.:
multiple (i) Thing Devices, describing the properties, events and actions of
physically managed edge devices, and one (ii) Thing Network, describing the
overall performance of the virtual WSN composed by the list of connected
Thing Devices. Moreover, we consider three possible protocol bindings for
each Thing, i.e. interaction modes with the Things, based on the HTTP
(default choice), the CoAP or the MQTT protocols. The System APIs are
implemented in Javascript, and further structured into two layers, i.e.: (i) a
Device Query level, that is in charge of issuing request-response communica-
tion with the Edge device, based on the wireless technology and the protocol
stack supported by this latter (e.g. UDP socket for the WiFi devices, Serial
socket for the Zigbee Coordinator, BLE connected mode for the BLE device),
(ii) an Inter-Process Communication (IPC) level, that makes the sensor data
available to the upper Scripting APIs via IPC facilities (in our case, imple-
mented in the ZeroMQ library1).

1 ZeroMQ Project Website, http://zeromq.org.

http://zeromq.org
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Table 1. Example of Properties, Actions, and Events described in a Thing Description
of a Device Thing.

Name Type Description

DeviceID Property Device identifier in the network

NetworkID Property Network identifier the device belongs to

Temperature Property Last temperature value

State Property Current state of the device

GetData Action Get the temperature data

Start Action Start sending data at each time-slot

Stop Action Stop sending data

NewData Event This event is fired when a new sensor data is produced

ChangeState Event This event is fired when the connection state changes

– Finally, the Processing node interacts with each Fog node/Servient in order
to consume Things, e.g. by periodically invoking the getData action from
the Things selected according to the actual mash-up policy.

Table 1 shows some of the properties, actions, and events described in the
Thing Description (TD) for a Device Thing. The TD of a Network Thing includes
only properties that are referred to the average network performance (i.e. the
delay, the packet delivery ratio and the throughput) and actions that can be
invoked from the entire network, like for instance the getAllData(). Similarly,
the snippet below shows a code fragment of the mash-up application, specifically
the way we query a sensor device in order to read its temperature value. We can
notice that - through the WoT architecture- the mash-up application is agnostic
on the wireless access technology in use, and retrieves data from heterogeneous
sensors by means of a common API regardless of the WSN implementation. The
rationale of the sensing applications is presented in the Listing 1.1.

Listing 1.1. Example code for discovering and invoking actions on Things.

l e t type = ”http :// wots . unibo . i t / l abWir e l e s s / te s tbed ”
l e t THINGS = [ ]
// get Thing Des c r i p t i on s from the d i s cove ry s e r v i c e
f o r ( var t in d i s cove ry . discoverByType ( type ) ) {

//Consume th ing s
l e t th ing = await consumer . consumeThing ( t ) ;
// Set http as p ro toco l r equ i r ed
th ing . g e tC l i e n t s ( ) . s e t ( ’ http ’ , h t t p c l i e n t ) ;
THINGS. push ( th ing )

}
f o r ( var i = 0 ; i < lambda ; i++) {

// invoke the getData ac t i on f o r c o l l e c t i n g data
l e t th ing = THINGS[ i%THINGS. l ength ] ;
var r e s = await th ing . a c t i on s [ ’ getData ’ ] . invoke ( ) ;

}
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4 The W3C WoT Testbed: The Mash-up Sensing Policies

We implemented multiple mash-up sensing policies, and we tested the capability
of switching among them in a seamless way in Sect. 5. To this purpose, let D
be the set of available devices, and W (di), ∀di ∈ D, be the function describing
the WSN type. In our testbed, W : D → {WiFi,BLE,Zigbee}. We assume the
time to be divided into discrete time-slot, i.e. T = {t0, t1, ....}, corresponding
to sensing events when the mash-up application is issuing getData command
toward a selected subset of the available devices. Let tinterval be the temporal
interval between two measurements, i.e. the time difference between ti+1 and
ti, assumed constant. Moreover, let κ : D × T → {0, 1} the function indicating
whether device di is active, i.e. it is used at time slot tj (in this case, κ(di, tj) = 1,
otherwise κ(di, tj) = 0). All sensing policies share a common rationale, i.e.: they
keep the area covered higher than a predefined threshold, while maximizing
a performance index I. In our case, the area coverage is expressed in terms
of number of active devices (M) at each time-slot. More formally, all policies
address the optimization problem formally defined below:

Goal : Maximize I

Constraint :
∑

di∈D

κ(di, tj) = M,∀tj ∈ T (1)

The performance I can vary according to sensing policy in use. We implemented
and tested four different metrics:

– Static Energy-aware policy (P0). The mash-up application selects the M
active devices at each time-slot according to a pure round-robin scheme, in
order to discharge them with the same rate.

– Dynamic Delay-aware policy (P1). The mash-up application takes into
account the average delay required to issue a getData command and to receive
the corresponding reply message. The M devices with the lowest Round Trip
Time (RTT) are selected at each time slot.

– Dynamic PDR-aware policy (P2). The mash-up application takes into account
the communication reliability of each sensor expressed in terms of average
Packet Delivery Ratio (PDR), i.e. the ratio of received replies over the total
number of getData requests sent toward each di. Specifically, the M devices
with the highest PDR values are selected at each time slot.

– Dynamic Delay-PDR-aware policy (P3). The mash-up application takes into
account both the delay and the PDR, as better explained in the following.

Excluding P0, all the other policies compute the M sensors to query at each
time-slot based on the current traffic loads and network conditions. For this rea-
son, we employ a dynamic, learning-based scheme based on the Reinforcement
Learning (RL) framework 2. In brief, this latter refers to a class of machine learn-
ing algorithms where an agent learns over time the optimal sequence of actions
2 For space shortage, we do not provide an in-depth illustration of the RL framework.

Interested readers can refer to [17] for a detailed discussion on the topic.
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needed to perform a task, by dynamically interacting with the environment and
by receiving a numeric reward at each interaction. More formally, the RL frame-
work can be represented as a Markov Discrete Process (MDP) < S,A,R, TR >
where: S is the set of States, A is the set of Actions, R : {S,A} → IR is the
Reward function, expressing a numeric reward received by the agent when exe-
cuting action aj ∈ A in state si ∈ S, and TR : {S,A} → S is the transition
function, expressing the next state sj after performing action aj from state si
(a deterministic environment is assumed). The goal of the RL agent is hence
to determine the optimal policy function τ : S → A that indicates the optimal
action to execute at each state, so that the long-term reward is maximized. In
our modeling, we omit the state function S, while the list of action A coincides
with the list of devices D. The immediate reward R(di) is computed when issuing
a getData command on sensor di, according to the policy in use:

– P1: this is the RTT for each getData command. Only successful requests (i.e.
reply messages are received) are considered.

– P2: this is a positive value (+1) if the getData is successful, 0 otherwise.
– P3: similarly to P1, however a penalty equal to ttimeout is applied in case no

reply is sent back after a timeout.

Each time a getData is issued on di, and the immediate reward R(di) is com-
puted, we also update the Q-value entry at time slot t for di as follows:

Qt(di) = Qt−1(di) + α · (R(di) − Qt−1(di)) (2)

where α is a learning rate, set equal to 0.7 in our experiments. Balancing the
exploration and exploitation issue is a crucial issue in dynamic environments
[17]. For this reason, we consider an ε-greedy exploration scheme, i.e.: each time
a getData is executed, the policy selects with probability 1 − ε the sensor with
the k-th highest Q-value, and it performs a random selection over D otherwise
(avoiding duplicates). We repeat the ε-greedy selection M times at each time
slot, since all policies need to guarantee an M -coverage of the scenario (in other
words, the k above varies between 0 and M −1). The ε parameter is progressively
discounted at each time slot, i.e. εt = εt−1 ·ψ, with 0 < ψ < 1, in order to reduce
the exploration over time. At the same time, the ε parameter cannot decrease
below a minimal threshold (εmin), i.e. a default exploration rate is kept anyway
in order to detect any possible change in the scenario, and to adapt the system
policy accordingly. We set ε = 0.8, ψ = 0.97, εmin = 0.1 in our testbed.

5 The W3C WoT Testbed: Experimental Results

In this Section, we report a subset of experimental results collected through
the WoT testbed described above. The experimental analysis is divided in three
stages: (i) first, we characterize the overall performance of different WSNs and
sensors; (ii) second, we evaluate the four different mash-up policies of Sect. 4; (ii)
finally, we demonstrate the possibility of dynamic mash-up policy replacement
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Fig. 3. The average per-device RTT and PDR is shown in Fig. 3(a) and (b), respec-
tively. The per-device RTT for the CoAP protocol is shown in Fig. 3(c).

and quantify the overhead introduced by the W3C WoT architecture. Fig. 3(a),
(b) and (c) refer to the first analysis. Specifically, Fig. 3(a) and (b) show respec-
tively the average RTT and PDR for each device and WSN type, when the
HTTP protocol is used to interact with each Web Thing. It is easy to notice
that the Wi-Fi devices are producing the lowest RTT values. The PDR original
results demonstrated that the Wi-Fi WSN is also the most reliable technology.
However, in order to differentiate the mash-up policies, we introduced a proba-
bilistic packet filter on the Wi-Fi Serviant, discarding the sensor data messages
with a loss rate equal to 70% to emulate a congested access point. As a result,
comparing Fig. 3(a) and (b), we can notice that the sets of M=3 nodes maximiz-
ing the RTT or the PDR depends on the selected performance index. Finally,
Fig. 3(c) shows the per-device RTT when the CoAP protocol is used for data
gathering. Only minimal differences can be noticed compared to the HTTP case
(Fig. 3(a)).

In Figs. 4(a) and 5(a), we evaluate the performance of different mash-up poli-
cies. Figure 4(a) shows the RTT values of P0, P1, P2, P3 algorithms over time-
slots; as expected, P1 produces the lowest delay since it takes into account
the per-packet RTT as immediate reward. Also, we can appreciate the learning
phases of P1: the RTT is high during the exploration phase and it is progressively
reduced when increasing the amount of exploitation. After time-slot 1000, the
RL algorithm has discovered the optimal set of sensors, however it keeps per-
forming random actions for continuous, minimal exploration. This justifies the
jagged shape of the plot. In Fig. 4(b) we depict the per-device ratio of utilization
over time for the policy P1. While during exploration all the devices are equally
used, after time-slot 1000 the mash-up policy is mostly exploiting the three Wi-
Fi devices since -in accordance with Fig. 3(a)- they are associated to the lowest
RTT values. Figure 4(c) compares the policies in terms of PDR. Here, the opti-
mal policy is P2; form Fig. 5(a) we can notice that, after the exploration phase,
the three Zigbee devices are maximally used, hence conversely to Fig. 4(b) but
again in accordance with Fig. 3(b). We tested the dynamic policy replacement
in Fig. 5(b); i.e. from time-slot 1 to 3000, policy P1 is used (delay minimization),
then P2 from 3001 to 6000 (PDR maximization), finally we switch to P3 (delay-
PDR trade-off) from instant 6001. We remark that the policy replacement is
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Fig. 4. The RTT an PDR values for the four mash-up policies are shown in Fig. 4(a)
and (c). The device utilization ratio for the P1 policy is shown in Fig. 4(b).

Fig. 5. The device utilization ratio for the P2 policy is shown in Fig. 5(a). The RTT
and PDR values when replacing the active policy at runtime in shown in Fig. 5(b). The
RTT when enabling/disabling the WoT approach is shown in Fig. 5(c).

simply implemented as the shut-down of a JS process and the execution of a
new one, thanks to the abstraction provided by the W3C WoT architecture; no
hardware or software re-configuration of the WSNs is required. Finally, we eval-
uate in Fig. 5(c) the overhead introduced by the W3C WoT deployment, and
specifically by the WoT servient: to this aim, we compute the RTT required
to perform a sensor request directly at the System API level. We can notice
that most of the overhead is due to the channel access and the processing at
the firmware level, while the overhead introduced by the Servient and by the
additional communication with the Web Thing is negligible.

6 Conclusions and Future Works

In this paper, we have described the deployment and evaluation of a W3C-based
WoT system for generic site monitoring applications. In order to stress the inter-
operability issue, we have realized a testbed composed of three heterogeneous
WSNs and mash-up applications orchestrating the sensing operations over the
monitored area. We have discussed how the different WoT components have been
instantiated on the target scenario, and we have demonstrated the capability of
decoupling the sensing policy from the low-level networking operations, thanks
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to the Thing meta-data description. Future works include: the digital twin model
implementation, the evaluation of additional mash-up policies, the integration
with the WoT Store [15] framework.
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Abstract. Several Internet of Things (IoT) applications have strict per-
formance requirements, in terms of reliability and power consumption.
IEEE 802.15.4 Time Slotted Channel Hopping (TSCH) is a recently stan-
dardised Medium Access Control (MAC) protocol that supports these
requirements by keeping the nodes time-synchronised. In order to ensure
successful communication between a sender and a receiver, the latter
starts listening shortly before the expected frame’s arrival. This time off-
set is called guard time and it aims to reduce the probability of missed
frames due to clock drift. This paper investigates the impact of the guard
time on the energy consumption and proposes a scheme for the decen-
tralised adaptation of the guard time in each node depending on its hop-
distance from the sink. Simulations and test-bed experiments demon-
strate that guard time adaptation can reduce the energy consumption
by up to 50%, without compromising the reliability of the network.

Keywords: IEEE 802.15.4 · TSCH · Internet of Things

1 Introduction

The Internet of Things (IoT) consists of smart, uniquely identifiable and con-
nected objects that construct a network of things suitable for wireless industrial-
type of scenarios. Nowadays, industry is considering IoT technologies to acceler-
ate the fourth industrial revolution, also called the Industry 4.0 [22]. It consists
of applying the IoT automations to reduce the operational and management
cost, to simplify the production chains, to ease the deployments and to allow
for adaptability in the factories [13]. Applications such as e-health, cargo trans-
portation, smart buildings, automotive industry or airport logistics, all share
hard performance requirements, such as ultra-low energy consumption, latency

This work was partially supported by EPSRC, Grant EP/K031910/1.

c© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
M. Di Felice et al. (Eds.): WWIC 2019, LNCS 11618, pp. 15–26, 2019.
https://doi.org/10.1007/978-3-030-30523-9_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30523-9_2&domain=pdf
https://doi.org/10.1007/978-3-030-30523-9_2


16 A. Mavromatis et al.

and jitter, as well as high network reliability. Yet, the currently available IoT
technologies straggle to provide such services, since they are extremely costly
in terms of energy consumption. Therefore, in order to realise the vision of the
IoT, the current standards must consider energy-efficient algorithms and solu-
tions within the functionality of the wireless infrastructure to provide stable and
predictable performance. This study focuses on reducing the energy consump-
tion, without compromising the Packet Delivery Ratio (PDR).

The IEEE 802.15.4-2015 standard [2], published in 2016, aims to offer a cer-
tain quality of service for applications with an industrial-level of performance
requirements. Among the Medium Access Control (MAC) protocols defined in
this standard, Time Slotted Channel Hopping (TSCH) is designed for low-power
and reliable networking in Low-power Lossy Networks (LLNs). In TSCH, the
nodes in the network must remain synchronised throughout the deployment life-
time. Indeed, the nodes maintain a level of synchronisation by periodically com-
pensating for the clock drifts. To avoid the loss of synchronisation between the
synchronisation events, a TSCH receiver wakes up before the scheduled trans-
mission by a fixed period of time. This period of time is called guard time and
is responsible for significant energy wastage in idle listening. In previous work
[15,17,18], we highlighted the effect of guard time on a TSCH network and iden-
tified that, when employing the 6TiSCH minimal schedule, most of the energy
consumed is wasted in idle listening.

Unlike other types of synchronous sensor networks [3], in TSCH the guard
time is typically configured statically and, therefore, needs to account for the
worst case scenario, not only in terms of clock drift, but also in terms of network
size. Instead, this work demonstrates that TSCH could operate more energy-
efficiently by adapting the guard time in a decentralised manner. To this aim, this
paper first proposes a decentralised heuristic algorithm for guard time adaptation
in multi-hop TSCH networks, implemented for Contiki OS. The performance
evaluation, which includes simulations and test-bed experiments, demonstrates
that adapting the guard time on each node can significantly improve the energy
consumption of TSCH networks (i.e., by up to 50%) without compromising their
reliability.

To summarise, this paper extends our earlier works [15,17,18] with the fol-
lowing contributions. Firstly, different to our preliminary works, we evaluate and
quantify the benefits of guard time adaptation in multi-hop line topologies and
random multi-hop topologies and under various application-layer traffic condi-
tions via a series of COOJA (a simulator for Contiki OS) simulations. Secondly,
we implement and experimentally evaluate the proposed algorithm in test-bed
experiments, conducted in the SPHERE house test-bed [8], a deployment of
CC2650-based sensor nodes [10] in a real residential environment in the city of
Bristol, UK. The test-bed experiments also consider multi-hop topologies. Lastly,
this paper evaluates the robustness of the proposed scheme on temperature dif-
ferences that severely affect the clock drifts [7]. In particular, adaptive guard
time is experimentally evaluated in the SPHERE house test-bed [8] in links with
temperature difference (indoors-to-outdoors). Overall, this paper extends our
preliminary works with extensive experimentation, and hence, strengthens and
generalises our findings in a wide range of realistic scenarios.
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2 Background and Related Work

TSCH is among the MAC protocols defined in the IEEE 802.15.4-2015 standard,
and promises performance levels that are competitive to industrial standards,
such as ISA [11], WirelessHART [1]. This section provides the necessary back-
ground information about the mechanics of TSCH and reviews the related work.

2.1 IEEE 802.15.4-2015 TSCH

TSCH achieves high level of network reliability and low-power operation by
combining channel hopping and time synchronisation. Packet transmissions are
organised by a deterministic scheduling scheme and the continuous time is
divided into timeslots of equal size, while a set of timeslots form a slotframe
which continuously repeats over time. At each timeslot, a node may transmit
a packet and receive an acknowledgement. The timeslots are either contention-
free (i.e., dedicated) or contention-based (i.e., shared). Finally, each timeslot
comes with Absolute Slot Number (ASN) variable which indicates the number
of timeslots since the beginning of the TSCH network.

Typically the clocks of the devices drift relatively their neighbours’ due to
production spread, as well as temperature changes. In TSCH, a node may re-
synchronise to its time source neighbour according to either a frame-based or
acknowledgement-based scheme [20]. To re-synchronise, the receiver node com-
putes the offset, i.e. the relative de-synchronisation time. Then, under frame-
based synchronisation, the offset is handled at the receiver side, while in ACK-
based, it is applied to the transmitter’s timing. The nodes regularly transmit
Enhanced Beacon (EB) packets to re-synchronise their clocks and, consequently,
to remain time-synchronised during the network’s lifetime. In addition, data
packets may also be employed to calculate the clock drifts [5]. EB packets con-
tain the channel hopping sequence, the current ASN and information related to
the initial link and slotframe. Finally, by receiving the EB packets, new nodes
may join an existing TSCH network.

Each TSCH receiver activates its radio before the scheduled transmission
by a fixed amount of time to avoid the loss of synchronisation between the
synchronisation events. This guard time controls a performance trade-off. A
longer guard time yields better resilience to loss of synchronisation, and therefore
higher PDR. Yet, this comes at the cost of higher energy consumption, as more
energy is lost in idle listening.

2.2 Related Work

Previous works improve the energy efficiency of TSCH networks either by
improving the scheduler [14,16] or the synchronisation process. In this section,
we briefly discuss the latter.

In [19], the authors present an adaptive synchronisation technique, and sug-
gest that in a TSCH network the resynchronisation frequency should be reduced
while the nodes are synchronised. In order to keep synchronisation, the nodes
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measure their clock drift rates relative to their time source neighbours. Later, the
nodes periodically perform a time correction based on the previously calculated
offset. As a result, this frequency reduction technique allows for lower duty cycle
and longer network lifetime. In [4], the authors propose an adaptive compensa-
tion method that enables synchronisation between nodes, without exchanging
any control or data packet. To this aim, the proposed algorithm compensates
the clock drift error by regularly adjusting the interval of resynchronisation (i.e.,
local clock) of each node to improve the accuracy of the clock drift.

In [5], the authors propose an adaptive synchronisation scheme which allows
the nodes to learn and predict how their clocks are drifting relative to their neigh-
bours. Later, they coordinate the instants at which the nodes will re-synchronize.
To this aim, an additional field in the EB and ACK packets is introduced to
inform the neighbour node about the synchronised time. The authors evalu-
ated the proposed technique in a TSCH multi-hop topology. In [9], the authors
improve the level of synchronisation of TSCH networks by one order of magni-
tude in comparison to [5]. This is achieved by improving the resolution of mea-
surement of the drift via keeping the high- and low-frequency clocks of a sensor
node synchronised. This high level of synchronisation allows the reduction of the
guard time and, therefore, the reduction of the energy consumption. In [7], the
authors extend this algorithm with temperature calibration and provide an solu-
tion for temperature-resilient time synchronisation. In [12], the authors present
a detailed analysis of the main factors contributing to the energy-consumption
of Wireless HART standard, a Time Division Multiple Access (TDMA)-based
and frequency hopping protocol [1]. Similar to TSCH protocol, under Wireless
HART, the nodes listen the medium for certain time before the reception of
control or data packets. The authors demonstrated that in addition to the radio
transmission and reception states, the listening state in data and control times-
lots has a significant impact of the energy consumption of a node.

Directly or indirectly, the above works improve the energy efficiency of TSCH
by enhancing the process of synchronisation. Indeed, these works demonstrate
that significant energy savings can be achieved through tighter time synchro-
nisation. Yet, all the above works keep the guard time static throughout the
network. Different to the related work, this paper proposes the adaptation of
the guard time at a node level in a fully distributed fashion. This technique
exploits the individual properties of each node, such as the distance to the sink.
Indeed, adaptive guard times can be used together with adaptive synchronisation
techniques for combined benefits.

3 Guard Time Adaptation

As the number of hops increases, the aggregated relative clock drift increases
as well [9]. Therefore, multi-hop TSCH networks require longer guard times
to maintain their synchronous operation. By employing the default version of
TSCH in a multi-hop network, all nodes homogeneously operate with a static
guard time configuration (i.e., 2200 µs for CC2420, 1800 µs CC2650) [6]. Indeed,
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the nodes that are closer to the sink forward more packets and, thus, synchronise
more frequently than leaf nodes. Therefore, the nodes that are closer to the sink
require shorter guard times to maintain synchronisation.

This paper proposes a fully-distributed guard time adaptation algorithm for
improving the energy efficiency of TSCH without compromising its reliability.
Following a heuristic approach, each node adapts its guard time according to its
runtime hop-distance to the time source (sink node). The runtime hop-distance
is defined as the number of hops required to reach the sink node, according to
the respective topology of the routing layer. In particular, the proposed scheme
operates as follows. During an off-line calibration phase, the scheme constructs
an empirical look-up table of optimum guard times, according to the number
of hops from the root. At the end of the calibration process, shown in Algo-
rithm 1, the look-up table contains the minimum guard times that do not break
time synchronisation. At runtime, once the RPL [21] Direction-Oriented Directed
Acyclic Graph (DODAG) is successfully constructed and, thus, each node in the
network obtain all the necessary information related with its rank, each node
adjusts its guard time according to the look-up table, as shown in Algorithm 2.
It is straightforward that the nodes closer to the DODAG root will maintain
shorter guard times, since they frequently participate in the routing procedure
and, thus, they constantly re-synchronise their clocks, while the leaf nodes will
have longer guard times. Finally, the nodes reconfigure their guard time in a
decentralised and local manner, and the runtime overhead is minimal, i.e., O(1).

In this paper, we propose guard time adaptation according to the hop-
distance to the sink. This technique can be combined with other guard time
adaptation techniques that are based on other parameters that affect synchro-
nisation, such as the temperature [7].

4 Performance Evaluation

In order to evaluate the benefits of guard time adaptation, as well as the impact
of the guard time in the energy consumption of a TSCH network, a series of
simulations are conducted in COOJA, the network simulator distributed as part
of the Contiki OS, emulating the CC2420-based Z1 motes. In addition, a series of
test-bed experiments are executed in the SPHERE house test-bed [8], a deploy-
ment of CC2650-based sensor nodes [10] in a real residential environment in the
city of Bristol, UK. This section presents a thorough performance evaluation for
both statically configured guard times and the proposed adaptive guard time
scheme. The details of the simulation and test-bed setup are given in Table 1,
unless explicitly stated otherwise.

4.1 Simulation: Multi-hop Line Topologies

The next series of simulations evaluate guard time adaptation in a 9-hop multi-
hop chain topology, shown in Fig. 1. The traffic rate of each node is set to one
packet per minute. The simulations focus on a worst case scenario for time
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Algorithm 1. Calibration
Data: Step, GuardTimeMax, Duration
Result: GuardTime look-up table
foreach Hop do

GuardTime[Hop] ← GuardTimeMax;
while GuardTime[Hop] > 0 do

SyncLoss ← Simulate(GuardTime, Duration);
if SyncLoss = False then

GuardTime[Hop] ← GuardTime[Hop] − Step;
else

GuardTime[Hop] ← GuardTime[Hop] + Step;
break;

end

end

end

Algorithm 2. Runtime
Data: GuardTime look-up table
Result: AppliedGuardTime
foreach Routing Change do

Rank ← getRankfromRPL();
AppliedGuardTime ← GuardTime[Rank];

end

synchronisation: odd nodes have positive clock drift and even nodes have negative
clock drift. Moreover, the nodes use the 6TiSCH minimal schedule. Finally, the
duration of each simulation is 60 m.

The goal of the first set of simulations is to identify the minimum guard time
that yields 100% PDR in each layer of the network. The empirically-derived
minimum guard time for each hop is illustrated in Fig. 1 and used as a look-up
table for the implementation of guard time adaptation in Contiki. The results
verify that nodes closer to the sink require a smaller guard time as opposed
to the leaf nodes. The empirically-derived network-wide optimum guard time
is 1200µs. Therefore, this static configuration is used as a benchmark for the
evaluation of the proposed adaptive guard time scheme.

The following simulations quantify the benefits of adapting the guard time
according to the hop-distance to the sink. A set of simulations evaluates the
proposed scheme in various application-layer traffic rates, focusing on the 9-hop
line topology. Figure 2 shows that the adaptation of the guard time improves the
energy efficiency of the TSCH network, by reducing the radio duty cycle. This
reduction is more significant (i.e., up to 50%) for TSCH networks that run low-
throughput applications and drops as the traffic increases. This happens because
in high traffic scenarios the radio is primarily used for transmissions.
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Table 1. Simulation & Experimental Setup

Simulation Experiments

Multi-hop Line Topology

Number of devices From 2 to 10 10

Node spacing 100 m 2m–6 m

Multi-hop Random Topology

Number of devices 15 –

Node spacing random –

Maximum number of hops 6 –

Indoor-to-Outdoor Link

Number of devices – 2

Node spacing – 2 m

Duration, Network and Traffic parameters

Duration 1 h 1-hop: 24 h

Multi-hop: 1 h

Traffic rate 1–512 pkt/60 s 1 pkt/60 s

Packet size 102 bytes 102 bytes

Routing RPL [21] RPL [21]

MAC TSCH TSCH

Schedule 6TiSCH minimal Collision-free

TSCH-specific parameters

EB frequency 3.42 s 4 s

Slotframe length 7 17

Timeslot length 15 ms 10ms

Guard time (0 − 2200)µs (0 − 1600)µs

Clock drift ±20 ppm Natural drift

up to ±20 ppm

Hardware configuration

Radio hardware CC2420 CC2650

Radio frequency 2.4 GHz 2.4 GHz

TX power 0 dBm 5dBm

4.2 Simulation: Multi-hop Random Topologies

The following simulations evaluate the proposed algorithm in multi-hop random
topologies of 15 nodes to further validate its efficiency in realistic TSCH net-
works. Similarly to the previous simulations the clock drift is fixed to ±20 ppm,
while 1 data packet was transmitted per minute. The simulations demonstrate
that the guard time of the receiver nodes can be reduced without compromising
the reliability of the network (100% PDR). Indeed, as depicted in Fig. 3, the
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Fig. 1. The simulated line topology. The number above each node corresponds to the
minimum configuration that maintains 100% network reliability (in µs).

Fig. 2. Average radio duty cycle for various application-layer traffic rates.

average radio duty cycle is reduced by approximately 20%. Moreover, the con-
sistency of the results in 10 random networks demonstrate the robustness of the
proposed algorithm to the network topology.

4.3 Experiment: Multi-hop Line Topology

Next, guard time adaptation is evaluated in experiments, conducted in the
SPHERE house test-bed [8]. The SPHERE house test-bed is a wireless sen-
sor network deployed in a 2-storey residential environment in the city of Bristol,
UK, shown in Fig. 4. In particular, the house is deployed with TI CC2650-based
sensor nodes [10] (Fig. 5); a platform that is supported by the Contiki OS. All of
the deployed nodes are equipped with the FC-135 low-frequency crystal, using it
to schedule the wake-up events. This crystal has a frequency error ef ∈ [−20, 20]
ppm and a parabolic dependence on temperature (parabolic coefficient value
B = 0.04 ppm/oC2). The channel conditions in the SPHERE house are typical
for an urban residential neighbourhood, with occasional 2.4 GHz interference
from the neighbouring houses. The nodes are sufficiently close to form a single-
hop star topology. Yet, for the purposes of this experiment, the nodes use a static
schedule that enforces a 9-hop line topology, similar to Fig. 1.
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Fig. 3. Guard time adaptation evaluated in 10 random multi-hop topologies of 15 nodes

In this setting, the proposed adaptive guard time scheme is compared against
the Contiki default fixed guard time in two 1-hour experiments. Figure 7 sum-
marises the experimental results, which show the reduction of the radio duty
cycle in each of the 10 nodes in the test-bed. The experiments verify the simula-
tions presented in Sect. 4.1, indicating an average 15% reduction in the radio duty
cycle without sacrificing the reliability (100% PDR). The experiments show that
nodes that are closer to the sink (i.e., shorter hop-distance) relay more traffic,
and hence, synchronise with their parent node more frequently. Thus, a smaller
guard time is sufficient and energy can be saved by adapting it.

4.4 Experiment: Indoors-to-Outdoors

Clock drifts are also dependent on temperature [7]. This section presents an
experiment that considers a link with temperature differences, i.e., the sender
is indoors (22 oC room temperature) while the receiver is outdoors and, there-
fore, exposed to outdoor temperatures. The proposed adaptive guard time algo-
rithm is, again, compared against the default configuration in 24-hour experi-
ments. Figure 6 summarises the results of the experiment. In particular, Fig. 6(a)
plots the radio duty cycle over the course of the 24-hour experiment. Both
approaches demonstrate a fairly constant duty cycle, yet present a periodic-
ity that is attributed to the temperature variations, shown in Fig. 6(b). Despite
these temperature variations, both configurations operate robustly in this 24-
hour experiment, yielding 100% PDR. Yet adaptive guard time reduces the radio
duty cycle, and thus, the energy consumption of the radio by approximately 25%.
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Fig. 4. The SPHERE house test-bed is a deployment of C2650-based nodes in a two-
storey residential environment in Bristol, UK [8].

Fig. 5. Experiments were conducted on the SPES-2 [10] sensing platform; a environ-
mental sensor that is equipped with the TI CC2650 radio.

(a) (b)

Fig. 6. Adaptive guard times reduce the average radio duty cycle without compromis-
ing the reliability (a) despite the temperature differences (b). In this 24-hour experi-
ment, the sender is indoors (room temperature) whilst the receiver is exposed to various
outdoor temperatures.
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Fig. 7. The practical benefits of guard time adaptation in the SPHERE house test-bed
(9-hop line topology). The PDR is 100% in all the experiments.

5 Conclusions

This paper investigates the impact of guard time on IEEE 802.15.4 TSCH net-
works and proposes a decentralised guard time adaptation algorithm for reduc-
ing the energy consumption of TSCH-based multi-hop networks. The proposed
technique follows the formation of the network topology and allows each node
to assign its own guard time according to its distance in hops from the sink
node. This dynamic procedure allows the network nodes to reduce the time
they spend in idle listening; therefore, the energy consumption is significantly
reduced. The proposed algorithm is implemented in Contiki OS and evaluated
with an extensive set of simulations, which include several types of topologies,
such as multi-hop line and random topologies. In addition, the proposed algo-
rithm is also evaluated on the SPHERE test-bed. The results of the simulations
and test-bed experiments demonstrate the advantage of adapting the guard time
instead of using a static configuration.
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Abstract. Internet of Things (IoT) products became recently an essential part
of any home in conjunction with the great advancements in internet speeds and
services. The invention of IoT based devices became an easy task that could be
performed through the widely available IoT development boards. Raspberry Pi
is considered one of the advanced development boards that have high hardware
capabilities with a reasonable price. Unfortunately, the security aspect of such
products is overlooked by the developers, revealing a huge amount of threats
that result in invading the privacy and the security of the users. In this research,
we directed our study to SSH due to its extensive adoption by the developers. It
was found that due to the nature of the Raspberry Pi and development boards,
the Raspberry Pi generates predictable and weak keys which make it easy to be
utilized by MiTM attack. In this paper, Man in The Middle (MiTM) attack was
conducted to examine the security of different variations provided by the SSH
service, and various hardening approaches were proposed to resolve the issue of
SSH weak implementation and weak keys.

Keywords: IoT � Raspberry Pi 3 � Man-in-the-middle attack �
Remote authentication � SSH keys � OpenSSH

1 Introduction

The great advancements in the internet and its extremely high speeds revealed a huge
amount of innovative inventions that are based on the internet, releasing the Internet of
Things (IOT) term and even the Internet of Everything (IoE) [1]. These products that
depend on their operation mainly on the internet started to be an essential part of any
home [2]. Recently, the development of internet-based products become not limited to
specialized manufacturers only but became on hand to small developers with limited
resources due to the widely available development boards that could be bought from
the market with high hardware specifications and low cost [3]. IOT has continuously
filled all aspects of contemporary human life, such as learning, healthcare, and busi-
ness, involving the warehouse of sensitive data about people and companies, com-
mercial data, product development, and marketing [4]. The cluster appropriation of the
internet of things (IOT) is a multibillion-dollar chance for product companies, An
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expected 30 billion devices or things will be connected to the internet by 2020, with a
cost expected to be $1.7bn [5]. In future, IOT will ultimately improve our living
behaviors and allow people and devices to interact anytime, anyplace, with any device
under typical circumstances using any network and any service [6].

The main purpose of IOT is to produce a better environment for humans in future
[7]. IOT computation different hardware-based components and platforms, in the
modern times, hardware devices identified as single board computers have been
improving into affordable, powerful, and skilled machines, the most popular at the time
is the Raspberry Pi, which produced by Dr. Eben Upton and the Raspberry Pi foun-
dation in 2010 [8].

The Raspberry PI device formed to facilitate for people to explore computing and to
learn programming languages like Python and Scratch [9]. Since its beginning, the
device has moved on to be adopted in home projects as well being practiced by
education institutes to be assistance in educating student’s computer science concepts.
This small size computer device can arrange everything that a normal computer can do
from browsing the net, enjoying video games, forming word files, etc. [10]. Rasp-
berry PI has a processor, memory and graphics driver for output HDMI. It has the
ability of plug-in on a computer screen, keyboard and mouse. It can also be utilized in
various apps requiring interacting with the outside world [11]. Raspberry PI matches all
the characteristics of being an IOT device which can be configured to produce a
different kind of functionalities per user conditions. This small device has been
employed in various and several applications and can be incorporated into networks,
which has to commence to questions concerning about security weaknesses regarding
such device [9].

The widespread distribution of devices in the IOT has created tremendous demand
for strong security in response to the increasing demand of billions of connected
devices and services [12]. A number of threats are rising every day, and attacks have
been on the rise in both number and complexity, also the tools accessible to potential
attackers are also growing more complex, productive and efficient [13]. IOT challenges
an amount of threats that need to be noticed for protecting actions to be taken.
Unluckily, the majority of these devices and apps are not outfitted to manage the
security and privacy attacks and it raises a lot of security and privacy concerns in the
IOT networks [14]. An assessment reveals that 70% of the IOT devices are very easy to
attack; therefore, an effective mechanism is greatly required to secure the devices
connected to the internet against hackers and intruders [15]. Security requirements in
the IOT context are not dissimilar from any other ICT systems; therefore, for IOT
devices to reach the completest potential, it needs protection against threats and vul-
nerabilities [16].

In the Raspberry PI, a security issues of generation a predictable secure shell
(SSH) keys have risen as a hot topic in this field, SSH is a vital communication
protocol and no way to neglect it uses from IoT devices. The research problem focusing
on Raspberry Pi devices which affected by a security issue arising from the Raspbian
operating system which makes generating of SSH keys weak and predictable.

The rest of this paper is organized as follows. Section 2 presents a related work for
our study. The Problem and motivation is discussed in Sect. 3. In Sect. 4, the security
evaluation of using different versions of Raspbian operating system and SSH server
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was presented and discussed thoroughly. The experimental procedures steps and
actions performed are presented in Sect. 5. Next, the discussion of the results and the
findings of the experimental procedures are presented in Sect. 6. Finally, we conclude
the paper with future work in Sect. 7.

2 Literature Review

Previous related works in the field of IoT, man in the middle attack and SSH have been
studied to gain a full understanding of what have been conducted out in this field by
previous researchers.

Xiaohong et al. [17] studied how to detect and defeat the man in the middle attack
to reduce the loss under the MITM attacks since avoidance of the MITM attacks shows
an incredible responsibility. They started the work by offering a defense strategy
against MITM attacks, and then they show the communication among the attacker and
the defender under Stackelberg security game framework and use the Strong Stack-
elberg Equilibrium (SSE) as the strategy for the defender. After that they implement a
novel way to defeat the searching scope of calculating the optimal defense strategy. On
the final step, they assess their ideal defense strategy by comparing it with non-strategic
defense strategies. The correlation of the simulated results concludes for them that the
suggested theoretic defense strategy exceeds than nonstrategic defense strategies in
terms of reducing the total losses on MITM attacks. The limitation of the paper based
on the focusing only on one singular service and assuming it applies to all other
services without real examination.

Mauro et al. [18] provided a huge study of the literature on the man in the middle
attack to examine and characterize the range of MITM attacks and classified them
based on the position of an attacker in the network, environment of a transmission
channel, and impersonation ways. After that, based on their analysis, they recognize
some potential directions for future researchers based on the large number of literatures
studied, and they suggest a categorization of MITM prevention mechanisms as follow:
(1) Use secure interactive authentication to constantly validate endpoints of any
communications channel and exchange public keys using a reliable channel. (2) Use
few stable channels for checking if data has not been discredited and signify public
keys by a certified authority. (3) Use certificate pinning and encrypt the communication
by employing cryptography. (4) Check the conventional behavior of communicating
endpoints, according to the allowed communication protocol.

Shubh and Sharma [19] analyzed the ways that man in the attacks works and they
indicates the way it intercept the network to collect information even without outside
party knowing it. They focus on their study at attacking SSL across HTTP which
identified as HTTPS. The conclusive goal of their recommended system is to build a
secure channel over a vulnerable network. They applied a combination of Diffie-
Hellman and blowfish algorithm, Diffie-Hellman for key generation and blowfish for
encryption which is improving the data security over SSL and HTTPS. Also they
explained a scheme to strengthen the SSL by utilizing a Firefox add-on which can
recognize any fraudulent SSL certificates. They conducted a real examination of a man
in the middle attack against bank website by applying their proposed model and they

Assessment and Hardening of IoT Development Boards 29



were successful to detect of MITM attack and their suggested recommendation shows
an efficient method to avoid the MITM attack.

Yaoqi et al. [20] performed a methodical interpretation of browser cache poisoning
attacks on HTTPS connections that expose the victim web sessions with the target site
by poisoning the victim’s browser cache wherein a web attacker completes a man in the
middle attack on a user’s HTTPS session and exchanges cached sources with malicious
entireties. Their experimental study of such attack was held on 5 desktop browsers and
16 common mobile browsers and they noticed that the experimented browsers are
extremely variable in their caching strategies for storing resources over SSL connec-
tions with fallacious certificates and they achieved that 99% of the tested browsers
induced by BCP attacks to an immense amount. They presented guidelines for users
and browser vendors to overcome BCP attacks. They have recorded their conclusions
to browser vendors and approved the vulnerabilities of them and some of them have
settled the problem based on their suggestion.

Esmaeil et al. [21] studied Brute-force attacks for SSH carried out on six separated
universities campus networks by applying Honeypot techniques in attempts to obtain
remote access to a system using information obtained from their SSH honeypots using
the help of the tools and techniques employed. On the first phase, they used open VZ
software with Kojoney honeypot and P0f fingerprinting tool to log innumerable details
about the attacks. Secondly, they configured the firewall to allow the SSH service to be
available on the web using its public static IP address. A Brute-force attack used to list
the usernames and passwords that are publicly assigned and they successfully obtain
remote access to SSH Honeypots and collect numerous data. They assessed the
effectiveness of a variety of techniques intended to defend the systems against these
attacks. They conclude the paper with an amazing table that recommending 17 lists for
the protection of SSH servers.

Alsaadi and AlKubaisi [22] performed penetration testing on remote secure
OpenSSH running on version 7.1p2 On Raspberry Pi 2 running Kali Linux version
3.2–4.4. Their study focused on the vulnerabilities discovered in exchange keys in SSH
protocol which creates multiple CRLF injections and admits to conduct man in the
middle attack to allow remote users bypass shell-command constraints via crafted X11
forwarding data. They approached an efficient security model based on an experi-
mentation attack formed on various scenarios that can resolve the problems of enabling
remote authentication access using SSH protocol exchange keys without hitting the
encrypted protocols communications. They injected the secure shell session on port 22
of Kali Linux OS with the produced SSH keys which enabled them to achieve full
entrance to device information. The limitations can be shown in missing of real testing
attack on their suggest model structure and what they proposed maybe will suffer
difficulties with newer versions of Raspberry Pi and SSH.

3 Problem and Motivation

Internet of Things (IOT) operates as one of the biggest potentials for human life
transformation. It strongly becomes the quickest growing market but the more notable
concern is that this growth is moving fast while there are major problems occurring
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within it causing these devices to offer well-known vulnerabilities for hackers to exploit
them. IOT devices configured through the network and SSH is essential for that but the
dilemma resides on SSH problematic because the likelihood of generating weak keys.
IOT devices and especially Raspberry PI devices were discovered to be generating
predictable and weak keys which make these devices easy to be utilized by MiTM
attack when owning the weak keys and by performing weak algorithm implementations
these devices could be exploited. The motivation remains on the continuous use of SSH
as communication protocol but we want to maintain its security and make sure it’s
secure and perfect.

4 Security Evaluation of Raspbian and SSH Various
Versions Implementation

In this section, the evaluation of using various versions of Raspbian and SSH server
among the different versions of the Raspberry Pi developments boards is presented.
Keeping in mind that the same Raspbian image that is being used for the Raspberry Pi3
could be used directly with the Raspberry Pi 1 as most of the advancements that are
presented on the boards are focused on providing higher processing speeds and extra
functionalities [25].

As SSH is considered a necessary service to be used by developers to configure
their Raspberry Pi developments boards, it was provided as a built-in service on the
operating system image without the need to install it after starting the operating system.
Raspberry Pi Debian through all its versions was implementing the OpenSSH as SSH
server software [8]. The most interesting thing about the SD card that holds the
operating system image is that it can be used directly with any version of the Raspberry
Pi boards starting from the version 1 reaching the latest Raspberry Pi 3 Model B [9].
However, as Raspbian was being released since 2013-09-10 and at the time the first
release was announced, the Raspberry Pi 2 & 3 were not yet released and thus the
versions earlier than 2015-01-31 doesn’t support the Raspberry Pi 2. In the same
manner, the versions of Raspbian that are earlier than 2016-02-26 doesn’t support
Raspberry Pi 3 [23]. Through the different versions, it was noticed that the newer the
version, the more packages, and services are being installed and kept with it. For
example, starting from 2014-09-09 Raspbian release, multiple extra packages were
built in the default image including Minecraft that is a game that most developers don’t
use for their IoT implementations. Another important notice for the same release that a
downgrading was performed for Java from version 8 to version 7 exposing the system
to an outdated packages security risk [24]. The 2015-09-25 release faced a huge
transfer towards including a big number of preinstalled packages including games and
utilities making the operating system more like regular Linux desktop distributions.
Having various tools preinstalled on the development board may present a handy
operating system for users that are using the board as their desktop and not an operating
system for IoT device and again we are facing the same issue of having many prein-
stalled packages that could present a huge security breach [25]. The same approach was
followed by the vendors by Raspberry to include more and more packages in the fresh
operating system. An important notice about the 2016-09-23 release that it included a
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preinstalled RealVNC that allows remote connection to the Raspberry Pi device and
that could be utilized by the hackers to attack the system and obtain remote access [26].
So as a conclusion the Raspbian operating system is being developed to create a more
user-friendly environment for developers that wants everything to be working properly
without the need for much configurations.

As there are no specific operating systems for the specific hardware of each
Raspberry Pi version since the same Raspbian SD card could be inserted into both
Raspberry Pi 2 or Raspberry Pi 3 and both of them will work properly without any
issues. The SSH implementation through different versions could present unique
possibilities of attacks that could be adopted by the hackers. According to the CVE
Details database, OpenSSH was found to be vulnerable to almost 100 published vul-
nerabilities that are distributed among different categories including DoS, Code Exe-
cution Overflow, Memory Corruption, Directory Traversal, Http Response Splitting,
Bypass something, Gain Information, Gain Privileges [27]. Among the various ver-
sions, it was noticed that Dos to be one of the main categories that most OpenSSH
related vulnerabilities are published. Having that said could present the IoT device to
shut down or stopping the service causing the device to stop its intended action. This
issue could create a big threat especially if the device was used for a critical function
such as medical applications [28]. The second most common attack through all the
versions was Bypassing one of the mechanisms that are used to start and initiate the
SSH connection which could result in reducing the security as each one of the
mechanisms and steps that are adopted by OpenSSH are meant to maintain the security
as this is the main purpose of using SSH over the clear text telnet services [29]. Gaining
the privileges was the third most common vulnerability on the OpenSSH through its all
versions. Gaining privileges is an extremely dangerous issue as having a non-root user
gaining higher privileges will allow him to experiment a huge amount of open pos-
sibilities to manipulate the system and obtain full access and control over the system
[30]. As it is always recommended to perform the updates for all the packages and tools
including OpenSSH it is worth mentioning that the released versions of the OpenSSH
in 2017 were having in total around six various vulnerabilities that are distributed over
various categories [29]. At the same time, the 2015 OpenSSH releases recorded no
published vulnerabilities at all. This issue could be explained by the fact that the higher
the version, the more options, and services are available in the implementation
exposing the system to further exploitation vulnerabilities [27]. Another explanation
could be that the latest versions of the OpenSSH are designed to provide backward
compatibility including, for example, the support for the SSH V1 that is considered to
be weak and crackable communication by the widely available tools [30].

5 Implementation and Analysis

The main focus of this research was about performing Man in The Middle (MiTM)
attack to examine the security of the different variations provided by the SSH service.
In Raspberry Pi, most of the time the SSH 22/tcp port is found to be open by the
developers as it allows them to configure the development board through the network
without the need of connecting it to a monitor. This section is divided into two main
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subsections where the first one shows the examination process for the different vari-
ations of SSH and the second one shows the proper approaches for making the usage of
SSH more secure.

5.1 Security Examination of Various SSH Implementations

The examination of the various implementations of SSH was performed on this
research work by implementing each variation separately while examining the traffic
through the Man in The Middle (MiTM) machine. Figure 1 Shows the detailed process
followed in achieving this task and the rest of this subsection explains each part of the
descried steps.

(A) Checking for SSH Port 22/tcp Status
Having a port open in any target reveals a significant amount of information and
possibilities for attacks [13]. As a start for our examination process the open ports in
the newly installed fresh RASPBERRY PI DEBIAN JESSIE (2017-06-22) operating
system was performed through n map on the Raspberry PI IP address that showed the
port 22/tcp as the only open port in the device.

(B) Identifying SSH Server Version & Type
The version and the type of SSH server specifies the algorithms and procedures fol-
lowed by the server to implement the service. It could also identify if it is susceptible to
published vulnerabilities. Metasploit framework was used to lunch the
“auxiliary/scanner/ssh/ssh_version” against the IP address of the Raspberry Pi the
version was identified to be OpenSSH 6.7 p1 which supports SSH V1 and SSH V2.

Fig. 1. Framework for performing the security examination on various SSH implementations.
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(C) Performing ARP Poisoning to Act as Man in The Middle
Attackers tend to perform ARP poisoning to stand in between the two victims. Fig-
ure [2] shows the actual scenario that was followed in performing the MiTM attack
where the Kali Linux attacker machine spoofed the IP address of both Raspberry Pi3
and the Windows 7 machines and it worked as an interceptor that sniff the traffic then
pass it to its actual direction.

The SSH session was started in the Windows 7 machine through Putty Software to
communicate with the OpenSSH server that is running in the Raspberry Pi3. At the
same time the Kali Linux machine was poisoning the ARP table through the Ettercap
by specifying the target 1 to be the Windows 7 IP address while the target 2 is the
Raspberry Pi3 IP address. Having that set makes all the traffic between the two victims
pass through the Kali Linux machine and the traffic were being analyzed through
Wireshark.

(D) Initiating SSH V2 Connection to Raspberry Pi
In this part three variations of the SSH sessions were examined and analyzed. In the
first scenario, the configurations for the SSH server on the Raspberry Pi were allowing
the SSH V1 and SSH V2, knowing that SSH V1 is implementing weak algorithms that
could be easily attacked [20]. The Kali Linux attacker machine was running Ettercap to
perform ARP poisoning and implementing the ether filter that forces the SSH V2
requests to be downgraded to SSH V1 and attack the communication and reveal the
user and password.

In the same way when SSH V2 communication was initiated while having the
Raspberry Pi forcing only the SSH V2 and not allowing the SSH V1, Ettercap failed to
downgrade or crack the credentials in both scenarios when the login is performed
through user and password or through the authorized public key. The developer can
select between two approaches to authenticate himself when using SSH V2. The first
approach is to provide the name of one of the local users and his password and the
authentication will be completed when correct credentials are provided [18]. The other

Fig. 2. Kali Linux machine acted as a MiTM to sniff the packets in both directions.
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approach, is to use to have the public key of the Windows 7 machine stored in the
authorized public keys list in the Raspberry Pi “ */.ssh/authorized_keys” file. Then
whenever the Windows 7 tries to authenticate itself for SSH V2 there will be no need to
supply the password. The packets sequence retrieved by Ettercap MiTM scheme
through Wireshark. This sequence of packets includes the negotiation about the
algorithms and standards for the encryption.

As the generation process of the key pairs is based on pseudo random functions, a
big risk appears for having weak predictable keys for the Raspberry Pi being generated.
The issue raise there is a huge possibility of having predictable keys as the same process
is followed in making the first boot process where the operating system image is copied
to an SD card that is used to make the first boot with the same hardware making the
pseudorandom functions behavior predictable and thus exposing the SSH V2 to the
MiTM attacker that could launch similar attack to the one performed on SSH V1.

5.2 Hardening SSH Implementations

The communication through SSH could be hardened to ensure that it is not easily
breakable or hackable. Figure [3] shows the considered three main sources of threat
against SSH communication and the proposed solution.

Keeping in mind that each outdated package that is installed in the Raspberry Pi
machine could present a big threat due to possible vulnerabilities. As an example, to
that, an outdated version of OpenSSH could support only SSH V1 which is adopting
weak algorithms that could be attacked easily making the communication not secure.
Automating the update and upgrade process in the machine and using patch man-
agement tools could limit such type of threats. To prevent the downgrading of SSH V2
to SSH V1, the configuration file on the Raspberry Pi in “/etc./ssh/sshd_config” could
be check to make sure only Protocol 2 is allowed. As the implementation of the
Raspberry Pi OS makes it generating weak predictable keys, it is recommended to use

Fig. 3. Main threat sources to SSH communication and their proposed solutions.
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well tested tools on other machines such as Putty in Windows environment to generate
the key pair then add them to the Raspberry Pi SSH keys. Another solution to the weak
keys issue, could be implementing an indirect way to use hardware random numbers
generators through the following steps:

– Obtain the Raspberry Pi chipset number.
– Load the chipset related random number generator module.
– Install random number generator package and activate it.
– Now the entropy will be having a larger size of pool making the generation pseudo

random numbers process more efficient.
– Remove old keys that were generated on the first boot and regenerate a new strong

pair of keys and use them.

Even when the presence of the weak key, a good solution could be implemented to
have a certified authority that signs the public keys of both parties to ensure that they
are not the public key of the MiTM attacker machine. In that way, both parties don’t
start the SSH communication unless they verify that the public keys are genuine and
not belonging to unknown party.

6 Results and Discussion

Upon the examination of the obtained results from the implementation and experi-
mental procedures, a set of outcomes were drawn that could be valid on most IoT based
development boards which share the same nature of the Raspberry Pi. The discussion
of the findings is presented in the rest of this section.

When an attacker is performing network scanning to identify the live host, the
Raspberry Pi devices could be identified from their OUI/MA-L part of the networking
interfaces MAC addresses. The OUI/MA-L for the Raspberry Pi Foundation is B8-27-
EB (hex) based on experimentation and the OUI standards that are maintained by
IEEE. Once a Raspberry Pi device is discovered and an intensive port scanning is
performed to it, it is expected to find the SSH 22/tcp port to be the only port that is
open. Accordingly, attackers will be directing most of the time their attacks on this port
and service raising the need to secure it as much as possible. In some other cases in
addition to the SSH server being running on the Raspberry PI, a WEB server is the
second most probably service that could be running as well to allow the communication
and control for the users through WEB portals that are based on the Raspberry PI.

As operating system installation was the main issue that caused the Raspberry Pi to
generate weak keys that are predictable, the same threat could be valid to other IoT
development boards. Most development boards, uses an SD card that is having an
image of the operating system to run its hardware leading to similar environments that
could result in predictable keys. In other words, if two development boards with the
same hardware and were booted from exactly similar SD card images while not having
a big entropy pool for the random numbers generation process as the first boot then the
big chance of generating similar predictable keys could be happening. Accordingly, the
generated keys from the first boot must be regenerated with strong keys before stating
to use the SSH service.
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As it was proved earlier that Ettercap was successful in performing MiTM attack
and crack the SSH V1 communication revealing the user and password in plain text, it
is extremely important to prevent SSH server from allowing this version of SSH as it
will be exposing the communication and credentials to the attackers.

Having an attacker granted an SSH session to the device even if was with a user
that is having limited privileges could expose the system to an endless exposure. Many
exploits are available that allow privilege escalation and many Linux versions are
vulnerable to them. An example of privilege escalation was performed on the Rasp-
berry Pi 3 device through the DirtyCow exploit that changes the root password from
when running the DirtyCow script file from any non-root user.

When an attacker is performing MiTM attack on a SSH session, he will be pro-
viding his own public key so that the other side used it to encrypt the data instead of the
destination public key. It is recommended that the public key of the administrator
machine being hardcoded or another trusted certification authority is involved that
signs the public keys to verify their authenticity.

7 Conclusions and Future Work

IoT devices draw a clear plan towards the future, which requires us to measure all the
risks that can be exposed to these devices and propose solutions that will improve the
operation of this process toward the best use without compromising privacy and
security of people. In this paper, we have examined the security of SSH on Raspberry
Pi Debian Jessie device and we discovered to be generating weak key pair in the first
boot due to not implementing hardware number generators. It’s recommended to
change the default first boot key pair on any device since the randomization process
and pool were not yet efficient leading to weak and predictable keys. Based on that we
proposed various solutions to harden SSH on its various communication scenarios
since we cannot abandon it due to its importance for communicating with the device.
Thus our proposed solutions could be summarized in four points through (1) checking
the configuration file on the Raspberry Pi in “/etc./ssh/sshd_config” and guarantee only
Protocol 2 is allowed. (2) Using well-tested tools on other machines such as Putty in
Windows environment to generate the key pair then add them to the Raspberry Pi SSH
keys. (3) Implementing an indirect way to use hardware random numbers generators
through suitable suggested steps. (4) Having a certified authority that signs the public
keys of both parties to ensure that they are not the public key of the MiTM attacker
machine.

As a future work, a controlled experiment could be conducted on multiple Rasp-
berry Pi development boards to examine and predict the behavior of the generated first
boot key pairs. After obtaining the behavior that predicts the possible key pairs, this
behavior can be used to test other multiple Raspberry Pi development boards but after
implementing our proposed approach in adopting hardware random number generator.
As an extension to that, a script could be written to perform MiTM attack between two
targets that are communicating through SSH and use the predicted key pairs to crack
the communication.
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Abstract. IEEE 802.11 network deployments are ubiquitous and pro-
vide connectivity to millions of users. Interference that originates from
other technologies, like simple Radio Frequency (RF) equipment, severely
degrades the performance of those networks. To effectively manage wire-
less networks, the interference needs to be modeled and predicted. The
current state of the art models are insufficient to model performance cor-
rectly. In this letter, we describe the interference as an interrupted Pois-
son process and use a decomposition approach to predict the latency of
an interfered client from the latency of a non-interfered client. This novel
approach allows for fast and easy prediction of latency in an interfered
network. The results show that our method gets as close as 6% of the
real value.

Keywords: IEEE 802.11 networks · Interference · Latency prediction

1 Introduction

Since the beginning of IEEE 802.11 networks, interference from overlapping
networks degrades the performance, especially in large and dense deploy-
ments [3,10]. The main reason for this degradation is the Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) Listen-Before-Talk (LBT) proto-
col of IEEE 802.11. It uses Carrier Sense (CS) and Energy Detection (ED) to
detect whether the channel is busy and defers from sending when it is. A failed
attempt results in an increased random back-off and in the end to a dropped
packet. With recent technologies, the spectrum of IEEE 802.11 becomes severely
crowded, which has an impact on the performance, especially when they do not
adhere to an LBT protocol. Many daily appliances with RF capabilities like baby
phones, television screens, or microphones, can have an impact [5,11,14]. The
more such appliances are employed, for example at a concert, the more impact
they have. However, also Long-Term Evolution (LTE) in the unlicensed band
can lead to up to 98% throughput loss if no LBT protocol is employed [1,6].
This severe performance degradation makes network management increasingly
difficult and a solution to predict latency depending on the interference is needed.
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Several studies analyzed the latency of IEEE 802.11 networks. Initially, the
focus was throughput, but soon it became broader and included latency, jitter,
packet loss, and error-prone channels as well [2,7,8,13]. The main component
of all of these works is the Markov chain to model the IEEE 802.11 back-off
mechanism. While this allows for an accurate representation thereof, it also
makes computation slow as it is needed to solve it numerically. These works
all lack to assess the impact of non-IEEE 802.11 interference though, which can
have a significant impact [4]. The base performance, however, or the one obtained
from a real setup without interference, can be used to calculate the performance
when interference is present.

In this article, we propose a fast and accurate analytical model that can pre-
dict the latency with an interfering source present from latency when no interfer-
ing source is present. We use an interrupted Poisson process as a model for the
interfering source. Taking into account three characteristics of the IEEE Medium
Access Control (MAC), we can accurately describe the latency in such a system.
Our measurement results show that the latency we observe correlates with the
latency of our prediction. This is especially useful when deploying wireless net-
works in challenging environments like large concerts or conferences.

2 Characterizing an Interfering Source

To correctly model the interfering source, we take an on/off process with expo-
nentially distributed on and off periods as a basis. The interruptions of the
medium access by the interfering source, which generates energy above the ED
threshold, occurs according to a Poisson process with rate ν. Different sources
can be modeled in this form, for example, a microwave oven or baby phone [12].
We assume that during an ongoing interruption no new interruptions occur. The
variable u denotes the random variable representing the length of the interrup-
tions. We assume that u is exponentially distributed with mean E[u]. With the
Poisson assumption in mind, the average time that the interfering source is inac-
tive is given by 1

ν . In contrast, the fraction of the time the interfering source is
active is given by:

pa =
E[u]

E[u] + 1
ν

(1)

3 Modeling Latency

3.1 Description of the Latency Components

An interfering source has three major effects on the operation of the IEEE 802.11
MAC protocol.

The first is based on the ED function of an IEEE 802.11 station which senses
for energy on the channel before it tries to send a packet. When the interfering
source becomes active, the station detects energy on the channel and defers from
transmitting a packet for E[u] seconds on average.
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Next, when the interfering source becomes active at the time a packet is
being transmitted, the packet collides with the signal of the interfering source
and is lost. Not only a re-transmission of the packet is the result, but it also
adds additional latency in the form of a doubled contention window for the next
back-off phase.

Third, stations with a packet at the head of the queue during the time the
interfering source is active will sense the medium busy. As soon as the interfering
source stops transmitting, the stations will enter in a back-off phase. If a station
is in the back-off phase during the activity of the interfering source, it has to
stop the process and needs to wait until the medium is considered free again.

3.2 Computing Average Latency in a System with Interference

We will first take the unavailability of the medium and the increased CW into
account. Consider an IEEE 802.11 network with N stations, which are equally
loaded. We model a station as a finite capacity single server queue with Poisson
input with rate λ where the service time equals the sum of the IEEE 802.11
access latency and the transmission time itself. We will model the activity of the
interfering source as service interrupts. Computing the latency in this M/M/1/K
queue with service interruptions will result in the average packet latency of a
station.

For a random variable d, we denote D(t) its cumulative distribution, respec-
tively D∗(s) its Laplace-Stieltjes Transform (LST). E[d] denotes its mean value.
The service time of a packet consists of two major parts, access latency and the
transmission time of the packet itself. The service time is denoted by bni, respec-
tively bwi, in the system without interference, respectively the system with inter-
ference. Let b denote the transmission time of a packet. We make the additional
assumption that both bni and bwi are exponentially distributed. This turns the
model of a station in a system with and without interference into an M/M/1/K
queue. Let dni and dwi be the packet latency respectively in the system without
interference and in the system with interference.

First, we derive a formula for the LST of the service time in a system with
interference B∗

wi(s), as a function of the LST of the packet latency in a system
without interference B∗

ni(s). We follow reasoning similar to the one by Fiems
et al., where the service interruptions are the active periods of the interfering
source [9]. We consider three cases, depending on the start of the first time the
interfering source becomes active after a packet starts its service in relation to
the different components of this service time.

First case: the interfering source does not become active during the service time.
In this case, the service time in the system with interference is the same as the
service time in a system without interference.

Second case: the interfering source becomes active during the access latency of
a packet. In this case, the time the interfering source is active needs to be added
to the service time in a system without interference.
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Third case: the interfering source becomes active during the transmission time
of a packet. In this case, not only the time the interfering source is active needs
to be added to the service time, but also an additional time since the MAC
protocol reacts on this interrupt of the transmission by doubling the contention
window. Let a be the random variable representing the additional access latency
of a packet whose transmission was interrupted by the interfering source. Note
that this case includes the added latency of the paused back-off mechanism when
a packet is at the head of the queue.

Assume that the service time in the system without interference is given by x.

1. No interrupt by the interfering source occurs during the service time, which
happens with probability e−νx. In this case

B∗
wi(s|x) = e−(ν+s)x (2)

where B∗
wi(s|x) denotes the LST of bwi, given that the service time in the

system without interference is x.
2. An interrupt by the interfering source occurs during the access latency (i.e.,

during [0, x − b[). This happens with probability 1 − e−ν(x−b). In this case

B∗
wi(s|x) =

ν

ν + s
· V ∗(s) · B∗

wi(s) · (1 − e−(ν+s)(x−b)) (3)

3. An interrupt by the interfering source occurs during the transmission time
(i.e., during [x− b, x[). This happens with probability e−ν(x−b)−e−νb. In this
case

B∗
wi(s|x) =

ν

ν + s
· V ∗(s) · A∗(s) · B∗

wi(s) · (e−(ν+s)(x−b) − e−(ν+s)x) (4)

Combining the three cases, we obtain

B∗
wi(s|x) = e−(ν+s)x +

ν

ν + s
· V ∗(s) · B∗

wi(s) · (1 − e−(ν+s)(x−b))

+
ν

ν + s
· V ∗(s) · A∗(s) · B∗

wi(s) · (e−(ν+s)(x−b) − e−(ν+s)x)
(5)

Integrating over all possible service times x leads to

B∗
wi(s) = B∗

ni(ν + s)+
ν

ν + s
· V ∗(s) · B∗

wi(s) · (1−e(ν+s)b · B∗
ni(ν + s))

+
ν

ν + s
· V ∗(s) · A∗(s) · B∗

wi(s) · (e(ν+s)b · B∗
ni(ν + s) − B∗

ni(ν + s)) (6)

Since

E[bwi] = −d · B∗
wi(s)

ds
|s=0 (7)

we obtain that

E[bwi] =
1

ν · B∗
ni(ν)

· (1 − B∗
ni(ν)) · (1 + ν · E[v]) + E[a] · (eνb − 1) (8)
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Given the assumption that bni is exponentially distributed, we obtain

E[bwi] = E[bni] · (1 + ν · E[v]) + E[a] · (eνb − 1) (9)

Let us compute E[a]. The probability that the interfering source becomes
active while a packet is being transmitted is given by

∫ b

0

νe−νbdt = 1 − e−νb (10)

with b being the time needed to transmit a packet.
Hence, the probability that the interfering source becomes active during each

of the consecutive i re-transmissions of a packet and not during the (i + 1)th is
given by

(1 − e−νb)i · e−νb (11)

Assuming CWmin = 63, CWmax = 1023 and for the 5th and 6th re-transmission
CW = 1023, the value of E[a] is given by

E[a] =
5∑

i=1

24+i · (1 − e−νb)i · e−νb + 29 · [1 −
5∑

i=0

(1 − e−νb)i · e−νb] (12)

To take the increased latency of the paused back-off mechanism into account
when the packet is at the head of the queue we consider the behavior of stations
when the interfering source becomes active similar to their behavior when other
stations transmit packets. Therefore, we express the activity of the interference
source in terms of packet transmissions. The fraction of the time the interference
source is active is given by pa. Let nif be the number of packets per second that
could be sent during an active period of the interference source. Then

nif =
pa

b + c
(13)

with c being the transmission time of an acknowledgment. For the latency com-
putation with interference, the packet arrival rate is given by

λa = λ +
nif

N
(14)

and will be used to derive the performance measures for the system with inter-
ference.

To compute the average packet latency in a system with interference E[dwi],
given the average packet latency in the system without interference E[dni], using
the relationship between E[bwi] and E[bni] as established above, assume that
the number of stations N and the packet arrival rate λ are given. Let K be the
length of the MAC queue in a station. The random variables lni and lwi denote
the number of packets in a station without and with interference. Let

ρni = λ · E[bni] (15)
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respectively,
ρwi = λa · E[bwi] (16)

be the load of a station without, respectively, with interference. Assume that we
know the average latency E[dni] of a packet in a system without interference and
that a station in the system without interference is modeled as an M/M/1/K
queue. Given Little’s law, the average number of packets in the station is given
by

E[lni] = λeffni
· E[dni] (17)

where
λeffni

= λa · (1 − 1 − ρni

1 − ρK+1
ni

· ρK
ni) (18)

is the effective packet arrival rate in the system without interference.
Then, the average number of packets, E[lni], is also given by the formula

E[lni] = ρni · 1 − (K + 1) · ρK
ni + K · ρK+1

ni

(1 − ρni) · (1 − ρK+1
ni )

(19)

From Eqs. 17 and 19 we derive the value of ρni. This leads to

E[bni] =
ρni

λa
(20)

Now it is possible to compute E[bwi] using Eq. 9. Once E[bwi] is known, it is
possible to compute

ρwi = λ · E[bwi]. (21)

Using Eq. 19 for the system with interference, we derive E[lwi] and applying
Little’s formula leads to the average latency in a system with interference

E[dwi] =
E[lwi]
λeffwi

(22)

with
λeffwi

= λ · (1 − 1 − ρwi

1 − ρK+1
wi

· ρK
wi) (23)

4 Results

4.1 Experimental Setup

For our experimental study, the w-ilab.t1 lab facility, a large-scale emulation
platform with wireless nodes allowing extensive experiments, has been used.
Configurations of 15, 20, and 25 stations on the 5 GHz band with IEEE 802.11a
were used. All stations are connected to a single access point (AP), and a test

1 http://doc.ilabt.imec.be/ilabt-documentation/index.html.

http://doc.ilabt.imec.be/ilabt-documentation/index.html
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includes transmitting packets for 60 s with a repetition of 5 times for each con-
figuration. To generate interference according to the previously defined model in
Sect. 2, we installed a Software Defined Radio (SDR).

Two modes of interference occurrence were used in the experiment: low occur-
rence with 1

ν equal to 9 · 10−4 s and high occurrence with 1
ν equal to 1.8 · 10−4 s.

The duration of interference E[u] was set to three different modes: low (9·10−5 s),
medium (4.5 ·10−4 s), and high (9 ·10−4 s). The packets have a size of 1500 bytes
and are sent at a fixed bit rate of 54 Mbps. The sending rate of packets per
second had a minimum of 25 and a maximum of 200 packets per second with
an interval of 25 packets per second. A continuous packet source was used to
generate packets on the MAC layer according to a Poisson process. The queue
length is given by K = 64.

4.2 Validation
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Fig. 1. Latency with interference 1/ν = 9 · 10−4 with 15 stations.

There are two significant elements to assess the accuracy of the model, the
saturation point and the maximum average latency when the system is saturated.
Saturation is the state when the maximum capacity of the wireless network is
reached and depends on the number of stations, the number of packets per
station, and the characteristics of the interfering source. Note that, as we only
have measurement results with steps of 25 packets per second, interpolation was
used when applying Eq. 17.
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Fig. 2. Latency with interference 1/ν = 9 · 10−4 with 20 stations.
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Fig. 3. Latency with interference 1/ν = 9 · 10−4 with 25 stations.

Low Occurrence. Figures 1, 2, and 3 present the graphs for 15, 20, and 25 stations
and 1/ν = 9·10−4 s. In 8 out of 9 cases the saturation point is accurately matched.
Only in the case of 15 stations and with the shortest duration was the saturation
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Fig. 4. Latency with interference 1/ν = 1.8 · 10−4 s with 15 stations.
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Fig. 5. Latency with interference 1/ν = 1.8 · 10−4 s with 20 stations.

point predicted too early. The latency prediction at saturation is within 6–7% of
the average latency, while a higher number of stations leads to higher accuracy.
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Fig. 6. Latency with interference 1/ν = 1.8 · 10−4 s with 25 stations.

High Occurrence. Figures 4, 5, and 6 show similar results for 1/ν = 4.5 · 10−4 s.
The saturation point is accurately matched in 8 out of 9 cases, again except
for 15 stations and the shortest duration, and the accuracy of the latency at
saturation is within 13–50%. The high duration is an outlier with any number
of station. The airtime usage of the interfering source amounts to 83% of the
available airtime. The difficulty of prediction stems from the low amount of
successful packets, as can be seen by the confidence interval.

The results show that the accuracy is high and that our proposed method
can be used in further network management.

5 Conclusion

In this article, we developed an analytical model that allows predicting the aver-
age latency a station of an IEEE 802.11 network experiences in the presence of
an interfering source assuming that the latency without interference is known.
Three characteristics drive this model: the time the medium is busy during the
activity of the interfering source, the interruption and increased CW of a station,
and the additional latency of a station that has a packet ready to transmit when
the source becomes active. We demonstrated the accuracy of our model using
real-life measurements. The accuracy of the model increases with the number of
stations, which is especially crucial for dense deployments.

Acknowledgment. Patrick Bosch is funded by FWO, a fund for fundamental scien-
tific research, and the Flemish Government, under grant number 1S56616N.
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Abstract. Named-Data Networking (NDN) is a potential Future Inter-
net Architectures which introduces a shift from the existing host-centric
IP-based Internet infrastructure towards a content-oriented one. Its
design, however, can be misused to introduce a new type of DoS attack,
better known as Interest Flooding Attack (IFA). In IFA, an adversary
issues non-satisfiable requests in the network to saturate the Pending
Interest Table(s) (PIT) of NDN routers and prevent them from properly
handling the legitimate traffic. Prior solutions to mitigate this problem
are not highly effective, damages the legitimate traffic, and incurs high
communication overhead.

In this paper, we propose a novel mechanism for IFA detection and mit-
igation, aimed at reducing the memory consumption of the PIT by effec-
tively reducing the malicious traffic that passes through each NDN router.
In particular, our protocol exploits an effective management strategy on
the PIT which differentially penalizes the malicious traffic by dropping
both the inbound and already stored malicious traffic from the PIT. We
implemented our proposed protocol on the open-source ndnSIM simulator
and compared its effectiveness with the one achieved by the existing state-
of-the-art. The results show that our proposed protocol effectively reduces
the IFA damages, especially on the legitimate traffic, with improvements
that go from 5% till 40% with respect to the existing state-of-the-art.

Keywords: NDN · DDoS attack · IFA · PIT management ·
Congestion

1 Introduction

Numerous solutions have been proposed to narrow the gap between the Internet
design and its current usage. One such potential Future Internet Architecture
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(FIA), sponsored by NSF, is Name Data Networking (NDN) [13]. NDN explicitly
addresses the data (content) itself instead of its physical location (i.e., host) in
the network, therefore, transforming data into the “first-class” entity. In NDN,
consumer directly requests the name of the content by issuing an interest. The
network then handles the request by efficiently finding and retrieving back the
closest copy of the relevant content. This decoupling of time and space among
request resolution and content transfer enables NDN to provide storage, mobility
and security as native features belonging to the network architecture [13].

One of the key goals of NDN is “security by design”, this paper addresses the
most significant NDN-tailored DDoS attack: the Interest Flooding Attack (IFA)
[6]. In IFA, adversary aims at flooding the network and blocking the network ser-
vices received by legitimate users via abusing two fundamental NDN features [9],
i.e., (i) forwarding grounded on the longest name-prefix match, and (ii) maintain-
ing the record of outstanding forwarded interests in so-called Pending Interest
Table (PIT) for efficient multicasting. In particular, the adversary issues unique
requests for unsatisfiable content name targeting the name-space(s). As a conse-
quence, one PIT entry is created for each request in each on-path NDN router.
These entries stays in the PITs till they expire at the end. Succeeding to overload
some or all PITs which leads to legitimate interest packets being dropped [6].
Regardless of the substantial quantity of research on NDN security, we identified
that the proposed defence mechanisms for IFA [1,3,4,6,9] have one or more of the
following limitations. First, the legitimate traffic is likely to be damaged, since
most of the proposed countermeasures [1,3,12] limits the rate of incoming traffic
and are not able to differentiate between legitimate and malicious packets, thus
resulting in unfair punishments. Second, since each router has to perform first
an attack detection and then attack mitigation, during the first phase (i.e., inac-
curate), most of the approaches are likely to encounter harmful consequences.
Finally, the proposed collaborative mechanisms [1,3,4,9] introduces unnecessary
overhead given by the extra messages exchanged among routers.

We propose an efficient mechanism, named as Choose To Kill IFA (ChoKIFA),
which mitigates the damages caused by IFA by differentiating the malicious traf-
fic from the legitimate one, and by reducing the former, without any collaborative
communication or global network monitoring. In order to do so, ChoKIFA exploits
the Active Queue Management (AQM) scheme, i.e., CHOose and Keep for respon-
sive flows, CHOose and Kill for unresponsive flows (CHOKe) [8], and without any
delay penalizes the malicious traffic by dropping both the new incoming malicious
interests and removing the ones already stored in the PIT. Thus, routers are able
to independently detect and mitigate the attack in progress as-soon and as-close
to the adversary as possible, while maintaining the simplicity of forwarding. We
evaluate the effectiveness of ChoKIFA through extensive simulations on ndnSIM
simulator [2], and by comparing it with the state-of-the-art mitigation approaches
[1]. The results show that ChoKIFA effectively mitigates the adverse effects of IFA
in the network. In particular, ChoKIFA is able to guarantee legitimate interest sat-
isfaction rate up to 97% and it shows up to 40% less false positives in comparison
with rate limiting mitigation approaches.
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Organization: We present the overview of IFA in Sect. 2. Section 3 illustrates
the existing mitigation approaches against IFA. Section 4 briefly describes the
proposed protocol including system, adversary model and working methodology
of ChoKIFA. Section 5 present the implementation, evaluation and comparison
of ChoKIFA against IFA and state of the art. Finally, Sect. 6 concludes the paper.

2 Interest Flooding Attacks in NDN

In NDN, routers maintain per-packet state for each interest packet in PIT.
Therefore, the immense amount of malicious interests can result in exhaustion
of routers memory and resources, and prevent them from creating PIT entries
for new incoming traffic, resulting in the disrupt of benign users services. In
particular, IFAs are categorized on three types based on the type of content
requested by the adversary [6]: (i) existing or static content, where adversary
generates a large number of interests for an existing content that propagates
through all intervening routers caches. In result, legitimate interests for the
same content are not able to reach the producer(s) since they are being sat-
isfied by the cached copies. This type of attack is quite restricted since in-
network content caching provides a built-in countermeasure. (ii) Dynamically
generated content, where adversary issues dynamic requests for existing con-
tent, therefore, all interests are propagated towards the producer(s), resulting
in bandwidth consumption and PIT exhaustion. Correspondingly, targeted pro-
ducer wastes considerable computational resources due to signing the content
(i.e., per-packet operation). Lastly, (iii) non-existent content, where adversary
requests for unique non-existent (unsatisfiable) content. These interests cannot
be collapsed by routers, and are routed towards the producer(s). Such interest
packets consume memory in router’s PIT until they expire due to “interest life-
time”. Thus, a massive number of non-existent interest packets in the PIT table
leads to benign interest packets being dropped in the network [1,3,6].

We focus on the IFA where adversary generates unsatisfiable interests. Using
a valid name prefix, there are many ways to generate these unsatisfiable inter-
ests, e.g., (i) by enabling the name of the interest to /prefix/nonce, where the
suffix nonce is a random value. Such interests are propagated throughout towards
the producer and are never satisfied. (ii) By swapping the Publisher Public
Key Digest [6] field to a random value. Subsequently, no public key would match
this value, therefore, will never be satisfied. (iii) Lastly, by setting the Interest
Exclude filter to exclude all existing content starting with /prefix. In con-
sequence, the interest can never be satisfied as it concurrently requests and
excludes the same content.

3 Related Works

Several defense mechanisms against IFA are proposed which implements detec-
tion and reaction approach, similarly, in an independent or collaborative manner
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(unlike securing routing protocols in IP [10]). In independent systems, the detec-
tion of attack is largely based on network traffic analysis and(or) PIT usage,
while the subsequent reaction mechanisms reduce the incoming/outgoing traffic,
independently on each router. For instance, Afanasayev et al. [1] proposed four
different methods to deal with IFA. The first method introduces a “simple limit”
on the interfaces based on the physical capacity of the links, resulting in under-
utilization of the network. The second method which is an alteration of “token
fairness” algorithm, regulates the number of outgoing interests by limiting the
assigned tokens to a specific outgoing interface. The drawback of this method is
that it does not discriminate between benign and malicious traffic while assign-
ing the tokens, and relatively admits a large number of malicious interests. The
third method is based on the per-interface ratio between interests and their cor-
responding data packets for attack detection, namely “satisfaction-based”. The
work in [3,4,6] also adopts similar phenomena, where the mitigation is performed
by reducing (or blocking) the requesting rate of detected nodes. The drawback
of this method is that each router decides to forward/discard interest(s) using
its local estimation of interest satisfaction ratio. Thus, the probability of benign
interests being forwarded declines as the number of hops between the consumer
and the producer increases [1]. The last method is a collaborative approach
called as “satisfaction-based pushback”. In this case, [1,3,4], each router sets an
explicit limit value for each incoming interface, and announce this value to all
downstream routers. This method has shown to be more effective than previous,
but the legitimate stream is still influenced, especially when the path is long.
Moreover, it creates unnecessary signalling overhead in the network.

In particular, all the countermeasures aims to limit the number of overall
incoming interests (i.e., including benign and malicious), either at each inter-
face [1,3] or router [4]. Therefore, results in performance degradation of legiti-
mate users and requires further enhancements in terms of traffic differentiation
between benign and malicious traffic.

4 Mitigation of IFA Exploiting AQM

In this paper, we take a footstep in the direction of identifying and differenti-
ating malicious packets from the benign traffic during IFA. By exploiting the
phenomena of AQM [8], we design an algorithm, i.e., CHOose to Kill malicious
Interest, CHOose to keep genuine Interest for IFA (ChoKIFA) which aims to
provide fairness among the benign interest packets that pass through the router.
In particular, ChoKIFA utilizes the PIT state which forms adequate statistics
regarding the incoming and outgoing interest packets and use it to identify and
drop malicious interest packets.

4.1 System and Adversary Model

In our system model, we consider the topology illustrated in Fig. 1, as used
by various authors [1,4]. Multiple benign consumers (C) issues Benign Interests
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Fig. 1. Topology considered.

(BIs) for existing content towards a producer (P ) which is publishing the content
under specific name prefix (prefix). BIs and the corresponding content packets
traverse multiple routers (R) before being satisfied by P . Each router rj

i ε |R|
has the default settings of NDN [13], where j is the interface of i-th router.

We assume that adversary (Adv) generates massive amount Malicious Inter-
ests (MIs) which have bogus names to request non-existing content (i.e., type
three, see Sect. 2). The aim of Adv is to saturate R’s PIT, in particular, by
rapid generation of large numbers of MIs [1,3]. Once the PIT is completely full,
incoming BIs are being dropped. Apart from that, this has more than a few
consequences. First, the sending rate of MIs is not dependent on the allocated
bandwidth [6]. Secondly, MIs cannot be replied back by the R′s caches. Lastly, if
created sophisticatedly (i.e., with a random component at the end of each name-
prefix such as prefix/Rnd) MIs are never collapsed until the interests decay. All
these effects allows Adv to efficiently fill up R′s PIT, which makes the attack
more damaging than type one and type two IFA. In addition, without the loss
of generality, we assume that Adv is capable to corrupt set of C (i.e., botnet),
through which it triggers the attack [1,3]. Lastly, the percentage of bots is taken
50% with the ratio of C in the whole network [1].

4.2 ChoKIFA: CHOose to Kill Interest Flooding Attack

In this section, we present the details our proposed mitigation mechanism for
IFA. In order to be effective in defending against IFA, ChoKIFA exploits traf-
fic flow as an attribute to differentiate and penalize the MIs from BIs. Unlike
IP, where traffic flow measurement relates to the accountable attributes such as
source/destination address, interface number, packets/bytes counts forwarded
(source to destination), backward (destination to source) counts and so on. In
NDN, following content oriented communication model, traffic flow is centered
around series of packets that corresponds to specific piece of data [7]. Consider-
ing this, we design the three novel attributes to compare incoming traffic flow at
each router: (i) name-prefix match, (ii) interface match, and (iii) level of inter-
est satisfaction ratio, i.e., rate between incoming interests to outgoing content,
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denoted as δ(rj
i ). In particular, δ(rj

i ) > 1 denotes that the number of content
packets received at router rj

i is less than the number of interests forwarded from
the same interface.

In order to mitigate IFA, ChoKIFA dynamically computes the actual size
of the PIT, denoted as ρsize(r

j
i ), at each instance. Further, ChoKIFA marks

two thresholds on the PIT size, a minimum threshold (ρmin
th (rj

i )) and a maxi-
mum threshold (ρmax

th (rj
i )), as well as, a threshold for interest satisfaction ratio,

denoted as δth(rj
i ). For each interest arriving at rj

i , if the actual PIT size is less
than the ρmin

th (rj
i ), the interest gets stored in the router’s PIT. If all the inter-

ests requested by C are satisfied by P or router’s cache, then PIT size should
not reach up to ρmin

th (rj
i ), frequently. In case of IFA, when the actual PIT size

is greater than ρmin
th (rj

i ) and less than ρmax
th (rj

i ), each new incoming interest is
compared with the randomly selected interest from PIT, named as drop interest
candidate. If both the interests have the same traffic flow then both are dropped.
This choice is motivated by the fact that all the entries in PIT are likely to be
occupied by MIs (i.e., under IFA). On the other side, when the PIT size goes
more than ρmax

th (rj
i ), all the new incoming interest are being dropped. This leads

the PIT occupancy back to below ρmax
th (rj

i ).
The key attributes to identify the traffic flow of each new incoming interest

are three subsequent conditions: (i) if it holds the same prefix as of drop inter-
est candidate, (ii) if it is coming from the same incoming interface as of drop
interest candidate, and (iii) if both the above conditions holds true, then router
compares if the current δ(rj

i ) exceeds δth(rj
i ). In contrast, if the new incoming

interest is not having the same traffic flow as of drop interest candidate then the
randomly selected interest is remained stored in PIT, and the incoming interest
is dropped/accepted with the probability (Pb) which depends on the average
PIT size (ρavg(r

j
i )), as illustrated in Eq. 1 [5].

Pb =
Pmax ∗ (ρavg(r

j
i ) − ρmax

th (rj
i ))

(ρmax
th (rj

i ) − ρmin
th (rj

i ))
, (1)

here Pmax denotes the maximum probability1. As the average PIT size varies
from ρmin

th (rj
i ) to ρmax

th (rj
i ), the interest dropping probability Pb varies from 0 to

Pmax. In particular, the interest dropping probability is computed by exploit-
ing the mechanism of packet dropping probability of Random Early Detection
(RED) [5]. A detailed flow chart of ChoKIFA is given in Fig. 2.

4.3 Parameters Setting

The parameters, ρavg(r
j
i ), ρmin

th (rj
i ) and ρmax

th (rj
i ) are essential as they directly

impact on the interest dropping probability. Below we illustrate few rules for
parameter’s setting which give effective performance for ChoKIFA under variety
of traffic conditions while mitigating the attack.

1 We take the value of maximum probability (Pmax) to be one.
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Fig. 2. ChoKIFA algorithm flowchart.

Ensure Adequate Calculation of the Average PIT Size: ChoKIFA calculates the
average PIT size using an exponential weighted moving average (EWMA). The
use of EWMA for calculating ρavg(r

j
i ) makes sure that the short term increase in

PIT size which may result from a burst of benign incoming interests (e.g., which
are not satisfied due to network congestion/delay from the producer) do not
result in the significant increase of average PIT size. Equation 2 illustrates the
calculation of the ρavg(r

j
i ) where wρ is the weight factor for calculating EWMA

and ρsize(r
j
i ) is the current/actual PIT size [5].

ρavg(r
j
i ) = (1 − wρ) ∗ ρavg(r

j
i ) + wρ ∗ ρsize(r

j
i ). (2)

Note that the calculation of average PIT size can be made particularly efficient
when wρ is set as a negative power of two2. If wρ is too large, then the averaging
procedure will not filter out the temporary congestion of PIT.

2 In our simulations, we take wρ equal to 0.001.
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Setting a Minimum Threshold for the PIT Size: The optimal value of ρmin
th (rj

i )
depends on the desired level of ρavg(r

j
i ) and default network conditions. In case,

the typical traffic is fairly bursty and congested, then the ρmin
th (rj

i ) should be
correspondingly large to allow PIT utilization to be maintained at an acceptably
high level.

Setting ρmax
th (rj

i ) − ρmin
th (rj

i ) Sufficiently Large to Avoid Global Synchronization:
The optimal value of ρmax

th (rj
i ) depends in the part of maximum average delay that

can be allowed to interest (e.g., round trip time for interest to retrieve data) and
total size of PIT. A useful rule of thumb ChoKIFA implements is to set ρmax

th (rj
i )

more than thrice of ρmin
th (rj

i ) [5], since the mitigation mechanism works efficiently
when max-min is larger than the typical increase in average PIT size.

5 Evaluation

We evaluate the effectiveness of our proposed approach in the presence of IFA
and state of the art mitigation approaches which implements interest rate limit-
ing based on the simple limit, interface fairness using token bucket, satisfaction
ratio and with limit announcement technique [1]. To this end, we perform exten-
sive simulations using the open-source ndnSIM [2] simulator. We evaluate the
impact of IFA against ChoKIFA over three metrics which have been widely used
in the related work [1,3,4,9]. First, the PIT usage which indicates the available
capacity of the routers to process benign traffic. Second, the percentage of BIs
and MIs dropped by the network during IFA and with the proposed counter-
measure. Third, we compare the efficiency our proposed countermeasure with
existing mitigation approaches in terms of Interest Satisfaction Ratio (ISR) of
benign users and legitimate traffic which is intended to measure the benign traf-
fic received by users. Precisely, the lower the ISR refer, the greater amount of
false positives made by the mitigation approach while distinguishing between
the MIs and BIs.

Fig. 3. Internet-like topology: 296 clients (red), 108 gateways (green), 221 backbone
(blue). (Color figure online)
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Test Setup: We ran our simulations (with 100 s of simulation time for each exper-
iment) on two different network topologies: a tree topology [4] (see Fig. 1) and
a more realistic large-scale ISP-like topology, i.e., AS-7018 [11] (see Fig. 3). The
selection of tree topology is because it represents one of the worst case to defend
IFA [1], while the larger ISP topology reflects the performance of mitigation
approach when deployed on the real Internet. The topology consist of a single
P and number of consumers, including four honest clients (C) and four adver-
saries (Adv) connected with multiple ICN routers. Adv requests for non-existing
content (i.e., MI), which exhibits distinct suffix (/good/rnd) compared to valid
content (/good/data) with frequency of 1000 interests/s. C requests the interests
(BI) for valid content which are entitled to P at a rate of 30 interests/s. The
total PIT size of R, i.e., 600 kbyte, thus we set the ρmax

th (rj
i ) and ρmin

th (rj
i ) equal

to 3/4 and 1/8 of total PIT capacity (i.e., 450 and 75), respectively.

Fig. 4. PIT usage, base-line (solid
lines) and ChoKIFA (dotted lines).

Fig. 5. BI and MI drop, base-line and
ChoKIFA.

5.1 Small-Scale Simulation

In this section, we present the results of tree topology to evaluate the impact
of attack and effectiveness of ChoKIFA. Figure 4 reports PIT usage of all the
routers as a function of the simulation time under IFA for the base-line scenario
(i.e., with no countermeasure) and, when the proposed countermeasure is active.
In our simulations to evaluate and compare ChoKIFA under IFA, adversaries
launches the attack at different time, i.e., starting from the 20th s, while the
benign users starts to request for existing content from the beginning (see Fig. 4).
Because of the design of CHoKIFA, approach allows the IFA to fill the PIT of all
the routers till 75 kilobyte before being able to start traffic flow comparison, i.e.,
minimum threshold of PIT. In contrast, after exceeding the minimum threshold,
ChoKIFA’s traffic flow comparison and interest dropping probability does not
allow PITs to exceed certain level (i.e., slightly higher than 75) which depends
on the dropping probability related to average PIT size. Results show (see Fig. 4)
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Fig. 6. Benign consumers ISR in small
topology.

Fig. 7. Global legitimate ISR in AS-
7018.

that gateway node to producer attains slightly higher PIT size than the rest of
routers since it receives aggregated amount of malicious traffic from the whole
network.

Figure 5 reports effectiveness of ChoKIFA under IFA, in terms of legitimate
(BI) and malicious traffic (MI) drop. It shows the percentage of total BIs and
MIs dropped over total received at each router, respectively. In particular, the
legitimate traffic is slightly affected (only 4% of BIs are dropped on an average)
with the use of ChoKIFA, while in base-line 90% of BIs are dropped. Because
the PIT is filled up with MIs, therefore, the drawn random interest from PIT is
also MI with the very high probability, and in consequence ChoKIFA drops only
MIs, i.e., both incoming and already stored in the PIT (see Fig. 5).

Figure 6 reports the ISR of benign users which can be achieved when
enabling ChoKIFA. We also compare these results with four different mitigation
approaches [1]. The first three approaches are lightweight and stateless neverthe-
less not effective in legitimate ISR. Results show (see Fig. 6) that Satisfaction-
based pushback is slightly effective than previous methods but it also induces
unnecessary signaling overhead by sending rate limiting announcements con-
tinuously in the whole network [1]. In particular, Fig. 6 reports that ChoKIFA
outperforms all four approaches in terms of all benign users ISR, remarkably.
In particular, ChoKIFA is able to main 97% of all benign users ISR, moreover,
induces 20 to 60% less false positives comparing to all four approaches while
mitigating the attack.

5.2 Large-Scale Simulation

In this section, we evaluate the performance of ChoKIFA by implementing a
real ISP-like topology (AS 7018) which is measured by the Rocket fuel project
[11] (see Fig. 3). To study the performance of ChoKIFA in ISP-like topology
and under a range of conditions, we varied the percentage of adversary in the
network and the frequency with which adversary is sending malicious interests.



ChoKIFA: A New Detection and Mitigation Approach Against IFA in NDN 63

Figure 7 confirms that rate limiting approaches [1] are not able to maintain
acceptable ISR for benign users in bigger topology as well. In particular, the
result shows the percentage of global ISR of all legitimate interests generated in
the network, where ChoKIFA maintains almost 97% of ISR during the attack.
Note that the attack duration, in this case, is from 20 to 80 s. Figure 8 shows
the ISR percentage of legitimate interests when we varied the percentage of
attackers in the network, precisely, the values ranged from 6% attackers to over
50% attackers in the network. The results are as expected—for ChoKIFA and
all four state of the art mitigation algorithms. As the number of attackers in the
network increases, the lower is the ISR ratio for legitimate interests. For instance,
in the case of the token bucket with per interface fairness, only 3 attackers can
halve the quality of service for the remaining 13 legitimate users. While the two
intelligent attack mitigation algorithms also show a decline in legitimate service
quality as the percentage of attackers increases. Although ChoKIFA outperforms
all mitigation algorithms and shows a very minor reduction in ISR ratio (i.e.,
approximately 3%) even when the attacker’s percentage is raised more than 50%.

Figure 9 shows the aggregated legitimate ISR ratio when we increased
malicious interest sending rate from 100 interests/s to 10000 interests/s. The
result shows that ChoKIFA remains almost unaffected even with huge amount
of increase in malicious interest frequency, while among all state of the art
approaches only Satisfaction-based pushback shows satisfactory results.

Fig. 8. Legitimate ISR with increasing
adversary.

Fig. 9. Legitimate ISR with increasing
malicious traffic.

6 Conclusion

In this paper, we address the interest flooding-based DDoS over NDN, which
is explicitly named as IFA. More specifically, we have found that several pro-
posed countermeasures, that adopt detection and reaction mechanisms based on
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interest rate limiting, are not highly effective and also damage the legitimate
traffic.

In our solution, we exploited an active queue management scheme to propose
an efficient detection and mitigation mechanism against IFA, which stabilizes
the router PIT. The proposed approach penalizes the unresponsive flows gen-
erated by adversarial traffic by dropping malicious interests generated during
the IFA. We implemented the proposed protocol on the open-source ndnSIM
simulator and compared it with the state-of-the-art. The results report that our
proposed protocol effectively mitigates the adverse effects of IFA and shows sig-
nificantly less false positives in comparison to the state-of-the-art IFA mitigation
approaches.
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Abstract. Traceroute is a popular network diagnostic tool used for
discovering the Internet path towards a target host. Besides network
diagnostic, in the last years traceroute has been used by researchers
to discover the topology of the Internet. Some network administrators,
however, configure their networks to not reply to traceroute probes or to
block them (e.g. by using firewalls), preventing traceroute from providing
details about the internal structure of their networks. In this paper we
present camouflage traceroute (camotrace), a traceroute-like tool aimed
at discovering Internet paths even when standard traceroute is blocked.
To this purpose, camotrace mimics the behavior of a popular TCP-based
application-level protocol. We show preliminary results that confirm that
camotrace is able to obtain additional information compared to standard
traceroute.

1 Introduction

The typical traceroute application, in its many forms, sends IP packets with
increasing time-to-live (TTL) to discover the network path towards a destination.
Traceroute relies on the fact that when a router receives an IP packet with TTL
equal to 1, the router should discard it and send to the source address an ICMP
packet indicating that the TTL has expired before arriving at the destination
(ICMP Time Exceeded) [19]. From that ICMP packet, traceroute is able to
discover the IP address of the router at that distance from the source.

Originally designed as a diagnostic tool, traceroute has been widely used by
researchers to discover Internet paths at various levels of abstraction, e.g. IP
interface, router, point-of-presence, and autonomous system (AS) [7,14,17,20].
The effectiveness of traceroute depends on the response rate to traceroute packets
of routers across the Internet and it can be limited by several factors [16]. First,
not all routers always send ICMP packets when receiving a datagram with TTL
equal to 1. Some may be configured to never send ICMP packets, some others
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may be configured to give low priority to this operation, and send ICMP packets
only when their load is low. In these cases, traceroute is not able to discover
part of the path. Another relevant factor that could affect traceroute perfor-
mance is the presence of modern firewalls, traffic shapers, or similar machines.
These devices are able to recognize traffic as belonging to different applications,
basing classification on the pattern or the payload of traversing packets (via
deep packet inspection). Then, certain classes of traffic can be blocked, shaped,
or throttled according to the network operator’s policies (in the EU this prac-
tice is prohibited as it goes against the network neutrality principles [4]). Some
operators configure their firewalls to block incoming and/or outgoing traceroute
traffic. Since traceroute does not belong to any end-to-end application, they
consider it useless (as it wastes the bandwidth available for other traffic), or
even potentially dangerous (e.g., DDoS attacks). If this happens, the last part
of the Internet path between a source and a destination will be unreachable by
measurement probes.

We devised camouflage traceroute (camotrace), a traceroute variant whose
aim is to bypass firewalls and shapers and to possibly discover those parts of
the network that are inaccessible to conventional traceroute tools. Camotrace
mimics the behavior of common application-level protocols to confound traffic
classification tools and avoid being blocked by firewalls. The idea is to estab-
lish a TCP connection between the measurement source and a server inside a
firewall-protected domain, and then vary the TTL of some TCP packets dur-
ing communication to discover the intermediate routers. We ran a validation
measurement campaign that showed that the output of camotrace is correct.
In addition, we ran a set of experiments on the Italian Internet that show that
camotrace is able to obtain additional information in comparison with classic
traceroute.

2 Related Work

The traceroute tool has been firstly developed for network diagnostic purposes by
Van Jacobson. This original traceroute uses UDP probes with high destination
port number, to maximize the chance of not finding a used one. Each probe
is sent with a TTL value increased by one with respect to the previous probe.
According to the ICMP protocol RFC [19], once a probe reaches an intermediate
router with a TTL value of 1, the router should discard it and send back to the
source an ICMP Time Exceeded reply, which notifies that the probe has stopped
on that router. On the destination, under the assumption that the destination
port is not in use, an ICMP Port Unreachable is instead sent back. This is the
implementation of the classic UNIX system’s traceroute. On modern systems
also an ICMP version of traceroute is available, based on ICMP Echo Request
probes instead of UDP ones.

Besides diagnostic purposes, traceroute has been used in several studies of
the past 15–20 years to infer Internet paths at various level of abstraction [6]:
(i) IP interface level, (ii) router level upon alias resolution [15], and (iii) AS
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level upon IP-to-AS mapping [5]. Traceroute measurements have been used as
a basis by several Internet mapping projects, such as CAIDA Ark [1,7], iPlane
[17], DIMES [20], or Portolan [9,10,13].

In the meanwhile, also some issues of the classic traceroute implementation
have been discovered. In particular, bias in the outcome of Internet mapping
measurements could be introduced because of the presence of load balancers,
firewalls, or other evolved network equipment commonly referred to as middle-
boxes [2,8]. Modern traceroute variants have been implemented to prevent or
reduce the impact of such issues. For example, Paris traceroute [2] is designed
to avoid known issues due to load balancers. The multipath detection algorithm
(MDA) has been subsequently added to Paris traceroute to integrate its ability
to discover all possible paths between a source and a destination in the presence
of load balancers [3]. Tracebox is instead a tool which is able to discover the
presence of middleboxes (i.e., machines that operate at levels higher than the
network level) along the path between the source and the destination [8]. These
tools however are not able to bypass firewalls specifically configured to block
traceroute executions, which instead is the purpose of camotrace.

TCP traceroute has been developed to be able to bypass firewalls config-
ured to block UDP- and ICMP- based probes. However, it must be noticed that
TCP traceroute behavior is different from the one we propose. TCP traceroute’s
probes are just TCP SYN packets, but a connection between source and des-
tination is never established. If the target host is not listening for incoming
connections, a TCP RST will be generated to indicate to the other endpoint
that the port is not open. Conversely, if the selected port on the target host is
open, a TCP SYN+ACK will be sent back to the host running TCP traceroute.
The latter terminates the connection with a TCP RST (the three-way hand-
shake is never completed). This makes TCP traceroute easily identifiable by
modern sophisticated firewalls. In camotrace instead, a TCP connection is first
established and only after that TCP segments are used as probes by varying
their TTL. Moreover, the payload of TCP segments contains the application-
level data of the protocol currently in use by camotrace (i.e. HTTP). These
differences are not marginal: since a connection is effectively established, pack-
ets can be considered by stateful firewalls as belonging to the same flow; since
the payload of TCP segments contains real application-level data, this may help
in making the flow being classified as non-diagnostic by deep packet inspection
mechanisms.

3 Method

To better understand the behavior of camotrace, we briefly recall the main con-
cepts upon which traceroute is based. Traceroute probes are IP packets with
either UDP, ICMP, or TCP payload. These probes are sent without establish-
ing a connection with the target host. For UDP probes, the payload is empty
or random; ICMP probes are ICMP Echo Requests; TCP probes are instead
TCP SYNs. Probes are sent cyclically with increasing IP TTL values, starting
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Algorithm 1. Camouflage traceroute probing algorithm
1: MAX TTL ← System default TTL
2: MAX DEPTH ← 40
3: MAX ATTEMPT ← 3
4:
5: for all x ∈ {1..MAX DEPTH} do
6: setTTL(x)
7: start timer
8: send an HTTP request
9: setTTL(MAX TTL)
10: nAttempt = 0
11: while ICMP Time Exc. not received && nAttempt < MAX ATTEMPTS do
12: while True do
13: try
14: listen for and consume ICMP Time Exceeded packets
15: if ICMP Time Exceeded packets arrive then
16: restart timer
17: break
18: end if
19: catch timer expired
20: break
21: end try
22: end while
23: if the server closes the socket then
24: connect to the server
25: end if
26: nAttempt = nAttempt + 1
27: end while
28: end for

from 1. Traceroute stops when the target host or a maximum TTL value (here-
after MAX DEPTH) is reached. Common traceroute implementations use 30
as the default maximum TTL value1. At each iteration, a probe can reach either
an intermediate router or the target host. Intermediate routers should send back
an ICMP Time Exceeded packet, which indicates that the probe has reached the
router with a TTL value of 1. The target host instead should respond with an
ICMP Port Unreachable (if UDP probe), ICMP Echo Reply (if ICMP probe), or
a TCP RST or SYN+ACK (if TCP probes), that will stop traceroute operations.

To disguise itself and bypass firewalls or other blocking entities, camotrace
mimics the behavior of application-level protocols. In particular, we implemented
camotrace to act as an HTTP speaker. Camouflage traceroute operates in two
phases. In the first phase camotrace establishes a connection with the target
host. Thus, to operate correctly, camotrace needs as a target for measurements
a host listening for connections for the implemented protocol (i.e., an HTTP-
based service or a Web-server). In its current implementation, to establish a
connection, camotrace uses sockets of type stream, relying on the operating sys-
tem support for the TCP protocol. In other words, to avoid implementing all the
intricacies of TCP mechanisms, camotrace implementation uses just the func-
tionalities offered by the stream socket interface. As a consequence, camotrace
does not have the visibility at the packet level for both outgoing and incoming

1 In some preliminary tests conducted using standard TCP traceroute, we observed
that 30 hops may be insufficient to reach all destinations. For this reason, we set
MAX DEPTH to 40 hops for the experiments described in Sect. 5.
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Fig. 1. Camotrace principle of operation.

traffic. The second phase is the probing phase. Once connected to the server,
camotrace changes dynamically the TTL associated with outgoing data to dis-
cover routers along the path. In this phase, camotrace operates according to
Algorithm 1. In detail, for values of x ranging from 1 to MAX DEPTH camo-
trace executes the following steps: (i) the time-to-live (TTL) associated with the
socket is set to x (this is done to discover the router at x hops from the sender);
(ii) up to MAX ATTEMPTS HTTP requests are sent through the socket: this
data will elicit an ICMP error on the router at x hops from the sender (camo-
trace may stop before MAX ATTEMPTS probes are sent if an ICMP error is
received); (iii) the TTL associated with the socket is reset to its default value
(MAX TTL), this is done to retransmit the HTTP request with a TTL that
makes it reach the other endpoint; (iv) ICMP errors are consumed; (v) the state
of the socket is checked: if it has been closed by the server, a new connection is
established. An overview of camotrace operations is shown in Fig. 1.

ICMP Time Exceeded errors are handled in a while cycle to cope with
possible TCP re-transmissions. The execution exits from the while cycle when
a timer associated with the socket expires (catch block). In other words, if no
ICMP Time Exceeded errors are received for a given amount of time, camotrace
assumes that the router at x distance is not responding and it proceeds to the
next hop. The payload of probes is an HTTP 1.1 GET request with the following
simple format:

GET / HTTP/1.1
Host: <target host name>
Connection: keep-alive

It must be noticed that camotrace is able to detect a hop only if an ICMP
packet is received. Since the destination host does not send any ICMP packet,
camotrace is not able to determine if, and eventually when, the target is
reached. Therefore, in its current implementation, the algorithm always con-
tinues until MAX DEPTH is reached. The default values for MAX DEPTH
and MAX ATTEMPTS are 40 and 3, respectively.

3.1 Performance Enhancements for Some Specific Cases

Since the Web server on the target machine is not under camotrace’s control,
the latter has to deal with arbitrary decisions that may affect the connection. To
cope with these events we modified the basic camotrace algorithm presented in
the first part of this section. In particular, two improvements were introduced.
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Fig. 2. Validation set up.

Managing Non Persistent Connections. To successfully operate, the con-
nection between the sender and the target has to be persistent. The HTTP 1.1
standard states that the connection between client and server should be persis-
tent [11]; however, some HTTP servers still close the connection immediately
after completing to serve a request. To bypass this problem, we implemented a
camotrace variant that, instead of sending a complete HTTP request at each
step, sends only a portion of the request (few bytes at a time). More precisely,
the operations illustrated in Algorithm 1 are changed by sending just a few bytes
of an HTTP request and not a complete one (Line 8).

Managing Other Unexpected Connection Closures Performed by the
Server. Even when adopting the above described mechanisms, the server may
still unexpectedly close the connection. This could be due to several reasons,
such as a high workload on the server or the presence of timers associated with
connections. In fact, if a request is not completed in a given amount of time,
or if the time between two consecutive requests is too long, the server can close
the connection with the client. This issue may affect both the default camotrace
algorithm and the variant previously described. To cope with this problem, when
a connection-close is detected camotrace connects again to the target and restarts
probing activities from the last hop reached during the previous run.

4 Validation

To validate camotrace both in terms of principle of operation and implementation
we ran a two-step validation.

We first checked if camotrace is able to correctly discover the path from a
source to a destination. We ran a measurement campaign with target belong-
ing to the GARR network. GARR is the Italian public research network that
connects all the Italian Universities and Research Centers [12]. The map of the
GARR network is publicly available2, thus we have been able to check if the paths
found by camotrace were correct. We ran measurements towards 17 machines
hosting the Web sites of University institutions and spread all over Italy. For all
targets we checked that the Web server was actually hosted in the network of
the considered institution. For all targets we successfully verified that the path
found by camotrace was equal to the one available on the network map.

2 https://gins.garr.it/xWeathermap/mapgen.php?slice=garrx top.

https://gins.garr.it/xWeathermap/mapgen.php?slice=garrx_top
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Second, we checked the ability of camotrace to bypass firewalls that are
configured to block traceroute traffic. This validation step was run in a con-
trolled environment set up between the IIT-CNR and the University of Pisa.
The machine running camotrace was located in the IIT-CNR network. In the
same network a Palo Alto firewall was in execution [18]. Such device is able to
recognize traffic at the application level via deep packet inspection, and then to
block, shape, and forward traffic according to policies defined by administrators.
We also set up a web server on a machine located at the University of Pisa. The
validation environment is shown in Fig. 2.

The Palo Alto firewall was configured to block all traceroute applications
between the machine hosted at IIT-CNR and the web server hosted at the Uni-
versity of Pisa. We ran three types of traceroute (UDP, ICMP, and TCP on
port 80) and camotrace between the two hosts. The Palo Alto firewall was able
to block all traceroute traffic except camotrace. Thus camotrace was the only
traceroute application which always managed to discover the entire path between
the source and the destination. In other words, camotrace was able to bypass
the Palo Alto firewall configured to block traceroute.

5 Results

We evaluated the discovering capabilities of camotrace using a large set of Italian
Web servers as targets. To generate the list of targets, we first collected from
the Italian DNS system approximately one million domains belonging to the .it
TLD. The list of domains was resolved to ∼800 k IPv4 addresses (the remain-
ing ∼200 k names were registered but not associated with any IP address). We
then removed duplicate addresses, thus obtaining a list of ∼92 k unique IPv4
addresses. The significant reduction from ∼800 k to ∼92 k addresses is due to
the fact that many websites are actually hosted by the same physical machine.
Finally, we selected a single IP address for each AS in the list, and this produced
a final set of 3 260 targets, which were used for the experiments described in the
following. For performing IP-to-AS mapping we used the Whois service provided
by Team Cymru [21]. The rationale for the last step was to be able to carry out
experiments in a reasonable amount of time (collecting traceroute results is time
consuming) while preserving heterogeneity. We suppose that traceroute filtering
policies may be quite different from organization to organization, whereas poli-
cies can be reasonably homogeneous within a single organization. The significant
reduction of the set of targets caused by the last filtering step is due to the fact
that a large fraction of websites is managed by a relatively small number of host-
ing providers. For each of these destinations we executed both camotrace with
the reconnect option and TCP traceroute. Both were configured to explore paths
with MAX DEPTH = 40 hops. We compared camotrace with TCP traceroute
only, as the latter is known to have better discovering capabilities in comparison
to ICMP and UDP traceroute.

For 629 targets, camotrace was not able to successfully perform the con-
nection to the server. There are several possible reasons behind this behavior:
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Fig. 3. Percentage of paths where camotrace finds more nodes (case 1), TCP finds
more nodes (case 2), both find some nodes not found by the other but not all the
nodes of the other (case 3), both find exactly the same nodes (case 4).

the target host may be disconnected, the target may be behind a completely
blocking firewall, or a Web server may be unavailable on the target host. In
fact, the presence of an entry in the DNS system does not imply that a Web
server is necessarily running at that address. For 89.5% of the 629 targets, also
TCP traceroute was unable to reach the destination machine (even though it
was able to collect information about the intermediate nodes along the path),
thus suggesting that the target IP address is not allocated. Since camotrace
requires a Web server in execution at the target machine, this subset of targets
has been discarded, and hereafter only the targets for which camotrace is able
to successfully perform the connect operation will be taken into account.

Figure 3 shows the fraction of paths in which camotrace is able to find addi-
tional information on intermediate nodes with respect to TCP traceroute (case 1)
and vice-versa (case 2). The third column shows the fraction of paths where each
algorithm is able to find some more hops with respect to the other algorithm,
but at the same time is unable to find all the hops of the other one (case 3).
Finally, the last column shows the fraction of paths where the two algorithms
find the same set of hops (case 4). More formally, let us call Icam and Itcp the
sets of intermediate nodes found by the two algorithms along the path3. The
first and second columns represent the fraction of targets where Icam ⊃ Itcp
and Icam ⊂ Itcp, respectively. The third column corresponds to the case when
Icam �= Itcp and Icam, Itcp ⊂ (Icam ∪ Itcp). Finally, the last column represents
the case when Icam = Itcp.

For approximately 83% of probed paths, camotrace and TCP traceroute
found the same set of intermediate nodes. This means, conversely, that in approx-
imately 17% of the paths the chosen algorithm influences the set of discovered
routers. In particular, case 1 accounts for ∼10%, whereas case 2 accounts for
∼6%, demonstrating that camotrace may be able to provide more information.
Case 3 covers a limited number of paths (∼1%).

3 For example, I = {1, 4, 5} when the first, fourth, and fifth routers are found.
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(a) Excluding the last occurrence of the destination ad-
dress in TCP traceroute.

(b) Excluding all the occurrences of the destination ad-
dress.

Fig. 4. Number of additional nodes.

The above results provide an indication on the number of paths where camo-
trace performs better than TCP traceroute and vice-versa, but they do not mea-
sure the amount of additional information that is discovered. Figure 4a shows
the number of additional IP interfaces that each algorithm is able to find in the
paths containing differences (which are, as mentioned, ∼17% of the total number
of paths). For each number of additional IP interfaces, the number of occurrences
for both camotrace and TCP traceroute are presented. As expected, camotrace
is able to find a higher number of IP interfaces. For example, camotrace is able
to find one additional IP interface in comparison to TCP traceroute on the path
towards approximately 240 targets, while the opposite occurs approximately 170
times. For two and three additional interfaces TCP performs slightly better, then
for higher numbers of interfaces camotrace is again better. In few cases, TCP
traceroute finds almost all the IP interfaces along the path whereas camotrace
is unsuccessful. This explains the long tail of the TCP traceroute distribution.
These limited number of cases are due to some anomalous behaviors that are
analyzed in Sect. 5.1.
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Fig. 5. Number of new IP interfaces, or groups, found by the two methods against the
normalized position.

As previously mentioned, camotrace, differently from TCP traceroute, is not
able to detect the target machine. Thus, the above results have been computed
not considering the last hop found by TCP traceroute, i.e. the target itself.
However, during the analysis, we noticed that in some cases some intermediate
nodes were replying using the target’s address. This could indicate that such
hosts are behind a NAT connected to the public Internet using the target’s
address. We thus computed again the number of additional IP interfaces but
excluding the target address, to show that this phenomenon marginally affects
the previously discussed results (Fig. 4b).

In addition, we computed the position along the path of the additional (or
groups of additional) IP interfaces found by the two methods (for groups, just
the starting position is considered). Since the length of the path is different from
target to target, the position is expressed as a percentage from the beginning of
the path. Figure 5 shows that for camotrace the newly discovered IP interfaces
are mostly in the second half of the path, and in particular in the last 25%.
This is rather expected, as it is reasonable to suppose that the majority of
classification and filtering systems are placed in non-transit networks. It must
be noticed that in the first 25% of the considered paths, only TCP traceroute is
able to discover more interfaces than camotrace, whereas the opposite does not
occur. This situation takes place just a few times, for some atypical behaviors
described in Sect. 5.1.

5.1 Analysis of Some Atypical Situations

Figure 4 includes a limited number of cases where TCP traceroute finds a rather
large number of hops unseen by camotrace. We analyzed these cases in detail
using a packet sniffing tool (Wireshark) and we found two main anomalous
behaviors.

The first situation takes place right after the connection is established. The
target server sends a TCP window update message that resets the TTL value
to its maximum value. This means that subsequent messages are sent directly
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to the server and camotrace is unable to receive any ICMP message from the
intermediate nodes. After the first message has been received these anomalous
servers send a new TCP window update message or close the connection. This
forces camotrace to open a new connection, thus starting the same behavior
again. In the end, camotrace is not able to send any message with TTL lower
than 64 and no hop along the path can be discovered.

In the second case, the server accepts the connection but an HTTP reply
is never sent. Camotrace sends the first message with TTL = 1 receiving an
ICMP message from the first router. Then it sends a message to the destination
with TTL = 64 but no response is received. The underlying TCP layer starts to
retransmit the packet and all following requests are queued. No ICMP message
from the intermediate routers is received (with the exception of the first one).
In some cases, after a while, the server sends a TCP reset and the connection
can be re-established. However, since the server keeps being not responsive to
HTTP requests, only an additional intermediate node can be discovered.

6 Conclusion

Traceroute is the most widely used tool for obtaining information about the
topology of the Internet, and in the last decades it has been the cornerstone
of countless research works. Camouflage traceroute tries to expand the amount
of information collected in those portions of the network where operators apply
restricting policies to diagnostic traffic. This is done by mimicking the behavior
of application-level traffic, thus reducing the probability of being classified and
consequently restricted. The main limitation of camotrace is that a server is
required to be running on the target machine, as camotrace needs that a con-
nection is open for delivering probes containing application-level traffic. Current
implementation of camotrace only supports HTTP traffic, but other applica-
tion protocols can be added to further improve its discovering capabilities and
increase the set of possible targets.

Experiments carried out on the Italian Internet show that camotrace is able
to provide more information than TCP traceroute in approximately 10% of the
paths, while the opposite occurs in 6% of the paths. We believe that this is a good
improvement, especially considering that the traceroute tool is well consolidated.
Moreover, it is possible to conceive a tool that first operates as the classical TCP
traceroute and then as camotrace, to finally produce a set of intermediate routers
that corresponds to the union of the results obtained by the two methods.

Future work will focus on studying how to cope with camotrace limitations,
mainly the ability to discover the target IP address. In addition, we plan to
execute a world-wide measurement campaign to evaluate both the soundness of
camotrace and the diffusion of traceroute blocking mechanisms at a planetary
scale.
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Abstract. Various applications used by mobile users today need seam-
less connectivity for providing a good quality user experience. Enterprise
Wireless Local Area Network (WLAN) is one of the technologies used by
mobile devices to connect to the Internet in several environments. For
providing seamless connectivity and communication, mobility manage-
ment becomes an important aspect of such deployments. In this paper,
we propose a client-unaware handover process for NAT (Network Address
Translation) operation mode of the access points in a Software Defined
Networking (SDN) based enterprise WLAN framework. The proposed
mechanism has been implemented in simulation and the results show
that the proposed mobility management mechanism is able to achieve
seamless handover and provide uninterrupted connectivity and commu-
nication to the mobile devices.

Keywords: Enterprise wireless LANs · Mobility management ·
Software defined networks

1 Introduction

With the exponential increase in the number of mobile devices and applications,
the mobile data traffic for the Internet has increased manifold. The mobile users
use a myriad of mobile applications on a day-to-day basis and many such appli-
cations require seamless connectivity for a good quality user experience. Mobility
management, thus, becomes a very important aspect of any wireless technology.

Enterprise wireless local area network (WLAN) technology provides Internet
connectivity to mobile devices in several environments, such as building, campus.
The deployment of such a network comes with its own set of requirements such
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as network security, load balancing, mobility management, etc. In this paper, we
delve into the mobility management aspect of the enterprise WLANs.

In WLANs, the connection initiation and termination is taken care of by
the mobile devices [2]. As a result, the handover process is mobile device driven.
When the mobile device moves away from the current AP and the signal strength
is not strong enough for communication, the mobile device disconnects from the
current AP. It then searches for a suitable AP and finally connects with a new
AP. This results in an interruption in the communication. Though IEEE 802.11r
[1] reduces the handover delay, disruption in communication will still be there.

Thus, mobility management in WLANs is distributed in nature and because
of this mobile devices encounter unnecessary disconnection while moving across
the entire coverage area. A centralized mobility management mechanism, having
a global view of the entire WLAN, can solve this problem. The network can
track the movement of mobile devices and can also detect an imminent handover.
Instead of the mobile devices, the network can initiate the handover and, as it has
a global view, it can also choose the AP which the mobile device should connect
with after the handover. This process will significantly reduce the handover delay,
and the ongoing communication will not get interrupted.

The advent of SDN [12–16] has paved a way for centralized network design
and control. This has been achieved by decoupling the data plane and the con-
trol plane of a switch (router) and placing the control plane in a centralized
controller. Such a design allows the controller to have a global view of the entire
network. SDN also enables network programmability by allowing the deployment
of customized control applications at the controller. To reap the benefits of such
a design, we have proposed a client-unaware, seamless handover process for NAT
(Network Address Translation) operation mode of the access points (AP) in a
Software Defined Networking (SDN) based enterprise WLAN framework. In this
paper, we have considered the SDN based framework proposed in [17]. In [17],
a non-NAT handover process is also proposed which creates tunnels in order to
correctly deliver packets to the roaming STA after the handover. We have only
used the SDN based framework in this paper. Additionally, we have extended the
framework by adding features in order to aid the proposed NAT based handover
mechanism. The additional features are providing a unique transport layer port
number across all Light APs for the NAT entry of a flow by the SDN Controller,
and tracking as well as storing of the NAT entries for the flows of each STA
at the SDN Controller. The proposed handover process has been implemented
in OMNeT++ simulator [19] and the results from the simulation show that the
handover process is able to achieve seamless handover and provide uninterrupted
communication to the mobile devices.

The rest of the paper is organized as follows. Section 2 presents the related
work. Section 3 presents the proposed handover mechanism. Section 4 describes
the simulation-based performance results. Section 5 concludes the paper.
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2 Related Work

In this section, we discuss some of the proposed mobility management schemes
for WLANs which try to reduce the delay during a handover process.

Handover management mechanisms for WLANs are proposed in [4,6,7,9,10];
however, the handover processes described in the papers are initiated by the
mobile devices. As a result of this type of handover process, the communication
of the ongoing sessions is disconnected and it can resume only after the handover
is completed.

Mobility management mechanisms proposed in [5,8,18,20,21] are initiated
by the network instead of the mobile devices. In [8], a mechanism is presented to
migrate all the associated mobile devices of an AP to another one. However, this
mechanism does not take into consideration that some of the mobile devices may
not be in the coverage area of the second AP, thus resulting in disconnection
of those mobile devices after the migration. Moreover, the proposed mechanism
does not support the handover of an individual mobile device.

The Odin project [18] uses a Light Virtual AP (LVAP) for representing each
mobile device. Each LVAP is configured with a unique basic service set identi-
fier (BSSID). It is stored at the physical AP with which the mobile device is
connected. In the paper, handover of a mobile device is handled by removing
its LVAP from one AP and adding the LVAP to another one AP. Though this
mechanism achieves client-unaware handover, it does not re-route the packets,
which have the roaming mobile device as the destination, from the old AP to
the new AP. As a result, the on-going communication may get disconnected, in
certain situations, until the communication is re-established by the application,
running on the mobile device. The paper also proposes unicasting of Beacon
frames to each mobile device. For large WLANs, this will increase the wireless
traffic leading to collisions with other frames.

In [20], a similar LVAP based approach is discussed. A handover mechanism
is proposed which takes into consideration the signal strength, the load on the
APs and the location of the mobile devices during taking a decision on the
handover of the mobile devices. However, [20] has similar shortcomings as that
of [18].

In [21], an SDN based framework is proposed, where the SDN controller
detects an imminent handover and modifies flows at the old and new APs appro-
priately. The controller then proactively adds flows to the SDN enabled wired
backbone to correctly deliver the data packets having the mobile device as the
destination. This proactive route update may become a bottleneck for large
WLANs. This is because of the added overhead of storing all the alternate paths
at the controller and the number of flow modification messages required to be
send for the route update.

In [5] Croitoru et al. propose that to have seamless mobility, the mobile
devices should connect with all the available APs and the traffic should be split
across them by using the Multi-path TCP (MPTCP) protocol. As the paper
only takes care of TCP traffic, UDP traffic will not have an uninterrupted com-
munication during handover. Moreover, the paper suggests multiple client-side
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modifications so that the throughput does not get severely affected in some sce-
narios. As a result, the clients without such modifications will suffer from low
throughput.

In our proposed solution, we make modifications at the AP side only. The
mobile devices do not require any changes. The SDN controller, in the proposed
solution, detects imminent handovers and instructs the APs to initiate the han-
dover processes. The data packets having the mobile devices as the destination
are re-routed to the new APs by updating NAT entries after the handovers are
completed. The proposed solution does not require the complete wired back-
bone to be SDN enabled. Moreover, the number of NAT entry updates remains
the same even when scaling to large WLANs. Thus, we efficiently address the
shortcomings of the above-mentioned work in our proposed solution.

3 Proposed Handover Mechanism for SDN Based
Enterprise WLAN Framework

This section presents the proposed handover mechanism for SDN based enter-
prise WLAN. We have considered the SDN based enterprise WLAN framework
proposed in [17]. Figure 1 depicts the SDN framework for the proposed NAT
based handover mechanism.

Fig. 1. Software defined enterprise WLAN framework.

In the framework, all the access points (APs) are SDN enabled. They all
connect to the SDN Controller called the Wireless Controller (WiC) using the
OpenFlow [16] protocol. The APs are called Light APs as the MAC management
functionalities are split between the APs and the WiC. The WiC handles the
Authentication and Deauthentication Services, the Association, Disassociation
and Reassociation Services, and the Distribution Service and the Light APs
handle the Probe Response Service, the Integration Service, and the Beacon
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Generation Service. All the Light APs are configured to operate on the same
channel. They are also configured with the same SSID and BSSID. Consequently,
it will seem to the mobile stations (STAs) that only single AP is available. All
the configurations are done centrally through the WiC.

The WiC has a global view of the entire enterprise WLAN because of the
splitting of the MAC management functionalities. As a result of this design,
the WiC can track and detect any imminent handover. Thus, the WiC can
initiate the handover processes for the roaming STAs. Moreover, as the STAs
are unaware of the availability of multiple APs, even after the completion of
the handover, the STA will not be able to detect any change in its connectivity.
As a result, the on-going sessions at the STAs will continue uninterrupted even
during the handover. Additional features, such as providing a unique transport
layer port number across all Light APs for the NAT entry of a flow by the WiC,
and tracking as well as storing of the NAT entries for the flows of each STA
at the WiC, are added to the SDN based framework proposed in [17]. These
additional features aid in the operations of the proposed NAT based handover
mechanism.

NAT Based Handover Mechanism. In this handover process, the WiC peri-
odically checks whether any STAs are moving away from their corresponding
Home APs and if so then the WiC initiates handover for all those STAs. The
Light AP, with which an STA is currently connected, is called the Home AP
of the STA. For this handover process, the Gateway router, which connects the
enterprise WLAN with the Internet, should also be OpenFlow compliant and
should connect with the WiC. The Light APs, as well as the Gateway router,
implement the NAT functionality.

Whenever a Home AP receives the first packet of a new flow from an STA,
it contacts the WiC for a unique port number across all the Light APs for the
NAT entry of the flow. The WiC will assign a unique port number for the flow
and inform the Home AP about it. The WiC will also map the STA address to
the NAT entry containing the source and destination IP addresses, the source
and destination port numbers and the unique port number. The Home AP will
also store the same NAT entry containing all the information. It will then apply
NAT on the packets of the flow by changing the source IP address of the Home
AP’s IP address and the source port number to the unique port number.

Whenever a data frame from any STA is received by a Light AP, including its
Home AP, the signal strength of the frame is reported to the WiC by the Light
APs. For each STA, the WiC keeps track of the Light AP, which is currently
receiving the maximum signal strength from that STA.

The WiC periodically calls the handover process, described in algorithm 1,
and checks the handover criterion for each STA. That is, if the Home AP of
the STA is not the Light AP (max AP) currently receiving the maximum signal
strength from that STA, then the handover process for the STA is initiated.

If there exist any NAT entries corresponding to the STA at the WiC, it
will send OpenFlow Experimenter messages to add them to the max AP. This
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Algorithm 1. NAT based Handover Mechanism
1: procedure Handover
2: for each STA do
3: if STA→HomeAP �= STA→maxAP then
4: for each NAT entry for STA do
5: Add NAT entry to STA→maxAP

6: end for
7: Change STA state to NOT AUTHENTICATED in STA→HomeAP

8: Change STA state to ASSOCIATED in STA→maxAP

9: Set STA→HomeAP to STA→maxAP

10: for each NAT entry for STA do
11: At the Gateway update source address of NAT entry to

address of STA→maxAP

12: end for
13: end if
14: end for
15: end procedure

will ensure any incoming packets from the Gateway router, belonging to any
existing flows corresponding to the STA, will be properly routed by the max AP
by applying NAT.

After this, the STA has to be migrated to the max AP from the Home AP
without directly involving the STA. For achieving this, the Home AP and the
max AP will be instructed by the WiC to change the state of the STA to Not
Authenticated and Associated state respectively. The max AP now becomes the
Home AP of the STA. As all the Light APs are configured with same SSID
and BSSID, the STA will not detect any change in its connectivity after these
operations.

The WiC then will send OpenFlow Experimenter messages to the Gateway
router to update the NAT entries corresponding to the STA. The source IP
address of those NAT entries will be changed to the IP address of the max
AP. After the changes are made, if any packet, belonging to any existing flows
corresponding to the STA, comes to the Gateway router from a remote host, the
Gateway router will route the packet to the max AP which, in turn, will route
the packet to the STA by appropriately applying NAT.

4 Simulation-Based Performance Study

The proposed handover process for NAT operation mode of APs has been imple-
mented in the OMNeT++ simulator [19] (version 5.0). The INET framework [3]
(version 3.4.0), which is an open-source OMNeT++ model suite for wired, wire-
less and mobile networks, and an OpenFlow extension to the INET framework
[11] are used for the implementation.
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4.1 Simulation Setup

The STAs and the APs are all configured to operate in IEEE 802.11n mode on
the 2.4 GHz frequency band at a maximum data rate of 600 Mbps. All the APs
connect to the remote hosts via the Gateway router. The STAs always move
through the coverage area of the APs. Each STA randomly chooses a direction
(right or left) towards which it will move. The STAs move in the chosen direction
at a speed of 10 m/s until they reach an end of the simulation area and then
start moving in the opposite direction with the same speed. This type of mobility
model is chosen to ensure the occurrence of at least one handover per STA during
the simulation.

We have compared the performance of the proposed handover process with
the handover processes of the traditional enterprise WLAN and the Odin frame-
work [18]. For the purpose of simplifying the routing process, static routes are
pre-installed in all the network elements wherever required.

UDP and TCP applications are set up on the STAs and the remote hosts.
Throughput, packet delivery ratio, and delay are measured for the performance
study. Each STA sends a request to a remote host and the remote host sends
traffic to the STA at the rate of 1.024 Mbps. In one simulation scenario, the STAs
send UDP traffic request and in another one, the STAs send TCP traffic request.
Each STA sends the request at a randomly chosen time between 5 s and 10 s of
simulation time. The remote hosts, after receiving the request, keep sending the
traffic till the end of the total simulation time. The sender application continues
to send packets even if there is a disconnection during the handover process.
If the receiver application detects that there is a disconnection, to reconnect,
it sends a request packet to the sender application. The request is sent again
because in the cases of traditional enterprise WLAN and Odin framework, there
might occur disconnections during handovers. If the receiver application does
not send a request packet after detecting a disconnection, then the subsequent
packets sent by the remote host will not reach the STA. All the experiments are
run for a total of 45 simulation seconds to ensure the occurrence of at least one
handover per STA during the simulation.

4.2 Performance Evaluation Results for Fixed Number of APs

The parameters used for running the next set of simulations are summarized in
Table 1.

Figure 2a and b present the average UDP throughput and packet delivery
ratio experienced by the STAs. The UDP throughput and packet delivery ratio
decrease as the number of STAs increases because, as the number of STAs
increases the chance of interference and collision increases, resulting in higher
packet loss. The average UDP throughput for the proposed handover process
reaches 1.024 Mbps for 10 STAs and the reduction in throughput is almost neg-
ligible as the number of STAs increases from 10 to 80. From the packet delivery
ratio plot, we can see that for the proposed handover process negligible loss
is experienced for the case of 10 STAs and as the number of STAs increases,
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Table 1. Simulation parameters for fixed no. of APs

Parameter Value

No. of APs 10

No. of mobile stations Varies from 10 to 80

Speed of mobile stations 10 m/s

Traffic at each mobile station 1 UDP application of 1.024 Mbps

1 TCP application of 1.024 Mbps
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Fig. 2. Throughput and packet delivery ratio for UDP applications for varying number
of users.

the packet delivery ratio remains almost same. This shows that the proposed
handover process is able to provide seamless handover for varying number of
STAs and as a result, high throughput and high packet delivery ratio can be
achieved. For the case of Odin framework, though for most of the cases the aver-
age throughput is almost 1 Mbps, the packet delivery ratio varies between 92%
and 94%. This shows that though the handover process in Odin is able to reduce
the handover delay, it fails to provide seamless handover, which results in packet
loss during the handover. For the traditional enterprise WLAN framework, the
throughput considerably reduces as the number of STAs increases. Even for the
case of 10 STAs, the average throughput is below 1 Mbps. Similar results can be
seen from the packet delivery ratio plot. The packet delivery ratio, for the case
of 80 STAs, reduces to almost almost 50%. This shows that during handover
there is high packet loss in the case of the traditional handover process and it
increases with the increase in the number of STAs.

Figure 3 presents the per packet average UDP delay experienced by the STAs.
It can be seen that the average delay increases as the number of STAs increases.
Except for the case of 50 STAs, the average delay experienced by the STAs for
the proposed handover process and the handover process in Odin framework are
comparable (ranges between 3 ms and 10 ms). For the case of 50 STAs, the
average delay experienced for the handover process in Odin framework (approx.
44 ms) is much higher than that of the proposed handover process (approx. 6 ms).
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However, for the case of traditional enterprise WLAN, the delay experienced is
significantly high compared to that of the other two handover processes and
ranges between 33 ms and 2.13 s. This shows that both the proposed handover
process and the handover process for the Odin framework reduce the handover
delay because of which the average delay experienced by the UDP applications
is less than that of the handover process for traditional enterprise WLAN.
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Fig. 4. Throughput and packet delivery ratio for TCP applications for varying number
of users.

Figure 4a and b present the average TCP throughput and packet delivery
ratio per application experienced by the STAs. The TCP throughput and packet
delivery ratio remain high for all the handover processes as TCP retransmits
all the dropped packets, due to handover and interference, within a very short
period of time. As a result, the overall average throughput and packet delivery
ratio remain high in spite of packet loss during handover. We can see that even
though the average TCP throughput for all the handover processes remains high
(around 1 Mbps), the average throughput achieved for the proposed handover
process is highest for all the cases. For all of the cases, it achieves a throughput of
1.024 Mbps. We can see that the packet delivery ratio achieved for the proposed
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handover process is also highest for all the cases with negligible packet loss. This
shows that the proposed handover process is able to provide seamless handover
for varying number of STAs and as a result, high throughput and high packet
delivery ratio can be achieved. For the case of handover processes for the Odin
framework and the traditional enterprise framework, even though they are able to
achieve high throughput, still they suffer from packet loss which happens during
the handover process (packet delivery ratio ranges between 93% and 95%).
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Fig. 5. Average TCP delay for varying number of users.

Figure 5 presents the per packet average TCP delay experienced by the STAs.
The average delay increases as the number of STAs increases for the case of the
proposed handover process and the handover process for the Odin framework,
but the average delay for the proposed handover process is always less than that
of Odin framework. This shows that though both handover processes reduce the
handover delay, the handover process for the Odin framework does not achieve
seamless handover which results in TCP retransmitting all the dropped packets.
This, in turn, increases the total number of packets in the system thus resulting
in higher average delay (more buffering). The average delay experienced in the
case of the proposed handover process is also less than that of the handover
process for traditional enterprise WLAN for all the cases. This shows that the
handover delay is reduced by the proposed handover process and as a result, the
TCP applications experience less delay.

4.3 Instantaneous Throughput Results

The parameters used for running the next set of simulations are summarized in
Table 2.

Figure 6a and b present the instantaneous throughput of UDP and TCP
applications respectively over the complete simulation time experienced by a
randomly selected mobile station for all the three handover processes. The case
of 4 APs and 10 STAs is chosen as in this case there will be little to no inter-
ference and we can clearly understand the effect of handover on throughput.
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Table 2. Simulation parameters for checking instantaneous throughput.

Parameter Value

No. of APs 4

No. of mobile stations 10

Speed of mobile stations 10 m/s

Traffic at each mobile station 1 UDP application of 1.024 Mbps

1 TCP application of 1.024 Mbps

 0

 200

 400

 600

 800

 1000

 1200

 0  5  10  15  20  25  30  35  40  45

T
h

ro
u

g
h

p
u

t 
(k

b
p

s)

Time (second)
Proposed handover

Traditional handover
Odin handover

(a) UDP Throughput.

 0
 1000
 2000
 3000
 4000
 5000
 6000
 7000
 8000

 0  5  10  15  20  25  30  35  40  45

T
h

ro
u

g
h

p
u

t 
(k

b
p

s)

Time (second)
Proposed handover

Traditional handover
Odin handover

(b) TCP Throughput.

Fig. 6. UDP and TCP throughput experienced by a random mobile station.

For both UDP and TCP applications, there are interruptions during the han-
dover processes for traditional enterprise WLAN and Odin framework but the
communication in Odin framework resumes quickly compared to that of the tra-
ditional WLAN. This shows that even though Odin framework is able to reduce
the handover delay, there still will be an interruption in the communication
during the handover as the packets are not re-routed to the new AP after the
completion of the handover process. The throughput of the TCP application
spikes up just after the handover in the traditional enterprise WLAN and Odin
framework. This is because, as soon as the connection is re-established all the
packets, which were dropped during the handover, are retransmitted by the TCP
layer at the remote host. However, for the UDP application, all the packets, sent
during the handover, get dropped. Only when the connection is re-established
after the handover, the UDP packets get delivered to the STA.

For the proposed handover process, the communication continues uninter-
rupted and the throughput, for both types of applications, remains high even
during the handover. This shows that the proposed handover process is able to
reduce the handover delay and also provide seamless handover to the roaming
STA.

The simulation-based performance evaluation results show that the handover
process is able to seamlessly handover the STAs with negligible handover delay.
We can also see that the handover process is capable of serving a high number
of STAs (10 to 80) with more network load and is still able to achieve high
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throughput with low packet loss. Thus, it can be said that the proposed handover
process is well suited for enterprise WLAN environment.

5 Conclusions

Enterprise WLAN is used by mobile devices to connect to the Internet in various
environments. Mobility management becomes an important aspect in an enter-
prise WLAN for providing seamless connectivity to the various mobile applica-
tions running on the mobile devices. In this paper, we have proposed a NAT
based seamless mobility management mechanism for an SDN based enterprise
WLAN framework. The performance study shows that the proposed mobility
management mechanism is able to provide seamless, uninterrupted connectivity
during handovers. Thus, high throughput and packet delivery ratio is achieved
with the delay being within reasonable limits. As part of future work, this work
can be extended to studies in a large-scale enterprise or campus environment to
fully understand the potential benefits.
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Abstract. The success of a UAV mission depends on communication
between a GCS (Ground Control Station) and a group of UAVs. It is
essential that the freshness of the commands received by UAVs is main-
tained as mission parameters often change during an operation. Ensuring
the freshness of the commands received by UAVs becomes more challeng-
ing when operating in an adversarial environment, where the communica-
tion can be impacted by interference. We model this problem as a game
between a transmitter (GCS) equipped with directed antennas, whose
task is to control a group of UAVs to perform a mission in a protected
zone, and an interferer which is a source spherically propagated jam-
ming signal. A fixed point algorithm to find the equilibrium is derived,
and closed form solutions are obtained for boundary cases of the resource
parameters.

Keywords: Age of information · Jamming · Nash equilibrium ·
Proportional fairness

1 Introduction

In many Unmanned Aerial Vehicle (UAV) applications, a Ground Control Sta-
tion (GCS) communicates with a group of UAVs to send instructions to control
each UAV’s mission. However, when such active communication faces the threat
of hostile interference, the result can be delay or even interruption in getting
such instructions. Larger periods of delay or interruption lead to reduced fresh-
ness of received instructions, and can decrease the probability of mission success.
Thus we model the probability of mission success as a function of the age of the
received information. Such considerations have been gaining prominence in the
research literature lately, as reflected by interest in the age of information (AoI),
a system delay performance metric that has been widely employed in different
applications [1,13,23,25,26].

The pioneering paper, on the impact of hostile interference on age of infor-
mation is [17]. Our work is based the model of [17] suggesting a relationship
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between SINR at the receiver and AoI of update packets. We employ this app-
roach to model a scenario where a group of UAVs is cooperating to perform a
mission. A transmitter GCS employs directional antennas to control the UAVs
while jammer radiates a spherically symmetric interference intended to cause
the mission to fail. We model this problem via a game-theoretical approach. An
interesting feature of this problem is that the rivals have different structures for
their strategies. Specifically, the GCS’s strategy is power allocation individually
between the UAVs, while the interferer’s strategy involves assigning power to
jam the whole UAV group. While for most jamming games studied in literature
rivals strategies have the same structure: either power allocation for both rivals
[16,20,24] or assigning power level [7,12,17,22] for both rivals.

2 Model

We consider a group of n UAVs that, following their route/mission to a target
in a protected zone, must communicate with the GCS to get/verify position and
mission data. The GCS is equipped with n antennas (or n separate antenna
beams) to communicate with these UAVs. This communication can be damaged
by active interference that might lead to loss of navigation commands and fail-
ure of the mission. An interferer, located in the protected zone, is a source of
spherically symmetric interference intended to cause the UAV mission to fail.
As a metric for data updating in this paper, we consider AoI which reflects the
time that has passed since the last update. We assume that the probability πS of
mission success is a function of the average age of information A, and this func-
tion is decreasing with A such that: (a) πS(0) = 1, i.e., if the data is up-to-date
the mission succeeds with certainty; and (b) πS(A) ↓ 0 for A ↑ ∞, i.e., if data is
never updated, then the mission fails with certainty. To model the probability of
mission success, we will use the ratio form contest success function. This is com-
monly used to translate involved resources into probability of winning or losing,
and has been widely applied in different economic and attack-defense problems
in the literature; see, for example, [5,9,11,19,21]. In our scenario, the metric
that dictates whether the mission is successful or fails, is age of information.
Specifically, in terms of positive constants a and b, the probability of mission
success is

πS(A) =
b

b + aA
. (1)

2.1 Age of Information

To model age of information, we will employ a generalization of the model intro-
duced in [17]. For convenience of the readers, we give a brief description:

(i) The GCS can transmit at a rate that is proportional to the signal to inter-
ference plus noise ratio (SINR) at the receiver. Following [17], when pi and
q are the powers of the transmitting signal by GCS to UAV i and interfering
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signal, and hi and gi are the corresponding channel gains to the UAV, the
packet transmission rate associated with power profile (pi, q) is

μi(pi, q) = ziSINR(pi, q) = zi
gipi

Ni + hiq
, (2)

where Ni is background noise power and zi is a positive constant.
(ii) Depending on the model for how update packets are delivered to the UAV,

the age of information metric Ai takes on the form

Ai(pi, q) =
c

λi
+

d

μi(pi, q)
(3)

for packet arrival rate λi and constants c ≥ 0 and d > 0. In particular, when
(c, d) = (1, 2) and fresh update packets are generated at the UAV as a rate
λ Poisson process, the age metric A(p, q) corresponds to the average peak
age of an M/G/1/1 queue [3,10]. This is the age metric employed in [17].

We note that various other age metrics can be modeled by specifying (c, d) in
(3). For example, with (c, d) = (1, 1), Ai(pi, q) is the average AoI of an M/M/1/1
server supporting preemption in service [15]. Furthermore, with (c, d) = (0, 2)
and just-in-time arrivals (i.e., a fresh update goes into service precisely when the
server would become idle) at a rate μi(pi, q) memoryless server, Ai(pi, q) is again
the average AoI [14]. Finally, with (c, d) = (0, 3/2), Ai(pi, q) corresponds to just-
in-time updates transmitted with deterministic service times at rate 1/μi(pi, q)
[14]. In the following, we refer to Ai(pi, q) as the AoI for any c ≥ 0 and d > 0.

2.2 Formulation of the Game

To define game we have to describe: (a) the set of players, (b) the set of feasible
strategies of each player, and (c) the player’s payoff [4]. In our scenario, there are
two players: the interferer and the GCS. A strategy of the GCS is a non-negative
power vector p = (p1, . . . , pn), where pi is the power employed to communicate
with UAV i, and

∑n
i=1 pi = p is the total power. Let ΠGCS be the set of all

feasible GCS strategies. A strategy of the interferer is a power level q of the
jamming signal. Let ΠI = R+ be the set of all feasible interferer’s strategies.
Note that the probability of mission success for UAV i is

πS(Ai(pi, q)) =
b

b + aA(pi, qi)
=

bzigipi

(b + ac/λi)zigipi + da(Ni + hiq)
. (4)

We now introduce the auxiliary notations:

αi = bgizi, βi = (b + ac/λi)gizi, γi = dahi, δi = daNi, and Γi(q) = γiq + δi. (5)

With this notation, (4) becomes

πS(Ai(pi, q)) =
αipi

βipi + Γi(q)
. (6)
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As criteria for mission success we consider proportional fairness criteria [6,18]
for mission success of each UAV, i.e.,

vGCS(p, q) =
n∑

i=1

ln(πS(Ai(pi, q))). (7)

This utility is the payoff for the GCS. For the interferer, the cost function is the
sum of the GCS payoff and the involved cost of the effort, i.e.,

vI(p, q) = vGCS(p, q) + CIq, (8)

where CI is the cost per unit of jamming power. The GCS wants to maximize
its payoff, while the interferer aims to minimize its cost function. So, −vI is the
payoff to the interferer. We are looking for Nash equilibrium. Recall that (p, q)
is a Nash equilibrium [4] if and only if:

vGCS(p̃, q) ≤ vGCS(p, q),
vI(p, q) ≤ vI(p, q̃) for any (p̃, q̃) ∈ ΠGCS × ΠI . (9)

We denote this game by Γ = Γ (vGCS,ΠGCS;−vI ,ΠI).

Lemma 1. vGCS(p, q) is concave in p, and vI(p, q) is convex in q.

Proof. Note that

∂2vGCS(p, q)
∂p2i

= −Γi(q)(2βipi + Γi(q))
p2i (βipi + Γi(q))2

< 0,

∂2vI(p, q)
∂q2

=
n∑

i=1

γ2
i

(βipi + Γi(q))2
> 0,

and the result follows. �

Lemma 1 and the Nash theorem [4] imply the following result.

Theorem 1. In the game Γ there exists at least one equilibrium.

3 Solution of the Game

In this section we design equilibrium strategies of the game Γ . By (9), p and q
are equilibrium strategies if and only if each of them is the best response to the
other, i.e., they are solutions of the equations:

p = BRGCS(q) = argmax{vGCS(p, q) : p ∈ ΠGCS},

q = BRI(p) = argmin{vI(p, q) : q ∈ ΠI}.

(10)
(11)

To solve these best response equations we will employ a constructive approach.
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3.1 Best Response Strategies

In this section we derive the best response strategies.

Theorem 2. The best response strategy p of the GCS to jamming power q is
unique and given as follows:

pi = Pi(Ω(q), q) for i = 1, . . . , n, (12)

where for each fixed q, Ω(q) = ω is the unique positive root of the equation

SP (ω, q) = p, (13)

with

SP (ω, q) �
n∑

i=1

Pi(ω, q),

Pi(ω, q) � Γi(q)
2βi

(√

1 +
4βi

Γi(q)ω
− 1

)

.

(14)

(15)

Proof. Since, by Lemma 1, (10) is a concave NLP problem, to find the best
response strategy p to q we have to introduce a Lagrangian depending on a
Lagrange multiplier ω as follows: Lω(p) = vGCS(p, q) + ω (p − ∑n

i=1 pi) . Then,
KKT Theorem implies that p ∈ ΠGCS is the best response strategy to q if and
only if the following condition holds:

∂Lω

∂pi
=

Γi(q)
pi(βipi + Γi(q))

− ω

{
= 0, pi > 0,

≤ 0, pi = 0.
(16)

By (16), we have that pi > 0 for any i. Thus, also ω > 0, and

Γi(q)
pi(βipi + Γi(q))

= ω for any i. (17)

Solving this equation in pi implies pi = Pi(ω, q) as given by (15).
Since p ∈ ΠGCS the ω is defined by the condition that the total power

resource has to be utilized by the GCS, i.e., by Eq. (13).
Note that Pi(ω, q) given by (15) has the following properties:

(i) Pi(ω, q) is differentiable in ω and q
(ii) Pi(ω, q) is decreasing in ω from infinity for ω ↓ 0 to zero for ω ↑ ∞.
(iii) Pi(ω, q) is increasing in q to 1/ω for q ↑ ∞.

Note that (i) and (ii) straightforwardly follow from (15). By (15), for a fixed
ω > 0

lim
q↑∞

Pi(ω, q) = 1/ω (18)

Also, Pi(ω, q) = fi(Γi(q))/(2βi), where fi(x) = x(
√

1 + m/x − 1) with m =
4βi/ω. Since dfi(x)

dx = 2x+m
2
√

x2+mx
− 1 > 0, Pi(ω, q) increases with q. This and (18)

implies (iii). Then, (i) and (ii) yield existence of the unique root ω = Ω(q) for
Eq. (13). While (i)–(iii) and (18) imply that Ω(q) increases with q to n/p. �
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Note that, Ω(q) can be found via bisection method and Ω(q) is differentiable
for q ≥ 0 and increasing from ω0 for q = 0 to n/p for q ↑ ∞, where ω0 is the
unique positive root of the equation:

SP (ω0, 0) =
n∑

i=1

δi

2βi

(√

1 +
4βi

δiω0
− 1

)

= p. (19)

Theorem 2 straightforwardly implies the following result.

Corollary 1. The inverse function Q(ω) = Ω−1(q) to Ω(q) is defined for ω ∈
[ω0, n/p) and increases from Q(ω0) = 0 to limω↑(n/p) Q(ω) = ∞. Moreover,
SP (ω,Q(ω)) = p.

Theorem 3. The best response strategy q of the interferer to p is unique and
given as follows:

q =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0,

n∑

i=1

γi

βipi + δi
≤ CI ,

q+,

n∑

i=1

γi

βipi + δi
> CI ,

(20a)

(20b)

such that, when (20b) holds, q+ is the unique positive root of

n∑

i=1

γi

βipi + Γi(q+)
= CI . (21)

Proof. Since, by Lemma 1, vI(p, q) is a convex in q, by (11), q is the best response
strategy to p if and only if the following condition holds:

∂vI(p, q)
∂q

= −
n∑

i=1

γi

βipi + Γi(q)
+ CI

{
= 0, q > 0,

≥ 0, q = 0.
(22)

Since γi/(βipi + Γi(q)) is decreasing in q, the result straightforward follows from
(22). �

3.2 Equilibrium

In this section we establish threshold value of the jamming cost for the interferer
to be active, derive the form the equilibrium has to have and design a fixed point
algorithm to find the equilibrium.

Theorem 4. (a) If

n∑

i=1

γi

δi

(
1 +

√
1 + 4βi/(δiω0)

) ≤ CI

2
. (23)
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then (p, q) = (P (ω0, 0), 0) is the unique equilibrium where ω0 and P given by
(15) and (19) correspondingly.

(b) If (23) does not hold then (p, q) = (P (Ω(q), q), q) is the equilibrium where
P given by (15) and q is the positive root of the equation

F (q) = CI/2, (24)

where

F (q) �
n∑

i=1

γi

Γi(q)
(
1 +

√
1 + 4βi/(Ω(q)Γi(q))

) . (25)

Proof. Let (p, q) be an equilibrium. By Theorem 2, p > 0. Thus, only two cases
arise to consider: (a) q = 0 and (a) q > 0.

(a) Let q = 0. Then, by Theorem 2, p = P (ω0, q). Substituting this p into (20a)
implies (20a).

(b) Let q > 0. Then, by Theorem 2, p = P (Ω(q), q). Substituting this p into
(21) implies (24) and (25). By (21), q is decreasing in CI . Thus, by (24) and
(25), F also decreasing in CI , and the result follows. �

By Theorem 2, we have that limq↑∞ F (q) = 0. Moreover, if (23) does not
hold then F (0) > CI/2. Also, note that (23) establishes the threshold on the
jamming cost for the interferer to be active (i.e., for q > 0 to be an equilibrium)
or non-active (i.e., for q = 0 to be an equilibrium). While the GCS is always
active in communication with each of the UAVS. This remarkably differs with
OFDM jamming problem where some of sub-subcarriers could be not involved
in transmission [8] and network security problem where some not might be not
protected [2].

Interestingly, the equilibrium q can be found using fixed point algorithm. To
do so, note that, by Theorem 2 and Corollary 1, there is one-to-one correspon-
dence between ω and q. That is why first in the following proposition we derive
an equation for ω, and, then, in Theorem 5, we prove convergence of the fixed
point algorithm to find the ω.

Proposition 1. Equation (24) is equivalent to

G(ω) = ω, (26)

with q = Q(ω), where

G(ω) � 2CI
n∑

i=1

γi

(√
1 + 4βi/(ωΓi(Q(ω))) − 1

)
/βi

. (27)
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Proof. Note that

γi

Γi(q)
(
1 +

√
1 + 4βi/(ωΓi(q))

) =
γi

(√
1 + 4βi/(ωΓi(q)) − 1

)

4βi/ω
.

Substituting this into (24) and (25) imply the result. �

The following theorem shows that Eq. (26) can be solved by fixed point
algorithm.

Theorem 5. G(ω) has the following properties:

(i) G(ω0) < ω0;
(ii) G(ω) is continuous and increasing on ω;
(iii) There is ω∗ such that G(ω) < ω for ω < ω∗ and

G(ω∗) = ω∗; (28)

(iv) The fixed point ω∗ of (28) can be found via fixed point algorithm:

ωm = G−1(ωm−1) for m = 1, 2, . . . with ω0 is fixed.

The algorithm converges to ω∗ for any ω0 ∈ (ω0, ω∗).

Proof. (i) follows from (20b). (ii) follows from Corollary 1 and (27). (iii) follows
from (i), (ii), Theorems 1, 4(b) and Proposition 1.

Since ω0 < ω∗, by (ii) and (iii), G(ω0) < ω0. Then, (28) implies that there is
the unique ω1 ∈ (ω0, ω∗) such that G(ω1) = ω0. Thus, ω1 = G−1(ω0). Similarly,
there is the unique ω2 ∈ (ω1, ω∗) such that G(ω2) = ω1, and so on, i.e., there is
the unique ωm ∈ (ωm−1, ω∗) with m ≥ 1 such that G(ωm) = ωm−1. Thus, ωm

is increasing and upper-bounded. Thus, there exists limm↑∞ ωm, and, this limit
is equal to ω∗. �

Note that for boundary cases of the jamming cost and total transmission
power the equilibrium strategies can be obtained in closed form:

Proposition 2. (a) Let CI be small. Then

q ≈ n/CI and pi ≈ p/n for i = 1, . . . , n. (29)

(b) Let p be small. Then pi ≈ p/n, i = 1, . . . , n and

q ≈

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0,

n∑

i=1

(γi/δi) < CI ,

q∗,
n∑

i=1

(γi/δi) > CI ,

(30a)

(30b)
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where q∗ is the unique positive root of the equation

n∑

i=1

1/(q∗ + δi/γi) = CI . (31)

(c) Let p be large. Then q = 0 and

pi ≈
√

δi/βi
∑n

j=1

√
δj/βi

p for i = 1, . . . , n. (32)

Proof. Let CI be small. Then, by (20b), q = q+. While, by (21), q+ is large. Then,
Eq. (21) can be approximated by n/q+ ≈ CI . Thus, q = n/CI . Substituting this
q into (15) implies that Pi(ω, q) ≈ 1/ω, and (a) follows. Let p be small. Then
pi also is small for any i. Substituting these pi into (20a), (20b) and (21) and
taking into account that p ∈ ΠGCS implies imply (b). Let p be large. Then pi

is large for at least one i. Then, by (20a), q = 0. Then, by (13) and (15), ω is
small, and pi = Pi(ω, 0) ≈ √

δi/βi/
√

ω. Then, since p ∈ ΠGCS, (32) follows. �

If background noise can be neglected, then equilibrium strategies also can be
found in closed form.

Proposition 3. If δi = 0 for all i, then,

(a) if

n∑

i=1

√
γi/βi ≤

√
pCI (33)

then q = 0 is the unique interferer strategy, while there is a continuum of
the GCS equilibrium strategies, namely, any strategy p ∈ ΠGCS such that:

n∑

i=1

γi/(piβi) ≤ CI . (34)

(b) if

n∑

i=1

√
γi/βi >

√
pCI (35)

then q and p are uniquely defined as follows:

pi = Pi(ω) =

√

(pω/CI)
2 + 4pβi/(γiCI) − pω/CI

2βi/γi
for i = 1, . . . , n, (36)

q = ωp/CI , (37)

where ω is the unique positive root of the equation:
n∑

i=1

Pi(ω) = p.
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Proof. Since δi = 0 for all i, if q = 0 then p is any feasible strategy such that∑n
i=1 γi/(βipi) ≤ CI . Such an equilibrium strategy exists if and only if

min
p∈ΠGCS

n∑

i=1

γi/(βipi) ≤ CI . (38)

It is clear that left-side of (38) is a convex NLP problem, and straightforward
applying the KKT theorem implies that its solution is

pi = (p
√

γi/βi)/
n∑

j=1

√
γj/βi.

Substituting this strategy into (38) implies (33), and (a) follows. While, if q > 0
then by (21) and (33) we have that

∑n
i=1 ωpi/q = CI . This and the fact that

p ∈ ΠGCS implies (37). Substituting (37) implies that p is given by (36). Note
that ϕ(ω) =

∑n
i=1 Pi(ω) decreases with ω and tends to zero for ω ↑ ∞. Then,

equation ϕ(ω) = p has the positive root if and only if ϕ(0) > p, and this condition
is equivalent to (35). �

)b()a(

)d()c(

Fig. 1. (a) The equilibrium q for p ∈ {0.1, 5, 10}, (b) the equilibrium p for p̄ = 0.1, (c)
the equilibrium p for p̄ = 5 and (d) the equilibrium p for p̄ = 10.
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Figure 1(a) illustrates a decrease in applied jamming power with an increase
in jamming power cost and the total transmission power. Figure 1(b) illustrates
that for p̄ the GCS tends to serve the UAV uniformly. While an increase in p̄
allows the GCS to serve in more individual form according to non-uniform power
allocation (32). This makes the problem remarkably distinguish from OFDM
transmission where uniform strategy arise for large total power resource [8]. This
is caused by the fact that OFDM utility can be approximated by a superposition
of logarithm and linear function of transmission power for large applied power
while proportional fairness utility of the considered game can be approximated
similar way for small applied power.

4 Conclusions

The problem to maintain freshness of the commands received by a group of UAVs
to succeed a mission under hostile interference was modeled as non-zero game.
Proportional fairness in mission success by each of the UAVs is considered as cri-
teria for the GCS. The problem is formulated and solved as non-zero some game
The considered game differs remarkably from the conventional jamming games
considered in literature [16,20,24] because the structure of the rivals’ strategies
differ from from each other. In particular, the GCS’s strategy is power alloca-
tion between the UAVs, while the interferer’s strategy is a common power level
assignment to jam the whole UAV’s group. Moreover, in OFDM jamming game
with throughput as transmitter’s payoff [8], transmitter’s equilibrium strategy is
uniform power allocation for large total transmitting power, while, in the con-
sidered game, GCS’s equilibrium strategy is uniform power allocation for small
total transmitting power.
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Abstract. Because of developments in society and technology, new ser-
vices and use cases have emerged, such as vehicle-to-everything commu-
nication and smart manufacturing. Some of these services have stringent
requirements in terms of reliability, bandwidth, and network response
time and to meet them, deploying network functions (NFs) closer to users
is necessary. Doing so will lead to an increase in costs and the number
of NFs. Under such circumstances, the use of optimization strategies for
the placement of NFs is crucial to offer Quality of Service (QoS) in a
cost-effective manner. In this vein, this paper addresses the User Plane
Functions Placement (UPFP) problem in 5G networks. The UPFP is
modeled as a Mixed-Integer Linear Programming (MILP) problem aimed
at determining the optimal number and location of User Plane Functions
(UPFs). Two optimization models are proposed that considered vari-
ous parameters, such as latency, reliability and user mobility. To evalu-
ate their performance, two services under the Ultra-Reliable and Low-
Latency Communication (URLLC) category were selected. The acquired
results showcase the effectiveness of our solutions.

Keywords: 5G · User Plane Functions Placement (UPFP) · MILP

1 Introduction

The Fifth Generation (5G) of mobile networks has been envisioned as a system
capable of overcoming current network limitations as well as an enabler for the
development of industry and society. Among the wide range of service scenarios
expected of 5G networks, those that fall under the Ultra-Reliable and Low-
Latency Communication (URLLC) category are the most challenging to fulfill
because of their strict requirements in terms of reliability and latency.

To this end, many research studies have presented their primary target as
an air interface, control and/or user planes design, handover (HO) procedures
management, or network functions (NFs) placement. The present paper focuses
on the last category, specifically, the placement of the User Plane Functions
(UPFs). UPFs are the main NFs within the 5G user plane and play a similar role
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to that of Serving Gateways (SGWs) and Packet Gateways (PGWs) in Evolved
Packet Core (EPC) networks, with the main difference being that UPFs only
perform functions related to the user plane.

In 5G networks, services with high demands on latency and bandwidth
require the movement of NFs such as gateways, toward the local or central office
data centers (DCs) through a downward shift. This means that the number of
gateway nodes (e.g., UPFs) must increase by a factor of 20 to 30 times the orig-
inal amount [1]. A higher number of UPFs will not only result in an increase in
network operator expenditures but also in UPF relocations. The latter occurs
because of user mobility when a user attaches to a radio access node served by
a UPF that differs from the one of its source access node.

Unnecessary relocations can severely impact users’ Quality of Experience
(QoE) by incurring additional delays and signaling during handover procedures,
thereby leading to the necessity and importance of optimal UPF placement. This
enables the stringent requirements of 5G networks to be more effectively coped
with while simultaneously reducing capital and operational expenditures.

The remainder of this paper is organized as follows. Section 2 presents a brief
overview of selected studies that are related to mobile gateway placement and
reliability metrics. Section 3 introduces the 5G user plane reference architecture.
Section 4 presents two Mixed-Integer Linear Programming (MILP) models to
address the UPF Placement (UPFP) problem. Section 5 evaluates and compares
these MILP models as well as present an extensive analysis of their results.
Finally, Sect. 6 concludes the paper and suggests directions for future studies.

2 Related Work

In this section, selected studies related to the placement of mobile gateways and
reliability metrics are reviewed.

Taleb and Ksentini [2] asserted the importance of considering gateway reloca-
tions in reducing costs as well as their impact on users overall QoE. The authors
formulated SGW placement as a service area planning optimization problem
aimed at reducing the costs of gateway relocations subject to SGW capacity
restrictions. Similarly, in [3], the SGW placement problem was addressed from
the perspective of SGW relocations; however, the main objective was not only to
minimize relocations but also to minimize the load in SGWs. In [4], the authors
proposed an algorithm to place virtual instances of PGWs with the aim of reduc-
ing costs while ensuring QoE. To this end, the load assigned to PGWs and their
imbalance were optimized; nonetheless, they overlooked service latency require-
ments and the occurrence of PGW relocations. In [5], the placement of SGWs
and PGWs was addressed by considering delay and relocation constraints. In
this paper, various algorithms aimed at minimizing SGW relocations and the
paths between users and PGWs were presented.

Much of the literature addressing the placement of mobile gateways has
focused on specific parameters such as capacity, relocations and latency. How-
ever, none of these studies have addressed all of these metrics at once. Moreover,
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solutions regarding the use of reliability metrics in the placement of mobile gate-
ways are missing, despite being utilized in a wide variety of studies related to the
placement problem. In particular, those papers tackling the placement of Virtual
Network Functions (VNFs) and Software Defined Networking (SDN) controllers
[6–8] have relied on reliability considerations for their solutions.

Liu et al. [6] jointly addressed the placement of SDN controllers and satel-
lite gateways in a 5G-satellite integrated network. Their main objective was to
determine the most reliable locations for SDN controllers and satellite gateways
to maximize the average reliability for a given number of controllers and latency
constraints. Authors in [7] proposed the Resilient Controller Placement (RCP)
which assigns the switches to m resilient levels of SDN controllers to enhance
the resilience of the control plane. The RCP was aimed at minimizing the total
incurred cost by considering the number of controllers and propagation latency,
mainly. Likewise [7], Tanha et al. in [8], proposed assigning switches to r levels
of controllers to improve resilience. Their main objective was to minimize the
number of deployed controllers subject to resilience levels, latency and capacity
requirements. Although their method guaranteed the existence of r controllers
for each switch, they did not distinguish master from backup controllers because
the master selection was outside their papers scope.

Similar to [7,8], our present study is based on the assignment of backup
NFs to enhance network reliability. However, unlike [7,8], our network functions
cannot be both main and backup simultaneously. Moreover, all of the aforemen-
tioned studies, related to the placement of gateways, take as a reference the LTE
network architecture. In this paper, we propose a more revolutionary approach
based on the recent standard of the 3GPP for 5G networks [9]. Furthermore, we
analyze the UPFP problem by taking into account parameters such as reliability,
latency and relocations. Thus, our paper makes the following contributions:
1. It addresses the UPFP problem in the 5G architecture standardized by the
3GPP. 2. It incorporates reliability metrics into the mobile gateways (i.e., UPFs)
placement problem. 3. It proposes two MILP to determine the optimal locations
of UPFs by considering relocations, latency and reliability metrics. 4. It con-
ceives a strategy that allows for providing resilience against multiple failures
while reducing the number of backup UPFs.

3 5G User Plane Reference Architecture

The first standard for the 5G system architecture was defined by the 3GPP in
Technical Specifications (TS) 23.501 [9] and 23.502 [10]. This architecture is a
(r)evolution of the current 4G network because many of its NFs are the result
of the decomposition of some functions executed by nodes of EPC networks,
whereas others are entirely new.

The 5G user plane is comprised of UPFs. These NFs can be distributed and
deployed closer to the User Equipment (UE) to meet increasing traffic demands
while serving low-latency applications hosted at the edge. UPFs are in charge of
processing data plane packets between the (Radio) Access Network ((R)AN) and
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the Data Network (DN). Moreover, they provide access control, packet routing
and forwarding, and Quality of Service (QoS) handling. The UPFs act as anchor
points for intra/inter-radio access technology mobility as well as an external
Protocol Data Unit (PDU) session point for interconnecting to the DN. To be
able to perform these functions, they rely on the Session Management Functions
(SMFs) located in the control plane. The SMFs select, manage and control the
UPFs to establish PDU sessions. Figure 1 depicts the 5G user plane architecture
and its interaction with the access and data networks and control plane.

Fig. 1. 5G converged architecture [11].

4 Problem Formulation

Increasing traffic demands along with the stringent requirements of forthcoming
services in terms of latency and reliability entail further network transformation.
Specifically, low-latency requirements demand the placement of NFs (e.g., UPFs)
closer to users at the network edge. Thus, the network response time as well as
links congestion can be reduced. In addition, reliability requires the deployment
of more NFs to provide higher resilience against failures. This situation implies
an increase in the number of UPFs that must be deployed, which translates to
increased costs and UPF relocations. Relocations not only degrade QoS but also
increase operational costs because of the additional signaling exchanged among
NFs to maintain or reestablish PDU sessions. In this context, novel optimization
models for the UPFP that comprise latency, reliability and relocation metrics are
mandatory for ensuring QoS while reducing deployment and operational costs.

In this section, two optimization models are presented to tackle the UPF
placement. The main objective of these models is to determine the optimal place-
ment for virtual instances of UPFs given a set of possible locations; thus, costs
are reduced while service requirements of latency and reliability are satisfied.
The set of locations may comprise Edge Nodes (ENs) and DCs facilities already
deployed by network operators. Moreover, the network model and used notation
are also introduced.
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4.1 Network Model

The 5G network topology is represented as a graph G(N ;E), where N is the
set of network nodes and E the links among them. The set of network nodes is
formed by UPF candidate placements (Nc) and access nodes (Nr), which can
be fixed and/or radio access technologies. Let Lrc denote the shortest distance
among access nodes and UPF candidate placements, measured in terms of prop-
agation delay, and Lreq denote the maximum permissible latency between them.
Furthermore, Ku represents the minimum number of backup UPFs to which
the access nodes must be assigned to meet reliability requirements. The used
notation is summarized in Tables 1 and 2.

Table 1. Sets and parameters

NotationDescription

Nr Set of access nodes

Nc Set of UPF candidate placements

dr Traffic demand at each access node

Cu Capacity of each UPF

α Percentage of the UPF capacity to
be occupied

Lrc Latencies between access nodes
and UPF candidate placements

Lreq Latency requirement between
access nodes and UPFs

Ku Minimum number of backup UPFs
to comply with reliability
requirements

hij Average frequency of handovers
between access nodes i and j

Fc Fixed cost of deploying a UPF at
candidate node c

Fh UPF relocation cost

4.2 Model 1: Cost-Aware User Plane Function Placement (CUPFP)

A minimum number of deployed NFs considerably reduce deployment and oper-
ational costs. Thus, the main objective of the CUPFP model is to determine the
minimum number of UPFs to be deployed while satisfying the service require-
ments of latency and reliability. Accordingly, the CUPFP problem can be for-
mulated as follows:

Min
∑

∀c∈Nc

Fc · (xc + yc) (1)
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Table 2. Binary Variables

NotationDescription

xc 1 if there is a main UPF installed
at node c, c ∈ Nc

yc 1 if there is a backup UPF installed
at node c, c ∈ Nc

zc 1 if backup UPF at node c, c ∈ Nc,
shares its capacity

prc 1 if access node r, r ∈ Nr, has a
main UPF installed at node c,
c ∈ Nc

brc 1 if access node r, r ∈ Nr, has a
backup UPF installed at node c,
c ∈ Nc

wrcc′ 1 if access node r, r ∈ Nr, with
main UPF at node c, c ∈ Nc, has a
backup UPF at node c′, c′ ∈ Nc

aijc 1 if access node i or j, i, j ∈ Nr, is
assigned to a main UPF installed
at node c, c ∈ Nc

kijc 1 if access node i or j, i, j ∈ Nr, is
assigned to a backup UPF installed
at node c, c ∈ Nc

s.t.:
xc + yc ≤ 1 ∀c ∈ Nc (2)
prc ≤ xc ∀r ∈ Nr,∀c ∈ Nc (3)
brc ≤ yc ∀r ∈ Nr,∀c ∈ Nc (4)
prc ≥ xc ∀r ∈ Nr,∀c ∈ Nc: Locr = Locc (5)
∑

∀c∈Nc

prc = 1 ∀r ∈ Nr (6)

∑

∀c∈Nc

brc ≥ Ku ∀r ∈ Nr (7)

zc ≤ yc ∀c ∈ Nc (8)

wrcc′ = prc ∧ brc′ ∀c, c′ ∈ Nc,∀r ∈ Nr (9)

if zc = 1 ⇒
∑

∀r∈Nr

dr · wrcc′ ≤ Cu/Ku ∀c, c′ ∈ Nc (10)

if zc = 0 ⇔
∑

∀c∈Nc

∑

∀r∈Nr

dr · wrcc′ ≤ Cu ∀c′ ∈ Nc (11)
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∑

∀r∈Nr

dr · prc ≤ α · Cu ∀c ∈ Nc (12)

Lrc · (prc + brc) ≤ Lreq ∀r ∈ Nr,∀c ∈ Nc (13)

xc, yc, prc, brc, wrcc′ binary ∀r ∈ Nr, ∀c ∈ Nc (14)

The objective function, Eq. (1), is aimed at minimizing the deployment cost
by taking into account the number of main and backup UPFs to be deployed
and their location-dependent cost (Fc). The latter may include other costs, e.g.,
equipment and operation costs, according to network operator preferences. Equa-
tions (2) to (14) define the constraints of the optimization problem.

Inequality (2) ensures that at a specific candidate location just can be placed
a main or backup UPF, but not both at the same time. The distinction between
main and backup UPFs allows energy saving. As in normal network conditions
(no-failure scenarios), the backup UPFs do not have any access nodes assigned;
they can be instantiated only when failures occur. In addition, constraints (3) and
(4) indicate that an access node cannot be assigned to a candidate location where
there is not placed either a main or backup UPF. Moreover, Eq. (5) restricts the
assignment of an access node to a specific UPF if this UPF has been placed at
the same location. Specifically, if the access node location has a main UPF, then
it must be assigned to it.

Constraint (6) ensures that the access nodes demands are served by exactly
one main UPF at a given time. Note that the access nodes could have more than
one main UPF assigned if their demands were split by service type or other crite-
ria; however, considering their demands as a whole was preferred to simplify the
problem formulation. Additionally, to guarantee the service reliability require-
ment, constraint (7) was defined. It ensures that the access nodes are assigned
to at least the minimum number of backup UPFs (Ku) necessary to provide the
required level of reliability. Thus, the user plane can resist against a maximum
number of Ku UPF failures by mitigating service interruption.

Because not all UPFs will fail simultaneously, the access nodes that do not
belong to the same main UPF could share the capacity of their assigned backup
UPF. Therefore, a backup UPF could share its capacity as long as, in the case
of Ku failures, its capacity is sufficient to serve the assigned access nodes of the
Ku-failed main UPFs. Thus, the number of UPFs for deployment can be reduced
by sharing the capacity of the backup UPFs. Equations (8)–(11) express system
constraints on sharing backup capacity. Constraint (8) indicates that only the
backup UPFs can share their capacity, whereas Eq. (9) expresses the relationship
between a main and backup UPF of an access node. Because constraint (9)
is nonlinear, it requires further transformation to be linearized. Thus, it can
subsequently be replaced with the following expressions: wrcc′ ≤ prc, wrcc′ ≤ brc′

and wrcc′ ≥ prc + brc′ − 1.
Knowing beforehand which exact combination of UPFs will fail at a given

time and the capacity occupied in the backup UPFs by their access nodes is
almost impossible. To overcome this limitation, the following assumption was
made: if a backup UPF shares its capacity, the total demand of its access nodes
that belong to the same main UPF cannot exceed the backup capacity divided by
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the number of failures to which the system must resist (see Eq. (10)). Thus, in
the case of Ku main UPF failures, the backup UPFs will be able to attempt all
the demands of the affected access nodes. By contrast, if a backup does not share
its capacity, then its total capacity cannot be exceeded (see Eq. (11)). Note that
constraints (10) and (11) are nonlinear and they can be equivalently expressed
in a linear form as follows:

∑
∀r∈Nr

dr · wrcc′ ≤ Cu/Ku + M1 · (1 − zc) ∀c, c′ ∈ Nc (15)
∑

∀c∈Nc

∑
∀r∈Nr

dr · wrcc′ ≤ Cu + M2 · zc ∀c′ ∈ Nc (16)
∑

∀c∈Nc

∑
∀r∈Nr

dr · wrcc′ ≤ Cu + ε + M3 · (1 − zc) ∀c′ ∈ Nc (17)

where M1, M2 and M3 are sufficiently large constants and ε > 0 is a lower
bound.

Constraint (12) ensures that the capacity of the main UPFs is not exceeded,
where α is the maximum UPF capacity to be occupied by the access nodes to
avoid slowing the UPFs performance. Additionally, expression (13) guarantees
that an access node is not assigned to either a main or backup UPF if the latency
requirement is not satisfied. Finally, Eq. (14) indicates that xc, yc, prc, brc, and
wrcc′ are binary variables.

4.3 Model 2: Mobility-Aware User Plane Function Placement
(MUPFP)

Unlike the CUPFP model, which only considers deployment costs, the MUPFP
is aimed at jointly optimizing the deployment and operation costs by considering
the effects of user mobility on UPF relocations. Hence, the main objective of the
MUPFP is not only to determine the optimal location for the UPFs to minimize
the number of UPFs deployed but also the number of UPF relocations.

As previously stated, UPF relocations occur when a user moves between two
access nodes that are served by different UPFs. Therefore, the occurrence of
relocations in either the main or backup UPFs can be indicated using Eq. (18),
where aijc and bijc are binary variables that express the relationship between
two access nodes and their assignment to a UPF, either main or backup.

aijc = pic ⊕ pjc, kijc = bic ⊕ bjc ∀r ∈ Nr, ∀c ∈ Nc (18)

Thus, the MUPFP problem can be formulated as follows:

Min
∑

∀c∈Nc

Fc · (xc + yc) +
∑

∀c∈Nc

∑

∀i∈Nr

∑

∀j∈Nr

Fh · hij · (aijc + kijc) (19)

s.t.: (2) to (14), (18)

In this formulation, the first term of the objective function is associated with
the number of deployed UPFs. The second term is related to the cost of UPF
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reallocations (Fh). The number of UPF relocations is determined by the fre-
quency of handovers (hij) between access nodes served by different UPFs. Thus,
the objective function is aimed at optimizing costs by not only considering the
costs caused by the number of deployed UPFs but also the costs associated with
the occurrence of UPF relocations. This approach will increase the likelihood of
having more access nodes served by the same UPF. Therefore, the number of
UPFs and their relocations will be reduced. Note that constraint (18) introduces
no linearity to our model and must be replaced with the following inequalities:
aijc ≤ pic+pjc, aijc ≥ pic−pjc, aijc ≥ pjc−pic, aijc ≤ 2−pic−pjc, kijc ≤ bic+bjc,
kijc ≥ bic − bjc, kijc ≥ bjc − bic and kijc ≤ 2 − bic − bjc.

The computational complexity of the CUPFP model, in terms of its number
of variables and constraints, can be expressed as O(|Nc|2 · |Nr|) whereas the
MUPFP has O(|Nc|2 · |Nr|+ |Nr|2 · |Nc|) variables and O(|Nc|2 · |Nr|) constraints.
Thus the complexity of both models is asymptotically the same.

5 Performance Evaluation

To assess the performance of the proposed solutions, a test scenario was gen-
erated. The scenario represents a 5G network topology deployed in a city of
14 km × 16 km, see Fig. 2. Its access network is composed of 32 nodes (i.e., 22
fixed and 10 radio). The radio access nodes represent centralized Baseband Units
(C-BBUs) with a maximum service radius of 3 km. For the placement of UPFs,
13 ENs with a maximum processing capacity of 2.5 Tb/s were considered as
candidate locations. To evaluate the performance of our solutions, two services
from the URLLC category were selected, i.e., mIoT and vehicle-to-infrastructure
cooperative sensing. Their demands were generated using the information pro-
vided in Table 3 and considering one active PDU session per user; specifically, a
total demand of 2.67 Tb/s in the (R)AN was considered.

Fig. 2. 5G access network topology.

To compare the performance of our solutions with selected relevant studies,
the RCP [7] and the unextended version of the Resilient Capacitated Controller
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Table 3. Use cases requirements [11,12]

Service LatencyData Rate per userDensity Reliability

mIoT ≤1 ms ≤1 Mbps 104 users/km2 99.999%

Cooperative sensing≤1 ms ≤5 Mbps ≤100 users/km299.999%

Placement Problem (RCCPP) [8] were used as references. We selected the RCP
and RCCPP because of their similarities to our models. Their main purpose are
to minimize the number of controllers subject to latency, resilience and capacity
constraints. To apply these models to the UPFP problem, the controllers were
considered UPFs and the switches as access nodes. Additionally, for the RCP
implementation a UPF failure probability of 10−4 was assumed whereas, in the
RCCPP, the intercontroller latency constraint was relaxed. For the implemen-
tation of the models, the Python-based package Pyomo was selected along with
Gurobi as its underlying solver.

5.1 Analysis of the Results

All the models (i.e., CUPFP, MUPFP, RCCPP and RCP) were evaluated for
different values of UPF capacity by considering one level of backup (Ku = 1).
Their optimal solutions were determined with zero optimality gap and analyzed
in terms of the number of UPFs necessary to cover the services demand, load
distributions, worst case delays and UPF relocations (see Fig. 3).

Number of Required UPFs: The total number of UPFs required by all the
models is shown in Fig. 3a. Additionally, the number of main UPFs obtained
by the proposed models and RCP is also represented. At first glance, in all the
solutions, it can be observed that the number of required UPFs decreases as the
capacity increases. Moreover, the total number of UPFs of the proposed models
was always lower than or equal to that of the reference models. This difference is
more notable for small values of capacity where the number of UPFs is higher.

For all the values of capacity, the CUPFP and MUPFP models always
obtained similar results, either in terms of total or main UPFs. Moreover, their
numbers of main UPFs were always lower than the total. Therefore, the proposed
solutions are more cost-effective in terms of the numbers of UPFs and resources
consumption than the RCCPP and RCP models. Thus, the total numbers of
UPFs can be considerably reduced by sharing the backups capacity. Specifi-
cally, by placing one backup UPF the reliability requirement of all access nodes
was satisfied. Moreover, the distinction between main and backup UPFs allows
energy saving because the backup UPFs can be instantiated only when failures
occur.

Load Distribution: For our solutions and the RCP, the load distribution was
measured only in the main UPFs, whereas in the RCCPP, all the UPFs were
included. In Fig. 3b, our proposed solutions can clearly be observed to outper-
form the reference models for all values of capacity analyzed, with the exception
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Fig. 3. Performance comparison against UPF capacity variation

of Cu = 0.5 Tb/s. Their maximum imbalance obtained was always below 20%
except for Cu = 0.5 Tb/s where the imbalance in the CUPFP was around 60%.
By contrast, the RCCPP and RCP lowest imbalance was always above 25%, and
for Cu = 2.5 Tb/s, the imbalance nearly reached 100% in the RCCPP.

Moreover, our models provided a UPF average utilization between 50 and
90% whereas this metric was always above 90% for the RCCPP and below 50%
for the RCP what can lead to overload and underutilized UPFs, respectively.
These satisfactory outcomes are because of the utilization of the α factor in
Eq. (12), which restricts the capacity to be occupied in the main UPFs, thereby
allowing for an enhanced distribution of load. This factor was determined in
function of the total demand in the (R)AN and the expected number of UPFs
for each value of capacity. In addition, the load distributions obtained with the
CUPFP and MUPFP models were quite even, although CUPFP outperforms
MUPFP for capacities values higher than 1 Tb/s.

Maximum Delay: The maximum propagation delay between UPFs and access
nodes was calculated in terms of the Euclidean distance divided by the speed of
light 2×108 m/s, assuming optical fiber as the underlying transport. To meet the
latency requirement of 1 ms, the overall latency (Round-Trip-Time (RTT)) in the
(R)AN, should not exceed 0.5 ms [13]. Therefore, the propagation and processing
delays in the segment (R)AN-DN cannot excess 0.5 ms. Considering that SGWs
and PGWs have a processing time of 100µs [14], a total processing time of 300µs
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in UPFs and DNs is assumed. Moreover, the propagation latency between UPFs
and local DNs is negligible because they are assumed to be collocated. Taking
the previous analysis into account, an RTT of 200µs for the propagation latency
between UPFs and access nodes (Lreq) was considered.

Figure 3c represents the worst-case propagation latency between access nodes
and UPFs, in one way. The best performance was provided by the RCP, with
maximum delays below 30µs. This is because the RCP is aimed at not only
minimizing the number of UPFs but also the routing cost. In addition, the
CUPFP and RCCPP obtained similar results with maximum delays up to 78µs.
Notably, a substantial difference did not exist between the RCCPP and RCP and
the proposed solutions, despite the number of active UPFs being higher in the
reference models. Furthermore, in all the models, the worst-case delay was always
below the established threshold (≤100µs in one way).

UPF Relocations: The rate of UPF relocations was determined by considering
the services data rate and a maximum frequency of handovers between BBUs of
[350, 550] HO/s, according to user density. For user mobility, a simple model in
which users move with constant speed and direction, in an area, was assumed.
In Fig. 3d, the MUPFP can be observed to be the optimal solution because its
objective function is aimed at optimizing the occurrence of relocations; by con-
trast, the RCCPP provides the worst results. In all solutions, the rate of UPF
relocations decreases as the number of UPFs reduces. Additionally, a comparison
between CUPFP and MUPFP models revealed a remarkable difference in terms
of relocations, despite the models having the same number of active UPFs. This
result demonstrates the importance of considering user mobility patterns dur-
ing the placement. Furthermore, this consideration guarantees enhanced QoE
without incurring additional costs, measured in terms of the number of deployed
UPFs.

6 Conclusion

In this paper, we proposed two MILP models to address the placement of UPFs
in 5G networks. The proposed solutions are aimed at not only minimizing the
number of UPFs but also their relocations while satisfying the service require-
ments of latency and reliability. The obtained results showcase the effectiveness
of the proposed approaches. Specifically, the number of UPFs to be deployed
can be considerably reduced by sharing the capacity of backup UPFs, and UPF
relocations can be diminished by considering user mobility and differentiating
the main UPFs from the backups.

In future works, we will consider the design of heuristic solutions for the
UPFP as well as their evaluation in different settings. Additionally, dynamic
optimization of nodes assignment and UPFs placement to adapt to variations in
traffic and user locations will be addressed. Furthermore, we intend to solve the
placement problem of 5G UPFs by considering the existence of several network
slices to optimize resource utilization when services with different requirements
coexist.
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Abstract. The future 5G New Radio (NR) systems are expected to
support both multicast and unicast traffic. However, these traffic types
require principally different NR system parameters. Particularly, the area
covered by a single antenna configuration needs to be maximized when
serving multicast traffic to efficiently use system resources. This pre-
vents the system from using the maximum allowed number of antenna
elements decreasing the inter-site distance between NR base stations. In
this paper, we formulate a model of NR system with multi-connectivity
capability serving a mixture of unicast and multicast traffic types. We
show that multi-connectivity enables a trade-off between new and ongo-
ing session drop probabilities for both unicast and multicast traffic types.
Furthermore, supporting just two simultaneously active links allows to
exploit most of the gains and the value of adding additional links is
negligible. We also show that the service specifics implicitly prioritize
multicast sessions over unicast ones. If one needs to achieve a balance
between unicast and multicast session drop probabilities, explicit priori-
tization mechanism is needed at NR base stations.

Keywords: New Radio · 5G cellular systems · Multicasting ·
Multi-connectivity · Session drop probabilities · Resource utilization

1 Introduction

The Third Generation Partnership Project (3GPP) is currently in the process of
specifying a new 5th generation (5G) radio interface widely known as 5G NR [1].
The first phase of the system is expected to be the “ready” in 2020, and the stan-
dartization is pacing its’ way fast [2]. Industry and academia show great inter-
est in 5G NR technology providing the initial performance evaluation not only

Work of the last author is supported by Nokia Foundation under a personal grant. The
publication has been prepared with the support of the “RUDN University Program
5–100”.

c© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
M. Di Felice et al. (Eds.): WWIC 2019, LNCS 11618, pp. 118–128, 2019.
https://doi.org/10.1007/978-3-030-30523-9_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30523-9_10&domain=pdf
https://doi.org/10.1007/978-3-030-30523-9_10


Evaluating Multi-connectivity in 5G NR with Mixture of Traffic Types 119

by simulations but also with testbeds in the field and laboratory environments
[3–5]. 5G NR is generally aiming at bringing high rates and reducing latencies
to the air interface at the same time [6], thus, enabling an entirely new range
of bandwidth-hungry real-time applications such as HD streaming, augmented-
and virtual reality [7], etc.

The use of millimeter wave (mmWave) band for NR operation brings spe-
cific challenges to system designers. These include unique propagation proper-
ties, dynamic human-body blockage environment with the mobility of users and
blockers, beam steering with large antenna arrays, the mobility of users [8–10],
etc. Accordingly, performance analysis of unicast traffic support in NR systems
has received considerable attention over the last few years. The authors in [11]
quantify the effect of antenna pattern directivity and human-body blockage on
mean interference and signal-to-interference (SIR) ratio in NR systems. Corre-
sponding Laplace transforms of these metrics have been reported in [12]. Three-
dimensional deployments have been considered in [13]. The engineering studies
focused on assessing the effects of mitigating blockage techniques, such as multi-
connectivity and guard capacity, recently started to appear [14,15].

Most of the studies performed so far concentrated solely on the unicast type
of traffic. However, similarly to other radio access technologies NR should also
support multicast sessions [16]. Unfortunately, only little is known regarding the
support of multicast service in 5G NR systems. In [17], the authors propose a
dynamic grouping scheme for mobile users having the same multicast session
based on their proximity. The associated algorithm is based on consecutive test-
ing of different antenna half-power beamwidths (HPBW) maximizing the sum
rate of the system. A similar approach is proposed in [18]. In addition to the use
of dynamic HPBW, the optimization framework developed in [19] accounts for
non-equal power-sharing between beams.

The only study, where the mixture of unicast and multicast traffic is
addressed is due to Samuilov et al. [20]. Among other conclusions, the authors
demonstrated that there exist a specific parameters for base station (BS) and
user equipment (UE) inducing BR BS coverage RM with session drop prob-
abilities (pM , pU ) for a given arrival rates of multicast and unicast sessions
(λM , λU ). Thus, there is a principal trade-off between system characteristics
required for unicast and multicast traffic affecting the inter-site distance (ISD)
between NR BS: while unicast traffic requires small HPBW to extend ISD and
decrease deployment cost, multicast traffic needs higher HPBW to form larger
multicast groups and thus decrease the load imposed on NR BS.

One of the consequences of increased ISD in NR deployment is potential ses-
sion drops caused by human-body blockage phenomenon or insufficient resources
available at the NR BS to support a session changing its state from non-blocked
to blocked [15,21]. To alleviate these effects, 3GPP has recently proposed so-
called multi-connectivity operation (also known as macro-diversity), where UE
is allowed to simultaneously support connections to multiple NR BSs and switch
between them in case of outage events [22].
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In this paper, we investigate the effect of recently standardized 3GPP multi-
connectivity operation on performance metrics of a mixture of unicast and mul-
ticast traffic in the cellular deployment of NR systems. Based on the developed
system level modeling framework we analyze user- and system-centric perfor-
mance metrics provided to multicast and unicast sessions in the presence of
multi-connectivity capabilities.

λ

Fig. 1. An illustration of the considered NR cellular deployment.

The paper is organized as follows. In Sect. 2, the system model is described.
We introduce out system level modeling framework in Sect. 3. Numerical results
are presented in Sect. 4. The last section concludes the paper.

2 System Model

The system model is introduced in this section by specifying the correspond-
ing components including deployment, antenna, propagation, blockage, traffic,
connectivity, and service models. Finally, we specify the metrics of interest.

Deployment, Traffic, and Blockage Models. We consider a standard NR
cellular deployment illustrated in Fig. 1(a). The height of all NR BSs is assumed
to be hA. The ISD is assumed to be D.

In the considered deployment, moving pedestrians, represented by cylinders
with constant height and base radius, hB and rB , respectively, may block the line-
of-sight (LoS) path between BS and UE, see Fig. 1(b). Pedestrians, also acting as
blockers, are assumed to move according to random direction model (RDM) with
constant speed vB, and run the length of τB s [23]. Using the property of RDM
model, at each instant of time blockers organize a Poisson point process (PPP) in
�2. The density of blockers is assumed to be λB blockers/m2. According to [24],
the blockage of human-body in NR bands result in additional degradation of
15–40 dB. In this study, we assume 20 dB losses.

The session arrival rate is assumed to be λ session/m2. With probability
pM , the session is assumed to be of a multicast type. A session is classified
as multicast with complementary probability 1 − pM . Unicast and multicast
sessions are characterized by constant rate requirements of TU and TM Mbps,
respectively. The corresponding session durations are exponentially distributed
with parameters μU and μM .
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Propagation and Antenna Models. In this work, we use 3GPP urban
micro (UMi) street canyon propagation model [25] providing the following path
loss at the three-dimensional distance x between NR BS and UE

L(x) =

{
52.4 + 21.0 log x + 20 log fc, LoS blocked,

32.4 + 21.0 log x + 20 log fc, LoS non-blocked,
(1)

where fc is the carrier frequency measured in GHz.
The selected model specifies three zones around BS. Up to the distance RB,

UE is never in outage conditions even when LoS path is blocked. In the interval
(RB , RO), UE is in outage only when the LoS is blocked. Finally, RO defines the
distance when UE is in outage even when LoS is not blocked.

Linear antenna array is assumed to be utilized at BSs an UEs. The gain at
transmit and receive sides is computed as [26]

G =
1

θ+3db − θ−
3db

∫ θ+
3db

θ−
3db

sin(Kπ cos(θ)/2)
sin(π cos(θ)/2)

dθ, (2)

where K is a number of elements in a linear array.

Connectivity and Service Models. We assume that the UE has the 3GPP
multi-connectivity functionality [22], where each node maintains the links to M
neighboring BSs. M is referred to as “degree of multi-connectivity”. According
to the multi-connectivity operation, the UE can switch to one of the available
BSs in case current link becomes unavailable.

Upon arrival, a unicast session is assumed to establish M active connections
with M nearest NR BSs based on time-averaged SNR metric. A connection with
the nearest BS is first tried. Depending on the distance between BS and UE the
required rate TU is translated into the bandwidth requirements BU using the
set of NR modulation and coding schemes (MCS, [27]). If there is an insufficient
amount of resources at this BS, BS with the next nearest distance is used. If
none of those BSs have a sufficient amount of resources, a unicast session is
dropped. Upon blockage event, SNR drops by 20 dB and session changes its
resource requirements. If there are no resources available to support these new
bandwidth requirements, BS with the nearest distance is tried next. If there are
no BSs out of M available that may support these new bandwidth requirements,
a session is dropped during service.

The connectivity process of multicast sessions is similar to described above
for unicast sessions. The principal difference is in the resource allocation at BSs.
In particular, upon arrival of the multicast session, the nearest BS tests whether
there is an ongoing multicast service and, if yes, what kind of MCS it uses. If there
is an ongoing multicast service, a new session is accepted to the system whenever
the MCS order is higher than the one used for ongoing multicast sessions. If the
MCS order is lower, the BS tests whether it can support multicast service at
this lower MCS. If the conclusion is positive, session is accepted to the system
and the current MCS of the multicast service is lowered. Otherwise, other M −1
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is descending order of distances are tested using the same procedure. Finally, if
there is no ongoing multicast service, the session acceptance logic is similar to
unicast sessions. At the blockage time instant, the procedure described above is
tested first for the currently active BS and then for the remaining M − 1 BSs.
If none of those may support an ongoing session in blockage state, a multicast
session is dropped.

Metrics of Interest. In the considered system model, we are interested in new
and ongoing multicast, pN,M and pO,M , and unicast, pN,U and pO,U , session drop
probabilities. The new session drop probability is defined as the probability that
at the moment of new session arrival there are no resources to accept the session
for service. Ongoing session drop probability is defined as the probability that
a session accepted for service is then dropped at the moment of blockage due
to insufficient resources available. As a system-centric performance metric, we
concentrate on system resource utilization averaged over all NR BSs.

3 Performance Evaluation Framework

To characterize the system performance, we have developed a system level simu-
lation framework (SLS) is based on discrete-event simulation (DES) with multi-
thread optimization in Java.

To achieve reliable results, we have executed the simulations for 106 s of the
simulated system time. Since all stochastic processes in our system are stationary,
the system of interest eventually converges to the steady-state. The beginning
of the steady-state is detected using the exponentially-weighted moving average
(EWMA) technique with the weighting parameter 0.1 [28]. The average duration
of the transient period has been found to be 134 s.

During the simulation run, the data is collected during the steady-state
period only. On top of sampling the system-state every 10 s, the batch means
strategy is used to exclude residual correlation in the statistical data. Accord-
ing to it, batches of 103 observations were collected first. The means of these
batches are considered as independent identically distributed (iid) observations.
The resulting iid samples were processed using conventional statistical methods.
Due to the large sample sizes, in what follows, only point estimates are demon-
strated. The reason is that the interval estimates do not differ by more than
±0.01 from the point estimates under the level of significance α = 0.1.

4 Selected Numerical Results

In this section, we numerically assess the performance gains provided by multi-
connectivity operation at BSs serving mixtures of unicast and multicast traffic.
The default input system parameters used in this section are provided in Table 1.

First, we consider the new session drop probability for multicast and unicast
sessions with different degrees of multi-connectivity as a function of the fraction
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Table 1. Main parameters for numerical assessment.

System parameter Value

User density, λ 0.5 users/m2

User velocity, vB 4 m/s

BS height, hA 4 m

UE height, hU 1.5 m

Blocker height, hB 1.7 m

Blocker radius, rB 0.3 m

Multi-connectivity degree, M (1, 2, 3)

Number of NR BSs, N 3

Transmit power, PT 0.2 W

Planar antenna elements at BS, KA 32

Planar antenna elements at UE, KU 4

Carrier frequency, fc 28 GHz

Bandwidth at each NR BS, B 1 GHz

LoS blockage loss, LB 20 dB

Mean session time, 1/μ 20 s

Session initiation probability, pA 3.14 × 10−4

Session rate, R 100 Mbps

of multicast sessions, pM , illustrated in Fig. 2. As one may observe, the presence
of multi-connectivity has a profound negative effect on the new session drop
probabilities for both types of traffic. Analyzing the presented data further,
we may observe that the new session drop probabilities of both type of traffic
decrease as the fraction of multicast sessions increases. This behavior is logical
for the unicast sessions as their fraction decreases as pM increases. In cases,
of the multicast session, this effect is explained by the nature of the service
process. Indeed, as multicast sessions do not always require a new set of resources
upon their arrival. If there is at least one multicast session in the system, they
may change the amount of resources required for service. Thus, when pM is not
negligible, each NR BSs almost always have an active multicast session in the
system drastically decreasing the multicast session drop probability.

Consider now the effect of multi-connectivity on ongoing session drop proba-
bility illustrated in Fig. 3 for a range of values of a fraction of multicast sessions,
pM . As one may observe, there is a noticeable positive effect of multi-connectivity
on both considered types of traffic. Quantitatively, it is essential to note that
the gains of the system with M = 3 compared to M = 2 is much milder than
that of M = 2 compared to no multi-connectivity at all, M = 1. This is essen-
tial observation as maintaining simultaneously active links is expensive from the
control overhead point of view [22].
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Fig. 2. New session drop probabilities for unicast and multicast traffic.

Analyzing the data corresponding to multicast service, illustrated in
Figs. 2(b) and 3(b), one may notice that much sharper decays characterize the
new and ongoing session drop probabilities compared to unicast traffic. As the
service process of this traffic is drastically different the interplay between the
unicast and multicast type of traffic in NR systems is of particular interest.
Notably, for non-negligible values of pM this type of traffic has implicit priority
over unicast sessions. This conclusion is supported by the absolute values of new
and ongoing session drop probabilities in Figs. 2(b) and 3(b). Thus, NR system
may need some explicit mechanism to prioritize unicast traffic.
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Fig. 3. Ongoing session drop probabilities for unicast and multicast traffic.

Finally, we assess the system-centric metric of interest – resource utilization
averaged across NR BSs, illustrated in Fig. 4. As one may observe, the system
with multi-connectivity operation enabled, M = 2 or M = 3, is characterized
by much better performance compared to the system with M = 1 in overloaded
regime corresponding to small values of pM . When the fraction of multicast
sessions increases, the systems switch to the underloaded regime, where the
performance of systems with different degrees of multi-connectivity coincide.
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Fig. 4. Resource utilization averaged across NR BSs.

5 Conclusion

Motivated by the need to support multicast traffic in prospective 5G NR systems,
we formulated a model of cellular NR deployment serving a mixture of unicast
and multicast traffic in this paper. Owing to the complexity of the systems, the
developed model is based on system level simulations with an analytical model
of the LoS blockage process. The proposed framework can be used to assess user-
and system-centric performance metrics of interest.

We have demonstrated that the multi-connectivity operation negatively
affects new session drop probabilities for both multicast and unicast traffic. How-
ever, it allows to significantly improve the service performance of sessions already
accepted to the system by drastically reducing the ongoing session drop proba-
bility for both types of traffic. Varying the degree of multi-connectivity one may
achieve the desired trade-off between new and ongoing session drop probability.
Quantitatively, the significant impact on both user- and system-centric perfor-
mance metrics is produced by supporting just two simultaneously active links,
so-called dual connectivity operation. The gains of adding additional links are
much milder.

Finally, we would like to note that the specifics of the service process of
multicast traffic profoundly affects unicast traffic performance. In particular, if
the fraction of multicast session is non-negligible, there is resource capturing
effect, when multicast sessions exclusively occupy a fraction of resources. Thus,
if one needs to achieve a balance between unicast and multicast new and ongoing
session drop probabilities, explicit prioritization mechanism is needed.
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Abstract. Due to growing throughput demands dictated by innovative
media applications (e.g., 360◦ video streaming, augmented and virtual
reality), millimeter-wave (mmWave) wireless access is considered to be
a promising technology enabler for the emerging mobile networks. One
of the crucial usages for such systems is indoor public protection and
disaster relief (PPDR) missions, which may greatly benefit from higher
mmWave bandwidths. In this paper, we assess the performance of on-
demand mmWave mesh topologies in indoor environments. The evalua-
tion was conducted by utilizing our system-level simulation framework
based on a realistic floor layout under dynamic blockage conditions,
3GPP propagation model, mobile nodes, and multi-connectivity oper-
ation. Our numerical results revealed that the use of multi-connectivity
capabilities in indoor deployments allows for generally improved connec-
tivity performance whereas the associated per-node throughput growth
is marginal. The latter is due to the blockage-rich environment, which is
typical for indoor layouts as it distinguishes these from outdoor cases.
Furthermore, the number of simultaneously supported links at each node
that is required to enhance the system performance is greater than two,
thus imposing considerable control overheads.

Keywords: Milliliter-wave mesh · 5G NR · PPDR ·
Emergency response · Indoor environment

1 Introduction

Due to the growing capacity requirements on the air interface as demanded by
innovative media applications, such as 360◦ HD streaming, augmented and vir-
tual reality (AR/VR), millimeter-wave (mmWave) wireless access is considered
as a promising technology for future mobile networks.
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In addition to their undisputed benefits, mmWave networks bring new chal-
lenges to systems designers, which include high propagation losses, sensitivity to
blockage by obstacles, and beamsteering functionality for highly directive trans-
mission [1]. Particularly, free space propagation loss at 60 GHz is 28 decibels
higher than that at 2.4 GHz [2]. For these reasons, mmWave links are highly
directional, and they use steerable antenna arrays with sufficient gain to com-
pensate for these extreme losses. Moreover, due to shorter wavelength (approx-
imately 5 mm at 60 GHz), even small objects may block the mmWave link [3].
Finally, mmWave connections are highly affected by atmospheric and molecular
absorption [4]. Altogether these three factors significantly affect the reliability
of mmWave communication.

In addition to conventional setups, such as cellular systems where 3GPP
is currently at the completion phase of the New Radio (NR) standardization,
the extreme throughputs make mmWave communications technology appeal-
ing for extending the conventional mobile access by implementing wireless mesh
networking. The mmWave mesh topologies may improve coverage of mmWave
access points by utilizing multi-hop links and at the same time enhance com-
munications reliability with multi-connectivity operation [5]. One of the crucial
use cases in this context is public protection and disaster relief (PPDR) mis-
sions, which may greatly benefit from using 360◦ HD streaming and AR/VR
applications enabled by bandwidth-rich mmWave communications technology.

Performance of mmWave systems with multi-connectivity capabilities in out-
door environments has been investigated thoroughly. An upper bound for the
capacity of multi-connectivity mmWave systems has been obtained in [6]. This
bound has been refined in [7,8]. Recently, engineering studies addressing multi-
connectivity aspects of mmWave networks have started to emerge [9,10]. These
works reveal that multi-connectivity operation improves both outage probabil-
ity and system throughput non-incrementally. These results have been extended
to mmWave mesh deployments in the outdoor use cases in [11–13], where the
multi-connectivity operation has also been shown to considerably improve the
network connectivity and throughput.

Compared to outdoor environments, indoor mmWave mesh deployments
bring additional challenges that are primarily caused by an extremely complex
propagation process. The use of mmWave meshes in dynamic PPDR use cases,
such as fire suppression missions where the environment may change dynam-
ically, adds another level of complexity. Notably, link blockage in such indoor
scenarios is induced by the interior of buildings (e.g., partitions, walls) as well
as mobile objects (e.g., people, moving equipment). Taking into account the
potential mobility of nodes, indoor mmWave mesh deployments are expected to
be highly dynamic, with continuously changing connectivity patterns between
the mesh nodes. In these conditions, multi-connectivity can be considered as an
efficient enabler for both maintaining network connectivity and improving its
throughput.

In this paper, we evaluate the performance of mmWave mesh systems in a real-
istic indoor environment characterized by the mobility of nodes, dynamic block-
ers, 3GPP-compatible propagation model, and multi-connectivity operation.
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Fig. 1. Nodes on the layout during simulation 2D view.

Particularly, we consider our PPDR scenario as an illustrative use case for inves-
tigating network connectivity and throughput characteristics. Our main findings
are:

– the use of multi-connectivity operation drastically improves mmWave mesh
connectivity in indoor deployments but its effect on the per-node throughput
is minor;

– to augment connectivity and throughput in dense indoor mmWave mesh
topologies, the number of simultaneously supported links needs to be greater
than two, thus implying considerable control signaling overheads.

The rest of this text is organized as follows. In Sect. 2, we introduce the
system model and its components. Our system-level simulation framework and
data collection/analysis procedures are described in Sect. 3. We report our results
in Sect. 4. Conclusions are provided in the last section.

2 System Model

In this section, we introduce our system model by first outlining the scenario of
interest and briefly specifying its sub-modules including mobility, propagation,
beamforming, and dynamic blockage models. Finally, we introduce the connec-
tivity process and define the metrics on interest.

Illustrative Scenario. We address a fire suppression mission as a represen-
tative example for the evaluation of mmWave mesh network performance in a
realistic single-floor indoor deployment, see Fig. 1. Specifically, we consider a
team of firefighters operating on the floor of an office building. The team utilizes
assisting media applications enabled by the mmWave mesh. These acquire their
information streams from the firefighters’ on-body video cameras and transmit
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them to the command center. The latter processes the video streams and devel-
ops an optimized team operation strategy, which provides digital assistance and
guidance to the firefighters. In this setup, we assume that the communications
infrastructure inside the building is not operational. Connectivity with the com-
mand center is provided via a relay node (access point) installed by the rescue
team near a window.

Node Mobility Model. To capture the mobility of nodes, we assume that they
move around by following the random direction mobility (RDM, [14]) model.
Accordingly, a node first randomly chooses its direction of movement uniformly
in (0, 2π) and then proceeds in this direction at the constant speed vB for an
exponentially distributed time interval with the parameter γ = 1/E[τ ], where τ
is the mean movement duration. The process is restarted at each stopping point.
If during such movement an obstacle is encountered, the node chooses a new
direction.

Propagation Model. The received signal power at a mesh node is given by

PR(x) = PT GT GR − PL, (1)

where PT is the transmit power, GT and GR are the antenna gains at the trans-
mitter and the receiver sides, respectively, which depend on the antenna array
(these parameters can be obtained from the beamforming model introduced in
the following subsection), PL is the path loss. Following 3GPP TR 38.901, the
mmWave path loss in dB for the line-of-sight (LoS) links is given by

PLInH−LOS = 32.4 + 17.3 lg(d3D) + 20 lg(fc), (2)

where fc is the center frequency, d3D is the three-dimensional distance between
the radio interfaces of two communicating nodes.

For the non-LoS (NLoS) links, the path loss is determined as

PLInH−NLOS = max(PLInH−LOS , PL′
InH−NLOS), (3)

where
PL′

InH−NLOS = 38.3lg(d3D) + 17.3 + 24.9 lg(fc). (4)

Beamforming Model. We assume linear antenna arrays at both the transmit-
ter and the receiver sides [15]. Half-power beamwidth (HPBW) of the array, α,
is defined as [16]

α = 2|θm − θ3db|, (5)

where θ3db is the 3-dB point and θm = arccos(−β/π) is the array maximum,
while β is the array direction angle. Letting β = 0, the upper and lower 3-dB
points are

θ±
3db = arccos[−β ± 2.782/(Nπ)], (6)
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where N is the number of antenna elements.
Finally, the mean antenna gain over HPBW is expressed as [16]

G =
1

θ+3db − θ−
3db

∫ θ+
3db

θ−
3db

sin(Nπ cos(θ)/2)
sin(π cos(θ)/2)

dθ. (7)

Dynamic Blockage Model. In this paper, we consider three types of block-
age: (i) blockage by inherent indoor constructions, e.g., walls, furniture; (ii)
self-blockage; and (iii) dynamic blockage by environmental objects. The former
option is captured by the considered propagation model introduced in the pre-
vious subsection. Self-blockage refers to particular positioning of a node, such
that it may no longer beamform its antenna towards the intended recipient.

We also follow a dynamic spatially-temporal blockage model. Accordingly,
blockers appear at a randomly chosen position that is uniformly distributed
over the area of the floor according to a homogeneous temporal Poisson process
with the intensity λ. Each blocker is assumed to exist for an exponentially dis-
tributed period of time with the mean 1/μ. Observe that this stochastic process
is inherently of M/M/∞ type, and the number of active blockers is provided by
the Poisson distribution with the parameter λ/μ. Given the radius of a blocker,
rB , the fraction of the floor covered by this type of blockers can be obtained by
using integral geometry formulations as follows [17]

pC = (1 − fC,1)λ/μ, pC,1 =
2πSB

2π(SA + SB) + LALB
, (8)

where SA is the floor area and SB = πr2B is the blocker radius.

Connectivity and Metrics of Interest. To improve system performance,
we assume that a single node supports 3GPP multi-connectivity operation as
described in Rel.-15 NR specifications (see TS 37.340) [5]. Accordingly, a node
supports multiple connections to its adjacent systems simultaneously, and may
dynamically switch between them in case where its current connection is unavail-
able. In our study, the number of simultaneously supported connections, known
as the degree of multi-connectivity, is assumed to be M . It should be noted that
depending on the locations of the nodes forming the mesh, the actual number
of connections at any given instant of time can be less than M .

In our study, we address connectivity and throughput related performance
indicators. These are: (i) the fraction of time when at least one node is discon-
nected from the mesh network, (ii) the mean number of disconnected nodes at
an arbitrary instant of time, and (iii) the mean per-node throughput.

3 Simulation Framework

3.1 Simulator Design

For the numerical evaluation of the mmWave mesh system performance,
we develop a custom simulator based on the Stage simulator code [18,19].
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The primary part of this tool is a 3D model of an office floor, see Fig. 2. This
model allows to assess whether there is a LoS condition between two points in
the coordinate plane. The simulation process starts with the coordinate simu-
lation of the node mobility and dynamic blockage. At each iteration, the tool
checks the LoS condition between all of the nodes of the mesh. When verifying
it, the antenna directivity is also taken into account. The results are stored in
the SQL database.

The second phase utilizes the results obtained during the first phase for
evaluating the parameters of interests. It starts with the calculation of path
losses between all the nodes by using the system model described in Sect. 2. If
the signal strength between the two nodes (at the receiver side) is lower than
a preset threshold, the simulator assumes that there is no direct connection
between these nodes. If there is a connection between them, the tool calculates
the throughput by using the Shannon–Hartley theorem for all pairs of nodes
in the mesh wherever a direct connection is available. This part abstracts the
physical layer of the network. In the next step, the simulator considers radio
channels between the nodes, including the medium access control procedures.
This delivers a channel topology graph. The third step mimics addressing and
routing within the mesh topology as delivered by the second step.

The developed framework is flexible for further extensions. The modifications
(e.g., implementation of alternative protocols or applications) can be pursued by
applying modified SQL scripts on the coordinate simulation traces stored in the
SQL database, without launching a new simulation.

Fig. 2. Three-dimensional view of mesh nodes in simulated layout.

3.2 Data Collection and Analysis

A simulation campaign has been carried out to obtain the metrics of interest by
relying on the following procedure. For each considered set of input parameters
(termed a round), simulations were set to run for 1200 s of the system time, with
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Table 1. Simulation parameters.

Parameter Value

Operating frequency, fc 28 GHz

Antenna array 16 × 16 el. (planar array)

Channel model 3GPP InH

Transmit power 1 W

Receiver sensitivity −91 dBm

Fraction of floor covered by blockers, pC 0.15

Number of fire crew members {8, 10, 12, 14, 16}
Velocity of crew members 1 m/s

Mobility of crew members RDM model

Number of simultaneously supported links {2, 3, 4,∞}
Number of iterations per simulation round 4800

a 0.25 change of the system time at each iteration of simulations. The chosen
duration of a simulation round approximately corresponds to the time required
for checking the floor of the considered size by the rescue team (e.g., firefighters).

Statistical data has only been collected during the steady-state period.
The starting point of the steady-state period was detected by utilizing the
exponentially-weighted moving average (EWMA) statistics with the weighting
parameter set to 0.05 and by employing the procedure from [20].

To remove the residual correlations in the statistical data, we used the batch
means strategy. Accordingly, the entire steady-state period duration has been
subdivided into 1000 data blocks. The metrics of interest computed for these
periods were treated as independent to form statistical samples. The output
values for the metrics of interest have been estimated by processing the respective
samples.

4 Numerical Results

In this section, we report our numerical results for the mmWave mesh perfor-
mance in indoor environments. The default system parameters are summarized
in Table 1.

Indoor deployments of mmWave systems are characterized by much higher
complexity as compared to widely considered outdoor scenarios. Hence, to
develop intuition about the system under investigation we start our analysis by
assessing the time-dependent behavior of connectivity and throughput processes
for three randomly selected mesh nodes as illustrated in Fig. 3. Observing the
connectivity performance shown in Fig. 3(a), where 0 indicates the connectivity
periods and 1 implies the absence of an active connection, one may conclude that
connectivity intervals are rather long as compared to outages. The outage inter-
vals are considerably short but their periodicity is relatively high. This behavior
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(a) Connectivity trace

(b) Throughput trace

Fig. 3. Time-dependent behavior of connectivity and throughput.

is a consequence of the realistic indoor deployment and mobility models, where
layout features and dynamic blockage result in many short-lived outage events.

The associated throughput of the nodes is illustrated in Fig. 3(b), where the
averaging interval was set to 1 s. As one may observe, the throughput may drasti-
cally deviate during the connectivity intervals. For some nodes, these fluctuations
are rather smooth but one may also notice many sharp peaks in the perceived
throughput. Note that the mobility of nodes primarily results in smooth devi-
ations while quick jumps are associated with the blockage process (floor layout
geometry and dynamic blockage events).

Fig. 4. Time fraction when at least one node is disconnected.
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After observing the time-dependent behavior of the system, we proceed by
analyzing the stationary state metrics. We start with the time fraction when
at least one node is disconnected from the network; it is illustrated in Fig. 4
as a function of the number of nodes in the mesh network and the number of
simultaneously supported links, M . Note that this parameter can be considered
as an integral measure of the mesh network connectivity, which characterizes
the fraction of time when at least one node does not have access to the gateway.
One may observe that as the number of nodes increases, and depending on
the degree of multi-connectivity, the analyzed value demonstrate fundamentally
different behavior.

For M = 2 and M = 3, the time fraction when at least one node is dis-
connected increases as the number of nodes in a mesh grows. The rationale
behind this behavior is straightforward: for a larger node count the probabil-
ity that at least one node finds itself in unfavorable position becomes higher,
and multi-connectivity may be insufficient to overcome this. However, as the
degree of multi-connectivity grows further, the effects of diversity start to dom-
inate when the number of nodes increases. Therefore, we may conclude that
multi-connectivity operation in mmWave systems may drastically improve mesh
connectivity for indoor deployments. However, the number of simultaneously
supported links might be rather high, thus resulting in significant control over-
heads.

We can now characterize the mesh network connectivity quantitatively in
the stationary state. Figure 5 reports the mean number of disconnected nodes
as a function of the total number of nodes and the degree of multi-connectivity.
Similarly to Fig. 4, we may observe that the degrees of multi-connectivity of
M = 2 and M = 3 do not permit the network to scale appropriately as the mean
number of disconnected nodes starts to grow. However, increasing M further to
4 allows this value to remain well below one. One may also notice that if we
do not limit the number of simultaneously supported links, the mean number
of nodes actually decreases as the number of disconnected nodes in the mesh
network grows.

Finally, Fig. 6 studies the mean per-node throughput as a function of the
number of nodes in the mesh and the degree of multi-connectivity. As one may
notice, this parameter exhibits qualitatively similar behavior for all the values of
M . Comparing the mean throughput results corresponding to M = ∞ and M =
2, one of the key observations here is that the system operates in blockage-limited
conditions for the realistic values of M . Indeed, when imposing no restrictions on
the degree of multi-connectivity, the per-node throughput is 3 − 4 times higher
as compared to the case of M = 2. It is also important to note that for higher
degrees of multi-connectivity the system approaches this regime rather slowly,
e.g., the mean per-node throughput obtained with M = 4 is still approximately
half of that for M = ∞. This behavior is different from the one reported for
outdoor scenarios in, e.g., [7,8], where both capacity and outage probabilities
grow exponentially with M .
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Fig. 5. Mean number of disconnected nodes.

Fig. 6. Mean per-node throughput in mesh network.

5 Conclusion

Motivated by the need for on-demand and high throughput mesh networking in
indoor PPDR use cases, we investigated the capabilities of mmWave technology
to support these types of applications. Our developed model employed system-
level simulations of the mesh system with node mobility, 3GPP-like indoor prop-
agation, dynamical link blockage, and multi-connectivity operation, all for a real-
istic indoor layout. In this study, the metrics of interest were related to network
connectivity and throughput.
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Our simulation campaign revealed that the connectivity of individual nodes
in indoor environments is characterized by frequent short-lived outage events
and causes sharp fluctuations in node throughput even in the presence of multi-
connectivity capabilities. Hence, multi-connectivity operation may significantly
improve the overall network performance in terms of the fraction of time when
at least one node is disconnected as well as the mean number of disconnected
nodes. However, the associated increase in per-node performance is less notice-
able, which implies that indoor mmWave mesh deployments primarily operate in
a blockage-rich environment. This is different from outdoor deployments, where
multi-connectivity improves both the connectivity and throughput performance
exponentially [7,8].
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Abstract. 5G and Beyond 5G networks are calling for advanced net-
working schemes that can efficiently contribute to deal with the fore-
seen increase of the mobile data traffic, which inherently brings along an
increase of the energy consumed by mobile nodes to support it. The non-
real-time nature of an important share of that traffic makes it possible to
use opportunistic networking mechanisms in cellular networks that can
exploit the traffic’s delay-tolerance to find efficient transmission condi-
tions. In this context, this paper proposes an scheduling and mode selec-
tion scheme that integrates opportunistic Device-to-Device (D2D) net-
working mechanisms in cellular networks to reduce the energy consump-
tion for non-real-time traffic. The proposed scheme utilizes a probabilistic
model that exploits context information available in cellular networks to
obtain an a-priori estimate of the energy cost for transmitting the differ-
ent fragments of a content using any of the following modes: single-hop
traditional, opportunistic cellular and opportunistic D2D-aided cellular.
Based on these estimates, the proposed scheme selects the communica-
tion mode for each fragment, and schedules the time instant at which the
transmission should take place. Our performance evaluation shows that
the proposed scheme results in up to 90% energy consumption reduc-
tion, compared to traditional single-hop cellular communications, and
performs closely to an optimal scheme which assumes full knowledge of
network conditions and nodes’ trajectories.

Keywords: 5G · D2D · Energy efficiency · Opportunistic networking

1 Introduction

5G and Beyond 5G networks will be challenged, in terms of both spectrum use
and energy consumption, by the increasing mobile data traffic demand. The
integration of Device-to-Device (D2D) communications in the design of cellular
networks [1] has been proposed as a powerful means to cope with this unprece-
dented traffic demand, and is expected to play a key role in 5G networks and
beyond [2]. 5G and beyond 5G networks will require advanced networking mech-
anisms to adapt data transfers to the variable spatial-temporal characteristics
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of the traffic demands [2,3]. This includes opportunistic networking mechanisms
that empower mobile devices to become more active members of the network
with the ability, for instance, to autonomously establish communication links
under favorable conditions. Traditionally, opportunistic networking has focused
on self-organized/ad-hoc mobile networks that lack end-to-end connections [3].
In these scenarios, the devices are allowed to temporarily store the information,
and eventually forward it to another device, which is more likely to be within
the communication range of the destination, when a connection opportunity
arises. In cellular networks, the end-to-end connectivity is not an issue thanks
to the increasing densification of the infrastructure. Hence, devices will have a
direct cellular connection to the infrastructure almost everywhere. In this con-
text, opportunistic networking can be used for dynamically selecting, at each
point in time, the best communication mode among the available ones. In par-
ticular, this work considers the following communication modes: (i) Single-Hop
(SH) traditional: direct cellular transmission between the UE (user equipment)
and the BS; (ii) opportunistic cellular: direct but deferred transmission between
the UE and the BS which seeks to take advantage of better channel quality in
the near future; (iii) opportunistic D2D-aided cellular: eventual D2D transmis-
sion from the source node to an intermediate UE (or relay), which forwards the
data to the BS. The decision on the communication mode to use can be based
on latency, reliability or throughput metrics, to name a few. This paper focuses
on selecting the communication mode that minimizes the energy consumption
while guaranteeing the traffic QoS.

The integration of D2D-aided communications and opportunistic networking
concepts can be exploited with the aim to increase the energy efficiency of non-
real-time data transmissions. Indeed, according to recent estimates [4], non-real-
time services (e.g. social networking, cloud services, data metering, mobile video,
etc.) will represent an important share of the forthcoming mobile data traffic. And,
for this type of services, the amount of data in the uplink direction is expected to
increase considerably. The potential benefits of opportunistic D2D-aided uplink
mechanisms are especially relevant in the context of this type of services.

The idea of integrating D2D communications in the architecture of a cellular
network dates back to the work of Lin and Hsu [5], where a Multi-hop Cellu-
lar Network (MCN) architecture was proposed. In the last decade, researchers
have been working on the integration of D2D in wideband multicarrier-based
cellular networks (i.e., 4G, 5G, and beyond). The initial studies focused on local
(proximity) services (see, e.g., [6]) whereas, subsequently, the research on D2D
data offloading techniques (e.g. [7]) has widened the scope of integrating D2D
and opportunistic networking concepts. Indeed, the combination of D2D and
opportunistic networking can induce a significant performance improvement in
obtaining/uploading contents from/to some remote server. In some recent theo-
retical and experimental studies, we have shown that considerable benefits can
be obtained, in terms of energy consumption and cellular spectral efficiency, from
the integration of D2D and opportunistic networking in cellular networks in the
uplink ([3,8,9]) and in the downlink ([10–12]). However, these studies target a
different problem than the one studied in this work, namely data offloading, or
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have focused on deriving and identifying optimum locations at which the D2D
and cellular transmissions should take place to minimize the energy consumption.

Giving these previous promising findings, this work proposes and evaluates
a mechanism that integrates opportunistic D2D-aided transmissions in cellu-
lar networks. In particular, this work develops a novel probabilistic model, and
apply it to decide, at a source mobile node, through which communication mode
(i.e. SH traditional, opportunistic cellular or opportunistic D2D-aided cellular)
data should be transferred to the BS in order to minimize the transmission
energy consumption. Using context information available in cellular networks
(e.g. spatial density and distribution of nodes within the cell, nominal channel
gains between each pair of locations in the physical area of interest, etc.), which
we assume to be periodically broadcast by the BS, the devised model estimates
the energy cost for each of the communication modes along the time available
to complete the data transfer. The proposed mode selection scheme also con-
siders that the data can be fragmented into chunks or fragments that can be
uploaded at separate time instants within the available time. For each of these
fragments, the proposed scheme selects a communication mode, and schedules
the time instant at which the transmission should take place in order to mini-
mize the overall energy consumption. Finally, the proposed scheme executes the
selected communication modes at the scheduled time instants considering the
real network conditions (e.g. location of potential relays).

The obtained results show that the proposed scheme, that integrates oppor-
tunistic D2D networking in cellular network, results in up to 90% energy con-
sumption reduction compared to traditional SH cellular communications, and
performs closely to an ideal optimal scheme (used for upper-bound benchmark-
ing) that assumes full knowledge of the network state and all nodes’ trajectories
to select the most efficient communication mode.

2 Opportunistic D2D-Aided Scheduling and Transmission

Without loss of generality, we focus on a mobile node having to transmit to the
BS a content of size Dc bits. The application QoS sets a time limit Tmax to upload
the content. Time is organized in Control Intervals (CI) of duration TCI. The
duration of a control interval is considered to be smaller than the time limit, i.e.
TCI << Tmax. For instance, Tmax can be in the order of tens of seconds, or even
several minutes, whereas TCI is in the order of 1 s. We consider that the content
size is larger than some maximum data that can be transmitted by a user in a
CI. Therefore, the content to be transmitted is divided into fragments or chunks.
Within each control interval CI, each transmitter can be allocated an amount of
radio resources so that it can transmit DCI bits (DCI < Dc). In this context, the
content to be uploaded is divided into Nc = �Dc/DCI� fragments. Each source
node s has NCI = Tmax/TCI control intervals to complete the transmission of the
Nc fragments. In the considered scenario Nc ≤ NCI and each node can transmit
at most one fragment in a control interval.

Considering the scenario setup described above, this work proposes a scheme
that seeks identifying the subset of Nc control intervals where fragments should
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be uploaded in order to minimize the overall energy consumption. For these iden-
tified control intervals, the proposed scheme also decides what communication
mode to use (i.e. SH traditional, opportunistic cellular or opportunistic D2D-
aided cellular) for the transmission of the fragment. The proposed scheme is
carried out in two phases that are described below: mode selection & scheduling
phase, and execution phase.

2.1 Mode Selection and Scheduling Phase

First, the mode selection & scheduling phase is executed at the source node
when the content to be uploaded is generated. The source node uses a proba-
bilistic model to estimate the energy cost of performing opportunistic cellular
and opportunistic D2D-aided cellular transmissions in each of the available NCI

control intervals1. Then, and building on these estimates, the mode selection
& scheduling phase selects the transmission mode and the control interval at
which the source node will transmit each fragment of the content. To calculate
the cost estimates, the proposed scheme uses context information that can be
made available in the cellular network, and a trajectory prediction of the source
node. More specifically, contextual information refers to (i) a map of nominal
channel gains between each pair of locations (x, y) in the region, indicated with
gD2D (x, y), where x and y represent the location of the transmitter and receiver
of a D2D transmission, respectively, and a map of the nominal channel gains
between any location x and the BS, indicated with gcell (x, xb), where xb is the
location of the BS2; (ii) information about the urban structure of the region
(streets, buildings, etc.); (iii) statistical information about the nodes’ density
and distribution within the cell.

In the following, we indicate with Ecell (x, xb) the energy cost of transmitting
a fragment from a node (be it a source or a relay) located at x, to the BS
through a cellular link, and with ED2D (x, y) the energy cost of transmitting a
fragment from a source located at x to a relay located at y. These energy costs are
deterministic functions of the respective nominal channel gains gcell (x, xb) and
gD2D (x, y), and of the cellular and D2D technologies (see Sect. 3). We represent
the (discrete-time) trajectory, of a source node s as xs(tk) = xs(t0) + vskTCI,
where tk � kTCI, and both the location (xs) and speed (vs) vectors belong
to R

2. At this stage, we assume that the source node knows its own trajectory,
which is not constrained to a specific model. We leave the evaluation considering
source nodes’ trajectory uncertainty to our future work. Finally, we indicate with
1 It should be noted that the opportunistic cellular mode includes the SH traditional

mode if the transmission between the UE and the BS is not deferred.
2 The nominal channel gains depend on the geometry of the system, and not on the

instantaneous channel conditions that are subject to time varying effects such as
shadowing, fast fading and frequency selectivity (these effect are taken into account
by adding a suitable link margin, see Sect. 3). We assume that the nominal channel
gains maps gcell (x, xb) and gD2D (x, y) are computed offline, or acquired through
measurements sent periodically by the devices and suitably processed, over a very
large time scale, by the network operator.
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Ê
(s,k)
cell the expected energy cost associated to the direct cellular transmission of

a fragment from source node s to the BS in the k-th control interval, and with
Ê

(s,k)
D2D-aided∗ the expected energy cost for the D2D-aided transmission in the

k-th control interval. Ê
(s,k)
D2D-aided∗ includes the cost of both transmissions, from

source to relay and from relay to BS, and considers that the source node selects,
among the available potential relays (i.e. neighboring nodes of the source node),
the relay that minimizes the energy consumption of the overall opportunistic
D2D-aided transmission.

Estimation of the Energy Cost of Opportunistic Single Hop Cellular
Transmissions - The expected energy cost for the direct cellular transmission
at time instant tk, i.e. Ê

(s,k)
cell , is computed in this work considering the location of

the source node and nominal channel gain gcell (x, xb) at this location. Based on
gcell (x, xb) and link margin (see Sect. 3), it can be computed the transmit power
and hence the energy cost for a cellular transmission from the source node s to
the BS at time instant tk as

Ê
(s,k)
cell = Ecell (xs (tk) , xb) , (1)

where we recall that the right-hand-side is a deterministic function of the channel
gain map gcell (x, xb).

Estimation of the Energy Cost of Opportunistic D2D-Aided
Transmissions - The estimation of the energy cost Ê

(s,k)
D2D-aided∗ needs to take

into account that the future location of the relays is unknown at the time the
mode selection & scheduling phase is performed (i.e., at time t = t0). To this
end, we have derived a probabilistic model for computing such cost. For space
limit reasons, we omit the details of the derivations (which will be included in a
future work). Instead, in this Subsection, we provide an outline of the steps we
followed, and the main result given by the estimation of the cost associated to
a D2D-aided transmission in Eq. (3).

– First, based on the density and distribution of nodes within the cell, the
source node’s trajectory prediction, and the nominal channel gain maps, it
is possible to compute the cumulative distribution function (CDF) of the
energy cost (which includes the cost of both D2D and cellular transmissions)
assuming there will be a relay at an unknown location.

– Then, conditioned on the number J of relays that will be available at a given
time instant tk (at unknown and statistically independent locations), it is pos-
sible to obtain the CDF of the minimum energy cost that would be incurred
by the opportunistic D2D-aided cellular transmission (achieved by using
the “best” relay). This is conditioned to the number of relays that will be
available.

– Finally, using the information about the density and distribution of the nodes
within the cell, it is possible to compute the probability mass function of the
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number of relays that will be available. Removing the conditioning on the J
available relays from the CDF of the minimum energy cost, it is possible to
obtain the CDF of the minimum cost associated to each instant tk considering
a source node s and, ultimately, its expected value. This expected value is
used as an estimate of the energy cost for performing a D2D-aided fragment
transmission at the k-th control interval, see Eq. (3).

More technical details are provided in the following. We indicate with Cs(tk)
the nominal D2D coverage region of a source node s at given time instant tk. This
coverage region is defined as a disk of radius RD2D centered at xs(tk), deprived
of unreachable spaces for D2D transmissions like, for instance, locations inside
buildings. Cs(tk) is represented as a tessellation of square tiles of equal surface
(e.g. 1m2). Let 1, ..., Q be an arbitrary labeling of the tiles available at Cs(tk), and
xi(tk),∀i ∈ {1, . . . , Q}, be the center of the tiles at time instant tk. Following the
previous notation, the total energy cost that would be incurred by opportunistic
D2D-aided cellular for transmitting a fragment from a source node s located (in
the k-th control interval) at xs(tk), and using a relay r located at the center of
tile i of the coverage region in the k-th control interval, i.e., at xi(tk), can be
computed as

ED2D-aided (xs(tk), xi(tk)) = ED2D (xs(tk), xi(tk)) + Ecell (xi(tk), xb) . (2)

The quantities ED2D-aided (xs(tk), xi(tk)), computed for each tile i ∈ {1, . . . , Q},
allow to establish a ranking of the locations (i.e., the tiles) in which it would be
more preferable to have a relay. For a given position q in the ranking, we indicate
with i(q) the labeling index of the tile at position q in the ranking. Conversely,
for a given tile i, we indicate with q(i) the position of the tile i in the ranking. All
possible values of the energy cost that would be incurred by the opportunistic
D2D-aided cellular transmission at tk can be expressed as e1(tk), . . . , eQ(tk),
where the numbering order follows the energy cost-based ranking order, i.e.,
e1(tk) ≤ e1(tk) ≤ . . . ≤ eQ(tk). We label the streets in the entire cell with the
numbers in the set Ψ � {1, . . . , NΨ} and indicate with λψ the (linear) density of
nodes present on street ψ ∈ Ψ . For each time instant tk, we consider the subset
Ψ

(s)
k �

{
ψ
(s,k)
1 , . . . , ψ

(s,k)

N(s,k)

}
⊂ Ψ of the N (s,k) streets whose median axis is at

least partially within the coverage region Cs(tk), and we also indicate with l
(s,k)
n

the length of the portion of street ψ
(s,k)
n ,∀n ∈ {

1, . . . , N (s,k)
}
, covered by Cs(tk).

Following the derivation steps outlined above, it is possible to obtain the
following expression for the expected energy cost of the opportunistic D2D-aided
transmission, which we use as the desired estimation:

Ê
(s,k)
D2D-aided∗ � E

E
(s,k)
D2D-aided∗

(e) =

Q∑

q=1

(
e(s,k)

q

∞∑

j=0

(
pJ(s,k) (j) pE∗

(
e(s,k)

q | j
)))

, (3)

where pJ(s,k) (j) = 1
j!

(∑N(s,k)

n=1 λ
ψ

(s,k)
n

l
(s,k)
n

)
exp

(∑N(s,k)

n=1 λ
ψ

(s,k)
n

l
(s,k)
n

)
.
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Control Interval and Transmission Mode Selection - Considering the
k-th control interval, we indicate the minimum among the expected energy cost
associated to a direct opportunistic cellular transmission and the expected energy
cost associated to an opportunistic D2D-aided one as

Ê (s, k) = min
(
Ê

(s,k)
cell , Ê

(s,k)
D2D-aided∗

)
. (4)

The NCI control intervals can be ranked, in ascending order, according to
their energy cost Ê (s, k) ∀k ∈ {0, . . . , NCI − 1}. The source node’s strategy for
the transfer of the content (i.e. of the Nc fragments) can be scheduled by selecting
the Nc control intervals with the minimum expected energy cost. Clearly, the
communication mode that will be used at the scheduled control interval k is the
one which minimizes the expected energy cost in (4).

2.2 Execution Phase

The execution phase is in charge of implementing the communication modes
selected in Sect. 2.1 at the scheduled control intervals, considering the real net-
work conditions (i.e., the location of potential relays). In the control intervals for
which a direct transmission was scheduled, the source node s transmits directly
the fragment to the BS. In the control intervals for which an opportunistic D2D-
aided cellular transmission was scheduled, the source node selects a relay among
its neighbors. More specifically, it selects the relay with the lowest overall cost,
i.e., including the source-to-relay D2D transmission cost and the relay-to-BS
transmission cost. At execution time tk it is possible to identify this relay. Dur-
ing the mode selection & scheduling phase, the source node s had determined
the cost of the opportunistic D2D-aided transmission for each tile within the
D2D coverage region Cs(tk). This allows to establish a ranking of the locations
(i.e. the tiles) in which it would be more desirable to have the relay. Note that,
in Sect. 2.1, it was necessary to consider all the tiles since the source had no
knowledge of where the potential relays would be located in the future. Then, in
the execution phase, the source node selects as relay the neighbor that is located
on the tile with the highest ranking (i.e., the lowest energy cost) among those
tiles which have a neighbor on them. In case the source node finds no relays, it
directly transmits the fragment to the BS.

3 Performance Evaluation

We have evaluated, using a Matlab-based simulator, the performance of the
proposed scheme in a “Manhattan” grid scenario of 6 × 6 blocks. The widths
of streets and buildings are set to 10 m and 90 m, respectively. The average
height of the buildings is 20 m, and they have on average 4 floors. The BS is
located at a height of 25 m on top of a building at the center of the scenario.
A map-based channel model for urban macro-cell scenarios [13], which takes
into account all the layout of the scenario and buildings described above, is
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used to compute the nominal channel gains for the cellular transmissions. The
propagation losses for the D2D transmissions are modeled following the METIS
Project’s D1.4 on channel models [14]. This D2D model distinguishes between
line-of-sight (LOS) and Non-LOS (NLOS) conditions. The mobility traces of
the nodes in the scenario are obtained using the SUMO (Simulation of Urban
MObility) simulator [15]. The nodes’ speed is set to 1.5 m/s. At streets crossings,
the nodes can turn right or left, or continue straight with equal probability.
Different densities of nodes in the scenario are considered. Out of all the available
nodes, the source nodes are selected randomly.

The evaluation has been conducted considering that the cellular and D2D
technologies use the LTE spectrum band (a.k.a. in-band D2D) at 2.3 GHz. The
control interval TCI is set to 1 s. The considered traffic load guarantees that the
cellular system can provide the required radio resources (i.e. Physical Resource
Blocks) to the D2D and cellular links to transmit DCI bits in a CI3. In our
simulations, the traffic uploading requests follow a Poisson distribution with a
rate λreq = 1/10. We considered contents with a size of Dc = 24Mbits, made of
Nc = 6 fragments of DCI = 4Mbits each. We considered Tmax values in the set
{10, 20, 30} s.

The computation of the energy consumption of D2D and cellular transmis-
sions takes into account both the nominal channel gain and random channel
effects, including shadowing and multi-path fading, that are included through
a suitable link margin (different for D2D and cellular transmissions). Following
[11], we compute the energy consumed to transmit a single fragment (i.e. DCI

bits) as

ECI = nuτPRBM · (1/g)N0BPRB

(
2(DCI/(nuτPRBBPRB)) − 1

)
, (5)

where g is the nominal channel gain. nu is the number of PRBs used to transmit
the DCI bits in a control interval (assumed to be fixed). BPRB and τPRB are the
bandwidth and duration of a single PRB, that are equal to 180 KHz and 0.5 ms
for LTE. N0 is the thermal noise power spectral density, and M is a suitable link
margin calculated for the scenario under study4.

For comparison purposes, besides the proposed scheme, the following schemes
have been also evaluated under the conditions described above:

(i) Single-Hop (SH) traditional: In the SH traditional scheme, the source
node does not implement any opportunistic networking scheme. Therefore, it
uses the first Nc control intervals to upload the content to the BS.

3 For example, considering an LTE system, each PRB carries a number of bits in
the range from 16 to 720 (based on [16]). Assuming that a PRB carries 400 bits,
there would be needed 10.000 PRBs to transmit a content fragment of size DCI bits.
In the considered control interval of 1 s, there are approximately {50.000, 100.000,
200.000, 500.000} PRBs for a LTE system of {5, 10, 20, 50} MHz bandwidth. In our
simulations, we used a system bandwidth of 10 MHz.

4 For the purposes of this work, we have computed, through offline simulations, suit-
able link margins for both cellular and D2D transmissions, obtaining values of 10 dB
for D2D transmissions, and 4 dB for cellular transmissions.
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(ii) Opportunistic cellular-only: For a fair comparison with the proposed
scheme, the source nodes implementing the opportunistic cellular-only scheme
uses the probabilistic model presented in Sect. 2.1 to select the Nc control inter-
vals to complete the upload. Contrary to the proposed scheme, however, it only
considers the costs associated to direct cellular transmissions.

(iii) Optimal scheme: The optimal scheme assumes the source nodes have full
knowledge about the network conditions and other nodes’ trajectory. Therefore,
it can select the modes to use (either opportunistic cellular or opportunistic
D2D-aided cellular) for each of the Nc control intervals that minimize the energy
consumption. The implementation of this scheme is unfeasible in real networks
and is utilized in this work to identify what would be the upper-bound of the
proposed scheme.

For a fair comparison, the selected source nodes implement the four schemes
under evaluation at the same position and time instant. The results reported in
the next sub-sections are obtained over several simulation runs to guarantee the
statistical accuracy of the results.

3.1 Mode Selection Accuracy

It is important to investigate how the proposed scheme adapts to the context
conditions of the scenario to select the communication mode, and more specif-
ically, to the node density. In Fig. 1, we report the average percentage share of
the selected communication modes for the transmission of a fragment among
opportunistic SH cellular and opportunistic D2D-aided cellular. We considered
different values for the number of nodes present in the scenario, and three differ-
ent values for the maximum time limit within which the transfer of the content
needs to be completed. For example, when there are 100 nodes in the scenario,
the opportunistic D2D-aided cellular mode is scheduled 54.2% of the times5.
This percentage increases to 99% when the number of nodes in the scenario
is 1500 nodes. The opportunistic D2D-aided communication mode is selected
more frequently when the density of nodes in the scenario increases. This is the
case because the proposed scheme takes this context information as an input
for the estimation of the energy cost of the opportunistic D2D-aided transmis-
sions. Practically speaking, the energy cost that the model estimates for the
opportunistic D2D-aided transmissions reduces when it is more likely to find
relays within the source node’s D2D coverage region. This favors that one of the
potential relays is under “good” conditions to the BS.

Regarding the effect of Tmax, a larger value of this parameter allows the
source nodes to delay the start of the transmission to search for more efficient

5 It has to be pointed out that for a scenario of the considered size, 100 nodes is a
quite low number. For instance, in scenarios with the size considered in this study,
the simulation guidelines reported in [17] suggest considering 1500 nodes for the test
case “dense urban scenario societies”. However, we believe that testing worst-case
scenarios is also interesting to gain insights into the effectiveness and limits of the
proposed scheme.
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communication conditions. This allows to find more favorable conditions for
both the opportunistic SH transmissions and the opportunistic D2D-aided ones.
Therefore, the results reported in Fig. 1 show similar trends of the mode selection
share as a function of Tmax. As we will see in the next subsection, however, Tmax

has an effect on the performance in terms of energy savings.
In Fig. 2, we show the accuracy of the proposed scheme in selecting the correct

communication mode at the scheduled control interval. A correct selection is
represented by the occurrence that a selection based on the actual conditions
found at execution time would have provided the same choice performed by
the proposed scheme in the mode selection & scheduling phase. A non-correct
decision may arise since the proposed scheme selects the communication mode
based on the probabilistic model, without knowing exactly the conditions the
source node will find at execution time (i.e., the position of the potential relays)
in the considered control interval. The results show that the accuracy of the
proposed scheme in selecting the correct communication mode is above 80% for
the scenarios under study, even under a very low node density.
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Fig. 3. Energy consumption compared to traditional single-hop.
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3.2 Energy Consumption Reduction

This section analyzes the reduction in average energy consumption achieved by
the proposed scheme compared to the benchmark ‘opportunistic cellular-only’
and ‘optimum’ schemes described above. The performance of the ‘SH traditional’
scheme is used as a reference. The results reported in Fig. 3 show average energy
reduction percentage with respect to ‘SH traditional’. The plots in Fig. 3 also
display the 95% confidence intervals obtained with our set of simulations.
The results reported for ‘opportunistic cellular-only’ show that the sole use of
opportunistic networking in cellular networks already helps reducing the energy
consumption compared to ‘SH traditional’ communications. For example, when
Tmax is set to 10 s (Fig. 3a), the ‘opportunistic cellular-only’ scheme reduces the
energy consumption by 7% compared to ‘SH traditional’. The benefits of inte-
grating opportunistic networking in cellular networks increase with the available
Tmax since this allows the source nodes to search for more efficient communication
conditions. In fact, the results reported in Fig. 3c show that the ‘opportunistic
cellular-only’ scheme reduces the energy consumption by more than 20% com-
pared to ‘SH traditional’ in the scenario in which Tmax is set to 30 s. However, the
scheme proposed in this work that, besides opportunistic cellular, also integrates
D2D and opportunistic networking can achieve significant additional energy ben-
efits. For instance, when Tmax is set to 10 s (Fig. 3a), the proposed scheme reduces
the energy consumption by 55% (in the worst case of 100 nodes) and up to 80%
(with 1500 nodes) compared to ‘SH traditional’. Since the proposed scheme also
exploits opportunistic networking, it benefits from larger values of Tmax. In par-
ticular, Fig. 3c shows that with the proposed scheme the energy consumption is
reduced by 65% (in the worst case of 100 nodes) and close to 90% (with 1000 or
1500 nodes) compared to ‘SH traditional’, in the scenario in which Tmax is set
to 30 s. The main reason for the reported energy reductions is that, in a urban
scenario, as the one considered, NLOS links with the BS are quite frequent. If the
source node is under NLOS with the BS, the effect of the combined exploitation of
delay tolerance and the possibility to use an intermediate relay is to significantly
increase the possibility to find a condition in which the final cellular transmission
to the BS is under LOS, which requires a much lower transmit power. Regard-
ing the performance trend with increasing node density, the energy reduction
levels of the proposed scheme increase compared to ‘SH traditional’. This is the
case because with the increasing node density it is more likely to find a relay
in a favorable position (and this is incorporated in the statistical model used to
perform the mode selection & scheduling). Finally, it is interesting to observe
that the gap with the performance of the ‘optimal’ scheme is quite small. The
‘optimal’ scheme only reduces by 10% or less the energy consumption compared
to the proposed scheme under the worst-case node density, and the gap reduces
with an increasing node density, with a ∼3% gap at 300 and 500 nodes, and a
∼1% gap at 1000 and 1500 nodes. It is important to remember that the ‘opti-
mum’ scheme assumes the source nodes are able to predict, error-free, what is
the best communication mode to use at each control interval (either opportunis-
tic cellular or opportunistic D2D-aided) and its actual associated energy cost.
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Therefore, the source nodes implementing the ‘optimum’ scheme can select com-
munication modes and the control intervals that minimize the total energy con-
sumption. The proposed scheme, that is designed for practical implementations,
exploits instead context information available in cellular networks to make a
probabilistic estimate of the energy costs, but can still achieve a performance
quite close to the ‘optimum’ scheme.

4 Conclusions

This study has investigated the potential of integrating D2D and opportunistic
networking in cellular networks to reduce the energy consumption in the uplink.
We have proposed a probabilistic model that derives the communication mode
and the time instant at which transmissions should take place in order to mini-
mize the energy consumption. The proposed scheme exploits both opportunistic
direct and D2D-aided transmissions across the time window allowed by a delay-
tolerant application. The proposed scheme also divides contents into fragments
and performs independent strategies for each fragment. To this aim, the pro-
posed scheme uses context information available in cellular networks including
density and distribution of nodes within the cell, statistical information about
the channel gain, and the trajectory of the source node. The conducted evalua-
tion has shown that the proposed scheme allows to select the correct transmission
mode for each fragment (which minimizes the energy cost for the transmission),
with very high accuracy (always above 80%). In terms of energy consumption
reduction, the performance gains achieved by the proposed scheme are quite sig-
nificant. The results show that the proposed scheme can significantly reduce the
energy consumption (by up to 90% under the considered conditions) compared
to a single-hop traditional scheme. In future works, we will expand the proposed
technique by considering uncertainties in the source nodes’ trajectory prediction
and using a nesting mechanism which provides more freedom to the relays to
decide how to upload the received data to the BS.
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Faculty of Informatics, ELTE Eötvös Loránd University, Budapest, Hungary
{aalwahab,lakis}@inf.elte.hu

Abstract. Novel interactive applications require small end-to-end
latency for providing end users with good Quality of Experience. To pre-
vent the bufferbloat problem causing increased delay, various AQM solu-
tions have recently emerged. One of the most widely adopted method
is called CoDel that detects the increased delay by maintaining the per
packet sojourn times and compering them to a desired target delay.
Accordingly, congestion situation is indicated when the sojourn time
exceeds the target delay. CoDel applies a drop-based feedback to notify
the responsive sources about congestion only when the deviation from
the target delay is permanent. Dropping packets is then compensated by
packet re-transmissions in case of TCP which worsens utilization. In this
paper, we propose an ECN-enhanced CoDel that distinguishes between
low and high levels of congestion, and ECN-marks or drops the packets,
respectively. The performance of the proposed method is analyzed in thor-
ough NS-3 simulations with variable number of flows. The proposed ECN-
marking reduces the number of packets re-transmissions and provides sim-
ilarly good characteristics including convergence time and fairness to the
original drop-based CoDel.

Keywords: ECN · DCE · AQM · CoDel · Congestion · Bufferbloat

1 Introduction

End-to-end delay became one of the key issues that attract network researchers
and developers since most of the novel applications require fast and reliable
Internet service. The end to end delay is affected by many additive factors:
transmission, propagation, processing and queuing delays. Processing delay is
mostly negligible, while transmission and propagation delays are determined by
the physical properties of network paths. Only queuing delay can be managed to
reduce the overall end to end delay in heterogeneous networks. The traditional
congestion control mechanism of TCP by its nature tries to fill the queue till it
notices a packet loss to slow down the sending rate, this mechanism introduces
what is known as saw-tooth behavior. Using large buffers to store the packet in
routers causes high latency because of increased queuing delay. This may lead
to the bufferbloat problem that reduces the network performance by increasing
the end-to-end delay specifically; when real time applications such as panoramic
real-time video, online games, remote control, etc., or when sharing the same
bottleneck link with packet from other nodes or applications. To improve overall
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utilization and handle these applications’ sensitivity to throughput fluctuations,
fast transmission and fast recovery are used as built-in techniques in TCP to
minimize the impact of loss [1]. Bufferbloat problem can be addressed by two
approaches: (1) by using end-to-end congestion control; (2) by involving Active
Queue Management in the network devices.

Active Queue Management (AQM) had been considered as the best way to
deal with the bufferbloat problem. The aims of any AQM algorithm are: absorb
packet bursts; prevent packets to spend long time in the queue; deal with aggres-
sive or misbehaving flows, as well as support Explicit Congestion Notification
(ECN) [2]. The problem of formal AQM mechanism, like (Tail drop or Ran-
dom Early Detection (RED)), lies in parameters setting on their algorithms
where the parameters needed to be tuned depending on the actual traffic and
network condition [3]. The parametrization issue urges researchers to directing
their researches toward parameter-less or auto-tuning AQM mechanisms like
Controlled Delay Active Queue Management (CoDel) or Proportional Integral
Controller Enhanced (PIE). Another problem that limits all the traditional AQM
mechanism is that they designed to operate only at layer three [4]. ECN [1] has
been introduced as mean for notifying the end node about congestion by mark-
ing packets in the ECN-enabled routers based on the decision of the applied
AQM mechanism instead of dropping them. This technique may enhance the
overall performance of an AQM algorithm [5]. One of the biggest problem with
TCP-based communication is that sources only reduce their sending rate after
they noticed a packet loss. Retransmission of packets is consuming resources and
increasing delay, eventually leading to worst network utilization.

In this paper, we introduce a conservative ECN marking scheme for CoDel
that at low congestion level uses ECN-marking while at high and permanent
congestion situations applies the original drop-based strategy of CoDel. The key
benefits of the proposed method include: (1) It does not affect the good properties
of CoDel; (2) It significantly reduces the number of packet retransmissions caused
by drops; (3) The implementation is incremental and does not require the deep
modification of the original CoDel.

The rest of this paper is organized as follows. In Sect. 2 we summarized the
most related research work. Section 3 deals with the technique used to combine
ECN with CoDel in more real-way. Next, in Sect. 4 we present simulation results
done using NS-3 that prove our design. Finally, we present our conclusion in the
last Section.

2 Related Work

The literature on AQM is vast, a lot of research papers for AQM has been pro-
posed. In this section we will review a few researches that are most related to
our work. Authors in [6] propose CoDel-Lifo as a new AQM algorithm to reduce
the loss rate in multipath TCP congestion control mechanism, CoDel-Lifo differs
from other AQM by treat the most recent packets with higher priority. Also, they
compare coDel-lifo with CoDel, and Drop-Tail queue algorithms to show that
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CoDel-lifo precedes in reduction the number of packets drop, goodput improve-
ment and keep Round Trip Time (RTT) low. CoDel-lifo improves the perfor-
mance of the network by depending on end nodes (TCP) and router (AQM).
Authors in [3] shows its possible to adapt the setting of CoDel and Fq-CoDel
to preserve low queuing delay and high link utilization. The experiments were
presented over an emulated test bed and a satellite network in a capacity-limited
network. Results show that the modification improves the download time and
reduces the latency. In [4] a new class of AQM has been introduced called Active
Sense Queue Management (ASQM). A comparison between the proposed mech-
anism and the traditional AQM (CoDel and PiE) was also presented. Results
show the ability of ASQM to manage buffer bloat by decreasing queuing delay
more than the traditional AQM. The authors in [7] analyze in theoretical and
empirical way to address this question: is there a universal packet scheduling
algorithm? After answered this question, they proved theoretically that least
slack time first (LSTF) can be a universal solution, and empirically can closely
reply to a wide range of scheduling algorithms. Then, they mentioned how to
use LSTF with AQM in term of emulation (CoDel and ECN) on the edge nodes.
without modifying the network’s core. In [8], the benefits of using ECN with
AQM, to avoid congestion, were discussed. These benefits can be summarized:
(1) improve throughput up to 2% in some type of network. (2) Reduce head-of-
line blocking by reduce the number of drop in the router (AQM). (3) Reduce
probability of recovery time objective Retransmission Timeout (RTO) expiry by
decrease the probability of loss. (4) improve the performance of latency-critical
application by decoupling congestion control from loss. (5) Make incipient con-
gestion visible. (6) opportunity for new transport mechanism. In [9], A PID
controller with ECN based on neural network is presented, result of this work
shows a better performance in compare to RED and typical PID AQM on the
queue stability and mean time delay.

3 CoDel and ECN Marking

CoDel allows the sojourn time to be higher than target delay time for one inter-
val, indicating permanent congestion, before it starts dropping packets. In prac-
tice this interval parameter is an order of magnitude larger than the target delay
and ideally proportional to the observed RTT in the given system. After perma-
nent congestion is detected, CoDel starts dropping packets from the head of the
queue and applies a control rule to determine the next drop time. The time of
the next drop is decreased gradually to control the TCP behavior in the network.
One can see that CoDel’s behavior only depends on the congestion level. When
the congestion level is high, the sojourn time goes above a threshold value (tar-
get delay). When the sojourn time remains above the target for a duration more
than one interval, CoDel starts dropping packets from the buffer. After another
interval time, if the sojourn time goes back below the target delay, it stops the
dropping process. Otherwise, CoDel enters the next drop state for a time interval
equal to (interval

√
(Number of Drop)). On the other hand, it has been shown
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in [10,11] that CoDel cannot always control the queue delay, while may decrease
the bottleneck-link utilization. Additionally, it cannot tune itself for network con-
ditions and objectives without the adaptation of its parameters [3].

Explicit Congestion Notification (ECN) enables routers to manage the
amount of cross traffic on the time scale of one RTT by marking the IP packets
with a Congestion Experienced (CE) flag. When this flag is received by the TCP
end-point, an ECN Echo (ECE) is sent back to the source. The source reacts to
ECE flags similarly to packet drops with a much faster feedback loop, reducing
its sending rate.

Figure 1(a) [4] overviews the original CoDel algorithm, where m is the interval
time value in default (100 ms), τ is the target value (default 5 ms), Spi is the
sojourn time of packets to be dequeued. t1 is first packet dequeue time in each m
long interval, t2 is t1+m, and Tpi is the packet’s dequeue time when the packet
is removed from the queue. In [12], the interval has been chosen with regard to
RTT to give endpoint time to react for the congestion, the default value (100
ms) is recommended since this value works well across a range of RTT from
10ms to 100 ms (or even more). The role of the interval is to ensure that CoDel
algorithm is up to date and it reacts to delay experience in the last epoch of
the length interval [13]. When sojourn time of the packet goes higher than τ (5
ms), the original CoDel waits an interval (m) to check the sojourn time of the
next packet. During this interval m, packets are forwarded or dropped. In the
early appearance of congestion, before CoDel enter the drop state (in the first
interval (m, usually 100 ms), the packet is still forwarded in spite of crossing the
target delay by the packet’s sojourn time. It is expected that TCP sources, by
its nature, will continually increase the traffic rate because they did not know
about the congestion appearance (no packets loss) at that moment.

According to our proposal, ECN will take place here, in the first interval (m)
when the sojourn time first exceeds the target value. To avoid the effect of short
temporal bursts experienced in the first interval period before entering packet
dropping phase, we introduce a parameter C and mark a packet with probability
P if the sojourn time goes above the threshold Cτ (C times the target delay,
indicating the beginning of a permanent congestion) Note that we tried several
C and P values and found that C = 1.5 and P = 0.3 can significantly reduce
the number of re-transmissions while provide similar flow fairness as original
CoDel. The role of ECN markings are to inform the receivers that sojourn time
significantly pass the target value in these packets. The receiver then notifies the
source of this packet about the congestion appearance through the acknowledg-
ment, resulting in a reduced sending window at the source. Figure 1(b) summa-
rizes the ECN-enhanced CoDel algorithm. If the packets arrived to the AQM
router and the queue is full, packet will be drop automatically, in the ECN-
enhanced CoDel real packet drops can rarely experienced. In the remaining part
of this paper, we will show that this slight modification can reduce the number of
unnecessary re-transmissions while reducing the observed average sojourn times
by multiple factors.
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Fig. 1. CoDel (a) and ECN-enhanced CoDel (b) algorithms.

4 Simulation Results

The experiment of ECN-enhanced CoDel has been implemented in NS-3 Network
Simulator,using respectively the IP and TCP stacks of Direct Code Extension
(DCE). DCE is a framework that offers many advantages, among them are;
enable executing network protocols and unmodified applications (i.e TCP) on
the traditional library founded in the Linux kernel (libos); and its compatibility
with NS-3 network simulator allowing fully reproducible experiments where, in
this case, NS-3 is only responsible for network topology and packets issue (for-
warding, marking or dropping). Based on these two-main advantages of DCE,
our modification only affected the CoDel queue discipline model of NS-3, letting
the TCP protocol react to ECN notification as it is implemented in the kernel
[14]. We assume that in this way more realistic results can be achieved. The
topology (dumbbell topology) of the network is shows in Fig. 2 that has been
chosen because it is used in a variety of TCP performance comparison papers
[15]. Accordingly, two-pairs of end-nodes are connected through two network
devices (routers), and the link between the routers forms the bottleneck link of
50 Mbps in our case. In this way, there will be degradation in the goodput and
packet will be enqueued even when there is only one flow. The ECN-enhanced
CoDel has been tested under different number of TCP flows (2, 5 and 10 flows)
and the results have been compared to the original CoDel.

First we compare the performance of ECN-enhanced CoDel with the normal
one, using only two TCP flows. Source 1 starts application at time 0 s till the end
of the simulation, and the application in Source 2 starts in the interval 3–40 s,
randomly.

Figure 3 compares the number of re-transmitted packets for the ECN-
enhanced and the original CoDel. In the original CoDel, the saw-tooth of TCP
behavior is obvious in the figure, resulting in periodic re-transmission peaks.
Whereas the ECN-enhanced CoDel reduces the re-transmissions in the network
by informing the source node to reduce the sending rate earlier, using the pre-
viously described ECN mechanism.
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Fig. 2. Network topology.

Fig. 3. Number of packets re-transmissions over time (2-TCP flows).

In case of normal CoDel, 32 segments had been lost whereas 10 segments in
case of ECN-enhanced CoDel. Figure 4 shows the throughput of each flow in the
network between the two nodes using the same application and port numbers.
ECN-enhanced CoDel (with parameter C = 1.5 and P = 0.3) and original CoDel
show similar performance but the fairness between the two TCP flows is slightly
better for the original CoDel.

Figure 5 depicts the queue-length (byte) in this network within the two TCP
flows. ECN-enhanced CoDel shows better result in the usage of buffer by keeping
the buffer size low during most of the simulation time, compared to normal
CoDel. Figure 6 displays the sojourn time for both variants in nanoseconds. One
can observe that the modified CoDel could achieve more stability in the queue
during the simulation time.

To test how ECN-enhanced CoDel works in more realistic scenarios, we
increased the number of applications to 5 and 10. Each flow represents an
application (with pre-specified port number) with different starting and ending
time in the simulation. Table 1 details the operation time, source and destina-
tion nodes and port number of each application. Figure 7 shows the throughput
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Fig. 4. Throughput of CoDel with/wo ECN (2-TCP flows)

Fig. 5. Queue length in bytes over time (2-TCP Flows).

Fig. 6. Sojourn time in ns over time (2-TCP Flows).
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Table 1. TCP flows details

Application

No. StartTime EndTime Port Between

1 1 70 9 S1-R1

2 3 40 10 S2-R2

3 2 55 19 S1-R1

4 6 55 20 S2-R2

5 10 40 17 S1-R1

6 10 40 60 S2-R2

7 3 40 100 S1-R1

8 3 40 101 S2-R2

9 3 40 102 S1-R1

10 3 40 103 S2-R2

values of 5 applications generating TCP traffic at the bottleneck link for both
ECN-enhanced and normal CoDel, respectively. One can observer that ECN-
enhanced CoDel is slightly slower in the rumping up phase of TCP and results
in slightly better fairness in stable regions (e.g. in range between 40 and 55 s).
However, the difference in flow throughput and fairness is negligible, we can say
that from the performance point of view ECN-enhanced CoDel can reach similar
properties with less re-transmissions.

Figure 8 shows the total number of re-transmitted packets in the scenario of
5 flows. Accordingly, ECN-Enhanced CoDel reduces the packet loss in compare
with the normal one. The total number of lost segment in the ECN-enhanced
CoDel is 22 whereas its 99 in the normal CoDel. Figures 9 and 10 show the queue
length (byte) and the sojourn time (nanosecond), respectively.

Figure 11 shows the throughput curves when 10 TCP flows are in the system.
The observed fairness is similar for ECN-enhanced CoDel and original CoDel
while the number of real packet drops is 1 and 441 for ECN-enhanced and
original CoDel respectively.

Figure 12 depicts a similar scenario with a bottleneck of 500 Mbps (10 times
more than in previous scenarios). The number of TCP flows is 10 while the
parameters C and P are also the same as previously. One can note that the
characteristics of ECN-Enhanced and the original CoDel are similar and in stable
ranges (e.g. from 10 s to 40 s) the modified CoDel provides slightly better fairness
and more stable throughput while the number of real packet drops is 1 and 183
for ECN-Enhanced and original CoDel variants, resp.
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Fig. 7. Throughput with ECN-enhanced/Original CoDel (5-TCP flows)

Fig. 8. Packets re-transmission process (5-TCP flows).

Fig. 9. Queue length (5-TCP flows).
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Fig. 10. Sojourn time (5-TCP flows).
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Fig. 11. Throughput with ECN-enhanced/Original CoDel (10-TCP flows)

Figure 13 summarizes the total number of segments loss for all the scenarios.
HS is for high speed where links set to 1 Gbit/s. One can observe that ECN-
enhanced CoDel reduces the number of packets re-transmission and resources
consumption by lowering the number of packets drops.
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5 Conclusions

In this work, we propose a slight modification of CoDel called ECN-enhanced
CoDel that exploits the benefits of ECN marking to notify TCP sources faster
without segment loss about congestion than traditional CoDel. The key benefit
of the proposed method are: (1) It does not affect the good properties of CoDel;
(2) It significantly reduces the number of packet re-transmissions caused by
bufferbloat drops; (3) It reduces the observed sojourn times; (4) The implemen-
tation is incremental and does not require the deep modification of the original
CoDel.

The performance of the proposed method has been investigated in simulations
under various traffic mixes. In some scenarios TCP flows with ECN-enhanced
CoDel show a slightly slower ramping up behaviour that seems to be affected by
the introduced C parameter. This work proposes the concept of combining the
advantage of using AQM (CoDel) for measuring the packets waiting time inside
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the inter-networks devices and the benefit of notifying the end-nodes devices in
the network about the packets delay by ECN. Testing the proposed algorithm in
a more expanded scenario (Real scenario) as well as implementing the test-bed
for it are considered in our future work. Additionally, a deeper investigation of
this problem and consideration of flow queue concept (FQ-CoDel) is also included
in our future work.
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Abstract. Designing performance-enhanced and large-scale overlay net-
works over the conventional IP substrate encounters different implemen-
tation obstacles put in place by Internet Service Providers (ISPs). These
include lack of proper privileges and restrictive routing policies that pre-
vent the overlay services from being deployed easily. The evolution of
Software Defined Networks (SDNs), however, helps to address these con-
cerns by simplifying the mechanism for overlay router design. In this
paper, we have included an analysis of 18,906 delay traces from a net-
work of 138 hosts. Our main aim was to demonstrate the rich existence
of IP overlay paths that can be leveraged to significantly enhance Inter-
net routing performance. We try to make the case for using layer-3 for-
warding minimum delay overlay paths by demonstrating superior per-
formance in this approach compared to existing overlay designs which
work mostly at the TCP and application layers. In particular, the study
was conducted to benefit applications that are sensitive to end-to-end
delay and throughput. This paper presents a specific analysis of end-
to-end delay in order to enhance TCP performance. The current work
aims at increasing throughput and reducing file transfer time via over-
lay while maintaining simplicity and preserving all TCP characteristics.
The results of this study show that the use of the shortest delay paths
between physically disjoint node pairs can benefit TCP throughput and
minimize file transfer time by orders of magnitude. The ultimate objec-
tive behind this study is to develop a reliable and scalable over-lay design
for file transfers that require high transmission rates.

Keywords: Overlay routing · Delay characteristics · TCP performance

1 Introduction

Background: Traditional Internet connections are established via a set of
underlying routing protocols at the IP substrate. On a consistent basis, over-
lay routing can provide better end-to-end performance such as faster download
times, lesser stream re-buffering [8] or higher throughput for end-users. Overlay
routing achieves this via exploring non-congested paths that are not necessar-
ily discovered by best-effort Internet routing protocols. This flexibility helps to
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direct traffic away from congested segments of the network and subsequently
improves performance. Overlay paths can be chosen based on different parame-
ters including lower delay, drop rate, or higher bandwidth along the path. The
main goal of this work is to improve layer-3 TCP performance using minimum
delay overlay routing.

The following key questions have being investigated in our analysis. For a
given physical network topology, are there overlay paths that can provide lower
delay compared to the best-effort paths offered by the current Internet proto-
cols? How stable such paths are? What is the additional resource burden for
such overlay paths that are generally longer than the best-effort paths? What
improvement can be achieved by choosing such overlay paths? By answering
these questions, our approach has achieved significant TCP throughput gain and
file transfer delay reduction when comparing some underlay to overlay paths.

Methodology: Here, we describe the used platform, performed experiments
and our designed procedure for conducting measurements. Platform: Network-
ing testbeds such as Planetlab and Emulab are distinct. Planetlab, for instance,
connects global clusters, from which a user can subscribe to a set of nodes in
a slice. Our measurements are conducted using 140 nodes distributed accord-
ing across the globe: North America 63.57%, South America 4.29%, Australia
3%, Asia 17.86% and Europe 12.86%. Experiments: Traceroute and Ping were
used to conduct 18, 906 and 19, 460 end-to-end measurements respectively in a
network of n = 140 nodes. Traceroute performed short-spaced measurements,
i.e., [5 → 10] min interval. Ping sends bulk of packets of four distinct sizes,
i.e., 0.05, 0.1, 0.25 and 0.5 megabytes. These loads were scheduled in same order
4 times, i.e., a result of 16 experiments. Having a diverse measurements inter-
val as suggested in [1], provides more confidence in capturing possible routing
changes. Probing daemon: Throughout measurement period, all experiments fol-
lowed exact probing abstraction illustrated as follows: The probing complexity
is O(m), where m is the average number of allowed probers in a subset of nodes,
i.e., group. In our case, we allowed one probing per group gi where i ∈ [1 → m].
Generally, maximum probing time ti among all groups is an experiment running
time. The probing time is considered at our server-side to represent the differ-
ence between a request time and response time from a daemon. Each daemon
iterates into two loops: The first, is to probe all n − 1 nodes, and the second
loop is for re-probing unresponsive nodes once again. The actual group time
is: ti =

∑|gi|
k=1 λi(k) + βi(k) as λi(k) and βi(k) are probing loops times. These

times can be determined as: λi(k) =
∑n−1

j=1 τ̄ and similarly βi(k) = η
∑θi(k)

j=1 τ̄ ,
where θi(k) is number of nodes failed to be probed in first loop, τ̄ is average
probing time in network and η = 1 is an average count of re-probing in our case.
Our probing scheme used a server-based synchronization for each daemon, and
afterward each daemon sends back its conducted measurements to our server.
To minimize the effect of imperfect measurements occur when a large number
of daemons probe a particular node simultaneously, we forced each daemon to
probe at a time few randomly-selected destinations until covering all nodes.
The possible consequence without such a procedure would be that the observed
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delays to any destination can be influenced by our probing packets. Despite such
randomness, we defined for successful measurement, a probability of success as
described below. Probability of success: To reduce the influence of probing pack-
ets on the actual routing, such probability concerns for n − m nodes, there is
no node to be targeted simultaneously by all m probers. Determining such a
probability as a function of m is identical to many existing problems such as
birthday-paradox and withdraw with replacement. Solutions of different varia-
tions are in [4,5]. Her, we just compute the probability of success as a function
of the number of groups used in probing. The probability of success, i.e., no
collision in probing as in [4] is:

Pr(success) =
m−1∏

i=1

(
1 − i

n − m

)

Recall, n and m are the numbers of nodes and groups respectively. Practically,
m represents the number of active probers that can probe the network within a
particular time. Therefore, m must be chosen carefully to satisfy desired success
probability. Due to tedious computation when solving for an exact solution for
m that satisfies a given demand for success, we can approximate the probability
of success if m � n by:

Pr(success) = exp
{

− m2

2(n − m)

}

Solving for success demand equals 70% leads to m = 1
2

√
(2.8534n + 0.50887) −

0.35667. For our network n = 140, we find m ≈ 10. Clearly, achieving 100% of
success reduces m to one as expected, i.e., the probability of success vanishes as
the number of concurrent probers increases.

Contributions: The main contributions of this paper are as follows: First, we
experimentally demonstrate that in many situations, there exists a rich topology
of overlay paths that can provide lower round-trip-time (RTT) comparing to the
best-effort underlay paths. Second, we characterize these overlay paths in terms
of their benefit, temporal stability and the link consumption, i.e., time-to-live
(TTL). Finally, we demonstrate that such lower-delay overlay paths can eventu-
ally be leveraged to improve application layer performance. We demonstrate the
latter using FTP as a target application while the transfer time and throughput
were considered as performance metrics at the application layer. Packets in the
segmented TCP approach suffer from additional delay at the application stack of
every overlay node, and that requires a robust store-forward buffering design [13]
in order to minimize the re-transmission times. Furthermore, buffers are required
to be coupled with back-pressure schemes to avoid flooding the slowest hop at
higher rates. On the other hand, this paper proposed a slightly different app-
roach to eliminate the previous and cost. The implemented IP-layer forwarding
preserves all the current properties of the end-to-end TCP protocols except redi-
recting traffic through other paths that experience the minimum delay among
all possible.
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2 Related Research

This work can be depicted as an experimental prototype to [3] for content deliv-
ery applications. The dominant Internet traffic is served over the connection-
oriented transport protocol TCP [6]. Our approach, however, is not dedicated
to TCP applications, but we analyzed its performance using TCP as a possi-
ble worst-case scenario for the following reasons. TCP’s feedback control always
starts with a small congestion window that impacts the number of packets in
flight. Further, the three-way handshaking signals add new additional round trip
times to path latency [6]. Thus, overlay paths must remain constant over long
periods of time and must change only when the QoS suffers degradation. In our
study, the seven examined overlay paths were reused over a period of 5-hour by
a rate of 50 times per hour.

Based on the argument mentioned above, our approach is applicable for live
and high-quality video streaming such as Netflix, Voice-over-IP like Skype. The
VoIP design in [2] can be viewed as an application of our approach. The authors
in [2] provide no details about their overlay structure that improves call quality
by 45% to be close from an oracle-based solution, i.e., all metrics for all paths are
known. The whitepaper [5] on Akamai’s overlay and the study in [6] are further
instances of the use of overlay schemes to reduce the content retrieve-time in Data
Centers Networks (DCNs) which can be a possible use-case for the overlay design
outlined in our study. Most of the literature on cloud services using overlay as
demonstrated in [5–8] and [9] do not specify their internal overlay design which
we have done in the current study.

The study in [3] proposes a combined bandwidth and delay aware routing
scheme for enhancing internet QoS. Their emulated SDN controller takes band-
width and latency measurements from a separate monitoring entity and pre-
calculates appropriate routes for each pair of nodes in advance. Our study, in
contrast, performs an experimental overlay topology that can serve high-rate
content delivery applications using the single metric of delay calculated using
active probing measurements. Interestingly, our design also has achieved higher
throughput and delay reductions over the set of examined overlay routes and by
a large magnitude. On average, in the semi-heterogeneous topology discussed in
[3], the results show that there was 22% of bandwidth increase and [4 → 15]
RTT reduction.

3 Results and Analysis

This section summarizes our results and analysis as follows: Subsect. 3.1 shows
the real time achieved TCP performance. This gain has been achieved after
implementing the proposed overlay on seven long-distance overlay paths that for-
ward 5-megabytes content between their end-nodes. In Subsect. 3.2, we provide
an abstract characterization for the existence of possible minimum delay overlay
paths between all available source-destination pairs, and further evaluate the
stability of this characterization across the network. Subsection 3.3 discusses the
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variation of the delay reduction between sources. For overlay networks that com-
pete for small end-to-end delay, there is always a trade-off between the desired
delay reduction and the burden of utilizing links extensively. Subsection 3.4
explores the total link consumption via both the underlying substrate and the
obtained overlay paths. In Subsect. 3.5, however, we show the trade-off between
the link consumption and the end-to-end delay. Subsection 3.6 illustrates the
distribution of the RTT reduction at the node granularity.

3.1 Overlay and TCP Performance

The real-time implementation of the proposed single session and minimum end-
to-end delay overlay routing was an essential stage in providing some insight
about its importance and usability. Following the previous analysis, seven over-
lay pairs have been selected and configured to transfer the 5-megabyte file in
between. We argue that although this number is small due to restrictions imposed
at the IP layer by Planetlab and the no-flexibility using [1], our achieved perfor-
mance via these paths can be considered as a generalization when using the same
design. The comparison in Fig. 1 shows variation in the TCP throughput using
the best effort IP routing and the proposed overlay design for the random set
of overlay paths with different delay benefits. Regarding the TCP throughput,
there is a considerable improvement for p1, an increase of a magnitude for p2, p3,
p4 and p6 while maintaining slightly the same underlay throughput for p5 and
p7. The reason behind maintaining the same underlay throughput for p5 and p7
is that the overlays of these two paths originally provide small delay reductions,
and so was the throughput improvement. The main reasons behind this leading
performance of some paths are as follows: First, since the achieved throughput
is inversely proportional to RTT, these minimum delay paths experienced less
delay so that for any given TCP congestion window the throughput is maxi-
mized. From Fig. 1, the time required to transfer the 5-megabyte file as a sec-
ond measure for TCP performance shows similar behavior to the corresponding

Fig. 1. TCP performance
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throughput. In general, the transfer time has been reduced significantly except
for p5 and p7 that provide minor delay reductions. This simple design overcomes
the multi-segment and the multi-path forwarding by not requiring extensive
packet buffering and reordering at the receiver end. Second, our design also has
no packet encapsulation at the application layer.

3.2 Existence and Stability of Better Overlay Paths

Ideally, overlay paths are expected to be clustered around smaller RTTs when
compared with the underlay RTTs that can be seen distributed across the entire
delay range. Therefore, the overlay delay distribution curve should be clearly
shifted to the left of the underlay distribution along the entire range, and its
peaks raised up as much as possible at the smallest delay values of the range.
In contrast, the two curves are expected to be aligned on each other as the
RTT increases. Figure 2 confirms this description by showing the behavior of
this distribution over the 24-hour measurement period. By considering the most
commonly observed round-trip-times and excluding all delays of the one-hop
overlay paths, the plot shows that there is only 2.8% of underlay paths out of
18, 906 with 40 ms end-to-end delay. The overlay routing, however, reduces the
end-to-end delay to about 25 ms for 2.6% of the paths and raises the number of
paths that experience 40 ms to 4% instead. Overlay paths competing for shorter
delays exist up to the 500 ms mark after which overlay routing starts yielding
to underlay as their pdfs are perfectly aligned.

Fig. 2. Underlay and overlay RTT distributions
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The range between [10 → 500] ms is commonly observed and solved by the
proposed overlay, as the percent of overlay paths collapses outside this range.
In this analysis, we only considered overlay paths whose end-to-end delays are
less than 500 ms, and that is why the CDF curves do not approach one. The
CDFs also show that for 250 ms delay, 49% and 40% are an overlay and underlay
paths, respectively. We found that two hops overlay paths, however, can provide
distinct delay reduction for 35% of the 18, 906 end-to-end connections, i.e., more
than the current IP routing can perform.

3.3 RTT Variations in Benefit

Overlay controllers should be able to enforce routing decisions based on benefit
change. We decided to partition the entire overlay design into four routing sets.
The set S1 represents overlay paths that can reduce the physical end-to-end
delay by more than 100 ms. S2 accommodates paths for delay reduction within
the range [10 → 100] ms. Failures indicate either one of two different scenar-
ios. The first scenario is that a physical path has no better overlay alternative,
while the second one is that for a physical failure that cannot be resolved even
by the overlay routing. These two scenarios are represented by the sets S3 and
S4 respectively. Figure 3 above shows the variation of this reduction between
different nodes. Overlay benefit is indicated by the degree, to which the over-
lay distribution is shifted to the left of the underlay. It is evident that higher
overlay benefit is achieved for nodes where the overlay or underlay distributions
are toward the higher RTT values. This range of RTT reduction is further ana-
lyzed in Subsect. 3.5. We argue that our large-scale measurements represent this
range reasonably enough for wide area networks because of the heterogeneous

Fig. 3. Variations of RTT benefit
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resources in Planetlab, and the underlying routing will start to be minimum
beyond this range. By looking at the relationship between S2 and S3, we can
infer the following. As |is2 | − |is3 | increases, the overlay benefit increases, and
therefore, compared to what we described in Subsect. 3.2, the RTT distribution
will be further shifted left for the nodes with large overlay benefit. Nodes with
small benefit from overlay will have almost two identical RTT curves. The ana-
lyzed traceroute experiments have shown identical behavior between the benefit
curves, and Fig. 3 shows only random nodes from the first experiment.

3.4 Burden of Link Consumption

There is always a trade-off between minimizing the end-to-end delay and the
number of links, i.e., network resources, used to achieve this objective. To under-
stand such behavior, Fig. 4 shows the averaged link consumption for both the
underlay and the overlay topologies. The underlay link consumption is be approx-
imated by μ = 16.5 and σ = 4.7 while overlay corresponds to μ = 33.7 and
σ = 14, where μ and σ are the mean and standard deviation of link distributions
respectively. Surprisingly, from this result, there still exist overlay pairs that
communicate under minimized end-to-end delay, while maintaining the common
range of the underlay link consumption that is below 30 links. The jump at 30
links for the underlying consumption represents both underlay paths of 30 links
and all failed paths.

Fig. 4. Underlay and overlay TTL distributions

There is also strong stability in the underlay distribution over 24 h compared
to the over-lay distribution since the link consumption over 24 h does not deviate
much from their means that are represented vertically on the two curves. This
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indicates that any delay aware overlay routing can more greedy but sensitive to
delay changes than the traditional IP protocols, and that is because of its global
view about the network delay.

3.5 Link Consumption and RTT Benefit

Section 3.4 defined the amount of overlap between the link consumptions of
both the underlay and overlay paths. In here, however, we relate the previous
link characteristic to the end-to-end delay reduction. For a given end-to-end path
p, we refer by δrtt(p) to the delay difference in RTT between the underlay and the
overlay paths r : i → j. That is δrtt(p) = d(p)−d(p), where d(p)) is the underlay
and d(p) is the overlay RTT. Based on this definition, δrtt ≥ 0 with equality if
the overlay path is just one hop, i.e., the same as the underlying path. Therefore,
when δrtt(p) > 0, that means the overlay path is at least two hops in length:
δhop(p) = h(p) − h(p) ≥ 2 hops. The h(p) represents the length in hops of the
overlay path while h(p) represents the underlay path and is always equal to one.
Similarly, at the link granularity, the introduced δlink(p) on the other hand, can
be either positive or negative. When δlink(p) = 0 it does not necessarily imply
that for the given connection its overlay and underlay paths are identical, simply
because an overlay path of at least two hops can use in total the same number of
links used by the corresponding underlying one hop path. In this analysis, we only
considered the overlay paths that are not in any of following underlay-overlay
combinations: failure-recovery, failure-failure or recovery-failure, where the last
one is related to the underlying paths that have minimum RTT. That is why
the cumulative CDF in Fig. 5 above does not approach one. This figure shows

Fig. 5. Delay benefit vs. link consumption
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a constrained δlink(p) by a desired delay reduction, i.e., δrtt(p). From Fig. 5, we
can conclude that the [1 → 25] ms is the range, on which we can maximize the
performance of the overlay routing at the smallest link consumption.

Ideally, as the configuration of the overlay hops consumes less number of hops,
the expected link consumption should not be high. Our analysis also has looked
at the relationship between the three metrics: delay reduction, link and hop con-
sumption across the entire network. The result in Fig. 6 shows that throughout
the entire measurement period on average, the overlay topology uses two hops
of an average link consumption within [10 → 15] links in order to achieve an
average delay reduction of 30 ms.

Fig. 6. Link and hop consumption vs. Delay

3.6 Node RTT Benefit

The previous Sect. 3.5 discussed δrtt only at the path granularity. The expecta-
tion at the node granularity is that the aggregated δrtt(ni) for nodes that act
as sources will show a peak at the most shared reduction between them. Since
we have only considered the overlay set S2, this lump will reside somewhere in
the range [1 → 100]. In a network of N nodes, and for a node i in particular, we
define the average delay reduction per node as:

δrtt(ni) =
1

N − 1

∑

j �=i

δrtt(p : ni → nj)

Fig. 7 depicts the complete picture of δrtt(ni) of the first traceroute experiment
peaked at 25 ms. This means that the averaged delay reduction range, at which
all sources are functioning, is [22 → 27]. This, of course, does not mean that the
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overall benefit from implementing an overlay will be only within that range, but
on average, this is the trend at the source granularity.

Fig. 7. Distribution of node delay benefit

4 Conclusion

This study analyzed the behavior of single session overlay routes that minimize
the end-to-end delay for all possible TCP pairs in the network. Our analysis has
been derived for the most observed and common range to reduce the delay of
[1 → 100] ms. The study has confirmed the existence of a considerable number
of overlay routes that can minimize the underlay round-trip times by the men-
tioned reduction range for the majority of nodes. The advantage of this overlay
design varies from node to node, based on their topological positions. The study
summarizes the trade-off between minimizing the end-to-end delay and the con-
sumption of the network resources by showing the lack of delay reduction using
fewer links than the underlying paradigm. In the future, we will investigate the
difference in reduction between this minimum delay overlay routing and another
overlay design that will optimize the overall network delay, while being less
greedy in consuming network resources.
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Abstract. Device-to-device (D2D) communications and cellular solu-
tions represent key technologies for the development of a future infras-
tructure in which fifth-generation (5G) systems and the Internet of
Things (IoT) will converge. A tricky issue to be carefully investigated
in D2D communications is the prevention of threats to privacy and secu-
rity caused by malicious devices. Thus, security mechanisms must be
implemented in order to assure a reliable data exchange among involved
devices. In this paper, we propose MtMS-sD2D (Machine-type Multicast
Service with secure D2D), an architecture for the delivery of multicast
traffic in an IoT scenario that takes advantage from D2D communica-
tions made reliable by means of a security mechanism. Furthermore, we
discuss the procedures that must be followed to efficiently deliver multi-
cast traffic. Finally, we provide some preliminary yet insightful simulation
results.

Keywords: 5G · IoT · D2D · MtMS · Security

1 Introduction

Device-to-device (D2D) communication appears as a promising paradigm to sup-
port the interconnection of heterogeneous objects foreseen by the Internet of
Things (IoT) [1]. An IoT system can be seen as a collection of smart devices
that interact (by means of different processing and communication architec-
tures, technologies, and design methodologies) on a collaborative basis to fulfill
a common goal. The amount of interconnected devices is expected to grow heav-
ily in the near future not only due to the increase in possible use cases, but
also to the decrease in device costs and to the widespread use of technologies
augmenting device capabilities at minimal costs. Thus, IoT is considered one of
the key enabling technologies for the next-to-come fifth-generation (5G) cellular
networks [2].
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As a consequence, a severe traffic overload problem will have to be faced
in cellular networks. D2D communications represent a promising method for
data offloading, spectrum efficiency enhancement, network resource utilization
improvement, user’s throughput improvement, and battery lifetime extension,
thanks to its capability of leveraging the proximity between the devices involved
in the direct communication. In literature, many works deal with the D2D tech-
nology. In [3], a taxonomy for D2D communications, based on the spectrum
utilization, is presented.

The wide scale of IoT inherently magnifies the risk of security threats of the
current Internet. In addition, despite the obvious advantages of D2D commu-
nications, their intrinsic nature causes also additional problems due to the fact
that connections happen directly between devices in proximity. Thus, careful
investigations are required on solutions finalized to mitigate the risk of threats
to privacy and security caused by malicious devices when exploiting D2D com-
munications. Evidently, any malicious behavior by devices may cause serious
consequence and lead to deteriorated user experience.

Actually, an always increasing number of autonomously operated, low-cost
devices (i.e. sensors, actuators, drones) requires to be connected with each other
by exploiting wireless networks no longer exclusively dedicated to human com-
munications. Not by chance, the support of a new type of traffic known as
machine-type communications (MTC) has become one of the key objective of 5G
networks. This new communication paradigm could benefit from group-oriented
(e.g., multicast) services to achieve a reduction in energy consumption and delay.
In particular, multicasting can be an effective means for simultaneously sending
data to a group of IoT devices through point-to-multipoint communications [4].

Multimedia Broadcast Multicast Services (MBMS) is the architecture that
the 3rd Generation Partnership Project (3GPP) has standardized to manage the
delivery of multicast and broadcast services over cellular networks. The main
nodes of this architecture are: the broadcast multicast-service center (BM-SC),
which is responsible for the initialization of the MBMS session and for some
security functions, such as the management of the authorizations for the MBMS
subscribers; the MBMS-gateway (MBMS-GW), which is in charge of forward-
ing the MBMS packets to the BSs involved in the delivery service; the multi-
cell/multicast coordination entity (MCE), which has to manage the admission
control and the radio resource allocation to every BS.

All these nodes need to be enhanced in order to enable multicasting also
over future 5G networks. MBMS also specifies the procedures to follow in order
to sustain a multicast session. The legacy MBMS is highly suitable to support
multimedia applications, but many changes have to be applied to the standard-
ized architecture and procedures in order to manage future MTC multicast traffic
more properly. In this regard, in [5], the Machine-type Multicast Service (MtMS)
is proposed to define the architecture and the most adequate transmission pro-
cedures to the management of the MTC multicast traffic.

With reference to this research area, this paper introduces a network archi-
tecture, MtMS-sD2D (MtMS with secure D2D), specifically designed for the
highly reliable delivery of multicast traffic to a set of machines in IoT scenarios,
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which leverages D2D communications coupled to a secure mechanism based on
the Diffie-Hellman key exchange (DHKE) protocol. Furthermore, it discusses the
designed procedures introduced to efficiently transmit multicast data toward a
set of MTC devices.

The remainder of the paper is organized as follows. In Sect. 2, the security
mechanism implemented in the D2D communication is presented. Section 3 and
Sect. 4 describe, respectively, the reference network architecture and the trans-
mission procedures of the proposed MtMS-sD2D protocol. Obtained results are
shown in Sect. 4. Conclusive remarks are given in the last section.

2 Securing D2D Communications

In [2], among the listed 5G requirements, improved security mechanisms are
recommended that can work effectively in the presence of a likely huge increase
in the amount of data transmitted over cellular networks. In the IoT landscape,
machines often communicate sensitive data over the unsecure wireless channel;
thus security and privacy requirements have to be satisfied to guarantee both
data and devices protection. Among security requirements, data confidentiality
and integrity, authentication, and authorization are highly relevant to the IoT
scenario. As for privacy requirements, it is important to protect personal devices
information [6].

This work considers an IoT scenario, wherein the MTC multicast traffic is
managed through an enhanced version of the MtMS presented in [5], named
MtMS with secure D2D (MtMS-sD2D). D2D communications are established
between devices directly served by the BS and those terminals excluded from
the multicast transmission, because of their adverse channel conditions. A secure
protocol is implemented over D2D communication in order to protect the trans-
mitted data.

A secure data sharing strategy for D2D communication is presented in [7].
This protocol satisfies many security requirements, such as non-repudiation,
authentication, authorization, confidentiality, and integrity. It uses some secu-
rity mechanisms, such as encryption, HMAC, and signature to manage the mes-
sages exchanged between the two peers involved in direct communication. To
this aim, the encryption of transmitted data is performed by using a symmetric
(i.e., private-key) encryption algorithm; this means that the same key is used to
encrypt and to decrypt data. The private key is generated through an enhanced
version of the Diffie-Hellman key exchange (DHKE) protocol, in which the public
keys exchange is intermediated by the trusted third party, represented by the BS.
The effectiveness of the DHKE algorithm relies on the challenge of computing
logarithms over a finite field GF(q) with a prime number q of elements.

As in [7], we exploit the DHKE protocol in order to secure data transmission
on D2D communications. In the following, the basics of the DHKE protocol will
be given.

Let
Y = αX mod q, for 1 ≤ X ≤ q − 1, (1)
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where α is a fixed primitive element of GF (q) known to both users involved in
the D2D communications, then X is referred to as the logarithm of Y to the
base α, mod q :

X = logα Y mod q, for 1 ≤ Y ≤ q − 1. (2)

While computing Y from X is easy, the calculation of X from Y can be
much more difficult and it could require a number of operations in the order of
q1/2 , using the best known algorithm. For this reason, it is necessary to choose
a number q consisting of at least 300 digits for the system not to be broken.
The security of the technique crucially depends on the difficulty of computing
logarithms mod q. When users i and j want to communicate privately, first
of all they must agree on the values of q and α. Then, each user generates
an independent random number Xi chosen uniformly from the set of integers
{1, 2, 3, ..., q − 1} and keeps it secret, but sends to the other user

Yi = αXi mod q. (3)

The key used for both enciphering and deciphering by the two users is

Kij = αXiXj mod q. (4)

User i obtains Kij by obtaining Yj from user j and letting

Kij = Y Xi
j mod q = (αXj )Xi mod q = αXiXj mod q. (5)

User j obtains Kij in the similar way

Kij = Y
Xj

i mod q. (6)

For an untrusted third party it is impossible to generate the same key Kij ,
since it can not know Xi and Xj in any way because they are kept secret by users
[8]. In addition to the DHKE algorithm, the use of message authentication helps
to avoid the man-in-the-middle attack, which represents the main vulnerability
of the DHKE algorithm. In this way, many attacks to the D2D communication
can be avoided. Among these, eavesdropping, impersonation and masquerading,
and the already cited man-in-the-middle.

3 Reference Network Architecture

The reference scenario for this paper consists of a generic IoT environment where
devices receive contents from the network in a multicast delivery modality. Exam-
ples of applicative use-cases that could benefit from such a scenario are: (i) soft-
ware update of a group of machines owned by a customer/tenant, or (ii) delivery
of alerting messages.

MtMS has already defined an architecture and procedures to adapt the stan-
dardized MBMS to MTC traffic. In order to improve the efficiency of the entire
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Fig. 1. MtMS-sD2D architecture.

process, devices with the worst channel conditions are excluded from the mul-
ticast transmission and are subsequently served via D2D communications by
devices which directly received data from the BS. Furthermore, a security pro-
tocol is used to protect data transmitted in D2D communications.

Our MtMS-sD2D architecture, depicted in Fig. 1, derives from the MtMS
architecture and properly enhances it to support secure D2D communications.
It is composed of the following nodes: home-evolved NodeB (HeNB), also known
as femto-cell, which provides connectivity to a small-cell of devices, thus guaran-
teeing latency and energy consumption reductions and improving coverage and
reliability compared to the traditional macro-cell; HeNB gateway (HeNB-GW),
which aggregates control and data traffic of various HeNBs; MtMS serving center
(MtMS-SC), implemented at the service capability server (SCS), which is respon-
sible for initializing the MtMS session, obtaining the multicast content and the
information about the receiving devices; MtMS coordination entity (MtMS-CE),
which manages the joining procedure, paging the indicated devices; MtMS gate-
way (MtMS-GW), which receives data from the MtMS-SC and forwards it to
the cells with paged devices. MtMS-GW and MtMS-CE are implemented at the
HeNB-GW [5]. In the new MtMS-sD2D protocol, the MtMS procedures (i.e., ini-
tialization, joining, and content delivery) are modified to support a more efficient
and secure transmission of data.

4 Machine-Type Multicast Service with Secure D2D

In the generic IoT environment with MTC data traffic under analysis, three
main segments compose the end-to-end path: uplink (UL), core network, and
downlink (DL). The UL segment includes the random access (RA) procedure
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Fig. 2. MtMS-sD2D session.

and the subsequent transmission of sensed data by the involved devices toward
the network. Devices requires the RA procedure to retrieve the synchronization
with the BS. Indeed, in an IoT environment devices can switch to an idle state,
during which they turn off the radio interface to save energy. After the RA proce-
dure is accomplished, they can send sensed data. IoT devices can collect data on
demand when they are triggered by the network (e.g., in the case of emergency
notices) or periodically, as in the case of sensors that monitor environmental
pollution. During the RA procedure devices also send to the BS information
about their channel conditions (i.e., CQI values). Each device has to send not
only information about the condition of the channel that connects it to the BS,
but also about the channels (i.e., D2D links) that connect it to its neighbors.
Thanks to these information, the BS can evaluate which nodes shall be excluded
from the multicast transmission, because of their bad channel conditions, and
shall be reached through the establishment of D2D connections. The BS chooses
the set of nodes to be served in multicast and those to be served in D2D through
an iterative procedure. It analyzes the different possible CQI values in ascending
order. For each considered CQI value, the BS determines how many devices,
among those in the cell, can receive and decode the data sent through the Con-
ventional Multicast Scheme (CMS) with the Modulation and Coding Scheme
(MCS) related to the considered CQI. Devices that fail to receive data, since
their CQI level towards the BS is lower than the considered one, must be served
in D2D. If the BS can find a transmitter for each D2D receiver, an eligible con-
figuration is created. The iterative procedure ends when the BS analyzes a CQI
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value which does not allow the reception of the data sent in CMS to any device
in the cell. Among all eligible configurations, the BS selects the one that allows
the maximization of transmission performance.

Data sent by devices are processed in the core network.
In the DL segment, the MtMS-sD2D session is accomplished. Figure 2 depicts

the different phases of the MtMS-sD2D session. The MtMS-SC initializes the
MtMS session by sending to the MtMS-GW the multicast content, the list of
devices to be served, and the D2D pairs formed on the basis of the CQI values,
(in case they are sent by devices during the previous UL procedures). After
that, the joining procedure begins. The MtMS-CE handles the paging of all
multicast devices, also those which will be served via D2D communications.
This step is necessary to trigger devices which must receive data. Paging is a
very delicate procedure, especially because of scalability problems and overhead.
A good solution to these issues is the enhanced group-paging procedure, which
consists of simultaneously paging subgroups of devices belonging to the same
multicast group [5]. In this case, the size of each subgroup depends on the amount
of available resources, and also affects the number of created subgroups. Paging is
accomplished when devices perform the RA procedure. In the case of absent UL
segment (e.g., software update applications), during this RA procedure devices
have to communicate their CQI values. The formed D2D pairs are communicated
by the MtMS-CE to the HeNB, which will be in charge of their coordination.
Before concluding the joining procedure, HeNB selects a public and a private
key for each D2D device, randomly choosing xi ∈ Z∗

q (i.e., a set of integers with
a prime number q of elements) as the private key and computing Xi = gxi as the
public key, where g is the fixed primitive element of Z∗

q used as generator/base.
The couple (xi,Xi) is sent from the HeNB to each D2D device via a secure
control channel. After receiving the keys, the D2D receiver, from here indicated
as Di, sends a service request message to the HeNB. It is composed by

IDi||z||h[(x+
i ⊕ opad)||h[(x+

i ⊕ ipad)||IDi||z]] (7)

where:

– IDi uniquely identifies Di in the network;
– z is the first public key for generating the secret key kc that will be used for

data encryption and decryption. It is computed as z = gc, where c ∈ Z∗
q is

randomly chosen by Di;
– h[(x+

i ⊕ opad)||h[(x+
i ⊕ ipad)||IDi||z]] is the HMACxi

(IDi||z). Generally,
the HMACk(m) is used to guarantee the integrity and authentication of
the message m. It is based on the use of any cryptographic hash function h
applied to a combination of the original message m and the secret key k. In
(7), x+

i is the key padded out to size, opad and ipad are specified padding
constants. For the simplification of expression, in the remainder of the paper
h[(k+⊕opad)||h[(k+⊕ ipad)||m]] will be expressed as h(•, k), where • denotes
the message attached by the HMAC and k is the secret key hashed together
with the message. Note that xi is only known by the sender Di and the
receiver HeNB. In all future steps, the verification of the HMAC will always
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be performed by the recipients of the messages to verify message integrity
and authentication, hence from here on this procedure will be omitted.

After receiving the service request message, the HeNB authenticates the
requesting device in the normal cellular communication mode, checking if its
ID is registered. In the positive case, the HeNB has to inform both D2D devices
of their imminent communication. So, it randomly selects a ∈ Z∗

q and com-
putes u = ga as the first public key for generating the secret key ks to use in
the exchange of private messages with the selected D2D transmitter (i.e., the
relay node). To communicate to Dj that has been chosen as relay of the D2D
communication, the HeNB sends to it the following message:

IDj ||IDi||z||u||h(•, xj). (8)

Simultaneously, to acknowledge the reception of the service request message,
the HeNB sends to Di a response message with ID and public key of the selected
transmitter:

IDi||IDj ||Xj ||h(•, xi). (9)

This concludes the joining procedure. The following step is the content deliv-
ery procedure. First of all, MtMS-GW must sign data to send to devices with
σ1:

σ1 = H1(M)x0 (10)

where H1 is a hash function, x0 is the private key of the MtMS-GW, M is the
data to be transmitted. After that, it sends data to devices belonging to the first
paged subgroup, using a CMS. In particular, MtMS-GW first excludes devices
with the lowest CQI values from the multicast transmission and, subsequently,
chooses the MCS that all the remaining devices can support. When Dj , which
belongs to the served subgroup, receives data from the HeNB, it already knows
it has to forward them to the previously notified D2D receiver; so it carries
out all the operations aimed at a secure D2D data transmission. First of all, to
allow the receiver to generate the secret key kc, it randomly selects b ∈ Z∗

q and
computes y = gb as the second public key for kc. It does not send y directly
to Di, but it sends it to the HeNB, randomly choosing f ∈ Z∗

q , generating the
secret key ks = uf = gaf and using it to encrypt the public key y. Then, Dj

must encrypt data, so it generates the communication key kc = zb = gcb and
uses it to encrypt the data M . After computing M ′ = Enckc

(M), Dj signs the
message calculating:

σ2 = H1(IDj ||M ′||Ts||σ1)xj (11)

where Ts is the timestamp used against the replay attack. Thus, the D2D com-
munication takes place when Dj sends the following message to Di:

IDi||IDj ||M ′||Ts||σ1||σ2. (12)

In order to allow the HeNB to generate the secret key ks used to encrypt the
public key y, Dj computes v = gf as the second public key for ks, using f ∈ Z∗

q
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previously chosen. Finally, it sends to the HeNB a report:

IDi||IDj ||Encks
(y)||v||Ts||h(•, xj). (13)

After receiving data, Di first has to verify the identity of the transmitter.
To this aim, it compares the IDj reported on the message received by Dj with
that communicated by the HeNB and, if the two do not match, the packet is
dropped, otherwise it proceeds with the next steps. So, it checks the signature
of the transmitter σ2 and, if it is valid, data are considered sent by the entity
corresponding to IDj . Once the identity of the sender is verified, Di needs to
generate the decryption key kc to obtain the plaintext. To do this, it sends a
public key request message to the HeNB:

IDi||IDj ||Ts||h(•, xi). (14)

After receiving this message, the HeNB generates the decryption key ks in
order to decrypt Encks

(y), thus it sends the response message to Di:

IDi||IDj ||y||Ts||Ti||h(•, xi) (15)

where Ti is employed to record the feedback time.
Thanks to the reception of the public key y, Di can get the communication

key by computing kc = yc = gbc. So, it can decrypt the message M ′ to obtain
the original data M. To verify the origin of data, it also checks the signature σ1

and, if it is valid, the data are accepted. Otherwise, it is possible that data may
have corrupted. In this case, Di must send to the HeNB a beacon as the evidence
of the fake message and to track the malicious attacker:

β = IDi||IDj ||M ′||Ts||σ1||σ2||h(•, xi). (16)

The beacon must be sent within the timestamp T ′
i , which satisfies that T ′

i <
Ti + ΔT .

Finally, HeNB must keep track of any malicious behavior by devices. If any
beacon arrives during the time interval ΔT , HeNB first checks the validity of σ1

and if it is invalid, it is judged that the message did not come from the MtMS-GW
and may be fabricated by the transmitter. So, HeNB also verifies the validity of
σ2 to ensure that the fake message comes from the entity corresponding to IDj .
A malicious behavior amount (MBA) counter is stored by HeNB for each device
which does not transmit data correctly in the D2D communication. Thus, in case
of a malicious behavior by Dj , HeNB increments by one its MBA counter. The
MBA counter of a node is incremented if, and only if, the HeNB verifies that
the node has not correctly transmitted the data, tampering them before sending
to the D2D receiver. Thanks to this, it is not possible to attribute a malicious
behavior to a device if this has not actually occurred. When the MBA related
to one device exceeds a given threshold, then the device is punished by the
network; for example, it is considered non-eligible as D2D transmitter in future
communications. The value of the maliciousness threshold has to be defined on
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the basis of the number of D2D transmissions performed, then based on the
expected MBA values for users. When it is set to zero, only users with a MBA
value of zero can be selected as relays, which means that selecting a malicious
user is only possible if the user has never had a malicious behavior so far. As
the value of the threshold increases, the algorithm is always less selective, this
means that more malicious users are chosen as transmitters, even those which
in the past have already behaved maliciously.

A summary of the keys used in the system is reported in Table 1.

Table 1. Keys used in the system.

Secret keys Public keys Description

kc z = gc First public key for kc, sent by Di to HeNB

y = gb Second public key for kc, sent by Dj to HeNB

ks u = ga First public key for ks, sent by HeNB to Dj

v = gf Second public key for ks, sent by Dj to HeNB

5 Performance Evaluation

We carried out a simulation campaign by using MATLAB tool to analyze the
performance of the MtMS-sD2D architecture.

The considered scenario for the results reported in this paper consists of 1000
devices distributed in the edge of a circular LTE-A cell of 1000 m of radius. A
bandwidth of 20 MHz, which corresponds to 100 RBs, is available. A TDD LTE
frame type 2 configuration 3 is used. Each slot (or Transmission Time Interval,
TTI) in the frame lasts 1 ms, so the entire frame has a duration of 10 ms. The
Inband D2D mode is chosen, so uplink slots are reserved to D2D communications.
In the downlink slots, a multicast transmission allows to send data to in-coverage
devices.

In this performance evaluation, the malicious device is the D2D transmitter
that does not correctly terminate data transfer to the receiver. In particular,
in any case, data sent by a malicious transmitter are lost and cause waste of
resources.

The performance of the proposed MtMS-sD2D protocol is evaluated on the
basis of the following metrics:

– Data lost in D2D communications because of an unreliable transmitter;
– Percentage of malicious relays that have been selected by the network.

A comparison between the secure version of the proposed protocol and the
non-secure version is shown.

Figure 3 shows the results in terms of data loss under increasing values of
percentage of malicious devices. As can be inferred by the figure, MtMS-sD2D
guarantees the lower data loss thanks to the implemented security mechanism.
In particular, the achieved improvement is about 30%.
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Fig. 3. Data loss under increasing percentage of malicious devices.

Figure 4 shows the percentage of malicious relays when the percentage of
malicious nodes grows. The malicious relays are the D2D transmitters that do
not correctly transmit data. As previously discussed, the fact that MtMS-sD2D
performs a better selection of D2D nodes is also demonstrated by the fact that
a smaller number of nodes that effectively perform a malicious action are chosen
to be relay of a D2D communication.
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Fig. 4. Percentage of selected malicious relays under increasing percentage of malicious
devices.

6 Conclusions

In this paper, we have proposed MtMS-sD2D (Machine-type Multicast Service
with secure D2D), an architecture for the delivery of multicast traffic in an IoT
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scenario that takes advantage from D2D communications made reliable by means
of a security mechanism based on the Diffie-Hellman key exchange (DHKE) pro-
tocol. Furthermore, we have discussed the designed procedures to be introduced
in order to efficiently transmit multicast data toward a set of MTC devices.

Preliminary results showed that the proposed architecture is able to improve
system performance by avoiding useless allocation of network resources to mali-
cious nodes. Future work will focus on a further analysis of the performance of
the algorithm, also evaluating its impact on the energy consumption required
for its implementation on resource-constrained devices.
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Abstract. In this research, we leverage the emerging concept of network
slicing to enable the end-to-end integrated Information-Centric Networking
(ICN) and Content Delivery Network (CDN) for 5G networking infrastructure.
While CDN is deployed to cache content at the optimal server corresponding to
the content and geographical location, this paper focuses on verifying the effi-
ciency of ICN slice for regional content distribution. Specifically, the ICN slice
can be established by the regional Orchestrator by following the current
NFV/SDN standard. Then, the slice stitching process will be performed to
interconnect two slices after their establishments via the Orchestrator. We also
implement an OpenStack-based virtual node which supports both IP and ICN
protocols and acts as the ICN-Gateway. The joint-testbed evaluations conducted
between Japan side (ICN slice) and Europe side (CDN slice) show that the
deployment of ICN Gateway and the proposed Node ID-based ICN naming
structure can improve network performance and avoid network congestion.

Keywords: Information-Centric Networking (ICN) �
CDN (Content Delivery Network) � Network slicing � ICN/CDN �
Video streaming � NFV/SDN

1 Introduction

Nowadays, to match the huge demand for content distribution, we need a new network
paradigm shift from IP-based services into information-based services. In this way, we
can transfer information in a wide range of services efficiently, especially in the case of
High-definition video transmission with high bitrate/speed requirement. In fact, video
content has become a major part of the total Internet traffic, and mobile/wireless data
traffic is a notable trend for content accesses in the future. According to Cisco’s report,
IP video traffic occupied 75% of the whole Internet in 2017, and this number will
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increase to 82% by 2022 in which the mobile devices will carry 44% of the total IP data
traffic [1]. Thus, ensuring mobile user’s VoD (Video on Demand) experience is a key
to realize efficient content the distribution model for the Internet.

In this context, ICN (Information-Centric Networking) [2, 3] was proposed as a
promising future network approach since 2005. The key features of ICN include in-
network caching and using named data instead of IP addresses for forwarding and
routing content. However, ICN still has implementation issues because all the content
nodes in ICN need to have the memory storage for content caching then make them
consume more power compared to the IP routers [4, 5]. Also, the default caching
mechanism in ICN produces high cache redundancy by wasting cache space for storing
on-path content duplicates as analyzed in our prior work [6, 7].

Currently, many video service providers have selected CDN (Content Delivery
Network) as their solution for serving the vast video traffic. The idea of CDN is placing
suitable dedicated caches as distributed servers at the edge of various network domains
or geographical regions to reduce network load and response time. However, consid-
ering the high cost of the cache servers and the video resources, CDN still has the
feasibility issue for deployment.

Thus, in this paper, we have proposed to integrate CDN and ICN as a 5G network
slice for efficient video streaming service which will be detailed in the next sections.

2 Related Work

In this section, we introduce the major concepts that are related to our proposal.

2.1 Content-Centric Networking (CCN)

Content-Centric Networking (CCN) [2] is a notable ICN platform that enables users to
obtain desired content through its name instead of its location as defined in the existing
IP-based Internet architecture. CCN is also implemented using ICN routers with
caching function rather than IP-routers to realize efficient content dissemination.

In CCN, there are two types of the packet which are Interest and Data packets.
Interests consist of a content name, which is requested by the consumer. Data packets
carry content data and act as response for content requests, i.e., Interests. The data
transmission unit in CCN is chunk, i.e., a content is split into a number of equally sized
chunks.

For the content distribution process, firstly, Interests will be sent by the consumer.
Then, the Interests will be broadcasted throughout the whole network. This step can be
regarded as a searching strategy: Once a user sends an Interest, it will be sent to the
nearest node to minimize the transmission time. Besides, users who are in the same area
may express the Interests for the same content so that they can get the desired content
from the suitable intermediate ICN nodes without the need of downloading it from the
content provider (server).

For the data retrieval process, the content name prefix will be searched in the cache
memory of the CCN routers, called Content Store (CS). If Interest matches the prefix,
data will be returned to the consumer via the corresponding face (network interface).
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Otherwise, Interest will continue finding the content in Pending Interest Table (PIT)
[2]. If the required content exists, content data is sent back by the reverse path of
Interest and a new entry of Interest will be added to PIT. If the content still can not
found, that information will also be recorded in PIT. Then, Interest will be forwarded
according to Forwarding Information Base (FIB) for the forwarding procedure [2, 8].

Besides the name-based forwarding strategy, another key feature of CCN is in-
network caching. Different from TCP/IP design, CCN node has its cache memory so
that it can store downloaded contents dynamically. In other words, once the content has
been downloaded, it will be cached by the CCN node. Hence, the total content
downloading time and E2E (End to End) hop count can be reduced.

2.2 Content Delivery Network (CDN)

Recently, CDN has been widely implemented to serve the content-based services,
represented by the well-known CDN operators, e.g., Netflix, Akamai. CDN deploys
edge servers which contain contents from the original content producers/servers. In this
way, the data traffic of the original server can be split to multiple mirror cache servers,
which leads to relieving the burden of the source server. Additionally, based on users’
geometric information (such as IP addresses), the DNS (Domain Name System) server
can identify which edge server is the nearest one to users. Thus, it can allocate the most
appropriate server to the user and the downloading time on the user side can be reduced
considerably. Hence, the users’ QoE (Quality of Experience) can be improved as well.
Also, CDN users from different ISPs (Internet Service Provider) and regions can gain
similar bitrate experience [9].

However, CDN still has its disadvantages. Firstly, due to the high cost of deploying
CDN mirror edge servers, CDN users are requested to pay an additional fee for the
premier services. Next, the content updating process (i.e., pushing new video contents
to the edge servers) takes time and may not be suitable for every scenario. In general,
CDN is primarily used for VoD (Video on Demand) or downloading services. How-
ever, in some specific scenarios, users do not need all the cached contents then some of
the valuable cache memory is being wasted. Thirdly, though deploying CDN servers
can reduce and separate data traffic from the core server, bottleneck sometimes can still
happen.

Specifically, when users’ requests become huge in one specific area, the data traffic
between users and this area’s CDN edge cache servers can cause the network bottle-
neck. In order to prevent this situation, the service providers and CDN operator should
increase the number of available CDN caches, which might lead to a higher cost.

2.3 SDN/NFV (Software-Defined Networking/Network Functions
Virtualization)

Due to the increasingly diverse need from the user side, ISPs are currently in need of
adaptive services to meet users’ various demands. However, different from allocating a
single service, customizing multiple types of service via physical network resource
configuration is challenging. For example, nowadays, FHD (Full High-Definition) or
even UHD (Ultra High-Definition) video streaming service and VoIP (Voice over IP)
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service are among the most popular applications of network service, but they have
different optimized network resource configurations. Particularly, HD/UHD video
streaming service requires high bandwidth and throughput while VoIP service requires
a stable network environment and low-latency. Moreover, it takes time and a high cost
to set up and tune each network service. The introduction of NFV (Network Functions
Virtualization) and SDN (Software-Defined Networking) in recent years then aims to
satisfy the strong demand of “dynamic network configuration”.

NFV uses virtualization technology to split network applications in a simple and
adaptive manner. A general NFV architecture usually includes VNFs (Virtualized
Network Functions), Hardware resources, Virtualization Layer, NFVI (NFV Infras-
tructure), NFV Management and Orchestration (NFVM and NFVO). Specifically,
NFVI is the key to manage the hardware resources and change the physical hardware
into virtualization resources pool so that the computing components can be managed
flexibly and conveniently. The VNFs can install and provide service applications. Also,
the VNFM and NFVO are responsible for managing and orchestrating the NFV’s
whole resources and processes [10].

As NFV offers the solution for making physical network resource virtual, SDN is
the other technology needed for link virtualization. The most crucial feature of SDN is
that it separates the network connection into control-plane and data-plane. By sepa-
rating the two planes, network control becomes more convenient and flexible since
control-plane requires flexibility whereas data-plane requires low-latency. For instance,
the processes such as switching routing protocols and generating routing table can be
implemented on one control-plane. To complete the separation, a protocol named
OpenFlow would be used [11].

2.4 Network Slicing

Network Slicing is a virtualization technology based on NFV/SDN. It enables running
multiple logical networks on one common shared-physical network infrastructure to
maximize the flexibility and maintainability. Besides, the network resources are split
dynamically so that each logical network’s parameter such as capacity, bandwidth, and
delay can be customized corresponding to the user requests and network status.

Network slicing plays an essential role as a key concept in the upcoming 5G
network to realize various high-speed network applications, e.g., IoT (Internet of
Things) and 8K streaming services [12]. Particularly, the ISPs could manage and
customize each network slice simply and comfortably by defining each network service
as one dynamic network slice and separate them logically [13].

In this research, we apply the emerging concepts of ICN, CDN, and SDN/NFV
technologies to realize a network slicing design for efficient content delivery over
different multiple geographical locations.

3 System Design

In this section, we introduce the concept and mechanism of the proposed CDN/ICN
content delivery system.
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3.1 The Proposed ICN/CDN System

In this research, we combine CDN with ICN to enable an efficient contents delivery
network system with low congestion rate. Besides, to meet the future mobile network’s
needs, we have also proposed using our system as one 5G service slice in the context of
the project “5G! Pagoda”, a collaborative Europe-Japan research project for soft-
warized 5G network evolutions [14].

The benefits of integrating ICN and CDN are three-fold as follows:
Firstly, using CDN and ICN can drastically reduce the congestion ratio of the whole

network. Particularly, as aforementioned in Sect. 2, CDN can reduce the data traffic of
the core/original server by deploying multiple edge mirror cache servers in various
regions. However, when the number of users becomes large enough in one region, the
congestion would occur at the edge servers. Therefore, by adding ICN nodes linked to
the CDN edge servers, we aim to substantially diminish data traffics of CDN edge
cache servers, thanks to the ICN’s in-network caching feature [15].

The second benefit is increasing the users’ QoE (delay time), especially for contents
with high popularity level. By using CDN’s cache server for dynamic and optimized
content allocations, the download time for the requested content can be reduced con-
siderably [16]. Specifically, this improvement is realized by the efficient retrieval
process from the CDN slice to the ICN slice via the appropriate CDN cache and the
ICN Gateway.

Additionally, as ICN is a potential future network design at the initial deployment
stage and CDN has been a successful content-based business model, by combining
CDN and ICN, we can take advantage the merits of both networking models: CDN is
used for optimal content allocations at suitable CDN caches nearby the clients while
ICN is used for quickly distribute content to users via the ICN nodes with the built-in
dynamic in-network caching feature.

Fig. 1. ICN/CDN system configuration
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3.2 System Overview

To show that our ICN/CDN system can provide an efficient and realistic video delivery
model in real-world, we configure the whole system across different continents.

Specifically, the system has been implemented to transfer content objects (videos)
published in Finland (Europe EU) to Japan (JP, Asia). In this way, we are expecting to
model and realize a promising and practical video streaming system deployment, e.g.,
Netflix or YouTube videos.

Figure 1 demonstrates our integrated ICN/CDN system configuration. In our
design, the system includes two major parts which are CDN slice for contents provider
side (“EU Side”) and ICN slice for content distribution to users (“Japan Side”). Typ-
ically, on the EU region, the original CDN content server deployed at Aalto University,
Finland (Aalto server) has been set up to publish video contents. Also, we assume that
users will request their desired video contents from the Japan region. Thus, CDN cache
mirror server and ICN nodes are deployed on the Japan side.

Since our whole work is to realize the 5G network slicing concept, each network
slice is implemented based on SDN/NFV technology. It is also necessary to define a
regional Orchestrator to manage every VNF instance dynamically. Typically, the EU
Orchestrator is responsible for managing each instance and resource pool on the EU
side while Aalto servers represent the CDN publishers/providers.

The ICN slice configuration is shown in Fig. 2 in which ICN nodes are imple-
mented by JP Orchestrator (Hitachi Orchestrator) using CCN platform on the Japan
side. Firstly, the video contents are stored in the ICN Gateway (an OpenStack based
CDN/ICN edge video cache server on the Japan side). Then, we add ICN Gateway FIB
entries to CCN nodes for the efficient forwarding process in ICN. Hence, the video
content information from the ICN cache can be shared through the Japan domain via
the CCN nodes in ICN slice. To reduce the network load and congestion, we use
multiple ICN-enabled edge nodes (with transient caches and substantial lower cache
storage compared to CDN caches) to separate the content traffic of the ICN Gateway
from the other ICN intermediate nodes.

3.3 End-to-End (E2E) Content Delivery

In this part, we briefly present a complete E2E content delivery procedure of the
proposed ICN/CDN system. It contains four major steps which are slice establishment,
slice stitching, content request, and content delivery.

Firstly, in the “slice establishment” stage, all the CDN and ICN NFV instances are
initiated and allocated virtually. During this stage, both JP and EU’ Orchestrators will
create and configure each instance with a suitable virtual configuration dynamically.

Then, “slice stitching” stage will be executed. After ICN and CDN instances have
been established, JP Orchestrator will inform ICN Coordinator and provide the
Coordinator the FIB entries of ICN Gateway so that ICN nodes can determine the
suitable routing path. After the ICN nodes add the FIB entries of ICN gateway, the slice
stitching process is completed.

Next, the user sends the content request, and the content delivery process will be
performed. Upon the slice stitching’s completion and the video service is triggered at
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the CDN slice, the user receives the table of contents which lists all of the available
video contents’ “exact name” (which will be detailed in Sect. 3.4) with resolution,
video name, bitrate and the corresponding CDN cache from CDN coordinator. The user
then can choose which video they want to watch. When the user selects the desired
video content, the system will generate an ICN Interest to ICN Gateway to check
whether this content is already cached in ICN slice or not. If it has been cached, then
the target content will be renamed as CCN “exact name” format and sent back to the
User Equipment (UE). When the UE receives the exact content name and acknowledge
it, the content transmission can start. Otherwise, if the user selects the desired content
and the ICN Gateway does not have the content that the user asked, this Interest will be
converted as a content request to the suitable CDN server with respective content.
The CDN server then pushes the requested content to ICN Gateway. In this way, users
can receive the content in the ICN slice when the same content Interests are received
again.

3.4 Naming Strategy in ICN

One key feature of ICN is that its information route is based on the content name
instead of an IP address. Specifically, each ICN content has its own unique ICN name
without the need of name resolution via the DNS (Domain Name Server) system as of
the TCP/IP architecture.

However, since in our ICN/CDN video streaming system, both ICN (CCN plat-
form) and IP (CDN) are co-existed, the suitable way to transfer and convert the content
name format from IP to CCN is worth to be considered so that UEs in Japan side can
receive the desired data efficiently via the Gateway in the ICN slice [17].

Firstly, the initial content name on the CDN side consists of an article name,
resolution, bitrate, and video package format. For example, on the Aalto CDN server, a
Demo video content is named as “Demo-1920*1080-3000kbps.avi”.

However, in CCN, since we want to let the user know which ICN node is involved
in serving a specific content, we decide to implement another naming format by adding
a “Node ID”. “Node ID” represents the caching node with the requested content name
for content distribution in ICN from CDN slice. Thus, in the simplified case, the “Node
ID” will be “ICN Gateway”. Besides, we add the content source with location before
“Node ID” (left-most position) in the content naming structure. As “Finland, EU”
(Aalto University) is the content publisher’s location in our system design, and the
CCN name should be “/EU/Finland/Aalto-University/ICN-Gateway/Demo-1920*1080-
3000kbps.avi”. By using this naming format, the user can be aware of the content
transmission so that they can decide whether to receive the content or not. Since the
naming format in CCN is Longest-Prefix Match (LPM) for forwarding and routing
procedure, we define the proposed CCN name structure as the content “exact name”.

3.5 ICN Gateway

As shown in Figs. 1 and 2, between the ICN slice and the CDN slice, we have
deployed an additional OpenStack-based node and named it as “ICN-Gateway”. The
ICN-Gateway enables both CCN and TCP/IP protocol so that the video content from
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the CDN cache server can be cached inside the CCN’s repository. From ICN-Gateway,
cached contents would be stored at ICN intermediate nodes then transfer to users for
minimizing the latency of subsequent content accesses.

Meanwhile, ICN-Gateway takes responsibility for converting content name from
CDN naming format into the proposed CCN’s “exact name”.

4 System Evaluations

4.1 FLARE-Based ICN Nodes

Regarding the proposed ICN/CDN system implementation, we build the joint test-bed
based E2E content delivery at Waseda University in which the virtual content nodes
image and configuration setting are installed in deeply programmable nodes, namely
FLARE, developed by the University of Tokyo. We select FLARE as it enables an
Open Deeply Programmable Switch/Network Node Architecture to verify the merits of
the proposal over multi-domain test-bed with multi-core processors toward 5G slicing
[18]. FLARE also realizes resource isolation with lightweight control plane and data
plane programmability. We then implemented ICN Based Virtualization nodes on
FLARE, and the hardware configuration of FLARE is shown in Table 1. Specifically,
we use Docker as the container technology to implement ICN nodes’ virtualization
over FLAREs.

Also, since Hitachi. Ltd. acts as the Orchestrator of the Japan domain (Fig. 1), ICN
nodes can be established and managed dynamically so that the ICN slice follows the
network slicing standardization [19].

4.2 The Proposed System Configuration

Note that in this research, we focus on the ICN Slice design for content distribution
when the content objects are already stored at the ICN Gateway from the CDN Slice,
i.e., suppose that Optimal VNFs Placement in CDN Slicing over Multi-domain is
already performed. Then, this paper is different from our prior work in the same
research theme which presented the overall integrated ICN/CDN system design [16].

For the experiment evaluation, we have set up an ICN slice configuration as shown
in Fig. 3. Particularly, at first, an OpenStack based ICN-Gateway caches the test video
content. Then, upon receiving the message from Orchestrator (Hitachi Orchestrator),
the ICN coordinator can receive the FIB entry of ICN-Gateway. By using this infor-
mation, FLARE-ICN Node 1 can be set up and make a connection with ICN-Gateway
in CCN protocol (slice stitching procedure). Next, two ICN nodes are connected, and
finally, on the UE side, UE 1 is connected with ICN Node 1 while UE 2 makes a
connection with ICN Node 2 via the CCN protocol. We use this system configuration
as the evaluation scenario model to verify the benefit of using CCN nodes with in-
network caching feature so that the video contents with high popularity in a geo-
graphical domain can be transmitted to the user side efficiently with minimized
response time [20].
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4.3 Test Scenarios

After the slice stitching procedure is completed by the Orchestrator at the Japan side via
information exchanges from Gateway at ICN slice, we perform the test scenarios using
the above testbed configuration. In particular, we conduct four different test scenarios
to verify the efficiency of the proposed ICN/CDN system for content distribution in
which the content delivery is conducted twice for each scenario as follows:

• Scenario 1: Firstly, the content request is sent from UE1. Then, for the second time,
the content request (for the same content) is also sent by UE1.

• Scenario 2: First content request is sent from UE2, and a second-time request is
from UE1 for the same content.

• Scenario 3: The first-time request is from UE1, and then UE2 will send Interest for
the same content.

• Scenario 4: Both requests are sent by UE2.

It should be noted that the test content file in each Scenario has the same size (either
1 MB or 10 MB). Then, we have evaluated ICN slice performance by measuring
downloading time, E2E hops count, throughput, and Round-Trip Time (RTT) [21]
which will be detailed in the next subsection.

4.4 The Integrated ICN/CDN System Performance Evaluations
and Discussion

The four above network metrics are evaluated as follows:

Downloading Time. Downloading time means spending time since a user sends the
first content Interest until the requested file’s last chunk is transmitted to the user.
Shorter download time refers to a higher transmission rate. As shown in Fig. 4, we
have measured downloading time using the 1 MB and 10 MB sized file and in both
cases, the second time request’s download time is much smaller than the first time.
Thus, as long as the content has been cached by ICN nodes once (i.e., the requested
content is stored in ICN slice), the buffering time for streaming service on the user side
can be reduced considerably. As a result, QoE can be ensured, especially in the case of
popular content.

Table 1. FLARE’s detailed configuration.

Parameter Value

Spec 72 core EZ-Chip Network processor
SFP+ 2 ports, up to 128 GB memory/1 TB SSD
GbE 24 ports and 10 GbE
Power Redundant Power supply
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E2E Hop Counts. Similarly, when measuring the number of hop counts between UEs
and the content source, we realize that the second time request’s hops are always less
than that of the first time (Fig. 5). The reason is that thanks to the in-network caching
feature in ICN, for all the four test scenarios, the contents will be cached at the nearest
ICN nodes after the first request.

Fig. 2. ICN slice configuration Fig. 3. FLARE-based testbed configuration
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Round-trip Time (RTT). RTT measures the period since a packet is sent until it is
responded. As shown in Fig. 6, RTT gets smaller after the first Interest when we test a
content file in CCN’s default chunk size (4 KB). As the requested content is stored at
the nearest nodes (ICN node 1 or ICN node 2) after the first request, the subsequent
requests for the same content become smoother, i.e., a reduced RTT shows better QoE
on the user side.

Throughput. Throughput is a key performance of the network, and the same tendency
can be realized when measuring throughput in both cases of 1 MB and 10 MB test
contents (Fig. 7). Specifically, in scenario 2 and scenario 3, the second time requests
always get higher throughput compared to the first time. However, in scenario 1 and
scenario 4, the throughput performance is decreased. The reason is that since our UEs
are also equipped with CCN protocol, UEs will cache content into their repository with
the built-in in-network caching feature as long as they retrieve the content once. This
result explains why when users send the same Interest as the first time, they do not have
a high throughput via their network interfaces. This deployment then also leads to less
heavy data traffics for a stable network with low congestion rate.

Overall, the above scenarios show that our proposed system can improve the
network performance efficiently right after a requested content is stored in the ICN
slice.

5 Conclusion

In this paper, we have proposed, designed, implemented, and evaluated the combined
ICN/CDN architecture as a video streaming service. The joint-testbed evaluations
between Japan and Europe show that our approach can reduce the download time
effectively, especially when transmitting contents with high popularity. This realizes a
potential and feasible network design for efficient video streaming service by lever-
aging SDN/NFV technologies and combining the benefits of both ICN and CDN for
video content distribution.
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The concept and design of function chaining design for optimal VNF allocation in
network slicing of the integrated ICN/CDN will be the focus of our future work.
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Abstract. This paper presents a new video delivery scheme in mobile
networks using Multi-Access Edge Computing (MEC). Our goal is to
improve the quality of video streaming experienced by the mobile video
consumer. Our approach is based upon Dynamic Adaptive Stream-
ing over HTTP. We present a novel algorithm, which uses information
obtained from the Radio Network Information Service of MEC to pro-
vide the mobile user with a video quality matching the current radio
link quality and channel capacity. We evaluate our approach using a
real experiment performed on a Long Term Evolution (LTE) femto cell
test-bed. Our algorithm displays enhanced adaptation of video rates in
comparison to other state of the art solutions.

Keywords: Long Term Evolution (LTE) ·
Mobile Edge Computing (MEC) ·
Dynamic Adaptive Streaming over HTTP (DASH)

1 Introduction

The European Telecommunications Standards Institute (ETSI) Multi-Access
Edge Computing (MEC) [1]1 extends intelligence at the network edge through
computing and storage facilities deployed in the close vicinity of the Radio Access
Network (RAN). Due to MEC, video will greatly benefit from a low delay of the
network edge, RAN-aware video content optimization, and adaptation to wire-
less network conditions. As ETSI mostly focuses on MEC video transcoding or
content optimization for end-users [2], which requires a large number of comput-
ing resources at the MEC platform processing the video, other mechanisms are
needed for better resource friendly streaming.

Dynamic Adaptive Streaming over HTTP (DASH) [3] opens up new oppor-
tunities in terms of MEC content optimization, as in DASH a video is already

1 Notice that in September 2016, ETSI Mobile Edge Computing group changed its
name from Mobile Edge Computing to Multi-Access Edge Computing.
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encoded with many representations at the content provider and video transcod-
ing is not required at the MEC platform. The different representations are
announced to the video consumer through a Media Presentation Description
(MPD) file containing descriptors leading to locations of the video encoded with
different qualities and, therefore, requiring distinct data rates for video stream-
ing. Typically, a higher representation requires more throughput than a lower
one. The video consumer processes the MPD file and requests the video qual-
ity, i.e. representation, according to end-to-end measurements of the channel
capacity.

In this work, we provide a MEC-based recommendation system for DASH
(c.f., Sect. 3), which personalizes the video representations towards current chan-
nel conditions experienced by a User Equipment (UE). We observe the channel
of every user by using a MEC Radio Network Information Service (RNIS) (c.f.,
Sect. 3.2) and compute the per-user radio channel capacity (c.f., Sect. 4) using
novel Fourier-based traffic analysis. We then provide a dynamically generated
MPD file towards the video consumer containing a limited set of video quali-
ties matching the user channel capacity (c.f., Sect. 3.3). The client periodically
fetches its personal MPD file containing suggested representations and regularly
requests video segments using the set of representations adjusted by the video
server to the experienced momentary channel capacity. Our solution does not
change the DASH paradigm. We enrich the video system with personal MPD
files. The MPD file is dynamically generated on the MEC-based video server
(c.f., Sect. 3.1).

This work is organized in the following way. In Sect. 2, we survey the state of
the art in MEC and video delivery. In Sect. 3, we describe the architecture of the
system. The algorithm adapting MPD files for users is presented in Sect. 4. The
performance evaluation and comparison against regular DASH is elaborated in
Sect. 5. Finally, we conclude in Sect. 6.

2 Related Work

2.1 MEC

In ETSI MEC, the mobile ecosystem is enriched with a Multi-Access Edge Cloud
(MEC) residing close to evolved Node Bs (eNBs) in LTE/4G or next generation
Node Bs (gNBs) in 5G, which allows mobile users to contact MEC applications
residing in the close vicinity of the UE [2]. MEC applications can be aware of
the state of the air interface (e.g, capacity, congestion, radio signal quality, etc.)
through RNIS implemented on top of MEC [2,4]. For example, FlexRAN [5]
implements a flexible and programmable Software Defined-Radio Access Net-
work (SD-RAN) platform, which separates the RAN control and data planes
through a custom-tailored southbound API. It supports a real-time control chan-
nel that enables various degrees of coordination among RAN components.
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2.2 DASH

Dynamic Adaptive Streaming over HTTP (DASH or 3GPP-DASH) [3] is a pop-
ular standard for video streaming over the Internet allowing for improved user
experience in the presence of variable network conditions. Besides the conven-
tional Hyper Text Transfer Protocol (HTTP), DASH consists of two main com-
ponents, which are the Media Presentation Description (MPD) file and video
segments residing on a HTTP server. The MPD file describes the characteristics
of the stream. It contains information about the stream availability, segment
duration, video representations, and the resource identifiers for each segment.
Typical DASH clients first request an MPD file and the first few segments of the
video, in order to fill a buffer. When the buffer is filled, the player starts display-
ing the video to the client and the remaining segments are continuously fetched
from the Internet. In conventional DASH Advanced Video Coding (AVC), the
representation is selected by the client based on either buffer level or throughput-
based algorithms. Buffer-based video streaming considers the buffer fill level to
keep/improve the quality of the subsequent segment, if the necessary buffer
refill level was experienced while downloading previous segments. Karagkioules
et al. [6] surveys different adaptation algorithms. It is worth noting that there
exist different kinds of video encodings and this work focuses on video delivery
with DASH Advanced Video Coding (AVC). Many projects, especially studying
improved caching strategies, work with DASH Scalable Video Coding (SVC) [7].
We work with DASH-AVC, because its implementation is simpler and therefore
better adapted for resource-constrained end systems.

2.3 DASH Improved with SDN and MEC

There are several different approaches improving video delivery in networks stud-
ied through simulations [8–11]. Cetinkaya et al. [8] uses DASH SVC and Software
Defined Networking (SDN) to improve video streaming. The authors suggest
routing video flows through the underlying infrastructure taking into consid-
eration the capacity of the backhaul network. Li et al. [9] propose a Mobile
Edge Computing (MEC) approach to improve fairness and overall video defini-
tion among UEs sharing the same channel. Lai et al. [10] propose a method for
improved video delivery in heterogeneous networks with SDN. Fajardo et al. [11]
propose a network-assisted HTTP streaming mechanism based on MEC. Their
mechanism is able to adapt DASH streams to different channel conditions based
on periodical measurements of Channel Quality Indicators (CQIs) and adapta-
tion algorithms matching experienced CQIs to video definitions. Foukas et al. [5]
prove a similar approach in a real experiment by using FlexRAN. In their use-
case, CQI statistics reported by a UE are gathered at the FlexRAN controller. A
DASH-based video streaming server uses information gathered at the controller
to match the CQIs to video representations (i.e., bitrates).
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2.4 Novelties of This Work

This work is composed of three innovations with respect to (i) the architecture of
an NFV-based MEC-assisted system for video delivery c.f., Sect. 3), (ii) Fourier-
based radio-channel assessment (c.f., Sect. 4), and (iii) extensive measurements
of a real system (c.f., Sect. 5).

We develop a MEC-based approach for video streaming based on real com-
ponents containing a cloudified Core Network (CN), a MEC cloud, an eNB, and
a UE. We demonstrate that a MEC-based video server (i.e., a MEC application)
deployed on the MEC cloud can improve DASH-based video delivery for users
connected to a wireless network.

Unlike other contributions, in the estimation of channel capacity [5,11], we do
not use CQIs to assess the channel capacity. The problem of matching CQIs to
channel capacity depends on technology, frequency, environment, vendor, radio
scheduling, and hardware. Therefore, it is not feasible to derive exact tables
matching CQIs and the desired rate of video delivery in a mobile system. More-
over, the use of CQIs does not apply to congested networks, in which the data
rate is limited by the system capacity.

We do not work with absolute values such as channel capacity or representa-
tion bitrate. Therefore, our approach is fundamentally different from the typical
knapsack problem, in which different representations requiring different bitrates
are allocated within fixed channel capacity. In our approach, we observe patterns
in channel consumption and wireless metrics. If the load is too high, we recom-
mend the clients to lower their video representations, and when the load is too
low, we recommend them to use higher video qualities. Moreover, we evaluate
wireless metrics to predict the potential degradation of the channel capacity.

3 Architecture of the Video Delivery

3.1 Functional Architecture

Figure 1 illustrates a MEC compliant network. It consists of RAN, a MEC cloud,
and the CN. Since the MEC cloud is installed very close to the RAN, traffic
originated by UEs can avoid traversing the CN and directly access MEC Appli-
cations (Apps). The MEC Apps benefit from the close vicinity of the eNB and
thus experience low latency.

MEC Apps instantiated on a MEC cloud infrastructure through a Virtual
Infrastructure Manager (VIM) receive traffic directly from the user plane (e.g.,
video service) or other MEC related services (e.g., SD-RAN platforms) dealing
with radio control and management planes.

3.2 Platform Implementation

A 4G/5G mobile telecommunication platform developed in this work is depicted
in Fig. 2. We use OpenAirInterface [12], which implements the Home Subscrip-
tion Service (HSS), Mobility Management Entity (MME), and Serving/Packet
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Fig. 1. A simplified depiction of the network architecture.

Fig. 2. The implementation of the experimental setup.

Gateway (S/PGW) as a minimal LTE CN and the eNB for RAN. OpenAir-
Interface provides the LTE mobile network and radio signal towards UEs. We
use the USRP B210 board2, which provides an LTE Frequency Division Duplex
(FDD) transmission in band 7 (2.5 GHz/2.6 GHz) using 5 MHz channels and the
Single-Input Single-Output mode. We have a smartphone Moto 23 connected to
the OpenAirInterface network. As SD-RAN, we use FlexRAN [5]. FlexRAN con-
sists of an agent co-located with the OpenAirInterface Base Band Unit (BBU)4,
and an external SD-RAN controller, which is instantiated on the MEC cloud.
Ubuntu-based MEC Apps (i.e., FlexRAN controller and Video Server) are both
hosted as VNFs on an OpenStack based cloud with Dell R530 cloud workers
(Intel Xeon 2.5 GHz CPU with 80 threads, 192 GB RAM).

3.3 Information Flow in the System

In order to provide the Video Service MEC App with information about the cur-
rent radio link status (c.f., Fig. 2), we established an information flow between
different components. Foukas et al. [5] implemented an SD-RAN controller (i.e.,
2 https://www.ettus.com/product/details/UB210-KIT.
3 https://www.motorola.com/us/products/moto-z-play-gen-2.
4 The feature-68-enb-agent branch.

https://www.ettus.com/product/details/UB210-KIT
https://www.motorola.com/us/products/moto-z-play-gen-2
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FlexRAN controller) that communicates with the eNB through a FlexRAN
agent. The FlexRAN controller provides the MEC application with required
radio link statistics. The SD-RAN controller is based on a publish/subscribe
architecture and can periodically publish statistics about the per UE radio link
quality, e.g., LTE CQI, Reference Signal Received Power (RSRP), etc. CQI val-
ues are computed by the UE and reported on the uplink channel to the eNB.
They are related to the current state of the Signal to Interference Plus Noise
Ratio (SINR). CQI displays values between 0 and 15, where CQI of 15 denotes
the best possible quality. RSRP is defined as the linear average over the power
contributions (in [W]) of the resource elements (REs) that carry cell-specific ref-
erence signals within the considered measurement frequency band [13]. RSRP
values reside between −44 dBm and −140 dBm [13].

Fig. 3. The information and control flow.

Our video service subscribes with the FlexRAN controller and dynamically
updates MPD files based on information provided by the controller. This leads
to the information flow as described in Fig. 3. First, a UE starts accessing the
video content from the MEC video service triggering traffic between the UE
and the eNB. The radio signal quality is reported by the UE through the Radio
Resource Control (RRC) to the eNB. eNB enriches the information received from
UEs through the RRC channel with per-user traffic and RAN scheduling statis-
tics, and sends this information to the FlexRAN controller using the FlexRAN
agent. The FlexRAN controller publishes the information towards the subscribed
video service, which in turn adapts (i.e., limits) available video qualities in the
MPD file. Finally, the UE periodically downloads the MPD file, which closes the
information loop between the system components.
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4 Algorithm Selecting Video Representations

4.1 Characteristics of Video Traffic Patterns

We assume that video streaming is the most dominant traffic of the user (i.e.,
other applications utilize only a small fraction of bandwidth on the mobile
device) and also, that there is only one video stream running per user. It is
not a strong assumption, while multiple video streaming is rare and users typ-
ically use one application on a UE at a time. Therefore, we assume minimal
background traffic from other sources (i.e., instant messengers, email, etc.).

In our initial measurements, using a setup discussed in Sect. 3.2, we observe
a specific periodical pattern, which is typical for video delivery with DASH AVC
using buffer-based adaptation algorithms confirmed by other sources [5,6,14].
The traffic requested by the client appears as a periodical rectangle function
(i.e., a channel is periodically occupied and idle with a certain frequency). This is
caused by a periodical re-fill of the buffer. When the buffer level decreases below
a certain threshold, a new segment is requested by the client. The periodicity of
traffic peaks (i.e., rectangles) in the experienced goodput is approximately equal
to the segment duration (e.g., 2 s) as the client consumes the video content in
real time (a 2 second segment is consumed within 2 s).

Figures 4a and 5b and related traffic plots reported by Augustin et al. [15]
show that the DASH video pattern can be clearly distinguished from full-capacity
downlink/uplink transmissions, which cause an approximately constant traffic
pattern limited by the channel capacity. We confirm the difference between the
video stream pattern and full-capacity traffic in the time and frequency domain.
Please notice a traffic peak at 0.5 Hz in Fig. 5b, which relates to the segment size
ts = 2 s.

(a) (b)

Fig. 4. Downloading a file using wget, results in constant throughput (a) and a FFT
(b) with a spike at 0 Hz.

Our idea is to use the Fast Fourier Transform (FFT) to discover traffic pat-
terns on the downlink. If the link is saturated, it displays constant throughput
behavior displayed in Fig. 4a. When we observe the saturation pattern on the
link, we unload it by forcing the client to use lower video representations. Other-
wise, if the link displays a regular video traffic with a significant peak correlated



216 E. Schiller et al.

(a) (b)

Fig. 5. Streaming a video reveals the DASH pattern in throughput (a) and a FFT (b)
with a spike at 0 Hz and 0.5 Hz, corresponding to the segment size of two seconds.

to the segmentation frequency, e.g., segments of 2 s cause peaks at 0.5 Hz, we
can either keep the current definitions or force the client to use higher video rep-
resentations. For more information about the use of Fourier Transforms, please
consult [16] (c.f., p. 257).

We operate with sampling frequencies of around 10 Hz. There is no oversam-
pling, as the periodicity of discrete packet-based transmission will be discovered
with sampling rates of around 1000 Hz. For example, if a UE is exchanging
packets of size 1500 B = 12000 bits with a throughput of 12 Mbps, data packets
will be received at a frequency of 1000 Hz. Very high sampling rates of around
1000 Hz should be therefore avoided because of the risk of oversampling (i.e.,
moving spikes from 0.5 Hz to 1000 Hz).

4.2 Implementation

We specify a DASH server side adaptation mechanism, which also includes infor-
mation about the quality of the wireless channel. Multiple Key Performance
Indicators (KPIs) exist to measure the channel quality in LTE. In our case, we
use RSRP [13].

Algorithm 1 presents a simplified implemented procedure. It limits available
qualities (i.e., video representation scale-down) for the user, if the RSRP dras-
tically decreases on average in the last second or a given FFT frequency ratio
between video traffic at frequency 1

ts
and the constant traffic at 0 Hz is too small

i.e., lower than minΔ, indicating that the radio link is overloaded. On the other
hand, it increases the video quality (i.e., video representation scale-up), if the
given frequency ratio is above a certain threshold maxΔ.

The representations in the MPD file refer to the video qualities in ascending
order, i.e., the lowest quality is provided by representation #1. In the scale-
up, the server decides to replace the lowest representation with the next higher
available quality. In scale-down, the highest representation is replaced with the
next lower one available (c.f., Fig. 6).
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Algorithm 1. Simplified adaptation algorithm, based on radio link utilization
and received radio signal power.
1: procedure main loop(T, i) � Duration T of video and interval i of sampling
2: t ← 0 � Variable running from 0 to T/i
3: x ← segment duration
4: delay ← time period (e.g., 1 sec)
5: maxΓ ← max tolerated RSRP drop (e.g., 5)
6: minΔ ← min margin (e.g., 0.04)
7: maxΔ ← max margin (e.g., 0.4)
8: � As long as the video is playing
9: while t <= T

i
do

10: St = RNIS.getStats()
11: if St.rsrp − S

t− delay
i

.rsrp > maxΓ then

12: Video rep. scale down; (c.f. Fig. 6a)
� Run a FFT over the last sampled data

13: fft = runFFT(St− x
i

...t.throughput)

14: if
fft[ 1

x
]

fft[0]
>= maxΔ then

15: Video rep. scale up; (c.f., Fig. 6b)

16: if
fft[ 1

x
]

fft[0]
<= minΔ then

17: Video rep. scale down; (c.f., Fig. 6a)

18: t = t + 1
19: sleep(1)

Fig. 6. The scaling down (c.f., Fig. 6a) and scaling up (c.f., Fig. 6b) procedures.

5 Evaluation of Video Delivery

The evaluation of the scheme is provided on a real LTE femto-cell testbed.
Essentially, the physical layer, the noise, and competing video streams are taken
into account in our measurements providing precise real-world measurements of
our scheme.

5.1 Preparations of the Video Stream

In the experiment, we use the GPAC project toolset5, namely MP4Box, to encode
and segment the video. MP4Client streams the video at the client side. In order to

5 GPAC, multimedia open source project: https://gpac.wp.imt.fr/.

https://gpac.wp.imt.fr/
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provide a DASH stream that could saturate the OpenAirInterface [12] wireless
link (max. capacity of around 8 Mbps), we require a video with a high bit
rate. Thus, we use a UHD 4K video. We encoded the video using MP4Box in
10 different bit rates, resulting in 10 different video representations requiring
network capacity between 50 kbps up to 8 Mbps. The videos are divided into
segments of ts = 2 s, which is appropriately short for on demand video delivery
in changing conditions of mobile networks.

5.2 Video Delivery Experiments

We use an OpenAirInterface-based [12] LTE setup (c.f., Sect. 3.2). We operate in
a femto-cell scenario, where a user is moving inside a building (e.g., office space,
train station, etc.). The eNB and video service are handling one UE.

In our experiment, we cover an office and a hallway with LTE signal and use
a mobility pattern between different points of different radio signal qualities as
shown in Fig. 7. We use the buffer-based adaptation technique (as implemented
in the MP4Client). We compare our MEC-assisted approach, i.e., a video server
receiving radio statistics from the SD-RAN controller (c.f., Sect. 3.1) and peri-
odically updating the MPD file according to our algorithm specified in Sect. 4
against a native DASH solution (a video service providing static MPD files).
Please notice that an MPD file is requested by the client once for the entire video
stream or periodically every ts for the regular and MEC-enabled DASH respec-
tively. The algorithm parameters are maxΓ = 5, minΔ = 0.04, maxΔ = 0.4.
We compare two methods of video delivery residing very close to the user. We
show the improvement of the video definition using the MEC-assisted server side
adaptation.

Using a notebook connected to a smart phone Moto 26, we run the video
stream for approximately 90 s, while moving the phone according to the mobility
pattern (c.f., Fig. 7). We stay at point A from 0 to 15 s, move from A to point
B during 5 s, stay at point B between 20 s and 35 s, and move from B to C
during 6 s. Then, we stay at C between 41 s and 60 s, and go back to B again
during 6 s, and stay there between 66 s and 90 s. On the way between A to C,
and C to B, we experience decreasing and increasing signal levels respectively.

5.3 Results for One UE: Buffer-Based Adaptation

There are many different client-side adaptation mechanisms. However, in this
work, we compare our MEC enabled video streaming technique with state-of-
the-art, buffer-based mechanisms implemented in the GPAC client. Due to vari-
able radio conditions, the comparison is based on a statistical basis repeating
the same experiment 10 times. The measurements of requested representation
qualities against segment number and client buffer fill levels against time in 10
experiments vary significantly.

6 https://www.motorola.com/us/products/moto-z-play-gen-2.

https://www.motorola.com/us/products/moto-z-play-gen-2
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Fig. 7. Moving pattern in the office and hallway.

Analysis over 10 measurements for each of the adaptation mechanisms, i.e.,
regular DASH vs. our MEC-assisted DASH, provides an appropriate statistical
estimation of the experienced buffer level and video quality at the UE. Figure 8a
and b show the difference between the slower buffer-based adaptation and the
faster MEC-assisted adaptation. Our algorithm provides a higher initial repre-
sentation, c.f., Fig. 8a from segment #10 onwards, but then suffers from a quick
drop in the buffer, as we move away from the eNB, c.f., Fig. 8b at around 20 s,
when moving from point B to C. Due to the margin, the buffer stays at an
appropriate level and we can keep the higher quality of the video. At point C
(c.f., Fig. 7), which manifests the worst radio conditions, we need to decrease
the video representation (segment #28). The buffer relaxes and performs better
than regular DASH. Notice that in regular DASH, we experience a similar, but
stronger drop in the buffer level and this affects the video quality in a negative
way (c.f., Fig. 8a red line, at around segment #33-#40). With MEC-assisted
DASH, we improved the video quality in the good signal conditions (between
10 and 20 s) up to 40%, while keeping the buffer level at an approximately 35%
lower, but stable level.

Fig. 8. (a) Requested video representation against segment no# averaged over 10
experiments for regular and MEC-assisted DASH. (b) Buffer level against time aver-
aged over 10 experiments for regular and MEC-assisted DASH. (Color figure online)
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5.4 Results for Two UEs: Throughput-Based Adaptation

We attach two laptops, i.e., machine #1 and machine #2. Every laptop is
equipped with a Huawei E3276 dongle7. The laptops have fixed positions (i.e.,
RSRP displays −78 dB and −82 dB for machine #1 and machine #2 respec-
tively). They simultaneously and concurrently stream the same video stream
from the video server through the LTE network (c.f., Sect. 3.2). In comparison to
rate based regular DASH, our algorithm (i.e., mainly the Fourier channel assess-
ment as the RSRP values remain stable throughout the experiment) provides
slightly decreased representation qualities (c.f., Fig. 9a, machine #2), however,
operates with a much more reasonable buffer fill level (c.f., Fig. 9b). This is ben-
eficial in mobile scenarios, in which the connecting quality can quickly vary, so
the buffer shall not be maintained at low levels. This proves that our algorithm
also behaves appropriately in multi-user scenarios.

Fig. 9. (a) Average representations on machines #1 and #2. (b) Average buffer fill
level on machines #1 and #2.

6 Conclusions

We provide a proof of concept improving MEC capabilities in regular, “off-the-
shelf” DASH AVC that controls video qualities available for the client depending
on various metrics. In particular, we provide our own MEC DASH adaptation
algorithm and compare it against regular buffer-based DASH. We experience
much faster adaptation to good radio conditions as well as better experience in
terms of worse signal quality, when the buffer remains at the higher level. We are
convinced that MEC is beneficial for video streaming so that DASH can profit
from improved performance in spite of mobility.

7 https://consumer.huawei.com/en/mobile-broadband/e3276/.

https://consumer.huawei.com/en/mobile-broadband/e3276/
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Abstract. Distributed control applications are considered where the control
functions are implemented by software of a centralized controller and where
system state information and control commands are communicated through a
shared communication infrastructure. Through the shared communication
infrastructure the control functionalities of the individual control loops may
influence each other and can have an affect on Service Level Objectives
(SLO) to be guaranteed for each individual control application. In this contri-
bution a novel approach is suggested for an enhanced CSMA/CD local area
network infrastructure where the application control layer is directly put on an
enhanced Media Access Control (MAC) layer of the communication infras-
tructure to minimize control delays. A comprehensive model is derived for the
resulting network with all competing applications and protocol functions for safe
communications. The performance of the MAC layer request is analyzed exactly
by a stochastic phase TC representing its aggregated behavior. The delay per-
formance of the individual control applications is analyzed by means of a
queuing model of type GI/G/1 where GI represents the total control request
arrival process and G a virtual service time TC from which the aggregated
network delay parameters are derived. The distributed network control system
(NCS) model with the shared infrastructure is analyzed exactly by methods of
Control Theory by computational algorithms and MATLAB Simulink tool
support.

Keywords: Distributed control systems � Local area network �
Shared communication infrastructure � Performance evaluation

1 Introduction

Distributed applications require a reliable and real-time efficient network support. For
economic reasons network resources cannot be reserved for each application and have
to be shared by many other applications. Typical examples are distributed sensor-
controller communications known as “Networked Control Systems” (NCS), applied in
integrated manufacturing processes, traffic control systems, or Cyber-Physical Systems.
Besides the unavoidable network delays transmission errors may occur through noise
interferences or information losses caused by buffer limitations. These effects require a
strong communication protocol support to guarantee Service Level Objectives (SLO).
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The performance of distributed control applications is further affected by all other
applications which share the common communication infrastructure. For the devel-
opment of such distributed real-time control systems methods are required by which the
influence of all interfering sources can be estimated in order to predict their effects on
each considered application and their individual SLO requirements.

Research has already been directed to subjects of specific distributed application
systems as, e.g., sensor networks, city, smart energy, or air traffic control systems, robot
and integrated production control systems, or for disaster control operations, c.f. [1–
13]. In most of these cases dedicated networks have been applied which are designed or
configured for the specific application SLOs as Local Area Networks (LAN/WLAN)
with priority options for real-time support. Typically, control and network analyses are
treated independently; this paper attempts at an integrated multi-layer analysis
approach by aggregating the complete network infrastructure into a stochastic equiv-
alent phase which is inserted in the specific application control layer. In a first paper
[14] we have studied a single Networked Control System where the whole functionality
of the underlying network is aggregated into a functional module operated on the Link
Layer (2b) with acknowledgment signaling and Timeout control for each frame.

In the remaining part of this paper we inspect in Sect. 2 several principal alter-
natives for shared communication networks, specifically with respect to that layer on
which the Application Layer is based upon. In particular, we define a local area
network as shared infrastructure for all control applications, i.e., an infrastructure where
the control application is placed upon an enhanced common Media Access Control
(MAC) Layer (2a) to increase reliability and real-time performance of the control
systems. In Sect. 3 a comprehensive model is developed for the performance evalua-
tion of the shared infrastructure (MAC Layer) which is represented by an extended task
graph. Its performance is analyzed exactly resulting in an aggregated virtual service
time which represents the whole MAC layer including all control communications. In
Sect. 4 single-server queuing models are suggested which represent the whole NCS
with all control loops from which the aggregated performance of the control systems
will be derived based on the shared infrastructure. Results are presented and discussed
in Sect. 5, conclusions are drawn in Sect. 6.

2 Architectural Alternatives for NCSs

Communication networks, their interfaces and protocols are standardized for reasons of
interoperability, e.g., by the general ISO model for Open System Interconnection
(OSI) or by the dominating IETF RFCs for the Internet and its well-known principal
layers, c.f. Fig. 1. Our distributed control functionalities are belonging to Layer 7
which can, in principle, be placed on top of any of the above layers as, e.g., a pure
hardware solution directly across wires of the PHY Layer 1 for signal transmissions as
in classical electrical control systems, the MAC Layer 2a of shared LANs for frame
exchanges, the Link Layer 2b for safe exchange of frames as in our paper [14, 15], the
Network Layer 3 for an unreliable end-to-end exchange of packets (but with enhanced
transport options), or the Transport Layer 4 for a safe exchange of byte streams end-to-
end. The functional support increases in the upward direction but the end-to-end delays
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increase accordingly. For our control application Layers 3 and 4 are less attractive or
have to be complemented with respect to reliability and real-time performance. In this
paper we restrict our aims to applications within a local area, such as for manufacturing
plants, inventory and logistics management, traffic control or IoT applications. We
prefer therefore to put the Application Layer directly upon the MAC Layer. This MAC
layer has, however, to be enhanced with functions of the LLC with respect to error
control and with respect to performance efficiency.

3 Enhanced MAC Layer Architecture for Shared
Infrastructures

3.1 Modeling of the Enhanced MAC Layer

Conventionally, media access control takes care of an efficient access to the common
transmission medium among independently acting “stations” through functions as
channel activity sensing, contention resolution, access right signaling by Token cir-
culation, or reservation requests. To integrate error control and request/response
functionalities in the MAC layer we can make use of the following further optional
possibilities: (1) Acknowledgment signaling after frame reception, (2) Different Inter-
Frame Spacing for service class distinctions, (3) Slot-based contention resolution for
channel access, (4) Carrier Sensing for collision detection (CD) during transmission,
and (5) Channel Reservation for Request/Response cycles. Properties (1) and (2) were
suggested by the main author already in 1983 [16] for service differentiation and real-
time channel access enhancements in LANs; these functions have been adopted later in
connection with the development of the WLAN standards for the IEEE 802.11 series of
protocols. Property (3) is known from early MAC protocols as the periodic CSMA p-
persistent channel access based on attempts within a slot time Dt [17]. In WLANs a
station synchronization takes place by an ACK signal after a successful frame trans-
mission. Property (5) can be used for channel reservation for a whole request/response
control cycle. The problem of “Hidden Stations” in WLANs and its handling through
the RTS/CTS-based channel reservation through the Network Allocation Vector (NAV,

Fig. 1. Reference model for open system interconnection
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c.f. [23]) can be applied in our approach; for real-time control applications within
plants the centralized controller stations should be located within a mutually reachable
area; in that case the RTS/CTS cycle method could be neglected. Based on the
properties (1)–(4) we suggest the following model of the enhanced MAC Layer of the
shared communication infrastructure, c.f. Fig. 2. The “Shared Medium” in Fig. 2 can
be a wired or wireless channel which can be accessed by the stations. One or several
controllers are the recipients of the frames sent from stations (not shown explicitly in
Fig. 2).

The “Shared Medium” can be a wired or a wireless channel accessed by the
stations. One or several controllers are the recipients of frames being sent by the
stations (they are not shown explicitly in Fig. 2).

Abbreviations in Fig. 2 and for the analysis are self-explaining, where x indicates
the number of stations, D are probabilistic decisions, T indicates random time variables,
P and q probabilities; index numbers refer to different applications of the variables. Dt
is the slot time for channel access and has to be larger than the largest round- trip time.

Two operating modes will be distinguished for the channel access and reservation:
Mode 1 for Event-based control and Mode 2 for Time-based control. In Mode 1 sensor
signals for a full request/response cycle are generated only when certain defined sensor
threshold values are exceeded, e.g., a speed, water, or temperature level or fire/gas con-
centration alarms. Arrival processes are typically clustered rare events. Mode 2 addresses
periodic channel reservations for a full request/response cycle sensor-controller-actuator.
The arrival process type is D (deterministic), i.e., constant inter-arrival times.

The operation of control activities across the shared infrastructure is based on the
access competition for the common channel infrastructure among all plant stations.
When a plant station has won the access competition, all other stations have no access

Fig. 2. Enhanced MAC layer performance model for multiple networked control systems with
shared local area network communication infrastructure
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right to the channel until the ongoing plant-controller control cycle has been suc-
cessfully completed. The plant station and the responding controller station have
exclusive access to the channel. Two buffers B1 and B2 are used for intermediate
buffering of the plant-state frame and the controller-response frame, respectively, for
repeated frame transmission in case of a transmission error, c.f. dashed links in Fig. 2.
After each successful cycle both buffer contents are cleared by which mutual inter-
ferences between competing stations are excluded. To avoid illegal channel tapping of
information a strict encryption coding is required. When a plant has gained access to
the common channel, the access right remains with that station and with the controller
until the activity for that event has been completed successfully. Two signaling mes-
sages are applied: ACK acknowledges a complete request/response control cycle
between a plant and its corresponding controller. This frame is destined to the corre-
sponding plant and carries the immediate controller response to the plant and the
acknowledgment of the successful plant-controller cycle. If the ACK-frame is in error,
which happens with probability q2, it is repeated until correct reception. NAK is a
negative acknowledgment used by the controller or by the plant and is applied in cases
when a frame is received in error (detected by the common frame error control check)
which happens with probability q1 for an information frame and with probability q2 for
a response frame. Upon reception of the NAK- frame, which happens either with
probability q1 (or q2) the receiver (plant or controller) repeats its frame buffered in B1

(or B2), respectively, immediately without another channel access competition.

3.2 Performance Analysis of the MAC Layer

The model for a transmission/acknowledgement cycle of one frame in the model Fig. 2
is a special case of a Directed Acyclic Graph (DAG) and can be analyzed exactly. The
exact mathematical analysis of general DAGs (which includes also logical synchro-
nization conditions) has been suggested by the main author in [18] and has been
applied, among others, to the exact analysis of NCSs for the LLC 2 protocol models
“Send-and-Wait” (SW) and “Selective Repeat” (SR) with Timeout recovery [15] where
parallel activities had to be considered to avoid a life-lock of the protocol function in
case of a frame loss. The performance analysis will be explained through a step-wise
aggregation of independent stochastic phases Ti for i Є {0,1,2,P,PD,A} by the task
Graph Reduction method introduced in [15]. This allows for the exact analysis of the
control model within which the whole aggregated time for channel access and com-
munication is represented by an equivalent stochastic phase TC(x).

As outlined in Sect. 3.1 the channel access is based on the principle of the p-
persistent CSMA/CD protocol with x stations, c.f. [17]. The channel access resolution is
based on slotted periods of length Dt. We will assume that each station takes part in the
channel access competition by deciding to send its frame with a randomly chosen
probability p in the next slot. If several stations send during this slot, a collision occurs
which is detected by the CD-function and all involved stations abort sending. The same
procedure is repeated in the successive slots until that case when only one station has
attempted the channel access during this slot: This station has won the competition and
proceeds with construction of the frame. The channel access time T0 is indicated in
Fig. 2 and defines the aggregated duration for an arbitrary channel access as multiples of
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the slot time Dt, where T0 = (j + 1)Dt, j = 1,2,.. The slot time has to be sized to
Dt � 2s; s denotes the propagation delay time for signals between the two most
distantly located stations which guarantees that a safe decision can be made after each
slot. The total channel access time T0 = (j + 1)�Dt is constituted from j multiples of Dt
times for the contention resolution plus one Dt accounting for the slot during which the
channel competition has been won. Explicit formulas are obtained for: the probability
PS for a successful frame transmission, the 1st and 2nd ordinary moments of the random
contention interval J, the LS-transform U0(s), the mean E[T0] and coefficient of variance
c0 of T0 and the optimized probability p for the random channel access probability p.

TC indicates the random time of a successful completion of the whole time mea-
sured from the successful channel access to a completed Sensor-Controller-Actuator
cycle. It has been exactly analyzed by the mathematical task-graph reduction method
[18] resulting in the LT UC(s), the mean E[TC] and the coefficient of variation cc of TC.
From these quantities we can approximate the cumulative distribution function
(CDF) of TC by phase-type distributions of hypo- or hyper-exponential type
(0 � cc < ∞).

Note: The complete mathematical analysis and their explicit results cannot be pre-
sented here for reasons of limited space and will be part of a forthcoming paper (but can
be provided on request from the main author). We will only outline the principal course
of derivation of the key performance metrics for the Channel Access Time T0 and the
Duration of a successful control cycle time TC. Same holds true for the analysis of the
application layer control models: the derived results for TC are used as a “virtual service
time” within a queuing model of the Application Layer.

4 Application Layer Performance

4.1 Application Layer Queuing Models

4.1.1 Open-Loop NCS Applications
The application Layer is placed directly above the shared communication infrastructure
of the extended MAC layer. It will be modeled by means of queuing systems of the
type GI/G/1, where GI (General Independent) indicates a stochastic point process of
control request arrivals, G (General) represents the aggregated MAC layer service
phase TC for one complete request/response cycle with its channel access, frame
transmission, and acknowledgment time components. Figure 3 illustrates the total
system model. For an “Open-Loop NCS”, i.e., for a one-way communication between a
station and a controller or vice-versa. The competitive effects of the shared media for all
control circuits is reflected in the resulting delay for processing of each control request.

Queuing theory is a highly developed discipline with more than 100 years of
research and experience and a rich selection of analytic results. For a number of specific
arrival/service process types exact results exist, e.g., for M/G/1, GI/M/1 model types,
where M stands for Markovian and G for General process types with typically FIFO
(first-in, first-out) queuing disciplines. For LIFO (last-in, first-out) and RANDOM
disciplines first and second order moments of the waiting times are also known [21]
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from which we can approximate the delay distributions through the Weibull-
distribution function [19]. Once a correct model has been defined, many cases can
be solved by use of tabled results on standard queuing system types [19, 20]. We
therefore want to encourage to make use of both tabled results or simulations (when
there are no analytic results available) based on adequate system models.

4.1.2 Closed-Loop NCS Applications
Closed-Loop applications originate typically from automatic control systems, c.f. the
basic model in Fig. 4. The closed-loop model consists of a Plant which can be adjusted
by a signal of the Actuator A through the Controller C. The output signal Y (“state of
the Plant”) is fed back to the Controller C where it is compared with a Reference
Signal R as control objective; the difference E between R and Y forms the input to the
Controller C. The Controller determines a reaction signal which is communicated to the
Actuator to affect that Y will be driven towards the reference value R. This basic
control loop of the Control System becomes a Networked Control System (NCS) when
Controller and Plant reside at different locations. As a typical application example, the
controller function is implemented by software operated at a centralized computer
system. The network adds to the total delay in both directions and is especially critical
in applications with strict real-time SLO requirements, especially when there are further
delays through the shared use of the communication network.

The model of Fig. 4 has been analyzed before [14] with a dedicated network
infrastructure where the “Network” is a two-way logical link control (LLC) connec-
tion (Layer 2b) operated under control of the “Send-and-Wait” or under the “Selective
Repeat” protocol with Timeout recovery in case of frame loss or excessive frame delay
between A and C and between C and A separately. In this contribution we extend the

Fig. 4. Structure of a Networked Control System (NCS)

Fig. 3. Aggregated queuing model for a NCS with shared communication infrastructure with
FIFO, LIFO, and RANDOM order of service
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model to a NCS with a shared network infrastructure, i.e., a local area network
operated on layers 1 (Physical Layer) and 2a (Media Access Control Layer) by a wired
or a wireless network. To analyze the extended model two items have to be solved:

(1) to replace the Network block N by our Enhanced MAC-Layer of Sect. 3.1
(2) to analyze the resulting control system of Fig. 4.

The analysis of the control systems can be performed in different ways. Classical
Analog Control Theory or Discrete Time State Theory.

The classical analog control theory for linear systems is based on analytical
functions for the analog time signals and their Laplace transforms and by definition of
standard controller functions as the PID Controller (P: proportional, I integral, D:
differential). The resulting solution for y(t) as a response to a standard reference signal r
(t) represented by the delta function d(t) for an “impulse response” or by the unit step
function u(t) for a “unit-step response” analyzed in the Laplace-domain resulting in Y
(s) = LT{y(t)}. More complex systems are non-linear which are more difficult to
analyze. The discrete time state control theory is based on detailed system state
variables and their description by systems of state equations and using, e.g., the
MATLAB Simulink tool or a computational solution of matrix equation systems. We
have applied these method in [14].

5 Selected Numerical Results and Discussion

5.1 MAC Layer Performance

An example for the extended MAC Layer LAN will be studied to demonstrate the real-
time optimized performance of the CSMA/CD p-persistent MAC protocol for different
numbers of stations attached to the LAN. The parameters are as follows:

Slot time Dt = 10 ls
Frame transmission time (constant) TA = TP = 100 ls
Propagation delay time (constant) TPD = 5 ls
Frame Construction/Controller Time T1 = T2 = 50 ls
Number of Stations x = 1, .., 100
Channel Transmission Rate r = 100 Mbit/s

The aggregated arrival process of requests of all stations is assumed to follow a
Poisson process, i.e., the inter-arrival times are negative-exponentially distributed
(Type M). This assumption is justified especially when many independent arrival
processes are superimposed, even when the individual stations send requests at regular
instant distances and when stations are not synchronized among each other. The
accuracy increases with increasing number of stations. The resulting queuing model is
of the type M/G/1 with either a FIFO queuing discipline in the ideal case or RANDOM
in a more realistic case. In the RANDOM case the coefficient of variation of delayed
requests is significantly larger, which affects SLA-guarantees of delay quantiles. The
key results are given in Table 1. The dimensions for E[TC] and tW are given in
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multiples of 1 ms. The results for cDF and cDR are given for the queue disciplines FIFO
(left column part) and RANDOM (right column part). The results indicate the fol-
lowing properties:

(1) The duration of the control cycles E[TC] depends only minimally on the number
of stations as a result of the optimized parameter p of the CSMA/CD p-persistent
access protocol. The coefficient of variation is low and quite stable over the whole
range of the number of attached stations. The coefficient of variation is low and
quite stable over the whole range of the number of attached stations.

(2) The mean waiting time of delayed access requests tW remains stable for low and
medium loads and approaches infinity asymptotically when the system capacity is
approached. The coefficient of variation cDF of delayed requests results primarily
from repeated frame transmissions in case of transmission errors and is hypo-
exponential; cDR becomes, however, hyper-exponential for higher loads.

(3) The parameters can be used for system resource sizing when certain SLOs have to
be met: (3.1) Meeting SLA with respect to the mean waiting time of an arriving
request tW which has to be delayed: The number of attached stations or the request
rate by each station can be fixed up to a prescribed upper threshold tWTh of the
mean delay tW of an arriving and delayed request independently of the applied
queue discipline. (3.2) Meeting SLA with respect to the real-time critical delay
quantile q such that a delayed request will not have to wait longer than a
threshold time tTh with probability

q ¼ P TW � tThjTW [ 0f g:

This SLO depends on the queue discipline and is harder to meet for RANDOM
than in case of FIFO service, c.f. the increased coefficient of variation of delay cCR.

Example: We construct the complementary CDF WC(t)/W for delayed requests using
the first and second order parameters tW and cD from Table 1 by the Weibull DF tabled
in [19] for various parameters of cD. A SLO of p = 0.001 for a delay threshold tTh = 5E
[TC] is reached for q = 0.078 for the FIFO queue discipline. The same SLO is reached
for the RANDOM queue discipline only at 15E[TC] due to the much higher coefficient
of variation. As a consequence the allowable load or allowable number of stations has
to be reduced accordingly to meet the SLO objective.

Table 1. Performance results of the MAC layer

x E[Tc] cC q tW cDF cDR
1 0.366 0.264 0.007 0.246 0.65 0.70
2 0.386 0.270 0.015 0.262 0.67 0.71
5 0.391 0.310 0.034 0.267 0.68 0.72
10 0.392 0.270 0.078 0.276 0.69 0.77
50 0.393 0.270 0.393 0.62 0.82 1.03
100 0.393 0.270 0.787 1.182 0.94 1.45
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5.2 Discussion and Summary

1. The explicitly worked out performance results are easy to apply even for users
without specific expertise in applied queuing theory. The use of the Simulink toolset
is very helpful for both, the analytic evaluation of control systems or for the system
analysis by stochastic simulations, but reveals deficiencies concerning coverage of
network and protocol properties.

2. Hard real-time performance requirements are not well supported by current local
area networks and the Internet. The current developments towards the future 5G
mobile network are an aim for future IoT applications. Advanced WLAN concepts
within the IEEE 802.11 standards for Distributed Control Functions (DCF), Point
Control Functions (PCF), and Hybrid Control Functions (HFC) are still not suffi-
cient to meet hard real-time control requirements. The concept of an enhanced
MAC-layer protocol based on the optimized CSMA/CD p-persistent protocol
allows to adapt the local area network to distributed networked control applications,
in particular for indoor integrated production plants for the ms-range of IoT sys-
tems. The concept can easily be extended to multi-class applications to meet dif-
ferent real-time classes through different inter-frame spacing as already suggested
and studied in [16]. The current approach of an enhanced MAC layer is in principle
also applicable for future 5G network slicing concepts.

Summary: Distributed IoT applications require efficient network support, especially
for real-time critical problems. Shared network use is attractive for economic reasons.
Current LANs are designed for the integration of quite different type of services but
don’t allow for an efficient real-time control. In this contribution a novel concept for
networked control systems is suggested which is in particular able to meet hard SLO
requirements. The concept is based on an enhanced and optimized MAC layer for the
CSMA/CD p-persistent media access protocol. The whole NCS is modeled for a safe
and efficient communication support where the network functions are aggregated by a
stochastic variable TC which is part of the application control loop. The method has
been applied to a sample LAN and to distributed NCSs. Details of the performance
analysis and NCS examples did not fit into the limited space and will be published
separately; they can be provided from the main author on request.
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Abstract. The authors investigate a network emulator performance
versus the variability of hardware/software features of the hosting
machine. In particular, the evaluation of static and dynamic delays is
carried out considering several testing conditions. In detail, as concerns
emulator configurations, the influence of packet rates on imposed delays
values and distributions are analyzed; as for hardware and software,
different values for RAM, CPU cores and operating system are tested.
Results, reported as mean values and standard deviation, show two main
trends: the resource availability has an important impact on the emu-
lation stability and on the measurement repeatability; secondly, higher
differences in performance levels for low imposed delay values, which
is the most interesting zone in a few milliseconds latency world. The
paper aims to show that the capability to emulate network impairments
is generally influenced by hardware/software capabilities and it must be
considered when using network emulation for specific test purposes.

Keywords: Computer networks · Network emulation ·
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1 Introduction

Modern testing schemes, in most engineering fields, are especially focused on
simulations, model planning, test execution in a software–based environment
and extrapolation of theories and laws on the basis of the obtained results. This
is particularly true in telecommunication and computer science [16]. Protocol
and novel communication technology tests usually rest on simulators [14], and
emulators [9] having the purpose to replicate the real environment where com-
mercial releases should find their place. In this field, an important role is played
by network emulation [7,13,18]. It has the goal to emulate all possible impair-
ments a telecommunication network can experience in real cases, such as delays,
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jitters, packet losses, packet duplication, just to cite a few. Emulators can be
hardware [15] or software [1,3]. Usually hardware emulators are costly but they
present certified level of performance, while software emulators and, particularly,
open source software emulators are free, flexible but their reliability is left as an
open issue to be investigated.

Starting from previous experience of the authors in such field [2,5], this paper
describes the investigation of the effect of hardware/software available resources
on the performance of a widely–known open source network emulator, namely
Net–Em [10,11], that is part of the Linux traffic control facilities and allows
to emulate several impairments in a network link. To achieve such goal, there
are two main possibilities: having several physical machines with different hard-
ware or applying a virtualization process and changing resource availability via
software. In this paper, the second choice has been selected. Virtualizing the
system leads to other sources of uncertainty and several papers address the issue
[8,12,17]. In our case, those contributions have been deliberately neglected, since
the aim of the work is to evaluate the effect of having limited–hardware/heavy–
software resources on the obtained performance. All results are presented in
relative values, taking as nominal performance the one experienced with the
maximum available resources. The output of this work represents a step forward
in the way to assign a metrological value to a software network emulator that,
through a self-calibration procedure, could provide the final user with a quan-
titative evaluation of its own expected capabilities in reproducing the required
impairments.

The organization of the paper is the following: Sect. 2 is going to describe the
adopted methodology along with the planned test conditions; Sect. 3 is intended
to present obtained results both in terms of mean value and standard deviations.
Section 4 discusses about the meaning of the obtained results in terms of general
statements the paper wants to convey and it also provides possible improvements
and developments of the experimental set–up.

2 Materials and Methods

In this section, we provide a detailed description of the adopted test set–up.
It consists of the adopted network emulator, namely Net–Em, the virtualiza-
tion schema, how the measurements are performed and which test conditions
represent the most interesting scenarios to be investigated.

2.1 The Adopted Network Emulator

Net–Em (abbreviation for Network Emulator) can be seen as a tool inside traffic
control (TC) routines by Linux Systems [10,11]. For a given network, composed
of several links, its functionalities allow to add impairments such delays, delay
variations (jitter), packet losses and other limitations to one or more links of the
networks. In this paper, only delay is considered as parameter of investigation.
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As delay setting regards, Net–Em requires three input parameters: the mean
value (μ), the standard deviation (σ) and the correlation coefficient (ρ). If not
differently specified, it generates a uniform distribution using as parameters μ
and σ and considering ρ to correlate currently generated delay with the previous
one (associated to the previous packet). Furthermore, thanks to iproute2 tool
collection, other random distributions can be associated to delay generation,
such as normal, Pareto and Pareto normal functions.

2.2 The Virtualized System

The realized test set–up is composed of three virtual machines residing on the
same PC. Figure 1 provides a sketch of the realized system. It is based on Vir-
tualBox, that is a virtualization product provided by Oracle, able to work on
all main operating systems and it is available for free as Open Source Software
under GPL terms. Main functionalities are summarized by Oracle in their white
paper [6].

Fig. 1. A sketch of the virtualized system

Inside VirtualBox container, to create a network topology, three different
virtual machines have been installed with the following tasks:

– PC Sender: this machine is responsible to send data, with different features
in terms of traffic duration, packet rates and contents.

– Network Emulator: it is the core of the system. It receives data from the
sender and forwards them to the PC Receiver. According to imposed test
conditions, the forwarding process is consequently perturbed.

– PC Receiver: this machine is responsible to receive data and store them for
further processing.

As reported in Fig. 1 (see ITGSend and ITGRecv), a suitable software is
adopted to generate and retrieve traffic data [4].

An important tool of this suite is ITGDec, that can be used off–line to analyze
traffic features, as packet delays, packet-losses etc.

To be able to use Net–Em, all virtual machines are equipped with Linux
Operating Systems: Ubuntu 17.10 on PC Sender and PC Receiver, while different
versions on Network Emulator in order to assess the influence of software, as well.
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In terms of hardware equipment, both PC sender and receiver are given with
2 GB RAM and dual–core processors.

2.3 The Measurement Procedure

The authors have developed a measurement procedure proposed in [5]. This
procedure is adopted in current paper as well, to verify performance levels of the
proposed set–up and emulator.

In particular, measurement procedure is reported in Fig. 2, where the timeline
of the test operations is depicted.

It consists of three main steps:

– initialization;
– machine time synchronization;
– Traffic flow activation and data storage.
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Fig. 2. The adopted measurement procedure

In detail, during initializing phase, traffic profiles, emulator settings and
receiver logging function are adjusted. In the second step, machine time syn-
chronization is carried out. In particular, to avoid any influence, the emulator
machine works only as a relay machine able to forward traffic from PC Sender
to PC Receiver without adding any impairment condition. In this case, adopting
Network Time Protocol (NTP), we aligned Sender to Receiver absolute time. In
this way, delay estimation is coherently computed, adopting as sending instant
the time-stamp included by the Sender in each packet header.

The third step consists of enabling the emulator, setting suitable parameters,
such as delay value and distribution and link of interest for impairment appli-
cation. After setting–up testing conditions, receiver and sender are respectively
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activated and traffic flow is started. Packets pass through the emulator, which
corrupts the link to the receiver. They are finally received by PC receiver and
there stored to be off–line processed.

2.4 Performed Test Conditions

The evaluation of performance is subjected to the imposition of several test
conditions.

In particular, we can divide test conditions in two categories:

– imposing delay conditions to the emulator;
– changing hardware/software features of the network emulator hosting

machine.

As regards imposed delay conditions, we set:

– static delays: [0, 5, 20] ms;
– dynamic Gaussian delays: mean value μ = 20 ms and standard deviations

σ = [1, 2, 5] ms.

As regards hardware/software features, we set:

– CPU cores: 1, 2, 4;
– RAM memory: [500, 2048, 4096] MB;
– Operating System: Ubuntu Desktop, Ubuntu Server.

Furthermore, we tested each delay value under several network stressing con-
ditions, i.e. by imposing different packet rates to the data flow. In detail, adopted
packet rates are: [200 500 1000 2000 5000 10000] pkt/s. The data flow duration
is fixed to 15 s.

For each operating condition (combination of Net–Em and hardware fea-
tures), 20 tests are performed to estimate repeatability of the obtained measure-
ments.

3 Results

Measurement campaign results are reported in terms of mean value and standard
deviation. Their representation is organized in:

– effect of CPU core number variation on static (Figs. 3 and 4) and dynamic
delays;

– effect of RAM variation on static (Figs. 5 and 6) and dynamic delays (Table 1);
– effect of Operating System variation on static (Figs. 7 and 8) and dynamic

delays (Table 2).
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3.1 Static Delay Evaluation

CPU Effect. As first test group, static delays have been imposed to Net–
Em. Three different values are considered: 0 ms, 5 ms and 20 ms and results
are evaluated by testing the emulator under different CPU core numbers. In
particular we consider 1, 2 and 4 cores. To be cautionary, 4 GB RAM have been
used and Ubuntu Server Environment has been adopted as operating system
version.

Most critical situations are those referred to lowest imposed delays, namely
0 ms and 5 ms. In 0 ms case, the emulator is working only as a relay machine,
without adding any delay on the path. The experienced delay is always greater
than zero, due to the virtual link intrinsic delay. Such value is decreasing with
packet rates and it does not exhibit a clear trend behavior with respect to core
variation. The only clear difference is in terms of standard deviations: in detail, 2
core situation, reported in orange in Fig. 3, exhibits the most repeatable behavior
for any specific test condition (this phenomenon is reported with the green ver-
tical bar in the same figure). Generally, 4–core–configuration outperforms single
core case, both in terms of lower average value and standard deviation. There-
fore, for 0 ms case, the best configuration is 2–core and the worst one is single
core.

Target Delay = 0ms
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Fig. 3. Static Delay results with target value equal to 0 ms. Effect of CPU core number
variation.

In 5 ms case (see Fig. 4), delay mean values have a lower variability. In par-
ticular, there is a light overestimation for all packet rate conditions, and core
number influence is less evident. Still, 2–core–case has a very stable behavior
and a very low standard deviation. Even if not reported for a sake of brevity,
when imposed delay is equal to 20ms, slight differences among different hardware
features are negligible, and results are in–line with target performance, except
at 200 packet rates, where single core case has a lower repeatability.
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Target Delay = 5ms
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Fig. 4. Static Delay results with target value equal to 5 ms. Effect of CPU core number
variation.
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Fig. 5. Static Delay results with target value equal to 0 ms. Effect of RAM size
variation.

RAM Effect. To evaluate the central memory effect on the performance of
the network delay emulation, we tested three different and typical RAM sizes:
500 MB, 2048 MB, 4096 MB. As core evaluation on static delays has proved
the suitability of using 2–core case, that is the CPU configuration adopted for
RAM tests. Also in this case we use 0 ms, 5 ms and 20 ms as target delay
values. When we consider 0 ms case, i.e. Fig. 5, values are generally higher than
the ones obtained when core influence is evaluated. In particular, very high
standard deviations have been obtained, especially for 500 MB case. In this
figure, result trends can be divided into two cases: before 1000 pkt/s and after
2000 pkt/s. In the first part, 2 GB case appears as the best configuration in
terms of repeatability, while in the second part 4 GB results exhibit a lower
standard deviation.

This is an expected behavior, since when packet rates are higher, the number
of packets and the data flow size increase and wider memory availability can
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help in managing emulation. Data size is, in any case, smaller than available
memory. As a general statement, measurements result in any case compatible,
where the concept of compatibility in measurement has been widely explained
in [5]. Results obtained for 5 and 20 ms follow the trends already explained in
case of core number variation. The best configuration in these cases results 4
GB RAM. Only 20 ms figure (see Fig. 6) is actually reported in the paper.
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Fig. 6. Static Delay results with target value equal to 20 ms. Effect of RAM size number
variation.

OS Effect. As for the effect of the Operating System on static delay emula-
tion performance, we tested two different Linux Ubuntu versions, in particular
Ubuntu Desktop 18.10 and Ubuntu Server 18.10. The idea is to use the same
version of the operating system, in order to understand if the Graphical user
interface and the processes connected to it could have an effect on the delay
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Fig. 7. Static Delay results with target value equal to 0 ms. Effect of Operating System
variation.
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Fig. 8. Static Delay results with target value equal to 5 ms. Effect of Operating System
variation.

emulation. Ubuntu Server is, indeed, a command–line operating system. Also in
this case, we tested three static delays and results prove a generalized increase
of the measured delay when Ubuntu Desktop is adopted. This phenomenon can
be observed at lower packet rates for 0 ms delay (see Fig. 7), while it is always
true when imposed delay values are set to 5 ms and 20 ms. Standard deviations
have comparable values in all cases, except for a particular case at 200 pkt/s for
0 ms delay. In this case, Ubuntu Server case exhibits a really unstable behavior.
For sake of brevity, only 0 ms and 5 ms delay cases are reported in Figs. 7 and 8.

3.2 Dynamic Delay Evaluation

The evaluation of Dynamic Delay emulation performance requires several levels
of verification. Firstly, we tested only Gaussian Distribution. Therefore, when
measurements are carried out, results must be evaluated in terms of average
value, standard deviation and correspondence between the imposed probability
density function (pdf) and obtained empirical pdf. In this subsection, we show
results that are relative to all cited parameters.

In order to be concise, we present results in form of tables. In detail, for each
influence factor (processor, memory, system), two tables report results obtained
in two packet rate conditions: low traffic (200 pkt/s) and high traffic (5000
pkt/s). Since results in terms of mean and standard deviation values are very
similar, we do not report all tables for sake of brevity. In particular, RAM and
OS effects are reported only.

Reported tables prove how standard deviation values are often lower than
the expected ones, except one case: Table 2, in 1 ms line, where all configurations
(Desktop, Server) exhibits a higher value. This phenomenon can be referred to
the limited capability of the emulator to reproduce distribution. Still, hardware
resources are not responsible for these synthetic data, since they are all compa-
rable.
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Table 1. Packet Rate 200 pkts - Dynamic Delay - RAM effect

Imp. values
(μ, σ) [ms, ms]

Obt. mean
(512 MB)
[ms]

Obt. mean
(2 GB)
[ms]

Obt. mean
(4 GB)
[ms]

Obt. std
(512 MB)
[ms]

Obt. std
(2 GB)
[ms]

Obt. std
(4 GB)
[ms]

(20,1) 21.05 20.91 20.99 0.99 0.95 1.00

(20,2) 21.07 20.91 20.98 1.71 1.70 1.70

(20,5) 21.09 20.97 21.01 4.22 4.20 4.24

Table 2. Packet Rate 200 pkts - Dynamic Delay - OS effect

Imp. values
(μ, σ) [ms, ms]

Obt. mean
(Desktop) [ms]

Obt. mean
(Server) [ms]

Obt. std
(Desktop) [ms]

Obt. std
(Server) [ms]

(20,1) 21.02 22.60 1.03 1.20

(20,2) 21.03 22.57 1.72 1.88

(20,5) 21.05 22.48 4.25 4.34

Fig. 9. Comparison of probability distributions: 500 MB RAM – 1 core CPU – Ubuntu
Desktop OS (Color figure online)

Furthermore, in order to show adherence between observed and expected
probability distributions, Figs. 9 and 10 are reported. Each figure is characterized
by three information graphics:

– a red line: the ideal probability density function, as imposed in Net–Em set-
tings;

– a yellow line: the derived probability density function, applying Gaussian
analytic law to obtained mean and standard deviation;

– a normalized histogram: real data distribution.
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Fig. 10. Comparison of probability distributions: 2 GB RAM – 2 core CPU – Ubuntu
Desktop OS (Color figure online)

What really makes the difference when comparing results obtained with dif-
ferent hardware resources are the actual probability density functions (briefly
reported as distribution in the text, with some ambiguity). Indeed, when 500
MB RAM and 1 core are used, the obtained empirical distribution is quite far
from being Gaussian, as the histogram bins do not appear to follow the yellow
distribution line. When resources increase (see Fig. 10), experimental distribu-
tion approaches the expected one.

In both cases, the red line, i.e. the ideal distribution, is not well achieved by
the data. This can be a problem related to the emulator itself, since it is not
dependent on the adopted hardware resources.

4 Discussion

In this paper, an analysis of the impact of variable hardware resources on the
performance of a common adopted network emulator is reported. As stated in
the introduction, we did not mean to evaluate the emulator capabilities but
their stability when different resources are available. We can affirm two main
results: in static delay case, a sensitive impact can be observed in case of very
low imposed delay (in our case, 0 ms) and with high imposed packet rates.
When delay constraints are relaxed (5 ms or 20 ms), hardware resources become
less important; in dynamic case, the emulator is capable to pretty adhere to
synthetic values of a probability distribution, but hardware limitations appear as
preeminent when the probability density function is analyzed. These results make
the emulation possible also on low power machines, if some strict constraints
can be relaxed and required high performance devices when precise and very
low delays are desired. Further analyses will take care of other quantities, such
as packet loss emulation, in variable resources scenarios.
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Abstract. We address the problem of devising an optimized energy aware
flight plan for multiple Unmanned Aerial Vehicles (UAVs) mounted Base
Stations (BS) within heterogeneous networks. The chosen approach makes
use of Q-learning algorithms, through the definition of a reward related to
relevant quality and battery consumption metrics, providing also service
overlapping avoidance between UAVs, that is two or more UAVs serving
the same cluster area. Numerical simulations and different training show
the effectiveness of the devised flight paths in improving the general quality
of the heterogeneous network users.

Keywords: Q-learning · UAV · Heterogeneous networks

1 Introduction

In mobile networks, the Quality of Experience (QoE) depends on the bandwidth
request of users over space and time. Relying on fixed Base Stations (BSs) to
satisfy the users bandwidth request may not comply with the fluctuating nature
of that request [1]. In some particular cases, e.g. events when a large number of
users is concentrated in the same area, or disasters affecting the network, the
QoE drops dramatically. Employing UAVs as mobile network elements provides
a possible solution to mitigate this effect [2].

In this work, we address the problem of planning the path of UAVs mount-
ing eNodeB (eNB) functionality to provide support to the fixed BS and offer a
constant good quality to users in an area where the request fluctuates in a cyclic
fashion every 24 h. The use of UAVs as BSs has been advocated and discussed
in several recent papers (see e.g., [3–5]). Different approaches can be adopted for
computing the optimal deployment of the UAVs such as optimization or plan-
ning algorithms, for instance MILP in [10], and attractive approaches leveraging
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Fig. 1. Example scenario: one eNB, 6 clusters, 2 UAVs and 2 CSs

machine learning techniques [6]. More in detail, the problem of planning the path
of the UAVs has been previously addressed in [7], by employing the well estab-
lished Q-learning algorithm [8]. However, the work in [7] is tailored to a single
UAV, which poses limits to the applicability in a complex scenario composed of
multiple UAVs. Moreover, the method in [7] does not take into account the need
to recharge the UAV battery and the case in which many UAVs are collaborat-
ing. To overcome these important issues, in this paper we target the problem of
planning the path of a set of UAVs carrying BSs, by taking into account: (i) the
energy consumed by each UAV, and consequently the battery recharge and (ii)
the deployment of many UAVs in the same area. We then employ a Q-learning
based approach to solve the aforementioned problem in a realistic scenario. Our
results demonstrate the effectiveness of the proposed approach.

The rest of the paper is organized as follows. Section 2 presents the considered
scenario where clusters of nodes are identified. The Q-learning design is described
in Sect. 3 where both the models and the approach are described. The relevant
performance analysis is in Sect. 4 while Sect. 5 concludes the paper.

2 Considered Scenario

We consider a scenario (as shown in Fig. 1) in which several HetNet users are
under the coverage of a fixed eNB. We then assume that the total area covered
by the fixed eNB is divided into a set of non-overlapping clusters. Each user
is then assigned to a cluster, based on its spatial location inside the area [12].
Each cluster is then characterized by a bit rate request, which is computed as
the average bit rate of the users in the cluster. Without loss of generality, we
also assume that the coverage of each UAV is overlapping the area of the cluster
it is serving.
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Table 1. UAV parameters

Parameters Value

Max speed (vmax) 8.3 m/s

Max acceleration (amax) 4 m/s2

Battery autonomy 30 min

Flight altitude 50 m

Weight 6 kg

eNB mounted radius (UAV footprint) 500 m

Clearly, the transmission undergoes a path loss, which depends on the dis-
tance between the user and the serving BS (either the fixed eNB or the UAV).
Depending on the channel conditions, each user will be subject to a given chan-
nel quality, which is characterized by a specific Spectral Efficiency, typically
expressed in terms of Channel Quality Indicator (CQI). Clearly, the channel
quality has a large impact on the achievable throughput, and hence on several
user application (like video streaming as in [13]).

In this scenario, a UAV supposedly flies at an altitude higher than the build-
ings height and covers a circular area on the ground. On the other hand, UAVs
have to deal with a limited battery, which has to be mandatory recharged before
running out of energy. A number NCS of Charging Stations (CSs), equal to the
number of UAVs, are placed on a given distance from the central eNB. The
UAVs can access the CSs and autonomously charge their battery.

The flight path optimization is carried out offline in a centralized way. The
offline approach, also adopted in [11], (i) allows to prioritize service on area
where the expected reward is higher, (ii) relieves the UAVs of inter-UAV com-
munication, and (iii) assures that UAVs do not overlap in serving the same areas.
This is realized by deterministically preventing overlap during the learning stage,
whereas in online distributed optimization this can be tackled by decentralized
strategies, like the bio-inspired one presented in [9].

3 Q-Learning Design

3.1 UAV Characterization

The UAV model used in the simulation analysis has the features shown in Table 1.
We use those features to parameterize the simulation so that both the time
needed to perform each action and the energy consumed are realistic. We assume
that the UAVs are all similar, and that they move between clusters barycenters
and CSs through a straight line. While a UAV is moving or charging or waiting
at a CS, it does not serve any user (i.e., it does not allocated any bandwidth).

3.2 Users Clustering

The central eNB is covering an area of radius R, this area can be divided in
clusters of radius r that depends on the mounted eNB footprint. Among these
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clusters, the central one benefits of the best CQI and does not need to be covered
by a UAV. If we do consider all the remaining clusters, the size of the Q-learning
problem (represented by a Q-matrix as discussed below) maybe very big and in
that case the computations would be very long, we also do know that in real
life, some clusters have a high or low bandwidth request depending on the geo-
graphical area, for example: green spaces, schools, houses, industrial buildings,
warehouses etc.

Therefore, to optimize the computations, we can consider a number NC of
clusters C identified by their position (x, y) in space and defined as follow:

C = { c(i) = (x(i), y(i)), i = 1...NC }
Each cluster is also characterized by a Spectral Efficiency value SE [bps/Hz],

which is maximal near the eNB station (4 bps/Hz) in our case, and drops expo-
nentially with the distance from it. The number of clusters is supposed to be
larger than the number of UAVs NUAV , where each UAV can cover one cluster
at a time and a cluster cannot be covered by more than one UAV.

3.3 Energy Aware Q-Learning Algorithm

We describe here the energy aware learning algorithm, exploiting the widely
known Q-learning approach formerly introduced in [8] and ever since applied
in a huge variety of frameworks, particularly in [7] where it is applied for one
UAV path planning. In a nutshell, the Q-learning problem space consists of an
agent, a set S of states which the agent can achieve, and a set of actions per
state A. The algorithm computes a reward for each state-action couple. At each
iteration, referred to as one epoch, the algorithm explores a chain of consecutive
states and updates the objective function Q stored in a matrix. Within the
e-th epoch, each one composed by Nk steps corresponding to a fixed number of
time-slots in our case, the computation explores a sequence of states as follows:
from each state sk ∈ S the agent can choose an action ak ∈ A that will lead the
agent to a next state sk+1 ∈ S, k being the index of the state within the e-th
epoch state sequence. Executing an action ak in a specific state sk provides the
agent with a reward. The learning algorithm maximizes its cumulative reward
according to an ε-greedy policy. This means that at each state, with probability
ε it chooses a random action and with probability 1 − ε it selects the action
that gives a maximum reward [7]. The value ε is initialized at 1 and is updated
at each epoch to slowly decrease, this makes the algorithm try many random
actions at the beginning and maximize the reward at the end of the training.

In the proposed energy and quality aware learning algorithm, the agent is one
of the UAVs, and the states and actions are defined as follows: s = s(P,B, T )
where:

– P is the center position of a cluster or of a CS, P ∈ {Cl1..ClNC
, CS1..CSNCS

}
– B is the battery level which is an integer varying from 1 to NB , B ∈ {1..10}
– T is the k-th training step, which is also the actual timeslot, varying from a

value of 1 to Nk.
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The actions a ∈ {GoCl1..GoClNC
, GoCS1..GoCSNCS

, Cover, Charge, Stay},
are:

– go to a cluster or to a CS;
– remain at the actual cluster and cover;
– remain at the actual CS and charge;
– idle at the actual CS without charging and wait.

The Stay action is usually performed when the reached CS is already taken
by another UAV. It is important to note that not all actions are accessible from
all states.

The Q-matrix where the state-action rewards are stored is of size NStates ×
NActions × NUAV , where:

NStates = (NC + NCS) × NB × Nk NActions = NC + NCS + 3

When at a state s an action a is performed, we obtain a state s′ = (P ′, B′, T ′)
Where P ′ is the new position if the action performed was Go and remains

unchanged for the other actions. And B′ is the new battery level that decreases
if the action was GoP ′ or cover, increases if the action was charge and remains
unchanged if the action was stay. And T ′ = T + 1.

We initialize the Q-matrix by setting a −∞ reward for the forbidden actions
at each state. The rules to define the forbidden actions are stated below:

– At a cluster’s center, it is forbidden to charge or to stay (idle mode, not
covering).

– In a CS, it is forbidden to cover.
– When the battery is full, it is forbidden to charge.
– From any location, it is forbidden to go to a cluster from which the battery

level won’t allow to reach a CS in the next time-slot.
– When the battery is low, it is forbidden to cover a cluster.

The Q-matrix is filled during the learning, at each step k of an epoch e, the
function Q(sk, ak) is computed using the following formula:

Q(e)(sk, ak) ← (1−αk).Q(e−1)(sk, ak)+αk.[Rk +γ max
ak+1

Q(e−1)(sk+1, ak+1)] (1)

Where αk ∈ [0, 1] is the learning rate, γ ∈ [0, 1] is the discount factor that
trades off the importance of earlier versus current reward [7]. The elementary
reward Rk below denoted R

(t)
TOT has two components, one related to the band-

width and one to the battery consumption. It is defined as the gain in bandwidth
per time-slot subtracted by the battery consumption observed during the tran-
sition from state sk to the new state sk+1 performing the action ak:

R
(t)
TOT = α × R

(t)
BW + β × R

(t)
E (2)

α and β are coefficients used to give a weight to each component.
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The bandwidth related component is calculated as follow:

R
(t)
BW =

NC∑

i=1

[
δi × BUAV × SEUAV

bitratei
+ (1 − δi) × BBS

Nc − ∑Nc

i=1 δi
× SEBSi

bitratei

]

−
NC∑

i=1

[
BBS

NC
× SEBSi

bitratei

] (3)

where δi = 1 if the UAV is covering cluster i, 0 otherwise, BUAV and BBS are
the bandwidth (expressed in Hz) available for the UAV and the base station
respectively equal to 5 and 20 MHz. The bitratei is the data rate request of
cluster i at time-slot t. The SEUAV is the spectral efficiency with respect to the
UAV (assumed as 4 bps/Hz), while SEBSi is the spectral efficiency with respect
to the base station which is the highest at the center of the area and decreases
exponentially with the distance, namely it is 2.3222 for clusters 2–7, 1.0333 for
clusters 8–13 and 0.6139 for clusters 14–19.

Given the total bandwidth resources BUAV and BBS , the reward term R
(t)
BW

accounts for the excess data rate offered by the network (with or without UAV)
with respect to the average data rate requested by each users’ clusters.

The battery related component is based on the model established in [14], and
depends on the action a as below:

R
(t)
E =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−(EL + EV + ED) if a = Go

−(EL + EBS) if a = Cover

1000 if a = Charge

0 if a = Stay

(4)

Where EL, EV , ED and EBS are respectively the level flight energy, vertical
flight energy, blade drag profile energy and the users serving energy computed
as in [14], with the following parameters: weight of the UAV plus the BS, grav-
itational acceleration, air density, area of the UAV’s rotor disk, profile drag
coefficient and the BS power consumption.

In order to perform multi-UAVs path planning, we first train a single UAV
for a large number of epochs, filling a part of the Q-matrix for all the possible
(State, Action) combinations. The remaining parts of the Q-matrix, relative to
the other UAVs are then initialised with the obtained values, as the reward for
a (state, action) combination does not depend on the specific UAV performing
it: hence Q(s, a, d) ← Q(s, a, 1). The optimal path for the first UAV is given by
taking the action with the maximum reward at each state. These actions are set
as forbidden for all the following UAVs, to avoid having two UAVs colliding in
the center of a cluster. The following UAVs are trained one by one for a smaller
number of epochs, always setting the optimal path undertaken by a UAV as
forbidden for the following ones.
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Fig. 2. Active clusters and spectral efficiency in space

Table 2. Scenario’s parameters

Parameters Value

eNB radius R 2.5 [km]

Cluster radius 0.5 [km]

Total amount of clusters 19

Active clusters 8

Number of UAVs and CSs 4

CSs distance from eNB 1.5 [km]

Total time considered 24 h

Time-slot duration 10 min

4 Performance Analysis

To evaluate the performance of the proposed approach we implemented a custom
simulator in Matlab and evaluate the algorithm in a scenario where 4 UAVs move
in an area around an eNB radius of 2.5 km. To this aim we set the parameters
as in Table 2.

The 8 active clusters are selected randomly between the total 19 clusters,
the maximum spectral efficiency is 4. The CSs are placed at a 1.5 km distance
around the center, on the axis X and Y. The resulting simulation scenario is
represented in Fig. 2.

To simulate the UAV’s behaviour, we make the following assumptions:

– the battery levels are integer values between 1 and 10;
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Fig. 3. Data rate over time

– one battery unit per time-slot is consumed when performing covering;
– taking into account the total flight time, we calculate the battery consumption

for the movement (that may be 1, 2 or 3 units depending on the travelled
distance);

– one battery unit is gained per time-slot when charging;
– one time-slot is enough for a UAV to reach any destination1.

We consider 24 h long epochs, divided in 288 time-slots of 5 min. The
requested data rate of the 8 considered clusters changes value at every time-
slot, but is repeated every 24 h. For the data rate request we generate random
values (between 1 and 1.5 Mbps) for 4 clusters and simulate a realistic request
for the remaining 4. To achieve that, an entire day of max bit rate request is
assumed, computing an interpolation of 24 points, setting a certain value of the
bit rate for each hour. It has been assumed a high request during office hours
(9–12, 14–16), a medium request during the afternoon and a low request during
sleeping hours. From the obtained curve, showed in Fig. 3, we map the values of
the data rate for each time-slot.

With these parameters, our Q-matrix is of size 12 × 10 × 288 × 15 × 4 =
2, 073, 600. To let our agents learn, or to train them, we run the previ-
ously described Q-learning algorithm for 30000 epochs for the first UAV and
2000 epochs for the 3 others, after some trials, we fine-tune the elementary
reward coefficients α at 0.995 and β at 0.005. The learning rate αk is set at

1
1+NumberNodeV isits

, with NumberNodeV isits the times the cell corresponding to
that particular (state, action) couple has been visited and updated during the
training. Our agents have as an objective to maximize their respective rewards
by improving the QoE of the users, to manage their batteries, and to avoid ser-
vice overlapping of the clusters. The results show that the agents do improve
the QoE, and satisfy the service overlapping conditions, all while managing their
battery.

1 With one time-slot (5min) we can reach any destination, but with different con-
sumption of battery levels depending on the travelled distance.
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Table 3. Percentage of cover versus charge

UAV Time-slots covering Time-slots charging

1 27% 33%

2 30% 35%

3 28% 35%

4 28% 36%

Each UAV’s path is represented in a different plot in Fig. 4(a), (b), (c) and
(d) where we can observe that the UAVs move between the clusters and the CSs
and also that a UAV stays at a certain cluster for several time-slots to cover.

Fig. 4. Positions of the 4 UAVs over time

The percentage of time-slots spent covering and charging with respect to the
total time-slots for each UAV are presented in Table 3. Knowing that the energy
consumed while covering for 1 time-slot is 1 battery level, the same as the energy
gained when charging for 1 time-slot, it is expected that the percentage of time-
slots charging is a bit greater than the percentage of time-slots covering, as the
energy obtained while charging is spent while moving and covering. If we had
used a larger battery level representation, in rounded up percentage for example,
and applied the same energy model as used to calculate the reward, the energy
gained during 1 time-slot charging would allow to cover for 9 time-slots, but this
means multiplying the Q-matrix size by 10.



Energy and Quality Aware Multi-UAV Flight Path Design 255

Fig. 5. Average improvements of bandwidths

Fig. 6. Battery levels

Concretely the improvement of the bandwidth (MHz) is shown in Fig. 5 which
shows the average data rate request (Mbps) divided by the spectral efficiency
(bps/Hz) for all the clusters with and without the use of the UAVs. The vertical
axis represents the average bandwidth and the horizontal axis represents the
different clusters. The blue bars represent the value of the bandwidth without
the use of the UAVs, the orange bars represent the bandwidth with the use of the
UAVs. Overall, the allocated bandwidth is improved for all the clusters, more
specifically the clusters with the highest original bandwidth request witness a
consequent improvement. Cluster 4 in particular, which is the closest to the BS
and has the highest SE has no improvements with the UAVs.

The management of the battery can be evaluated by observing Fig. 6 which
represents the number of times a battery level was reached. Normally the battery
should be used almost fully before being recharged fully, and all the levels should
be reached an almost equal number of times. In the case the agent learns to
optimize the charging/covering actions, it may manage the battery differently,
this adaptation makes the battery levels unequally distributed. In our case, the
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most frequent levels are 1, 2 and 3, this could be improved by increasing the
reward coefficient β for the action charge or by assigning a higher reward for
full charging.

The total reward per epoch increases during the learning for all the UAVs.
Figure 7 represents the reward over epochs for the four UAVs separately. UAV 1
was trained for 30,000 epochs and started with an empty Q-matrix, the reward
starts at −16 and reaches 5000, we notice that it is still increasing and requires a
longer training to converge. The rewards over epochs for UAVs 2,3 and 4, which
started with the Q-matrix learned by UAV 1 and trained for 2000 epochs, their
initial reward is 2000 and reaches 6000, also here the reward is increasing but
not converging yet.

Fig. 7. Reward of UAVs over epochs

5 Conclusion and Future Work

We have presented an energy and quality aware flight planning strategy based
on a Q-learning approach. The proposed solution is able to tackle a scenario
where multi-UAVs are deployed. Moreover, we explicitly take into account the
limited UAV battery. More in detail, we have defined separate states, actions
and rewards for each UAV. In addition, we have imposed the service overlapping
avoidance by setting a priority order. This has reduced the size of both the states
and the actions domains, thus leading to satisfying results. Several training steps
with different parameters were performed before reaching these results. However,
we point out that there is always room for improvement, by e.g., increasing the
number of epochs, fine-tuning the reward function parameters, or through a
different state representation with a larger domain for the battery level.
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