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Abstract. Learning generic and robust representations with data from
multiple domains is a big challenge in Person ReID. In this paper, we
propose an end-to-end framework called Deep Domain Knowledge Distil-
lation (D2KD) for leaning more generic and robust features with Convo-
lutional Neural Networks (CNNs). Domain-specific knowledge learned by
the auxiliary network is transferred to the domain-free subnetwork and
guides the optimization of the feature extractor. While person identity
information is transferred to the auxiliary network to further accurately
identify domain classes. In the test period, just with a single base model
as the feature extractor, we improve the Rank-1 and mAP by a clear
margin. Experiments on Market-1501, CUHK03 and DukeMTMC-reID
demonstrate the effectiveness of our method.
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1 Introduction

Person Re-identification is a cross-camera retrieval task, which aims at retrieving
images of a specific pedestrian in a large dataset when given a specific query.
The key challenge in this task is the large appearance and background variations,
caused by changes in human body poses and camera views as shown in Fig. 1.

Recent years, deep convolutional neural networks have led to a series of break-
throughs for image classification [5,9] and these architectures can be easily trans-
ferred into other computer vision tasks. CNNs are also successfully employed in
Person ReID with significant performance. For example, several works [3,17,25]
employ deep classification model to learn feature representations of images.

In addressing the challenge of camera variations, a previous body of litera-
ture chooses to learn stable feature representations that have invariant properties
under different cameras. Some networks [21,25] are trained with a pairwise veri-
fication loss, which measures the similarity between two images. However, these
methods have to be used in a cross-image representation mode. During test time,
the query image has to pair with each image in the gallery dataset and passes
through the forward network, which is time inefficient and intolerant for large-
scale real-world applications. Methods such as [6] directly optimize the distance
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Fig. 1. Example of images from two person re-identification datasets [23,27]. In both
datasets, samples in each line have the same identity but are observed from different
cameras. Our goal is to extract generic feature representations for each specific identity.

of the images in embedding space and easy to employ in real task, but it does not
take advantage of person identity label and waste abundant domain information.

Upon above discussions, this paper focuses on finding the robust feature
representations for each person identity among different domains. Based on
TriNet [6], we propose a Deep Domain Knowledge Distillation (D2KD) method
for further obtaining more robust features, by taking full advantage of pedestrian
labels and wasted abundant domain information.

Inspired by [7], we are trying to find a higher soft bound for the feature
extractor to optimize. Based on a traditional end-to-end classification model,
we further apply dynamic label smoothing regularization on the training data
via knowledge distillation [7], whose typical application is to transfer knowledge
from a teacher network to a student network.

We propose an end-to-end framework named Deep Domain Knowledge Dis-
tillation which contains two subnetworks, one for extracting domain-free infor-
mation and the other for domain-specific information. In the training period, we
exchange the information between the two networks to generate more discrimi-
native features. While at test time, only the domain-free part is used for further
evaluation.

Our experiments improve the Rank-1 and mAP on image based dataset
Market-1501, CUHK03 and DukeMTMC-reID by a clear margin.

The main contributions of this paper are summarized as follows:

– We propose an end-to-end framework that helps to learn higher quality
camera-invariant property.

– We make full use of domain-specific information and obtain a theoretically
higher bound for the classifier to optimize and demonstrate the effectiveness
through the experiments.

– In the test period, domain-specific network only plays an auxiliary role. That is
to say, there is no additional parameter but a pure base model like ResNet-50.
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2 Related Works

2.1 Deep Learning for Person Re-identification

Recent years, feature representations learned by Convolutional Neural Networks
have shown great effectiveness in a wide range of computer vision tasks including
Person Re-identification. And these methods mainly focus on two categories:
learning robust metrics [1,19,21,25] and extracting discriminative features [3,6,
16,17,24].

Some methods focus on the similarity between instances. In [1], a pair of
cropped pedestrian images passed through a specifically designed CNN with a
binary verification loss function for person re-identification. In [21], to formulate
the similarity between pairs, images were partitioned into three horizontal parts
respectively and calculated the cosine similarity through a siamese CNN [2]
model.

Another strategy is directly learning discriminative embeddings which makes
full use of the ReID labels. [24] proposed the ID-discriminative embedding (IDE)
to train the ReID model in an image classification manner based on imagenet
pretrained model. [17] simply partitioned image into several horizontal parts
and gave each part a pedestrian identity label supervision individually which
helps learn stable part features. And [3] extracted features from multiple sizes
to enhance the stability of features.

2.2 Knowledge Distillation

Knowledge distillation [7] is an effective and widely used technique to transfer
knowledge from a teacher to a student network. The typical application is to
transfer from a cumbersome network to a small network, making the model
memory-efficient and fast execution.

3 The Proposed D2KD Method

In this section, we firstly provide necessary background and notion for person
Re-identification. Then we introduce our network architecture in detail and give
an insight into our Deep Domain Knowledge Distillation (D2KD) method.

The overall framework is illustrated in Fig. 2. Our pipeline consists of two sub-
networks, one focus on extracting domain-free features and another mainly learns
domain-specific features and plays an auxiliary role during the training period.
Besides, a Deep Domain Knowledge Distillation (D2KD) module is implemented
to exchange information between two subnetworks.

3.1 Problem Formulation

Suppose the training set contains n labeled images from C persons, we denote
the training set as T = {xi, yi}n

i=1, where xi is the i-th image and yi is a C-
dimentional one hot vector which indicates the label of xi.
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Fig. 2. Structure of our D2KD framework. The input image passes through the two
distinct backbone networks and obtains two 2048-dimentional feature vectors fid and
fca respectively. A following fully-connected layer is added to both feature vectors for
the classification task. After that we concatenate fid and fca together and force the
classifier to learn a joint distribution p(id, ca|x). Conditional probabilities p(id|ca, x)
and p(ca|id, x) are then used as the supervision of two subnetworks. By the way, we
take full advantage of triplet loss and apply it in the feature space to learn stable
domain-free features. The dash line means we ignore the gradient from the output in
this way at training time.

Based on the training set T , Person Re-identification is to learn a function
fθ(x) : RF → R

D which maps semantically similar points RF from data manifold
to be closer in the embedding space R

D, where D � F .
When given a query person image xq, ReID targets to return images which

contain identical person in xq from a gallery set G. Formally, for a specific query
instance xq, we rank the images in G by the distance D(fθ(xq), fθ(xg)) in an
ascending order, where xg means image sampled from G, D(., .) is some kind of
distance function like Euclidean distance. Larger distance D(., .) is equivalent to
lower similarity.

3.2 Domain-Free Network

We formulate the domain-free subnetwork as fid(x) : R
F → R

D and use the
ResNet-50 [5] architecture with parameters pretrained on imagenet. Given an
image x with identical person label, we can obtain a D-dimentional features
fid(x) by feeding the image to the network.
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Suppose there are C pedestrian labels in the dataset, we obtain pedestrian
label probability by passing fid(x) through a single fully connected layer. That
is to say:

ŷid(x) = softmax(WT
idfid(x) + bid) (1)

where Wid is a D×C parameter matrix and bid is a C-dimentional bias. In order
to learn discriminative and domain-free features, we apply cross entropy on ŷid.
The cross entropy loss can be formulated as:

Lid = − 1
n

n∑

i=1

yT
id(xi)log(ŷid(xi)) (2)

yid(xi) is the ground truth identity label of the specific instance xi. Meanwhile,
we apply triplet loss in the feature space. For a minibatch B, there are P distinct
person identities, and each identity has K specific instances, thus resulting in a
batch of B = PK images, we formulate the function as:

Ltri batch(θ;B) =
B=PK∑

a=1

[m + max
p=1...B
yp=ya

D(fa, fp)

− min
n=1...B
yn �=ya

D(fa, fn)]+
(3)

That is to say in a minibatch, for an anchor point xa, we optimize its distance
from a positive data point xp to be lower than a negative data point xn by at
least a margin m in the embedding space.

The triplet loss directly optimizes the distance among instances in feature
space. However, only applying the triplet loss does not make use of domain-
specific information, resulting in the decrease of the classification ability.

3.3 Domain-Specific Network

Similar to domain-free network, we use another auxiliary ResNet-50 network to
learn domain-specific features. We formulate the network as fca(x) : RF → R

D,
and the domain(camera) classification probability can be formulated as:

ŷca(x) = softmax(WT
cafca(x) + bca) (4)

where WT
ca is a D × M matrix and M is the number of domains(cameras), bca

is a M -dimentional bias. And the cross entropy loss can also be applied as:

Lca = − 1
n

n∑

i=1

yT
ca(xi)log(ŷca(xi)) (5)

where yca(xi) is ground truth camera label for xi in the dataset.
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3.4 Distillation Module

In order to make the embeddings more discriminative while applying triplet loss
at the same time, we propose Deep Domain Knowledge Distillation (D2KD)
method which aims at finding a higher soft bound for the identity classifier to
optimize. By smoothing label in a dynamic manner, our method improves the
classification accuracy bound while taking advantage of triplet loss at the same
time.

Given an input image x, We concatenate the features fid(x) and fca(x)
together and denote φ(x) = [fid(x), fca(x)] which contains person identity and
domain information at the same time. We detach the gradient from φ(x) to
fid(x).

Since φ(x) contains both person identity information and domain specific
information, we choose to pass it through a simple classifier (here we use fc-relu-
fc-softmax layers), and resize the outputs to a C × M matrix which represents
the joint distribution P (id, ca|x). And the cross entropy loss function for the
joint distribution is given by:

Ljoint(x) = − 1
n

n∑

i=1

C∑

j=1

M∑

k=1

yj,k(xi)log(p(j, k|xi))

= − 1
n

n∑

i=1

C∑

j=1

M∑

k=1

yj,k(xi)log(ŷj,k(xi))

(6)

where yj,k(x) is the ground truth one-hot label for the joint distribution
p(id, ca|x), and yj,k(x) = 1 when the image instance x belongs to the i-th
person identity and j-th domain(camera), otherwise yj,k(x) = 0. ŷj,k(x) is a
element of the output probability matrix in the j-th row and k-th column
(0 ≤ j < C, 0 ≤ k < M).

Apparently, from the bayes perspective, the posteriori P (id|ca, x) should be
a soft target to the prior ŷid(x) = P (id|x), and similarly P (ca|id, x) is a soft
higher bound to ŷca(x) = P (ca|x), this greatly correspond to the knowledge
distillation condition. It seems quite simple that the conditional probability can
be computed like:

P (id|ca = k, x) =
[ŷ1,k(x), ŷ2,k(x), . . . , ŷC,k(x)]

∑C
j=1 ŷj,k(x)

P (ca|id = j, x) =
[ŷj,1(x), ŷj,2(x), . . . , ŷj,M (x)]

∑C
k=1 ŷj,k(x)

(7)

Upon the conditional probability P (id|ca, x) and P (ca|id, x), we apply the pedes-
trian identity and the camera label as the supervision for the conditional prob-
ability, the loss function can be written as:
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Lcond = − 1
n

n∑

i=1

yT
id(xi)log(P (id|ca = yca(xi), xi))

− 1
n

n∑

i=1

yT
ca(xi)log(P (ca|id = yid(xi), xi))

(8)

After exchanging information between two subnetworks, we hope to distillate
useful knowledge from the joint distribution. The distillation loss can be formu-
lated as:

LKD =
1
n

n∑

i=1

[H(ŷid(xi), P (id|ca = yca(xi), xi))

+H(ŷca(xi), P (ca|id = yid(xi), xi))]

(9)

where ŷid and ŷca is the probability produced by the two subnetworks respec-
tively. H(., .) is the binary cross entropy loss function as follows:

H(P,Q) = −
C∑

i=1

[qilog(pi) + (1 − qi)log(1 − pi)] (10)

Our total loss function is:

Ltotal = Lxent + λ1Ltri + λ2LKD (11)

where Lxent = Lid + Lca + Ljoint + Lcond is the total cross entropy loss for
classification. λ1 and λ2 are loss tradeoffs.

By exchanging the information between two subnetworks, our D2KD method
take the predicted probability P (id|x, ca) as a soft target for the base feature
extractor and P (ca|x, id) a supervision for the auxiliary network to obtain higher
quality domain- specific features. With the collaboration of two subnetworks, our
method can learn more generic and robust features.

3.5 Test Strategy

At test time, we only apply the domain-specific network to extract feature vectors
from images. That is to say, the domain specific features just play an auxiliary
role in the training period and were not used in the test phase. The network
architecture is shown in Fig. 3, images are fed into the domain-free network and
obtain a D-dimentional feature representation.

Our D2KD method offers a soft target for the domain-free network and
erases domain information by applying the triplet loss at the same time, making
the backbone network generate more discriminative features.
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Fig. 3. Test network for our D2KD method. Only the domain-free subnetwork is used
to extract features for further evaluation.

4 Experiment

4.1 Datasets and Settings

Datasets. We conduct experiments mainly on three large scale image-based
person re-identification benchmark datasets that contain multiple positive sam-
ples for each query in the gallery: including Market-1501 [23], CUHK03 [11] and
DukeMTMC-reID [27]. The overview of these datasets is in Table 1.

Market-1501 [23] is the most famous large image-based ReID benchmark
dataset. It contains 1,501 identities and 32,668 labeled bounding boxes captured
from 6 different view points. The bounding boxes are detected using Deformable
Part Model (DPM) [4]. The dataset is split into two parts: the training set
contains 12,936 bounding boxes of 751 identities, the rest 19,732 images with
750 identities are included in the test set. In the test period, 3,368 images with
750 identities are used for the query to identify the correct identities on the
gallery set. We use the single-query (SQ) evaluation for this dataset.

Table 1. Statistics on three person re-id datasets.

Datasets Cams IDs Identity split Person bounding box split

Training Test Training Gallery Query

Market-1501 [23] 6 1,501 751 750 12,936 19,732 3,368

CUHK03 [11] 2 1,467 767 700 7,368 5,328 1,400

DukeMTMC-reID [27] 8 1,404 702 702 16,522 17,661 2,228

CUHK03 [11] is constructed by both manual labeling and auto-detection
(DPM) [4]. It contains 14,096 images of 1,467 identities and each identity is
captured from 2 cameras in the CUHK campus. Each identity has an average
of 4.8 images in each camera. The dataset is split into the training set and the
test set. The training set contains 7,368 images with 767 identities and the test
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set contains the rest 6,728 images with 700 identities. In the test period 1400
queries are given to identity corresponding identities in the gallery dataset.

DukeMTMC-reID [27] is a subset of the DukeMTMC website in the for-
mat of Market-1501 dataset. The DukeMTMC-reID dataset has 34,611 images
belonging to 1,404 identities from 8 cameras. Similar to Market-1501, it consists
of 16,522 training images from 702 identities, 2,228 query images and 17,661
gallery images from the other 702 identities.

Backbone CNN Model for ReID. To train our model, we resize all images
of size H × W to 1 1

8 (H × W ), of which we take random cropping and random
horizontal flipping and get H × W cropped images. Specifically, we keep the
aspect ratio H × W of all the images to 256 × 128.

We performed all our experiments using the Pytorch [14] framework. We use
the Imagenet pretrained ResNet-50 [5] model from Pytorch official repository
for both subnetworks and replace the last 1000-dimensional classification layer
with a new fully connected layer on both two networks, with output dimensions
equal to the count of identities and camera classes respectively.

The network generates D = 2048 dimentional feature vector for each image.
In the test period, the D-dimentional Pool-5 feature vector are used for fur-
ther evaluation and we apply the Euclidean distance to compute the similarity
between pairs.

We use the Adam optimizer [8] with the default hyper-parameter (ε =
10−3, β1 = 0.9, β2 = 0.999) for all experiments. The distillation temperature
T is set to be a constant 1 all over the experiments. The loss tradeoffs λ1 and
λ2 are set to a constant 1 during all the experiments.

Data Sampling and Batch Generation. In each training epoch, we shuffle all
the images in the training set together and map the images with their identities.
Then for each specific identity, we sample K different instances. After that, we re-
rank the dataset with random permutation of person identities. This preprocess
is quite convenient when we apply triplet loss in the following training schedule.

Since the triplet loss in Eq. 3 requires slightly different mini-batches. At each
iteration, we sequentially sample PK images from the training preprocessed
dataset. Under above sampling settings, we train our model on quite a different
dataset at every epoch.

Evaluation Metrics. In the test period, for each instance sequentially sampled
from the query dataset, we rank the images from the gallery dataset by the
distance to the specific instance for further evaluation.

We employ two evaluation metrics to evaluate the performance. The first
one is the Cumulated Matching Characteristics (CMC) and the other one is the
mean average precision (mAP) while considering ReID as an object retrieval
problem, as describe in [23].
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Table 2. Comparison of several methods on Market-1501. Rank-1, Rank-5 and mAP
are shown. We use ResNet-50 as backbone. ‘-’: No reported result available

Methods Rank-1 Rank-5 mAP

BoW + KISSME [23] 44.4 63.9 20.8

LOMO + Null Space [22] 55.43 - 29.87

Gated siamese CNN [18] 65.88 - 39.55

CAN [13] 60.3 - 35.9

ResNet 50(I+V) [25] 79.51 90.91 59.87

Latent Parts(Fusion) [10] 80.31 - 57.53

IDE(R)(Re-ranked) [28] 74.85 - 59.87

MultiScale [3] 88.9 - 73.1

TriNet [6] 84.92 94.21 69.14

TriNet [6] (Re-ranked) 86.67 93.38 81.07

AACN [20] 85.90 - 66.87

AACN [20] (Re-ranked) 88.69 - 82.96

PSE [15] 87.7 - 69.0

PSE [15] (Re-ranked) 90.2 - 83.5

D2KD 91.09 97.03 76.76

D2KD(Re-ranked) 92.73 96.11 88.93

4.2 Performance Evaluation

Evaluation on Market1501. We compare the ReID performance of sev-
eral existing methods against the proposed D2KD method on the Market-1501
benchmark. Every epoch we sample K = 8 images from each person identity
as the training dataset and set the batch size equal to 128. So each iteration
contains P = 128/K = 16 different identities. By taking above sampling strat-
egy, we are able to make our training dataset spread more uniformly and this
can be quite helpful. Since all bounding boxes were given by auto-detection, this
dataset represents a more scalable deployment scenario than other datasets with
manually labelled bounding boxes.

Table 2 shows the superiority of our D2KD model over all the competitions.
The left column lists several methods these years, Rank-1, Rank-5 and mAP
of these methods are given at the same time. Without any additional parame-
ters, our model’s performance is substantially better. Our method outperforms
TriNet [6] by a clear margin, improving Rank-1 by 6.17% and mAP by 7.62 %.
And after re-ranking [28], the difference changes to 6.06% and 7.86%, which
means re-ranking methods still can significantly enhance our model’s perfor-
mance. This indicates the robustness of features generated by our method by
transferring domain-specific knowledge to guide the optimization of the domain-
free feature extractor.
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Table 3. Comparison of several methods on CUHK03. Rank-1 accuracy (%) and mAP
(%) are shown. We apply the new evaluation protocal on the CUHK03 proposed in [28].
We use ResNet-50 as backbone.

Methods CUHK03 DukeMTMC-reID

Rank-1 mAP Rank-1 mAP

BoW + KISSME [23] 6.4 6.4 25.1 12.2

LOMO + XQDA [12] 12.8 11.5 30.8 17.0

IDE [24] 21.3 19.7 65.2 45.0

PAN [26] 36.3 34.0 71.6 51.5

MultiScale [3] 40.7 37.0 79.2 60.6

SVDNet [16] 41.5 37.2 76.7 56.8

TriNet [6] 50.5 46.5 72.4 53.5

D2KD 60.9 56.3 80.5 64.1

Evaluation on CUHK03 and DukeMTMC-reID. We also evaluate the
ReId performance of our method compared to several existing methods on
CUHK03 and DukeMTMC-reID. Unlike Market-1501, CUHK03 provides both
manually labeled and auto detected bounding boxes of the same identity. We
only apply our experiments on the detected bounding box since it’s enough
to test our model’s ability. In DukeMTMC-reID the person bounding boxes of
images are manually cropped in a labour-intensive manner.

Table 3 shows the competition between our model and others. From the statis-
tics we can see that our model outperforms other methods by a clear margin.
This further validates that our model can maintain more information via apply-
ing a knowledge distillation strategy.

4.3 Further Evaluation and Discussion

Experiments on all three above mentioned benchmark datasets show that our
method is superior to several state-of-the-art methods these years.

D2KD Improve the Baseline Performance. In order to further prove the
effectiveness of our methods. We compare our D2KD method with two baselines.
Both based on TriNet and choose ResNet-50 as the backbone network, one is
optimized with only the triplet loss, while another is optimized with both the
triplet loss and the classification loss. Figure 4 illustrates the CMC curve for
both above mentioned baselines and our D2KD methods. Rank-1 to Rank-20
accuracy is shown in the Fig. 4.

D2KD Outperforms Traditional Label Smoothing. Label smoothing (LS)
is a method which assigns less confidence on the ground-truth label and assigns
small weights to the other classes.

Formally, in the classification task, we assume y(x) is the ground truth one-
hot label for instance x. We assign yi(x) = 1 when x belongs to the i-th person
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Fig. 4. CMC curve for pure TriNet, TriNet with classification loss and our D2KD
method. All the three methods output a 2048-dimentional feature vector for evaluation.
We use ResNet-50 as backbone and single-query setting. The tag “TriNet” means pure
ResNet-50 trained with triplet loss. “TriNet+CE” is the baseline when we apply a
classification loss on TriNet.

identity otherwise yi(x) = 0. In label smoothing, yi(x) = 1 − ε for ground-truth
label and otherwise yi(x) = ε/(C −1), where C is total class number, ε is usually
set to 0.1.

Table 4. Comparison of our D2KD method to label smoothing (LS)

Methods Rank-1

TriNet 88.0

TriNet + CE 89.3

TriNet + LS 89.8

D2KD 91.1

The results are shown in Table 4. Compared to label smoothing (LS), our
D2KD method smooths the label in a dynamic manner. Our method outper-
forms traditional label smoothing.

From the results, we have the following observations: (1) TriNet with cross
entropy loss can achieve higher performance. We can infer that applying the
classification task can help to generate more discriminative features. (2) Our
Deep Domain Knowledge Distillation (D2KD) method outperforms both two
baselines and label smoothing (LS). This indicates that our D2KD method
which smooths the label in a dynamic manner can lead to a better performance
in the person re-identification task.

5 Conclusion

In this paper, we propose a method named Deep Domain Knowledge Distilla-
tion (D2KD) by learning to provide a higher soft bound for the subnetwork
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to optimize and it is easy to implement. By transferring domain-specific knowl-
edge to the domain-free network, the base model is capable of extracting more
discriminative features. Extensive comparative evaluations on three person re-
identification benchmark datasets were conducted to validate the advantages of
the proposed D2KD method over a wide range of models on three benchmark
datasets. We hope that in the future work we can find a more satisfied higher
soft bound for the base model to optimize.
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