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Preface

Biometrics is made up of two words, “bio” and “metrics,” which mean the
techniques using biological features or human characteristics for authentication
or identification of a person. Biometrics is the most commonly searched and
used technique, and the field of biometrics has been attracting a number of novel
advancements, right from driverless cars to all automated and AI-based systems. IoT
and wearable devices are hugely using biometrics for authentication or identification
purpose, and thus, this emerging area of signal processing has become the most
important component in all research and advancements in the world. Biometrics
focuses on using physical and behavioral traits such as fingerprint, speech, face,
iris, DNA, palm print, and many others. There are several intricacies in the field of
biometrics that need to be properly addressed with potential applications and case
studies. Some of these issues include uniqueness of features, template protection,
robustness, social implications, cognitive computing, 3D face detection, privacy,
future directions, etc.

This book covers almost all major aspects of modern applications of biometrics:
Introduction to Biometrics and Special Emphasis on Myanmar Sign Language
Recognition; Handling the Hypervisor Hijacking Attacks on Virtual Cloud Environ-
ment; Proposed Effective Feature Extraction and Selection for Malicious Software
Family Classification; Feature-Based Blood Vessel Structure Rapid Matching and
Support Vector Machine-Based Sclera Recognition with Effective Sclera Segmen-
tation; Different Parameter Analyses of Class1 Generation2 (C1G2) RFID System
Using GNU Radio; Design of Classifiers; Social Impact of Biometric Technology
Myth and Implications of Biometrics, Issues, and Challenges; Segmentation and
Classification of Retina Images Using Wavelet Transform and Distance Measures;
Language-Based Classification of Document Images Using Hybrid Texture Fea-
tures; Research Trends and Systematic Review of Plant Phenotyping; Case Studies
on Biometric Application for Quality-of-Experience Evaluation in Communication
Services; Nearest Neighbor Classification Approach for Bilingual Speaker and
Gender Recognition; and Dimensionality Reduction and Feature Matching in
Functional MRI Imaging Data.

vii



viii Preface

The purpose of this book is to bring out fundamentals, background, and theo-
retical concepts of biometrics in comprehensive manner along with their potential
applications and implementation strategies. There are various methods of biometrics
reported and highlighted invariably by few authors and researchers. This book
covers case studies, real-time applications, and research directions in addition to
basic fundamentals. The book will be very useful for wide spectrum of target readers
such as research scholars, academia, and industry professionals, especially for those
who are working biometric methods, related issues, challenges, and problems.

Mandalay, Myanmar G.R. Sinha
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Chapter 1
Introduction to Biometrics and Special
Emphasis on Myanmar Sign Language
Recognition

G.R. Sinha and Pyae Sone Oo

1.1 Introduction and Background

Biometrics combines two important words, bio and metrics, and thus biometric
deals with some biological measures or metrics employing biological features.
Biometric concepts, theories, fundamentals, and applications become very relevant
in present context since almost all technological advancements are using some type
of biometric techniques for various reasons, such as authentication, security, etc.
For example, in cell phone fingerprint biometrics is commonly used to authenticate
right user/owner of phone to avoid any misuse of the functionalities of the phone.
For example, when a person buys a new phone, that time the user is asked to register
his/her fingerprint impressions which are recorded in the form of some suitable
representation, and when authenticated user puts the fingertip while using (testing
process in biometrics language), then the person is authenticated as the right person.
Sinha et al. in their book on biometrics highlight the concepts and several emerging
applications of the biometrics [1]. A typical block diagram of any suitable biometric
method which depicts important flow of processes in biometrics can be seen in
Fig. 1.1.

Actually, Fig. 1.1 shows a general purpose block diagram of biometrics; in fact
it involves two important stages, namely, training and testing. Training has the
following components:

• Image capturing or acquisition: Images such as faces, iris images, and finger-
prints are captured in this process.

G.R. Sinha (�) · Pyae Sone Oo
Electronics and Communication Engineering, Myanmar Institute of Information Technology,
Mandalay, Myanmar
e-mail: gr_sinha@miit.edu.mm; 2015-MIIT-ECE-006@miit.edu.mm
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Fig. 1.1 Biometric process
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• Preprocessing: This involves several steps for making the images suitable for
further stages, such as resizing, reformatting, de-noising, etc. De-noising or
image enhancement is also an important task that deals with any unwanted signal
added in original images.

• Feature extraction: In this process, suitable set of features are extracted from the
images that were captured and preprocessed.

• Representation of features: This process converts features of images into some
suitable representations, generally referred to as templates, and the database of
templates is created.

Testing stage involves all processes of training and few more, which are:

• Template matching: The face or any image which is being tested for recognition
or authentication is subjected to all processes of training, and finally the template
extracted from the test face or image is matched against all those which are saved
in template database. If the image is matched properly, then it is authenticated.

• Recognition: After matching, the testing stage results in either authenticated or
not. The classification or matching tasks are done by a number of algorithms and
methods available. In fact, now it is very difficult to choose appropriate method
for matching process since robustness is a big issue in the field of biometrics.

Actually, the recognition is also of two types, authentication and verification. In
verification, the test face is verified as the authorized user, whereas as in authentica-
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tion, the user is recognized exactly who the user is, and therefore verification is also
known as 1 to N matching, and authentication is referred to as one to one matching.
For example, in banking application, if an unauthorized user attempts to enter in
the secured premises or attempts to make use of secured applications, then by using
face or fingerprint biometrics, the intruder can be detected and caught.

Historical study of biometrics suggests that the concept of biometrics is very old
and was used in the beginning of the nineteenth century for criminal investigation.
There were traditional methods of using biometrics, either using some features of
palm, fingers, or so, but now the technology has made the use and application of bio-
metrics so sophisticated that the technology is available on microscale and nanoscale
in numerous applications such as robotics, computer vision, DNA matching, protein
synthesis, medical image analysis, remote sensing, and satellite imaging, and the
list is huge. Sinha et al. study the role of biometrics in understanding the ability of
human brain employing deep learning as a training method [2]; and one more such
study is reported in [3] by Sinha et al. Sinha et al. implemented a signal language
recognition using their own sign language databases as Indian sign language (ISL)
database and implemented Devanagari text and numeral recognition using different
methods, and this work proves to be extremely useful for speech- and vision-
disabled people [4]. Patil et al. (2016) and Patil et al. (2011) implemented ISL and
Devanagari character recognition using shift invariant feature transform (SIFT) and
hidden Markov model (HMM) [5, 6]. Snehlata et al. in their work implemented
multimodal biometrics using principal component analysis (PCA) method and
achieved satisfactory performance in comparison with unimodal biometrics [7, 8].
Here, multimodal biometrics involved multiple modalities or traits such as face, iris,
fingerprint, palm print, etc., whereas in unimodal the recognition is only on the basis
of single modality, and the recognition accuracy is always limited due to challenges
and problems with the modality chosen.

Handwritten recognition is researched extensively in [9–12] using SIFT- and
HMM-based methods. One interesting application of biometrics is in license plate
recognition (LPR) of vehicle number plates which is useful in automatic parking,
surveillance, and toll systems. The research on LPR is found on number plates of
a number of countries and implemented differently because the number plates and
standards are different from country to country. Choubey et al. (2013) and Choubey
et al. (2011) implemented bilateral portioning method and pixel count method for
LPR that dealt very well with confusing number plates in case of presence of noise,
such as I and T and O and Q [13, 14]. Lazrus et al. employed neural network for
Indian number plate recognition [15], and the research studies were carried out for
Myanmar number plate recognition (New Ni et al. 2018) in [16]. Indian license plate
recognition was also implemented using some hybrid approaches, like neuro-fuzzy
method in [17, 18] by Siddhartha et al.
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1.2 Classification

The biometric methods are classified on the basis of several parameters such as types
of traits, number of traits, and the authentication type. The methods are divided on
the basis of types of modalities, as follows:

• Face recognition: Faces are biometric modalities or traits.
• Iris recognition: Iris of eyes is taken as trait.
• Fingerprint matching: Fingerprint impressions are modalities used in biometrics.
• Palm print matching: Palm prints are traits here.
• Hand geometry recognition: Based on using hand movements.
• Signature recognition: Considered as behavioral biometrics because signature is

considered as one of the important behavioral traits in human being.
• Speech recognition: Uses speech as modality.
• Facial expression recognition: Faces with different mood conditions of a person

such as sadness, happiness, laughter, etc. are taken into consideration for
determination the type of nature or behavior of person.

Classifications on the basis of number of modalities are:

• Unimodal biometrics: Involves single biometric trait such as only face in simple
face recognition.

• Multimodal biometrics: Involves more than one modality, such as AADHAAR
car, which is very popular and widely used authentication card issued to every
citizen in India which includes the face, iris, and all ten fingers of a person.

The way authentication is performed, biometrics is also classified:

• Authentication: one to one matching
• Verification: one to many matching

A different way of classifying the biometrics results:

• Soft biometrics: This utilizes some unique and non-transferable features of
persons such as permanent scar mark, mole, etc.

• Hard biometrics: All other biometrics except soft are called as hard biometrics.

Initial work on biometrics suggests that most of biometrics are based on
fingerprint matching. One such work is reported in [19] that highlights basic
overview and types of biometrics giving stress on fingerprint recognition. This paper
presents advantages of fingerprint and its working principle also, exploiting features
of fingerprints and minutiae which are some representations of fingerprint ridges
and valleys. The market-wise potential is also largest in fingerprint biometrics since
it is used most commonly and popularly in enormous number of applications [1].
Fernando et al. in the most recent work discuss about selfie biometrics as a kind of
face biometrics. Super-resolution methods are implemented and compared with iris
recognition of large number of samples [20]. Nowadays, biometrics is being used
in travel and other identity documents; in all travel modes especially in air travel,
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attempt is made to free the passengers from carrying boarding passes, and they can
be allowed only on the basis of biometric system.

1.3 Societal and Ethical Issues

Implementation of biometrics at large scale for benefit of masses requires user par-
ticipation at all levels, right from biometric capturing process to user-end support.
When the implementation is targeted as large masses, then it has some limitations
related to social implications and ethical matters. For example, AADHAAR is a
most common identity tool in India, and every citizen in India has been issued this
card [1], but the implementation of the project in terms of data capturing of faces,
iris, and fingerprints raised few important issues in society, and many of experts
were of opinion that the biometrics is violation of personal secrecy and privacy.
The parliaments have discussed a number of times on this matter, and a number of
amendments are made to address the issues raised as concerns from various groups
or the society.

In a technical report on biometrics [21], social implications were discussed in
detailed with few case studies. The European Commission (2005) in this report
highlighted various types of biometric technologies with implementation strategies,
diffusion of methods, and focused on DNA, face, and iris biometrics. Among many
social aspects [1], few important are reported here:

• Social exclusion and human factors: Ethnicity, age, gender, etc. are also needed in
declaration process of biometric applications used for common mass beneficiary
schemes. More amount of research on user-friendliness and usability of biometric
data need to be carried out so that awareness can be created and people can
support the implementations, since there are some inhibitions or apprehensions in
providing the data, while training process is performed in biometric application.

• Feeling of trust breach: Sometimes, the user participation is also affected due to
the lack of trust between users (citizens) and implementation authority.

• Privacy of personal information: Various private and public sectors take the
personal data of citizen for deploying and providing biometric services that
causes apprehension in common masses with a feeling of their personal data
being stolen and might be misused also.

Jain et al. also presented overview of social acceptance and challenges in
biometrics [22]. In financial transactions such as credit card usage, health insurance,
and other similar areas of market and commercial potentials, apprehensions are
obvious of misuse or breach of privacy related to biometric personal data.



6 G.R. Sinha and Pyae Sone Oo

1.3.1 Ethical Issues

In technical report [21], ethical issues related to biometrics were also elaborated
with examples. Biometric data can be used by various law enforcement agencies for
various legal procedures that again require personal data, though law enforcement
systems are devising laws for protection of personal data, but still the matter
becomes serious when it involves personal data in legal system and delivery [1].
Emilio et al. studied social and ethical implications in biometrics particularly
and was suggested that the implications and issues may be different for different
nationalities, but some issues are unavoidable [23]. A number of reports mentioned
how the reports attempted to address few ethical issues, such as RAND report
(2001) addressed sociocultural issues; the European Commission report (2005)
attempted to address social and ethical issues. In the report, physical privacy,
religious objections, and personal information were said to be at risk or misused
by the service providers or application facilitators. A wide range of legal, medical,
and social issues were introduced in several reports [23].

1.4 Soft Biometrics

Traditional biometrics involves common modalities such as faces, fingerprints,
iris images, hand geometry, facial expression, etc., but there are few biometric or
biological traits which are unique and non-transferable, for example, scar, tattoos,
weight, mark on face or somewhere else, mole, etc. [1]. Reid et al. use soft
biometrics in application for surveillance where tattoos, body geometry, and scars
were taken into consideration for biometric identification [24]. In a video footage
from CCTV capture, the soft biometric traits are detected and made the basis of
identification using some metrics for matching like false accept (FA), false reject
(FR), and equal error rate (EER); and the main basis of matching between test
samples against the database is Euclidean distance. Other suggested semantic traits
as soft biometric modalities include arm length, chest, hair color, arm shape, leg
shape, leg length, etc. One of the advantages of soft biometrics was reported as
continuous authentication is not affected with time change since other modalities
may change with time but some of soft traits do not change over time [1, 24].

Antitza et al. presented a survey on soft biometrics and suggested that the soft
traits which are referred to as ancillary traits such as gender, age, scar, hair, color,
and weight are used in combination with primary modalities such as face and
fingerprints in order to improve reliability and matching accuracy of biometric
system. This can be easily done in multimodal system by fusing both types of
biometric traits [25]. Main advantages of the soft biometrics are:

• Human can understand the attributes related to soft traits easily.
• Robustness is reported to be better in implementing the methods for matching.
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• These modalities can be taken or captured without consent for certain application,
and thus privacy issues are not much important.

• Easier way of getting taxonomy of modalities, such as demographic, medical,
behavioral, and geometric.

A number of methods which are used for soft biometric recognition were
summarized in terms of their major findings and database size [25]. Few of them
include support vector machine (SVM), neural network, and principal component
analysis (PCA). There are some datasets also reported in this survey like CASIA
gait DB [25] and IRIP gait DB [25].

1.5 Biometric Standards, Protocols, and Databases

Deployment of biometrics and services are required to follow certain standards or
policies and also need to work under a set of rules and procedures, referred to as
standards and protocols [1]. Generally, the standards are developed for:

• Supporting biometric applications and interoperability
• Conforming various architectures where biometrics are deployed and used
• Suggesting common metrics and models for use
• Dealing with usability, quality, and interoperability for biometrics applications
• Testing and research and development facilitation

Frances discussed the standards, norms, and protocols [26] in details with regard
to a popular biometric application in India where each citizen has been given
a unique ID (identity) also referred as UID (unique identity) that includes three
modalities [1]. This policy papers recommend several suggestions and policies for
implementing similar biometric for other nations as UID which is also called as
AADHAAR card in India. Actually, the implementations like UID can save huge
amount of money where a large number of ghost workers are claimed in various
projects; and it has been benefitting India to great extent, and now no one can weed
out money in the name of ghost workers since each account is being associated
with UID number and the money directly goes to their account as direct benefit
transfer (DBT) to the beneficiaries. This report highlights difficulty in such issues
in Cambodia, Tanzania, and Nigeria where a lot of money is weeded out just for
the reason that the system like UID is not working. If the UID like implementation
has to spread across many places, it has to follow certain rules and standards. The
department that takes care of UID project, UIDAI, has initiated certification process
for biometric equipment to be used for applications especially those dealing for a
large number of masses. The certification is done through standardization testing
and quality certification (STQC) which has set of procedures for testing, evaluation
monitoring of various biometric equipment, and deployment.
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UIDAI committee has framed certain biometric standards [27], biometric design
standards for UID applications (2009), which include standards for faces, finger-
prints with best practices, and members of different sub-committees. There are some
important documents which were used in designing the standards:

• ISO/IEC 1544 for JPEG 2000 image coding
• IAFIS-IC-0110 (V3) for fingerprint image compression
• ISO/IEC 19785-1:2006, ISO/IEC 19794-2:2005, ISO/IEC 19794-4:2005.,

ISO/IEC 19794-5:2005, ISO/IEC 19794-6:2005, and ISO/IEC CD 19794-6.3,
respectively, for data specification, minutiae data, fingerprint data, face data, and
iris data as Part 1, Part 2, Part 4, Part 5, Part 6.

1.5.1 Standards

The main objective of designing standards is to make interoperability easier and
compatible between biometric devices and supporting IT systems. There are few
important agencies involved in design process, such as American National Standard
Institute (ANSI), European Committee for Standardization (CEN), International
Organization for Standard (ISO), International Committee for Information Technol-
ogy Standards (INCITS), and open and advancing standards for information society
(OASIS).

Standards for face images include photographic requirements, enrollment, source
type, pose, image compression, format, and feature blocks. ISO/IEC 19794-5 covers
all such requirements for capturing face images for biometric applications. To sum
up about these set of procedures and norms [1, 27]:

• Image being captured should of very good quality, probably best quality.
• Full frontal images of 300 dpi and 24 bit RGB color space should be captured.
• Expression of face needs to be without smile, mouth closed, and open eyes.
• Roll, yaw, and pitch angles are required to be within 5

◦
on positive as well as

negative value.
• JPEG 2000 image compression to be used.

Similarly, fingerprint image standards ISO/IEC 19794-4 [27] covers the follow-
ing:

• 500 dpi images for enrollment with 8-bit pixel depth and 200 gray levels of
dynamic range.

• 500/300 dpi for authentication.
• JPEG2000 compression scheme should be used.

All other standards discussed have their own procedures and norms, for minutiae
extraction and storing, image compression, etc. The standards for iris images in
UIDAI, ISO/IEC 19794-6 include recommendations of some sub-committees, for
example, ISO/IEC JTC 1/SC 37, introduced in 2010 [27]. Technical details, biomet-
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ric accuracy, and best practices for each type of modalities are explained in detail
[27]. International Telecommunication Union (ITU) suggests several organizations
which are involved in designing and developing standards for various purposes
related to biometric applications [28]. ISO and CEN are of those international
organizations mainly responsible for development of such standards; one more such
organization is International Electrotechnical Commission (IEC). NIST is an exam-
ple of national-level organization for development of standards; few more are there,
for example, Bureau of Indian Standards (BIS) and American National Standard
Institute (ANSI). Industrial consortia are also there like IEEE that has separate
consortium for this purpose as IEEE biometric consortium. There are numerous
committees and their sub-committees for technical standards developments [28],
such as:

• ISO/IEC JTC 1/SC 37 for biometric standards
• ISO/IEC JTC 1/SC 17 for standards related to personal identification
• ISO/IEC JTC 1/SC 27 for standards of security applications in IT systems

Electronic identity in Peru is DNIe (digital national identity) and Estonia has
ID-Kaart as identity card [28], and all of them follow some standards governed
by International Organization for Standardization, their committees, and sub-
committees. Biometric standards and databases are discussed in [29] for visiting
the USA.

1.5.2 Protocols

Protocols are used for an important task of dividing the databases into a number of
datasets. For example, we have a huge face database that involve faces of different
poses, different illuminations, and different face and head positions, and then the
database can be portioned into number of datasets based on poses, head positions,
illumination, etc. This process of partitioning is referred to as protocol which is
actually some set of rules responsible for partition [1, 30–32]. Anongporn presents
his doctoral thesis on authentication protocols used for biometric applications [33]
and suggested ProVerif model and CPV02 model. Comparison of various types of
models used as protocols was discussed in terms of different types of databases
portioned into a number of datasets. Focus was made on security protocols used for
authentication purpose.

1.5.3 Databases

Initially, in UID work, three databases were created as DB1, DB2, and DB3
[27]. DB1 covers 27 urban and 81 rural areas including 1351 images and single
impression sensor technology. This employed FIPS 2001 APL standard and also
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image quality specifications of FBI. DB2 includes 20,000 persons and 200K total
images all fingerprints segmented properly and prepared for database. DB3 has
5600 individuals that contain 56,000 images approximately [27]. This example
of databases for biometrics is what was used in UID project, and all biometrics
applications have their own databases separately for faces, fingerprints, and iris
images like NIST has its own databases satisfying various biometric standards. Few
other databases are described in [30] by Poh et al. in their report on biometric testing
and evaluation, and such repositories are:

• US-based biometric consortium.
• CASIA is a database of center for biometrics and security research China.
• NIST databases.
• AR face databases of Spain.
• AT&T databases of faces.
• BANCA, a multimodal database.
• CASE-PEARL face database.
• FERET databases of NIST.
• JAFFE, Japanese female face database of facial expressions.
• KFDB, Korean face database.
• Yale Face database.
• MCYT-DB, fingerprint database.
• FVC 2000, FVC 2002, FVC 2004, and FVC 2006 all fingerprint databases.
• ICE databases for iris images by Iris Challenge Evaluation.
• CASIA-Iris-V3 for iris images.
• Many others as multimodal biometric databases for vein and hand geometry.

Melissa [34] and Aglika et al. also focused on databases study and survey [35].
Coding scheme was suggested in [35] for designing and implementing the protocols
in multimodal biometric databases. Asma et al. studied extensively on multimodal
biometric databases [36].

1.6 Myanmar Sign Language Recognition

As discussed in the beginning, biometrics is most commonly used in a number of
security- and authentication-based applications. Based on modalities, the applica-
tions are classified. Speech recognition and face recognition are common biometrics
among all biometric methods. Speech biometrics falls under behavioral biometrics,
and face recognition is considered as physiological type of biometrics [1]. One more
important application of biometrics is sign language recognition which uses hand
geometry, palm geometry or movement which is very useful for people with hearing
and vision disability. Sign language, as its name suggests, helps the disabled persons
by communicating with the help of some gestures, symbols, and expressions. These
movements and gestures may be captured from moving images (videos) as well
as static images [1]. This section focuses on Myanmar sign language biometrics
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with implementation; sample results and discussion juts to showcase a case study of
biometrics.

1.6.1 Sign Language Recognition

Sign language biometrics or recognition is researched in many countries as per
their requirement, culture, and varying symbolic gestures [1, 37–55]. Thad et al.
studied American Sign Language using video captured from wearable device [37].
Hidden Markova model (HMM) was used and tested in MIT research laboratory.
Sana also implemented American Sign Language (ASL) using Otsu segmentation
method [38]. Helen et al. discussed about sign language recognition using linguistic
sub-units. The system used three types of sub-units for consideration which are
learnt from appearance data and 2D and 3D tracking data. Then the sub-units are
combined into a sign-level classifier with two options. HMM and sequential pattern
boosting are used that provided 54% and 76% accuracy, respectively. The work was
tested for big datasets having 984 signs, and it was observed that as the number of
signs increases, then the accuracy is adversely affected [39]. Assaleh et al. presented
sign language for Arabic language using HMM and resulted 94% of accuracy [40].
Razieh et al. implemented a multimodal biometrics for sign language recognition
using Restricted Boltzmann Machine (RBM). The system achieved about 90%
accuracy, but there is some difficulty on recognizing characters with low visual
interclass variability such as high hand post similarity [41]. Irene implemented Iris
sign language recognition [42]; Patil et al. on Indian Sign Language (ISL) in [43],
Brandon et al. on ASL using neural network [44], Wijayanti et al. on alphabet
sign language [45], Yanhua et al. [46] on Japanese Sign language Biometrics
[46], Joyeeta et al. on ISL using video signal as input [47], Deepali et al. on
ISL biometrics [48], Amit et al. on ASL [49], Paulo et al. on Portuguese Sign
Language recognition [50], Cao et al. on ASL [51], Alina et al. on sign language
biometrics [52], Dominique et al. on sign language recognition [53], and Fitri et
al. on alphabet sign language recognition are few major research contributions in
the field of sign language recognition [54]. Though there are several research works
on sign language biometrics, most of them suffer from lack of robust method and
robust databases.

1.6.2 Myanmar Sign Language (MSL) Recognition and MIIT
Database

Though there are numerous research on sign language biometrics, the research in
this area is limited. In fact, the number of research on MSL is almost insignificant.
However, there are significant amount of work in natural language processing on
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Fig. 1.2 Myanmar characters and numerals of MSL database

Myanmar language, grammar, and related analysis. One such work on MSL is
reported in [55] by Thit et al. on Myanmar sign language text analysis using genetic
algorithm which presents an overview of MSL biometrics.

We have attempted successfully to implement MSL using standard method and
shift invariant feature transform (SIFT) that operates on databases of MSL created
by our research group. Figure 1.2 shows the database developed by our research
group working at MIIT Mandalay Myanmar toward their undergraduate project
course.

The databases include arrays of alphabets and numbers [“Ka Gyi” “Ka Kway”
“Ga Nge” “Ga Gyi” “Nga” “Sa Lone” “Sa Lane” “0” “0” “Nya” “Ta Talin Jade”
“Hta Won Bell” “Dain Yin Gouk” “Dain Yin Hmote” “Na Gyi” “Ta Won Bu” “Hta
Sin Htoo” “Da Dway” “Da Out Chike” “Na Nge” “Pa Sout” “Pha Oo Htote” “Ba
Htet Chike” “Ba Gone” “Ma” “Ya Pa Lat” “Ya Gout” “La” “Wa” “Tha” “Ha” “La
Gyi” “Ah” “0” “1” “2” “3” “4” “5” “6” “7” “8” “9” “10”]. The symbols are recorded
as gestures of palm by the MIIT research team and recorded audio file also for each
number and alphabet. The symbolic representations of the characters were verified
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with the help of a school in Mandalay running for deaf and dumb people. Deaf
charity Mandalay Myanmar helps in collecting database and other gestures were
recorded. All 33 alphabets (from “Ka” to “Ah”) and 11 numbers (“0” to “10”) are
created and recorded as images. We also created sound or audio files for all these
data with the help of Google Translate Text to Speak (TTS) assistant. Then, some
preprocessing was applied to resize and reformat the images.

1.6.3 MSL Implementation and Results

The SIFT algorithm [1] is implemented for recognition of Myanmar Sign Language.
SIFT extracts key points for matching, and while testing, key points are matched
against those stored in database of key points. Key points may be considered here
as template representation [1]. The steps of SIFT can be simply interpreted by the
following:

• An input image of any gesture can be recognized with comparison of the image
against databases of the images. The images are not stored as images but kept
inside template database.

• Euclidean distance is used to match the images based on nearest value using
feature vector stored inside the database. Feature vector is only the template here.

• SIFT has its meaning due to inclusion of scale, location, and orientation value
which are extracted from the images and thus making the method appropriate
and can take any orientation of input image.

• Clusters of feature vector are determined using Hough transform.
• Features are of two types, detector and descriptor. Frames are extracted by

detector having some variations. Descriptor connects the regions and makes
association to the images so that features become invariant of shift, scaling,
rotation, orientation, and illumination variation.

• The images that were subjected to the method are gray scale images in order to
reduce the computation time and save memory. Thus, all input images captured
originally as color images are converted into gray scale before they are subjected
to various stages of MSL recognition.

Figure 1.3 shows the steps in concise manner where preprocessing, initialization
of databases, and creation of feature vector are important components of MSL
biometrics.

The detailed flow diagram for implementation of MSL biometrics is shown in
Fig. 1.4 where almost all stages and their functionalities are self-explanatory. If
more than one result is produced, then threshold value or Euclidean distance is again
checked and evaluated until we get a single and decisive output.

Now, results for an image are shown here to highlight the working of the method
for MSL biometrics and Myanmar database. Figure 1.5 shows an original image
from the MIIT database, and Fig. 1.6 is the grayscale image of Fig. 1.5.

SIFT frames and peak points can be seen in Figs. 1.7 and 1.8.
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Initialize Databases
and Threshold value 

Process the database 
images with SIFT Al-

gorithm 

Create a new data-
base to store the data of
keypoints and distances
from database images 

Preprocessing

Fig. 1.3 Main stages in MSL recognition

Input 

Compare the data of input image with

each of preprocessed database images 

Calculate the key-points 

Select the candidates with high

validity ratios 

More than

one result? 

Change

threshold val-

ues 

Result

Process selected data-

base images with SIFT

Algorithm

Yes

No

Process input image

with SIFT Algorithm  

Fig. 1.4 Flow of steps for implementation of MSL recognition
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Fig. 1.5 Original image as
input

Fig. 1.6 Gray scale image of
input

Fig. 1.7 SIFT frame
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Fig. 1.8 Test SIFT peak
threshold parameter

Fig. 1.9 Matching between features in two images

Fig. 1.10 Peak threshold 0

Fig. 1.11 Peak threshold 10

Descriptors help in finding similar regions in two images on the basis of matching
key points in test image against image in database, as can be seen in Fig. 1.9.

Detector controls two values, peak threshold and edge threshold, as shown in
Figs. 1.10, 1.11, 1.12, and 1.13. The number of frames that were detected for
different threshold values are shown in figures.

Similarly, the results highlighting the number of frames for different values of
edge threshold are shown in Figs. 1.14, 1.15, 1.16, and 1.17.
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Fig. 1.12 Peak threshold 20

Fig. 1.13 Peak threshold 30

Fig. 1.14 Edge threshold 3.5

Fig. 1.15 Edge threshold 5

Fig. 1.16 Edge threshold 5.5

Fig. 1.17 Edge threshold 10

Fig. 1.18 A GUI for testing

Now implementation of MSL biometrics on MATLAB platform is briefly
presented with the help of GUIs obtained while implementing and testing the work
for Myanmar Sign Language recognition. Figure 1.18 shows a GUI for testing the
work, and an input image is given in the system as can be seen in Fig. 1.19.



18 G.R. Sinha and Pyae Sone Oo

Fig. 1.19 An image given as input

Fig. 1.20 Myanmar alphabet “Ta Talln Jade” recognized with suitable audio

We can see that the Myanmar alphabet “Ta Talln Jade” is recognized, and the
images being tested and database image are the same. Most important feature of
this work is that the audio is also associated with the sample being matched which
can greatly help deaf and dumb people (Fig. 1.20).

Figure 1.21 shows the result for Myanmar alphabet “Ka Gyi,” and alphabet
“Nga” is shown in Fig. 1.22.

Figure 1.23 shows result of MSL biometrics for alphabet “Sa Lane.” Result for
number “1” is shown in Fig. 1.24, and “7” is shown in Fig. 1.25.
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Fig. 1.21 Myanmar alphabet “Ka Gyi” recognized with suitable audio

Fig. 1.22 Myanmar alphabet “Nga” recognized with suitable audio

Fig. 1.23 Myanmar alphabet “Sa Lane” recognized with suitable audio
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Fig. 1.24 Myanmar number for “1” recognized with suitable audio

Fig. 1.25 Myanmar number for “7” recognized with suitable audio

1.7 Conclusions

The present chapter discussed overview, history, and background information
of biometric techniques. Biometric databases, protocol, and standards were also
presented with a number of real-time examples. An emphasis is given to Myanmar
Sign Language recognition which has worked well with validation of results in terms
of sound associated with each symbol or gesture.
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Chapter 2
Handling the Hypervisor Hijacking
Attacks on Virtual Cloud Environment

Su Su Win and Mie Mie Su Thwin

2.1 Introduction

Early on year 2000, virus writing was so popular in all ICT ranges. The enormous
amounts of virus took place in the field of cyber domain, and millions of hosts
are infected. The name of the virus, so-called the Sober virus, infected and spread
out over 218 million machines in 7 days. The email virus, Mydoom, was sent to
about 100 million of machine as an infected email. The I LOVE YOU virus affected
55 million of machines by gathering usernames and passwords. These attacks were
just about boasting, not to earn money.

In the last decade, virus writing is old-fashioned or out-of-date. Then, it was
the time of malware and phishing attacks. They were hacker’s intentional target for
financial purpose by deceiving every individual to get username and password from
innocent users.

After that, new-generation, cloud environment will easy to use for the people.
Conventional management and control platforms are countering huge challenges
concerning with security. So, next-generation systems will require to be more
dependent and flexible for more secure cloud environment. The cloud computing
architecture model can solve the problem associated with resource utilization,
allocation, managements, etc.

However, many elements for example, well-styled architecture of cloud system
are still not flexible and difficult to modify, adapt, and change to be associated
with this fashion. It consists of crucial network topologies, many components, and
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dimensions of the user control over infrastructure as a service, platform as a service,
or software as a service.

Nowadays, otherwise, in current modern era, we have to move our private
information and data from local workstations and servers to cloud computing
architecture where all of these data are very attractive and live behind the cloud
service provider. So the game of the hacking process is changing and encounters
new technical challenges.

Behind the scenes of the cloud computing is virtualization infrastructure. The
meaning of virtualization is a construction of virtual (rather than actual) machines
which can run multiple operation systems on a single PC or device, but it has to
share all hardware resources, for instance, servers, storage devices, network devices,
operating system, desktop, and applications virtualization.

The main idea of virtualization is to share IT properties and resources in order to
get benefits from abstraction of layers in business, organizations, and all government
sectors. The physical machine which creates the virtual machine is referred to as
host machine and is also known as a guest machine.

One standard example in virtualization environment is hypervisor. A hypervisor
is located in a place between the virtual machines (VMs) and the real physical
hardware device. By using this kind of software, layer abstraction separation
provides a great chance for system admin to be more flexible when managing and
controlling virtual machines.

However, because of the common connection between VMs and physical layer,
hypervisor can be regarded as a risk carrier when compromising and propagating
of threat and risk. Unlike physical network architectures, it is difficult to see log,
countermeasure function like penetration testing (network pen test) and scanning.

The complexity of virtualization with a new challenge is hyper-jacking; the new-
born hyper-jacking revolves around the business world’s emerging enthusiasm for
application, operating system, and issue of virtualization. Hyper-jacking expresses
the hypervisor stack jacking. Hyper-jacking involves setting up a rogue hypervisor
that can acquire complete control of a server.

Hyper-jacking or hypervisor attack is a great approach not only compromising
a server and stealing data but also in maintaining the persistence. As soon as it is
getting control of the hypervisor, it can control everything running on the machine.
The hypervisor is the single point of failure (SPOF) in cyber security, and if it is
lost, protection of sensitive information may also be lost. This increases the degree
of risk and exposure may be large. Today, the conventional security monitoring and
measure tools are inadequate to harden the operating system, so machine can be
compromised. Figure 2.1 shows before installation hypervisor on PC and after attack
on a hypervisor.

Although cloud computing has plenty of benefits with virtualization, it brings
numerous amount of security vulnerabilities. This paper presents three objectives:
firstly, to understand the terms of virtualization vulnerabilities in cloud computing;
secondly, to recognize the virtualization threats; and, thirdly, to give the mitigation
technique and awareness knowledge for hypervisor attacks and hyper-jacking-style
threats that include a particular type of malware called virtual machine-based
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Fig. 2.1 Illustration of
layer-wise hypervisor attack

rootkits and also revel avoiding methods with behavior-based hypervisor detecting
method.

2.2 Related Works

Till now, central processing unit (CPU) of Intel and AMD processor is vulnerable,
and it is difficult to find out with build-in discovery tool to make countermeasure
secure hypervisor handling [1]. So this is an important research topic of security
issue, and all researchers have to try to solve this kind of challenges. The proposed
system reveled exploration, classification, and analysis of vulnerabilities and types
of attacks in virtualization environment by using open-source detection software.

The first and foremost of rootkit that happen on hypervisor is started in 2006
and developed by Joanna Rutkowska. The name of the rootkit is so-called Blue Pill
[1]; it is the first, real, and effective hypervisor rootkit that used driver based on
windows utilized in AMD central processing unit [2]. Similarly, at the same time,
in 2006, Dia Zovi was developed MAC OS and Intel central processing unit, and
Vitriol. Then, detection on hypervisor started in 2007 [1].

Fannon was presented and made analysis in 2014 to prove that the comparison
between two hypervisors [3]. Vitriol and Blue Pill became prominent tools in
information technology (IT) security environment and had persuaded the formation
of many different hypervisor detection methods and approaches.

The exposure of detection technique can be categorized into four groups:
behavior-based, detection-based, signature-based on the trusted hypervisor, and
time-based detecting analysis. The technique with signature-based detection utilized
memory scanning of hypervisors’ design and pattern. The other three categories are
based on the interaction and collaboration with a hypervisor [3].

Blue Pill [4] and Vitriol [5] were famous development projects in recent years,
when system is in a run time stage that installs and puts in malicious code to the
hypervisor. At the primary stage, hypervisor exists as an international standard
machine; the above mentioned two projects are able to insert a malicious code to
hypervisor on a memory where there is no need to reboot process.
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The system of hacking explains the fast improvement in the new programs that
make the codes, offering a better security to the system with more efficiency. The
expression cracker also belongs to the same field; it makes use of the hacking skills
for the unlawful purposes like email id, intruding into other system. Hacking has
different types such as backdoor hacking, viruses and worms, Trojan horses, denial-
of-service attack, anarchists, crackers, kiddies and ethical hacking [1].

Hyper-jacking attack controls on a hypervisor to compromise the instance VMs.
As a consequence of this kind of attack, the hacker takes over the management and
control of the guest operating within VM environment; virtualization server and the
host OS will be stilled active and in use. Traditional security mitigation techniques
are not adequate because the security measures on the guest VMs or sever do not
know that host operating system itself has been compromised. If hyper-jacking is
achieved by an attacker, he needs to have a processor that can do hardware-assisted
virtualization to access the host. Attacker may convince the admin or user to install
some malicious code to attack the hypervisor.

2.3 Background Theory of Proposed System

2.3.1 Virtualization Concept

In the era of information technology, the fundamental change is happening in
cloud computing with virtualization; this means that the combination (mixture) of
hardware and software engineering process that creates virtualization and it can run
on the same platform with multiple operating systems (Fig. 2.2).

Fig. 2.2 Illustration of layer
abstraction in virtualization
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Virtualization process becomes critical for business and organization to seek
better resource providing, less hardware, easy IT management with economically.
But virtualization is a complicated scheme and continually evolves with certain risks
concerning hypervisor security. The concept of virtual machine allows the following
functions such as isolation, server consolidation, portability, application portability,
suspend, and restart.

Based on the data center technology, types of virtualization can be classified
below:

• Hardware virtualization
• Network virtualization
• Storage virtualization
• Server virtualization
• Operating system virtualization
• Desktop virtualization
• Application virtualization [6]

2.3.2 Detection Method Based on Behavior Approach

Detection method based on behavior technique only depends on the system activity,
and it can be categorized into two parts: the system with hypervisor and system
that starved off a hypervisor. There are three kinds of detection method based on
behavior technique shown in (Fig. 2.3). Translation look aside buffer TLB-based
detection and methods based on errors in hypervisors and errors in CPUs [7].

Fig. 2.3 Classification of hypervisor detection methods
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2.3.2.1 Translation Lookaside Buffer TLB-Based Approach

Translation lookaside buffer detection approach is likely to be applied at caching
memory that stored and used to get more address translation speed to sense a
hypervisor [1].

Translation lookaside buffer detection approach includes a set of virtual and
physical address; it may be recently accessible to the system. Whenever the
operating system has to get access to the memory, translation lookaside buffer entry
is looking for this corresponding address. If needed, requested virtual address is
exist in the Translation Lookaside Buffer, they saved and retrieved physical address
to contact memory.

VM exit guide shows the translation lookaside buffer when a hypervisor is
present. On the other hand, without hypervisor, such permission and authorization
cannot occur. This is because detection hypervisor reduced checking translation
lookaside buffer approach content; this can be done by numerous alternate behav-
iors, for example, by editing or modifying page table entry (Myers and Youndt 2007)
[3].

But, translation lookaside buffer detection approach does not work on central
processing units of AMD and other Intel central processing units. The new extra
additional translation lookaside buffer fields ASID and process-context identifier
will not allow VM exit (virtual machine exit) flush level translation lookaside buffer
(TLB) [3].

2.3.2.2 CPU-Based Detection Approach

By using the help of bugs and some instructions in convinced central processing unit
model, a hypervisor can be detected whether it (rootkit) is present or not. Other kind
of bugs like VMSAVE 0x67 that also freezes the system too. The prefix run time and
execution of the VMSAVE 0x67 can halt the virtualization system. These error and
bugs occur with hypervisor. If without hypervisor, this kind of error cannot occur
(Barbosa 2007). This detection method can be found and applicable in obsolete
central processing unit and requires nontrivial adaptation to new central processing
units [3].

2.3.3 Hypervisor Model

Hypervisor is a software that distributes and shares computer resources (for
instance, processing power unit, random access memory, storage, etc.) in virtual
machines, which can be communicated to other computers in the network. It creates
virtualization layer that makes server virtualization possible and offers people to
share resources. So, the users have to run applications without heavily relying on
powerful desktop computers that are costly. Moreover, system administrators can
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Fig. 2.4 Types of virtualization design chart

also use the hypervisor to monitor and manage VMs with Virtual Machine Manager
(VMM). There are two types of hypervisors, and the following are some examples
of hypervisors [1] (Fig. 2.4):

• VMware ESX/ESXi
• Hyper-V
• VMware Workstation
• Oracle Virtual-box
• Fusion
• Virtual Server
• Xen Server

2.3.3.1 OS Virtualization

According to Vangie Beal [8] assumption, operating system virtualization refers to
the use of software by allowing system hardware to run multiple instances; operating
system lets the users to execute different applications.

2.3.3.2 Hardware Emulation

Hardware emulation is generally used to debug, fix, check, and verify a system under
enterprise design plan. An administrator has to use hardware emulation if he needs
to run an unsupported operating system (OS) within a virtual machine (VM). In such
a scenario, the virtual machine does not have direct access to server hardware [9].
Nowadays, virtualization technology can available both free or commercial use. For
instance, VMware ESXi, VMware VMs server, Microsoft virtual server, and Xen
Server.
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Fig. 2.5 Example
demonstration of type 1
hypervisor model
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Type 1 hypervisor is loaded directly to hardware; Fig. 2.5 shows the type 1
hypervisor and the following are the kinds of type 1 hypervisors (Fig. 2.6):

• VMware ESX/ESXi for VMware vSphere
• Hyper-V for Microsoft
• Xen Server

Type 2 Hypervisor

On the other hand, type 2 hypervisor is loaded in an operating system running on
the hardware that is our laptop or desktop, for example (Fig. 2.7):

• VMware workstation
• Oracle Virtual-box
• Virtual Server
• Fusion for Mac OS

2.3.3.3 Para-Virtualization

Para Virtualization is more complex than hardware emulation technique that
mentioned above. It multiplexes access and administrates to hardware infrastructure
resources, offering great performance and requiring guest OS modification before
deployment, for example, Xen (open source) [8].
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Fig. 2.8 Hyper-jacking attack model

2.3.4 Hypervisor Hijacking Thread Types

Hyper-jacking is a kind of attacking in the place where a hacker takes malicious
control over the hypervisor that creates the virtual environment within a virtual
machine (VM) host. The idea of that attack is to target the operating system that
is below that of the virtual machines so that the attacker’s program can run and the
applications on the VMs above it will be completely oblivious to its presence [10]
(Fig. 2.8).

Hyper-jacking includes installing a malicious activity, fake hypervisor can
manage and control to accomplish the entire server system. Regular security
measurements are ineffective to secure the system because the operating system is
not aware that the machine has been compromised. In hyper-jacking, the hypervisor
mainly works in stealth mode is to run under the virtual machine; it is more
difficult to detect and more likely gain access to computer servers which affect the
operation of the entire institution, company, or business organization. If the hacker
gains access to the hypervisor, everything that is connected to that server can be
manipulated. The hypervisor represents a single point of failure when it comes to
the security and protection of sensitive information. For a hyper-jacking attack to be
completely successful, a hacker will have to take control of the hypervisor by the
following methods:

• By injecting a rogue hypervisor under the original hypervisor
• By using direct control of the primary hypervisor
• By attacking rogue hypervisor on top of an existing hypervisor definition concept

Hypervisor vulnerability is defined that if hackers manage and achieve to
compromise hypervisor software, they will release access to every VM and the data
stored on them. While hypervisors are overall well-protected and robust (strong),
security specialists can say that hackers will finally discover a bug in the software
like a zero-day attack.
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Currently, Reports of hypervisor hijacking attacks are very rare and limited;
but in concept assumption, cybercriminals can run a program that breaks out of
a VM and has direct interaction to the hypervisor. From this step, they can control
everything, from access privileges to computing resources. There are three types of
hypervisor threats:

• Internal threats
• Technology threats
• External threats

The VMs and hypervisor allocate as a distributed nature. So, another point of
weakness in vulnerability is the network. Since hypervisors distribute VMs via the
business organization network, they can be susceptible to remove intrusions and
denial-of-service attacks if we don’t have the right protections in that position. These
are some types of common attack vectors [11].

• Virtual CPUs
• Software memory management units
• Interrupting and timer mechanisms
• Input and output (I/O) and networking
• Virtual network layer (e.g., vSwitch)
• System calls or hypercalls
• Hypervisor add-ons or extension

These are some recently happened threats types:

• Vulnerability from outdated operating system and lack of active patching
• Poor network performance (every VM can have a resource cost)
• Intel disclosed Spectre-like L1TF vulnerabilities, August 17, 2018
• Hardware debug documentation leads to widespread vulnerability, May 11, 2018
• AMD patches in testing with ecosystem partners, May 04, 2018 (Fig. 2.9)

In any fields of the system, there are pros and cons, opportunities and challenges.
In virtualization technology, it has many aspects of IT management, but the nature
of virtualization may also have complicated task of cyber security control in a new
threat vector point of view.

2.4 Serious Vulnerabilities in Virtualization

The following sections are phenomena of risk of virtualization that occur when the
number of virtual machines on a network reaches a place where the administrator
cannot control and manage these VMs effectively. The session shows some attacks
with virtual machine and their serious, critical vulnerabilities and so on.

VM architecture and setting are variations of common threats such as denial-of-
service attacks, session hijacking attack, DNS hijacking attack, others still hugely
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Fig. 2.9 Taxonomy of virtual
machine vulnerability to
persuade threat

Hyper Jacking

Guest OS VM

Incorrect  VM

VM Escape

Unsafe VM 

Migration

Attack on live

VM Migration 

VM Sprawl

DoS Attack

Hypervisor

Modification 

Inside Attack

Outside Attack

Active and Passive Attack

Control Plane

Data Plane

Migration Module

Trinoo

Shaft TFN2K

Tribe Flood

Stacheldraht 

exist as a theoretical but are likely approaching as buzz and means increase. That
kind of critical weaknesses are discussed as follows.

2.4.1 VM Sprawl

Virtualization technology is not only improves hardware efficiency but also reduces
time and cost. VM sprawl is one of the biggest issues that facing many business
organizations using desktop and server virtualization. VM sprawl can occur many
VMs on a network where administrator lost control on his virtual machine. Attackers
can get opportunities because of lack of systematic monitoring resources [12].

2.4.2 Hyper-jacking Attack

Hypervisors are hijacked to gain access and control of VMs and its data. Hyper-
jacking attacks can occur both type 1 and type 2 hypervisor. Although type 2
hypervisors run over a host OS, type 2 hypervisors can be regarded as a theoretical
approach because this type of hyper-jacking is very rarely found in real-world
virtualization environment due to difficulty of direct access to hypervisor. However,
this type of attack can be considered as a real threat, and administrator should plan
and prepare for it as an offensive nature [13].
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2.4.3 VM Escape Method

In order to get direct access to the hypervisor, guest operating system escapes from
their VM encapsulation. This kind of opportunity gives the attacker for all access
to VMs, if guest and host privileges are high. This kind of attack is also not well-
known by all attackers, but administrators and experts have to consider VM escape
as the most serious threats in VM security [13].

2.4.4 Denial-of-Service Attack

An attempt to deprive victim’s resource to make unavailable for authorized users
by shutting down the services. The attackers targeted different resources such as
network resources (data store, CPU and servers) [13].

2.4.5 Incorrect VM Isolation

VM isolation has an important role to make virtualized environment safe. For
secure and right sharing resources, VMs have to be isolated from each other. When
communication between one VM to another VM, they should be restricted just like
a traditional physical machine with physical firewall. On the other hand, because of
the poor control and security policies, it can lead to the isolation breaches in VMs.
Attackers can exploit and cause incorrect VM isolation which can reduce the VM
performance [13].

2.4.6 Unsecured VM Migration or VMotion

This kind of event occurs when VM migrated to a new host machine with lack of
security policies and configuration updated. Then, host and other guest operating
systems are more vulnerable, and attackers can get more chance to attack because
of no awareness of system’s weaknesses, vulnerabilities, and alerts by system
administrators [13].

2.4.7 Host and Guest Vulnerabilities

Because of multiple weaknesses of windows and operating system, some host
and guest communications have several system vulnerabilities in virtualization
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environment. Similar to that, other systems can lead to vulnerabilities such as in
email, web browsing, and network protocol. But co-hosting and virtual linkages can
make serious attack and cause VM damaging effect [13].

2.5 Hacker Lifestyle

The act of accessing computer system and network without authorization is called
hacking. The person who conducts this activity is referred to as hackers. The attacker
will conduct many preattack activities in order to obtain information successfully.
Frequently, they can alter or change or modify security systems for the success
of hacker’s business goal; it can differ from the actual purpose of the system [1].
Nowadays, many organizations hire hackers as their staff to find system flaws,
weakness of organization, and vulnerable areas to be a good security system or
organization and prevent malicious hackers who are breaking into the system [1].

2.5.1 White Hat Hacker

White hat hackers are good person and also referred to as an ethical hacker. They
are working with organizations to harden the security system and to get more
profit for the organization. A white hat hacker legally has permission to exploit
the targeted system of the organization and compromise or tested machines within
the prescribed rules or setting in advanced rules of engagement. Individual hacker
specializes in and analyzed ethical hacking tools, techniques, and methodologies to
secure an organization’s information systems [1].

Not having the same function of the black hat hacker does, ethical hackers have
to exploit security network flaws and look for backdoors when they are legally
permitted to do so and get an authority. This kind of hackers always tries to disclose
every vulnerability they find in the company’s security system so that it can be fixed
before they are being exploited by malicious actors [1].

2.5.2 Black Hat Hacker

The meaning of black hat originated and came from Western movies, where the bad
guys wore black hats and the good guys wore white hats [1].

A black hat hacker is an individual person who attempts to gain unauthorized
entry into a system or network to exploit the organization’s information for
malicious reasons. The black hat hacker does not have any permission or authority
to compromise their targets. They try to inflict damage by compromising security
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systems, altering functions of websites and networks, or shutting down systems.
They often do so to steal or gain access to passwords, financial information, and
other personal data [1].

2.5.3 Gray Hat Hacker

Grey hat hacker exploits networks and computer systems in the way like a black
hat hacker does. They do not intend to do any malicious activity like black hat
hacker, disclosing all loopholes and vulnerabilities to law enforcement agencies
or intelligence agencies. Usually, grey hat hackers hack into computer systems to
notify the administrator or the owner that their system/network contains one or more
vulnerabilities in order to be fixed immediately. Grey hats hacker may also extort
the hacked, offering to correct the defect for a minimal cost [1].

2.6 Cyber-Attack Lifecycle

The characteristic of cyber-attack lifecycle can be categorized as follows:

2.6.1 Phase 1: Reconnaissance

This is the initial step of information gathering stage. Attacker collects targeted
organization’s information as possible as he can via several ways in order to satisfy
the goal of the attackers such as financial gain, intentional brand damage, and
accessing sensitive information [14].

2.6.2 Phase 2: Initial Compromise

After reconnaissance stage, the next step is initial compromise phase. In this stage,
attackers break out the system, gaining access to the internal network via bypassing
the defended perimeter (Firewall). Sometimes, hacker used by compromising user
account or system. Attacker always used to deceive the victim with phishing email
or spear phishing attack. Once the victim’s machine gets an email in their mail
inbox and attachment is opened, this suddenly generated malware is controlled by
the attacker. This stage can get benefit for attacker to get further instructions such as
lateral movement [14].
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2.6.3 Phase 3: Establish Foothold

After phase 2 stage, this phase immediately followed the initial compromise step.
Typically, this phase 3 involves the attacker downloading some malicious software
in order to establish command and control and persistent, long-term, remote access
to victim’s machine [14].

2.6.4 Phase 4: Lateral Movement

After being connected and gaining access to the internal network, attacker uses
lateral movement to look for another additional system to compromise user account,
privilege level. Attackers use this technique to go further step through the network
when they search for the organization’s key data and assets [14].

2.6.5 Phase 5: Target Attainment

After the malicious software activities have established at a lateral movement
connection with multiple machines in the network, another step will be carried out
for unsolicited authorization, account compromising, and privilege escalation [14].

2.6.6 Phase 6: Ex-filtration, Corruption, and Disruption

This is the final phase of attack, the permission escalated are used to transmit
data whole of the network, it is called ex-filtration [14]. They steal sensitive
information from the business organization and corrupted critical information
resources including delete file and disruption.

2.6.7 Phase 7: Malicious Activities (Fig. 2.10)

Normally, threat lifecycle in cloud computing is the same as the traditional network
environment.
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Fig. 2.10 Hacker attack life cycle

Table 2.1 IP addresses domain of experimental lab

No FQDN IP address System Installations

1 vcenter.domain1.site 172.16.10.1 Windows 2012 R2 DNS, DHCP, NAT, NTP,
and VMware vCenter
Server

2 esx1.domain1.site 172.16.10.11 VMware ESX ESXi 5.0
3 esx2.domain1.site 172.16.10.12 VMware ESX ESXi 5.0
4 nas1 .domam1, site 172.16.10.21 NAS Openfiler
5 research.domain1.

site
DHCP Windows XP

(Management PC)
VMware vSphere Client

2.7 Implementation Framework for Protecting Mechanism

2.7.1 VM Creation of Virtual Network Configuration

In this experiment, the system tested both type 1 and type 2 hypervisor attack on
hypervisor hijacking attack.

As first step of proposed system design, a virtual environment was created for
both type 1 and type 2, and the networks were configured on the host server machine,
with one network allowing access to the Internet and an internal one with the IP
address range shown in Table 2.1 and Fig. 2.14 as IP address domains. For type
2 hypervisor, 10.0.0.0/24 is used to communicate between the virtual machines.
Then, the Management VM was created with Linux open-source software through
a desktop environment installed, before the network interfaces were configured and
SSH (Secure Socket Shell) access was enabled for remote access.

The next step is the creation of the basic VM template which was used to create
a total of three VMs for the internal network by installing their respective servers
one by one (Figs. 2.11 and 2.12).
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Fig. 2.11 Configuration of
virtual machine in
experimental lab
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Fig. 2.12 Configuration of virtual machine in tested system of type 1 hypervisor
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Fig. 2.13 Configuration bridging of virtual machine in type 1 hypervisor

During the setup, the following stages are configured:

• Free version of hypervisor to manage the virtual machine
• Required to navigate each hypervisor to monitor for attackers
• Configuring the pre-allocation of processor cores and memory resources
• Using virtualized I/O devices to apply services
• Monitoring modifications to the guest OS to perform all system discovery during

boot setup
• Setting up (NIC) card for the guest virtual machine in more direct contact with

the underlying hardware (Figs. 2.13, 2.14, 2.15, and 2.16)

2.7.2 Tested Methodology

In VM preparation for type 2

Step 1: Kali Linux is configured as main attacking platform.
Step 2: In virtual box configuration, change Kali network NIC for NAT mode

to Bridge.
Step 3: Setting login password with username = root, password = root.
Step 4: Open terminal window and type ifconfig command.

The IP address of Kali Linux will show 10.0.0.12/24.
The system used the following steps to achieve successful VM configuration.

After the package installation process, it can use the following commands.
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Internet

Public IP server

management VM

10.0.0.1/24

10.0.0.11/24 10.0.0.12/24 10.0.0.13/24

Public IP VM

Switch Internal network

Fig. 2.14 Tested in type 1 hypervisor environment of virtual machine

Fig. 2.15 Command line tested to show hypervisor type
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Fig. 2.16 Perl script of
command line in detail

Step 1: #service libvirtd start
Step 2: #chkconfig libvirtd on
Step 3: #systemctl enable libvirtd.service
Step 4: #virsh list
Step 5: #mkdir -p /home/vmsserver-FM
Step 6: [root@server] # virsh
Step 7: virsh # help
Step 8: virsh # list –all
Step 9: virsh #dominfo server-VM
Step 10: virsh # start server-VM
Step 11: virsh # shutdown server-VM

Many virtualization implementations run on Linux system (some also can run
windows). Some are quite easier to set up and manage than other kind of imple-
mentation method. In this section, the system tested both high-level virtualization
and common virtualization concepts as a type 1 (bare metal) hypervisor and type 2
(hosted) hypervisor.

2.8 Behavior-Based Analysis for Hypervisor Detection

Intrusion detection systems (IDSs) have a vital role for infrastructure security in
cloud computing which are designed to detect log and incident response for using
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Fig. 2.17 Cloud-based
intrusion detection system

IDS in cloud 
computing

Network 
based IDS

Distributed 
IDS

Hypervisor
based IDS

Host based 
IDS

unauthorized behavior both in real time and after the event. In cloud computing,
there are four types of IDSs systems such as network-based IDS, host-based IDS,
hypervisor-based IDS, and distributed IDS as shown in Fig. 2.17.

Behavior-based detection approach is a proactive approach method to manage
security incidents that include monitoring and see log process for abnormal behavior
of users, devices, network, and servers in order to block (stop) suspicious events.
This model depends on a collection set of normal behavior like users and traffics.
If the activities or pattern is considered as abnormal, the system is regarded
as suspicious (malicious) activities. Behavior-based detection approach analyzes
data and application based on unknown attacks. On other side, knowledge-based
technique is used known attack. For unknown attack, there can be high false positive
rates; any new traffic pattern can be regarded as suspicious. This model can detect
zero-day attack (Table 2.2).

2.9 Protecting and Mitigation Technique for System
Hardening

The major important primary technique for secure hypervisor is to keep separate
from usual traffic. The access to guest operating system should be defined by
restricting the access to the hypervisors with the intention of avoiding hyper-jacking
attacks (Tables 2.3, 2.4, and 2.5).
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Table 2.3 Analysis of hyper-jacking attack and mitigation technique

Attack mechanism Mitigation technique

DoS Attack Disable IP broadcast
Disable unused services
Deploy firewall rules
Deploy IDS policy and rules
Apply security patches on host

Live VM migration Encryption of data by the hypervisor
Use IPsec tunnel
Source virtual machine monitor level virtual firewall
Destination virtual machine monitor level virtual firewall

Hyper-jacking Separate traffic from usual traffic
Restrict the access
Regular patches

VM escape Should be provided access based on role
Host should run only the required resource-sharing
functionalities/services
Guest OS should run less number of application to avoid any pen test

VM sprawl Restrict the access
Should be provided access based on role
Should be made periodic verification
Properly turn off identified idle VM

Guest OS
vulnerabilities

Periodically perform the patching process
Adopt firewall applications and traffic
Really needed applications should be installed

Hyper-wall Combination of another model for more security
Confidentiality and integrity protection
Multi-facilitated functions compared with others

Table 2.4 shows some integrity of virtual machine monitoring security techniques

Tools Description

Hyper-safe The lightweight approach of hypervisor for controlling flow of integrity
check to provide lifetime

Hyper-sentry To provide stealthy and in context measurement for precisely
measuring integrity
System management mode weakness and limitation, NOVA appears

Table 2.5 shows control flow integrity of virtual machine

Tools Description for mitigation

Non-bypassable
memory lockdown

Endue VMM with self-protection
Protect memory page and attribute from malicious modification

Restricted pointer
Indexing

Memory page and control data protection
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2.10 Future Studies

Going forward for future research, this paper will discuss in more detail mea-
surement of security that yields comparison results to take achievement in more
virtualized implementations to meet the needs of current customer issues and
requirements.

2.11 Conclusion

In this proposed system, a very recent and fresh comprehensive survey on virtual-
ization threats and vulnerabilities is presented with the classification of hypervisor
hijacking attacks with existing defense mechanisms. The purpose of this paper
is introducing the approach that intended to harden and protect the business and
organization’s values in the virtualization environment which is mostly used in
modern cloud architecture. The system tested both type 1 and type 2 hypervisors.
Actually, there is a very rare report of type 1 hypervisor hacks, but according to the
theoretical assumption, any cybercriminal can run a program and break down the
system of virtual machine. So as an administrator’s point of view, he/she should be
prepared for this kind of attack as an offensive nature. So, hardening hypervisor
hijacking attack on the virtual reality is an actual successful proof of concept
as a real-world threat. Although virtualization threats and attacks are listed and
categorized in this paper, luckily, high impact hypervisor attack on virtualization can
be avoided by using behavior-based detecting method. Most of the motivation and
methods of traditional threats and attacks are basically the same in VM environment.
So, administrators may have to encounter and face with similar attack technique.
Anyway, security is very long and hard process to protect the organization, for all
layers to harden.
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Chapter 3
Proposed Effective Feature Extraction
and Selection for Malicious Software
Classification

Cho Cho San and Mie Mie Su Thwin

3.1 Introduction

Due to the growing of malicious code in the information technology and cyber
security, the knowledge and understanding of new unknown malicious code or
program protection is an important trend in the suspicious software detection system
using machine learning (ML) methods. There are normally two ways to carry out the
suspicious software analysis, static and dynamic analysis for detecting and finding
the new malware.

The process of analyzing the software or program without executing the program
is referred to static analysis that can classify and detect the known and unknown
malicious code [1]. It is the first approach for analyzing and detecting the malicious
software that has been stated in [2]. The static malware analysis examines the
assembly code of binary file to identify the retrieve flow of code and sequential
instructions without actually executing the executable sample [7]. Reverse engineer-
ing is a common approach to extract static information from a binary. Disassembly
and hexadecimal dumping of binary file are the two main techniques to pre-process
and get static features from the sample [4]. A disassembler tool can be used to
decompile Windows executable files, such as IDA Pro and OllyDbg, that display
assembly instructions, provide information about the malware, and extract patterns
to identify the attacker’ desire.

In [5] static or code analysis is faster and simple than the other analysis.
However, it cannot be effective for obfuscated and complex malware and might
leave the significant malicious behaviors. Additionally, the obfuscation techniques,
polymorphism, metamorphism, compression, encryption, and run-time packing,
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introduced by malware authors, lead static analysis complicated, time-consuming,
and nearly unfeasible. Thus, malware analysts and researchers developed and
performed dynamic method which is more effective than static to the obfuscation
techniques.

The dynamic or run-time analysis method performs the running or executing the
malware in a safe and controlled environment. It inspects the malware dynamic
behavior to decide which function or system calls are intercepted sequentially,
which is also called hooking method, by a malware to determine the nature of
suspicious file behavior in a virtual machine environment [7].

Another way to analyze the malicious file is using sandbox. NIST defines the
sandbox in [8]: it is a security model where applications/programs are run within
a safe environment or a sandbox. Sandboxes record the changes of file system,
registry keys, and network traffic and then generate standardized report format.
There are common sandboxes that can leverage a quick analysis for malicious files.
Sandboxes such as GFI Sandbox, Anubis, Joe Sandbox, ThreatExpert, and Cuckoo
Sandbox can analyze malware for free. Cuckoo Sandbox has been used to discover
the malware behavior patterns in our approach.

Figure 3.1 shows different types of static and dynamic features used for malware
detection and classification in recent researches.

According to [4] dynamic features can be derived from host trace and network
trace-based features. The activities of internal memory, files and file system,
registry, hardware performance counters, and status of running processes of host are
considered as host trace features. The proposed system used the API n-gram (where
n = 1,2,3), from host trace of dynamic analysis. API is the most common used
attributes or features in malware analysis. The proposed system used the Cuckoo
Sandbox for analyzing the samples. The APISTATS from JSON report of sandbox

Feature Classification

Static Analysis
Based

Dynamic
Analysis Based

Byte code n-gram

Opcode n-gram

String Feature

Portable Executable

Function based
feature

Information flow
tracking

API calls and
System calls

Fig. 3.1 Features based on types of analysis
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are extracted as feature APIs for classification system. The number of extracted
API from APISTATS is 306 for malware and benign. The malware samples contain
six different categories such as Adware, Backdoor, Downloader, Trojan, Virus, and
Worm.

The proposed system applies the n-gram technique as the extracted attributes or
features depend on each other. However, bigram will only be applied because the
system concerns the processing/run time of the classifier. And the experiment shows
that these grams are enough to distinguish malware from benign. The proposed
system applies two machine learning (ML) techniques and two feature selection
(FS) approaches to differentiate the malware from benign. The sklearn ML library
[6] has been used to apply these ML techniques and FS approaches. The next section
will describe the related works that perform the classification, detection, and feature
selection through dynamic analysis.

The content of the paper is structured into five sections. The recent related
research work is described in the next section, and the proposed feature extraction,
selection, and classification system are provided in Sect. 3.3. Section 3.4 supports
the experiment and results discussion, respectively. Last section highlights the
conclusion and the research plans for future.

3.2 Related Work

This section presents the current research works that have done through dynamic or
run-time analysis. Researchers are now working by proposing the hybrid nature on
both analysis and features such as hybrid analysis and hybrid features combination
and feature fusion methodologies. And most of the attributes that use to detect
and identify the malicious programs are API which is based on the number of
occurrences of API (frequency), the order of API (sequence), and system calls.

The dynamic analysis means the malicious behavior is monitored by tracing or
inspecting the API calls from Windows and network connections by running the
suspicious files in a safe environment. The extracted API function calls are used to
detect malicious behavior through behavior or dynamic or run-time analysis method.
The API calls from different categories such as process, registry, file, and network
contain the function names, return values, and parameters of an executable. The
dynamic analysis extracts distinct features to find the malicious software using
the API sequence and frequency [5, 11]. The frequency on API might indicate
how API calls play an important role for a malicious file, while API sequence
shows the knowledge about how important consecutive behaviors of the malware
are. Moreover, the researchers also utilized additional behaviors as features beside
API calls which are dynamic link library (DLL), file opened/closed, and mutex that
provide useful data about the suspicious files [31].

Most of the dynamic techniques focused on API calls [9–12] to represent
malware behaviors. The authors used TEMU for dynamic analysis module which
is based on QEMU. They collected the API calls and other essential information of
running malware and then established the multilayer dependency chain [9].
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The authors in [14] performed classification through run-time analysis using
Cuckoo. The total number of samples, 42,068, was used for classification, 67% was
used for training set, and 33% was used for the testing set. The authors extracted and
used 151 API calls as main features; the first 200 API calls were used for sequence.
They combined the features of 24 API FBs, modified sequence of first 40 different
API, and 4 counters captured by modifying the Cuckoo Sandbox. In their approach,
they employed a combination of features that achieved an average weighted AUC
value of 0.98, TPR of 0.896, and FPR of 0.049 by applying RF classifier.

In [9], the authors proposed the variants of malware classification technique
based on behavior profile. The authors used the TEMU to monitor the malware
behaviors. They captured the API calls and other information and then established
multilayer dependency chain by converting the function flow into multilayer
behavior chain. To assess the validity and accuracy of the method, they downloaded
200 samples of 12 types from Anubis website. To identify the malware variants
similarity, similarity comparison algorithm had been used in their work.

In [15], the authors experimented a 552 PE dataset with their corresponding
API calls. These samples were executed in a Windows 7 virtual environment using
Cuckoo Sandbox. Tf-idf (term frequency-inverse document frequency) had been
used to extract relevant 4-gram API call features. The authors used four machine
learning methods for training and testing the data. They got the accuracy between
92% and 96.4%. In [16], 2 malware datasets had been created such as 10 families
and 10 different types. Then the authors extracted the features by using the memory
access patterns recording technique from the sample. Then the authors performed
n-grams size of 96. N-grams apply on the features of dynamic and static.

In [17], the authors extracted separately different features through run-time
analysis, likewise API call, the usage of system library, and the operations. Four
different classifiers and correlation-based feature selection method from WEKA
tool had been applied in their work. Bigram API and API frequency approaches
give the best performance by using the RF for four datasets. In [13], the authors
conducted the detection and classification system using the calls of API sequences
for four different families including normal group.

Masud et al. used information gain after the n-grams extracting to select the best
500 features. They experimented on two different datasets: first dataset contains
1435 executable files (597 cleanware and 838 malware), and the second dataset
contains 2452 executables (1370 clean and 1082 malware). The information gain
(IG) attribute selection method was used in [18–20] and their accuracies with 98%,
94.6%, and 97.7%, respectively. The accuracy of the hybrid model was 97.4 for both
datasets n = 6, 4, respectively [21]. The chi-square feature selection was applied in
[22, 23], and Tf-idf was applied in [24] to get the most relevant features.

The proposed system has also used the Chi2 χ2 and PCA methods to support
the high performance for classification by reducing the features size. The proposed
approach provides the over 99% of accuracy on 300 features using χ2 feature
selection approach and 10 features with PCA approach on unigram. This section
presents the existing works related to malware classification using machine learning
algorithms and supports previous researches about feature extraction methods based
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on dynamic malware analysis and classification. These research efforts use different
malware modeling techniques using static or dynamic features obtained from
malware samples.

3.3 Malicious Software Family Classification System

Malicious software classification is not a new topic but it is still needing attention
and solution to be solved for cyber threats nowadays. Many researches have been
carried out to analyze and classify the malicious files using the API function calls
sequences to model malicious behavior. Thus, the malware behavioral patterns can
be obtained by understanding the API Call Sequences (API-CS). Therefore, the
proposed system also used the API-CS by proposing the API Feature Extraction
Procedure and applying the n-gram method. Figure 3.2 shows the step-by-step
process of malicious software analysis architecture for the proposed system.

Fig. 3.2 Malicious software
analysis and classification
system
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Malicious samples have been collected from virus share1; the proposed system
experimented nearly 25,000 from 6 different families. However, the proposed
system discards the samples based on the following conditions:

1. If the analysis report does not contain Virus Total (VT) label results
2. If the family does not have at least 1500 samples
3. If the extracted API features from report do not have at least 15 API features

without duplicate ones

Therefore, the experiment provided a total of 20,809 samples from 6 malware
families and cleanware in this research work. And Table 3.1 describes the number
of samples for 14 different families and target label (Class) for each family. Table 3.2
describes the six different families for malware class.

3.3.1 Analyzing Malware Samples and Generating Reports

Cuckoo Sandbox [32] has been used to perform the dynamic analysis in this system.
Windows 7 Operating System (OS) has been used for the virtual environment for
analysis in Virtual Box and Ubuntu as host OS. It is widely used and open source
for the researchers of academic and independent from a small to large business
enterprises. It can analyze different types of malicious files, such as executables
files, office document files, PDF files, emails, etc., and malicious websites. And it
can also trace the API calls and the behavior of file, and dump and analyze network
traffic, even encrypted with an SSL/TLS.

It generates the reports from analysis with multiple formats such as HTML,
JSON, and PDF formats. But the proposed system used JSON format to extract
the malicious behaviors. Figure 3.3 shows the lab setup environment of malware
analysis. The lab setup environment has been described in the following figure.
Ubuntu 18.4 (host) OS and Windows 7 (guest) have been used for analyzing the
malicious samples on sandbox. The normal applications such as Office Documents,
Adobe Reader, Browsers, etc. have been installed on virtual OS.

Table 3.1 Malware/benign dataset for experiment

Name # of samples Target label (Class)

Clean 5420 0
Malicious 15,389 1
Total number of samples 20,809 2 (0/1)

1http://tracker.virusshare.com:6969/

http://tracker.virusshare.com:6969/
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Table 3.2 Six different
categories of malware

Categories # of samples

Adware 2200
Backdoor 2076
Virus 1740
Trojan 5000
Worm 2397
Downloader 1976
Total 15,389

Fig. 3.3 Lab setup environment for malware analysis

3.3.2 Labeling Malicious Samples

The report of sandbox provides the VT label for each malicious sample if the
analyzed sample exists on the VT database. Figure 3.4 describes the VT scans results
with their anti-virus vendors, respectively.

The proposed system extracted these results using the regular expression (RE)
theory. RE is a very powerful, useful, efficient, and flexible text processing language.
And then count the occurrence of each results that extracted from RE, and choose
the maximum value of word as label for each sample. Figure 3.5 shows the example
of choosing the label for each malicious sample. These labels indicate the single
malicious file. According to Fig. 3.5, this kind of malware sample will be labelled
as Adware, and it is an Adware category or family.
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Fig. 3.4 VT label from analysis report

Fig. 3.5 Choosing label for each malicious sample

3.3.3 Extracting Malicious Features

After categorizing the malicious family, the process of extracting the malicious
features has been performed in the proposed system. The APISTATS result has
been extracted from the JSON for API features. And the procedure of extracting
APISTATS process is described as followed:
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APISTATS Feature Extraction Procedure
Input: JSON reports
Output: extracted API files fi
1: begin
2: if (JSON ≤ JSONs)
3: try
4: data = []
5: data = json.load(JSON)
6: try
7: api = data[’behavior’] [’apistats’]
8: print (api)
9: except KeyError:
10: print (“APIStats KeyError”)
11: except ValueError:
12: print (“JSONDecodeError”)
13: end if
14: end

The extracted raw APIs attributes are extremely large, and it is not able to
handle the classification system. So, data cleaning processes have been provided
in this phase of proposed system. The raw data cleansing processes are described as
followed:

1. Remove empty line if the extracted API files have empty line
2. Remove noise data such as comma, colon, single code, double code, curly braces,

and so on.
3. Remove duplicate API by keeping the order of API calls
4. Discard the extracted API files if the number of APIs does not have at least 15

API.

3.3.4 Applying N-gram

After processing the data cleansing steps that are described above, n-gram method
has been applied to ensure the identifying of malicious files. It is a continuous
sequence of nth items from a given sequence. It is very useful for characterizing
the sequences in natural language processing and DNA sequencing areas [3]. It
has been adopted to extract the sequence of features in malware classification for
static and dynamic analysis. But the static is the one mostly used n-gram such as
opcode n-gram, byte-code n-gram, and API call n-grams. The proposed system
applies the n-gram technique, where n = 1,2,3, to identify the malicious families
and benign. The total number of APIs after processing the data cleansing stage is
306 APIs. Therefore, the number of features for unigram (1G) is 306. Then, the
number of features for bigrams (2G) is 10,796 g. And the total number of samples
for classification is 20,809 instances. The explosive number of features will increase
as long as the n number increases in dataset. Moreover, it could lead to an overfitting.
So the proposed system used the unigram and bigrams for the classification. Both
unigram and bigram provide a high accuracy to distinguish malware and benign.
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3.3.5 Representing and Selecting Malicious Features

Attributes representation process has been conducted after applying n-grams on
extracted APIs. The process of attributes representation has been performed based
on the presence and absence of features in global feature database. The proposed
system used the binary feature vector representation that is described in our previous
research work [25] and described as follows:

APIi =
{

1, if API is in MBAPIDS File
0, otherwise

The total global database MBAPIDB (Malware Benign API Database) contains
all API features of malware and benign. If the extracted API contains in MBAPIDB,
it is denoted as 1, and if not, it is denoted as 0. For example, the sample F1 is the
single malware instance feature representation, and the last item 1 is the class label
for malware family.

F1 = {1, 1, 1, 0, 1, 0, 1, 0, 0, 1, . . . , 1}

The next step is the selection of feature for classification. The purposes of
applying the selection approaches are to select the appropriate features to the target
class and to minimize the processing time. Feature or attribute selection methods
are used for reducing the size of a feature dataset. The key role of feature selection
process is to improve the classification performance as well as improving the
detection accuracy by choosing or transforming the feature set. Subsequently, the
processing time for classification process can speed up and improve the evaluation
results since the feature number is reduced.

Among the three FS methods such as filter, wrapper, and embedded methods,
most researchers commonly used the filter-based approach in malicious classifica-
tion and detection research areas. The filtering approach does not depend on any
particular algorithm. It is very fast and computationally less expensive than the
other two methods. It is easy to scale to very high-dimension datasets [30]. So,
the proposed system applies the χ2 method from filtering approach.

The proposed system used the two feature selection methods from sklearn.
The efficiency of classification system can be improved by applying the attribute
selection techniques such as chi-square (χ2) and principal component analysis
(PCA).

Chi-Square (χ2) It is a statistic approach and very effective for feature selection
process. The proposed system chooses χ2 to select the feature because it can handle
the multi-class data with an excellent performance. The proposed system used the
implementation of χ2 from sklearn ML library with python.
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Principal Component Analysis (PCA) It is used to visualize and explore high-
dimensional datasets. It reduces a set of possibly -correlated, high-dimensional
variables to a lower-dimensional set of linearly uncorrelated synthetic variables
called principal components. PCA reduces the dimensions of a dataset by projecting
the data onto a lower-dimensional subspace [27].

3.3.6 Classifying Malware vs Benign Using Machine Learning

ML has powerful ability and capability to do many things for cybersecurity. It can be
used to identify the advanced persistent threats (APTs) and zero-day attacks which
are more complex than the normal malware or threats. And it can be used in many
intrusion detection systems (IDS) because it can detect new and unknown attacks. It
can be applied in many areas of information security such as spam and phishing
email detection, phishing website detection, and virus detection. To classify the
malicious and benign software, the proposed system used the two ML methods,
random forest (RF) and K-nearest neighbor (KNN) from sklearn ML library.

Random Forest It combined the multiple decision trees, so it became an ensemble.
It can handle the binary, categorical, continuous, and missing values, so it is suitable
for high- dimensional data modeling. It can overcome the overfitting problems due
to the nature of bootstrapping and ensemble scheme. Thus, it does no need to prune
the trees. Besides high prediction accuracy, it is efficient, interpretable, and non-
parametric for various types of datasets [28].

K-Nearest Neighbors (NN) It is an instance-based learning and also known as
lazy learner. The lazy is called not because of its apparent simplicity, but because
it doesn’t learn a discriminative function from the training data but memorizes the
training dataset instead. It is a sub-category of non-parametric approach [29].

The performance of ML classifiers has been evaluated using confusion matrix
(CM), accuracy (ACC), precision recall (PR), and receiver operator characteristics
area (ROC).

Confusion Matrix (CM) It is a popular way to describe a classification model. CM
can be formed for binary and multi-class classification models. It has been created
by comparing the predicted class label of a data point with its actual class label.
After comparing the whole dataset repeatedly, the comparison results are formatted
in a matrix form. This resultant matrix is the confusion matrix [26]. And Fig. 3.6
describes the typical structure of a CM.

Accuracy (ACC) It is a common evaluation method of a classifier performance. It
is used to define as the percentage of overall accuracy of correct predictions. It can
be calculated from the formula [26]:
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Fig. 3.6 Confusion matrix
(CM) structure
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Precision (P) It is a positive predictive value that can be achieved from CM. It is
defined as the number of predictions made that is actually correct or relevant out
of all the predictions based on the positive class [26]. It can be calculated from the
following formula:

Precision = TP

TP + FP
(3.2)

Recall (R) It is also known as sensitivity, and it is used to identify the relevant data
points with percentage. It is defined as the number of instances of the positive class
that were correctly predicted [26]. It is also called as hit rate, coverage, or sensitivity.
The value of recall can be computed as follows:

Recall = TP

TP + FN
(3.3)

Receiver Operating Characteristic (ROC) It can be used for both binary and
multiclass classifiers. TP rate and the FP rate of a classifier are used to plot the ROC
curve. TPR is also called recall or sensitivity, and it is the total number of correct
positive results, predicted among all the positive samples in dataset. FPR is also
defined as 1- specificity or false alarms, determining the total number of incorrect
positive predictions among all negative samples in the dataset [26].

3.4 Results and Discussion

The total 25,000 malicious samples have been analyzed in this research work,
but 20,809 benign samples have been used for family classification. The proposed
system contributes the API feature extraction for malicious family classification.
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After processing the raw data cleansing on extracted APIs, the remaining API
features are 306 APIs. As the malicious behavioral patterns sometimes depend on
the sequence of function calls and system calls, the proposed system applies the
n-gram technique to ensure the right family classification. Therefore, the proposed
system noted these APIs as unigram (1G). The total number of bigram (2G) API
features is 10,796 g, and trigram (3G) features are 37,919 g. In this case, the
trigram features are quite large, so the proposed system only considers to perform
the unigram and bigram on our dataset since we concern the processing/run time.
Table 3.3 shows the number of API grams for classification. After utilizing the
n-grams on extracted APIs, the proposed system performs the attribute selection
process before classifying families. The proposed system uses the two attribute
selection methods, chi-square with SelectKBest and PCA, from sklearn. RF and
kNN have been used to classify the malicious families and benign. The proposed
system uses the 25% (5203 executables) for testing and the rest 75% (15,606
executables) for training. The proposed system uses accuracy, precision, recall, and
ROC scores to assess the efficiency and effectiveness of extracted prominent APIs.

Table 3.4 describes the comparison of accuracy on unigram API (306 g) dataset
using two FS and ML techniques. The proposed system compares the accuracies by
selecting the five different numbers of features from unigram such as 10, 50, 100,
200, and 300 APIs. The RF classifier provides better accuracy 99% on selected 10
API using PCA and 300 API using χ2 (Chi2). The kNN classifier provides 97% on
χ2 with 300 API and PCA with 10 API. The finding from the experiment is that the
accuracy is increased when PCA chooses the small number of API. It is inversely
proportional to the Chi2 approach. In χ2, the accuracy has been increased as long
as the selected API number is increased. RF classifier produces better accuracy on
PCA with 10 features and χ2 with 300 features than the kNN.

Figure 3.7 provides the confusion matrix results for RF on Chi2 χ2 (300 API)
and PCA (10 API). The correctly classified instances number of PCA on malware
is slightly better than the Chi2’s result.

Figures 3.8 and 3.9 describe the precision-recall (PR) curves and ROC curves of
Chi2 for 300 API on RF and kNN classifiers.

Table 3.5 shows the comparison tables of accuracy on bigram API features. For
bigram API selection, the proposed system used the different number of features

Table 3.3 Total number of
grams after applying n-gram
on extracted API dataset

N-grams # of grams or APIs

Unigram 306
Bigrams 10,796

Table 3.4 Accuracy (%) comparison on selected unigram API

RF kNN
10 50 100 200 300 10 50 100 200 300

Chi2 86.2 97.2 97.9 98.5 98.7 82.9 95.9 96.4 96.4 97
PCA 99 98.7 98.7 98.7 98.7 97.3 97.2 97.2 97.2 97.1
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Fig. 3.7 Confusion matrix of
RF classifier on unigram
dataset. (a) CM for RF on
selected 300 API using Chi2.
(b) CM for RF on selected 10
API using PCA
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such as 100, 200, 300, 400, and 500, unlike unigram. Unigram has been selected
according to 10, 50, 100, 200, and 300.

The total number of bigram API is 10,796, and testing dataset is 5203 from
20,809 instances or samples. The training and testing dataset are split 75% and
25% of the dataset. The experiment shows that PCA increases the accuracy slightly
better than the Chi2 on both classifiers. Figure 3.10 and 3.11 depict the ROC and
PR curves for RF classifier using Chi2 and PCA for 500 g API.
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Precison Recall curve for RF with Chi2

Precison Recall curve for kNN with Chi2
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Fig. 3.8 PR curves for RF and kNN using Chi2 (χ2). (a) PR curve of RF classifier on selected
300 APIs. (b) PR curve of kNN classifier on selected 300 APIs

Figure 3.12 shows the confusion matrix of RF classifier on selected 500 API
bigram dataset using Chi2 (χ2) and PCA. The confusion matrix results from PCA
provide better than the Chi2 (χ2) method, and the incorrectly classified instances
are smaller than the Chi2 (χ2).

Table 3.6 provides the accuracy comparison between our approach and other
related works. Although the related work [22] is slightly better than our approach,
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Fig. 3.9 ROC curves for RF
and kNN using Chi2 (χ2). (a)
ROC curve of RF classifier on
selected 300 APIs. (b) ROC
curve of kNN classifier on
selected 300 APIs
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Table 3.5 Accuracy (%) comparison on selected bigram API

RF kNN
100 200 300 400 500 100 200 300 400 500

Chi2 95.5 97.2 97.9 98 98.4 94.5 95.8 96.1 96.7 97.1
PCA 98.8 99 99 99 99 97.9 98 98.1 98.1 98.1

the number of tested samples is quite small on both clean and malware. The original
extracted API features provide the best accuracy of 99% on malware vs benign
classification system. However, the proposed system applies the n-gram technique
on extracted dataset since the proposed system concerns the malware that used the
garbage code inserting techniques.
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Fig. 3.10 ROC curves for
RF classifier using Chi2 (χ2)
and PCA. (a) ROC curve on
selected 500 g API using χ2.
(b) ROC curve on selected
500 g API using PCA
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3.5 Conclusion

The usage of ML techniques in cyber security is becoming increasingly than ever
before. The proposed system used the two ML methods to classify the malware
vs benign for classification system. The proposed system contributes the malicious
feature extraction for API features with n-gram and classification through dynamic
analysis. The system extracts the API by using the APISTATS keyword from
JSON report format. The proposed system has performed the raw data cleansing
process after extracting the API from JOSN. Malicious JSON reports contain six
different types of malware categories like Adware, Downloader, Trojan, Backdoor,
Worm, and Virus. Two feature selection approaches, Chi2 χ2 and PCA, have been
conducted to reduce the size of features especially for bigram APIs as the size of
n-gram feature is large to handle the classification. The results from the experiment
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Precison Recall curve for RF with Chi2

Precison Recall curve for RF with PCA
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Fig. 3.11 PR curves for RF classifier on selected APIs using Chi2 (χ2) and PCA. (a) PR curve of
RF classifier on selected 500 APIs using χ2. (b) PR curve of RF classifier on selected 500 APIs
using PCA

can be noted that PCA provides better accuracy than the Chi2 χ2 on unigram and
bigram dataset.

In unigram, the accuracies of PCA are remained stable on different number of
selected features. However, it is inversely proportional to the Chi2 approach. In
Chi2 χ2, the accuracy has been increased as long as the selected API number is
increased. In bigram dataset, the accuracies of PCA also remain stable on both RF
and kNN classifiers, while the accuracies of χ2 vary on both RF and kNN classifiers.
The proposed prominent feature extraction procedure provides a high accuracy with
99% and low FP and FN rates. The proposed system evaluates the performance of
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Fig. 3.12 CM for RF
classifier on 500 API. (a) CM
for RF classifier on selected
500 API using Chi2 (χ2). (b)
CM for RF classifier on
selected 500 API using PCA
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the classifier by using Accuracy, Precision-recall, and ROC scores. Moreover, the
system also provides the low FP and FN rates on malware and benign classification.

The system will extend by adding the other malicious behavior features such
as system library, process, and file opened/closed besides API in the future work.
Moreover, the malicious samples from different families such as Zbot, Swizzor,
Startpage, etc. will also be used to classify their families.
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Table 3.6 Accuracy comparison for different FS approaches

Study Features FS Dataset Accuracy

[19] 2011 API string IG 1368 malware
456 benign

97.4% for MFC
94.6% for M vs C

[31] 2012 API from 6
DLLs, input
arguments

ReliefF 826 malicious
385 benign

98.4%

[24] 2015 n-gram
(Static +
Dynamic)

Tf-Idf 4288 samples from 9
families

~96%

[23] 2016 API, TPF χ2 338 malwares
214 benign
12 categories

98%

[22] 2016 Static +
Dynamic

χ2 7630 malware 1818
benign

99.60%

Our
approach

API χ2 (unigram)
PCA (bigram)

15,389 malicious 5420
benign
6 categories

99%
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Chapter 4
Feature-Based Blood Vessel Structure
Rapid Matching and Support Vector
Machine-Based Sclera Recognition
with Effective Sclera Segmentation

Chih-Peng Fan, Ting-Wing Gu, and Sheng-Yu He

4.1 Introduction

In recent years, the individual identification problems have become increasingly
important for security applications. In the developed technologies for identity
identification, the human biometric-based identity systems are safer and less
prone to counterfeiting than the commonly used inductive card readers. Biometric
information indicates metrics, which are related to characteristics of human, and
the authentication technologies of biometrics have been widely used in computer
science for identification and access control [1]. Many previous studies [2, 3] have
shown that biometric features of humans are unique. In several human characteris-
tics, the biometric features of eyes are also highly unique and protective by eyelids,
and the eye features are not susceptible to external factors. Figure 4.1 reveals the
diagram of eye structure and scleral area. Some previous sclera recognition designs
[5–8, 12–14] were developed for identity identification, and Fig. 4.2 shows the
general design flow of identity identification by using sclera blood veins. In [4],
the sclera in eyes is the region, which is defined as the composition of the white and
external opaque protective layer, and the sclera includes four layers of tissue: (1)
the base layer, (2) the thin layer, (3) the sclera outer layer, and (4) the endothelium
surrounding the iris. The visible blood veins are randomly distributed in the sclera
region, and even the twins have different vein textures in the sclera region. In
the sclera region, blood veins are visible and stable over time. Everyone’s vein
texture in sclera is randomly formed. As the age increases, collagen and elastin
deteriorate, and the glycosaminoglycan loss causes scleral dehydration, and then
lipids and calcium salts are also accumulated in sclera region. However, the vascular
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Fig. 4.1 The diagram of eye structure and scleral area

Fig. 4.2 The general design flow of identity identification system by sclera blood veins

textures in sclera do not deteriorate and change. For human beings, the genetic
and developmental components determine the unique structure of their vascular
patterns in the sclera. Besides, the texture of scleral blood vessel is also obtained
by the noninvasive capture with visible wavelength illumination. Thus, the pattern
of blood vessel in sclera is applied for identification by processing visible-light eye
images. However, how do we perform the scleral recognition? Can we achieve high
recognition accuracy by sclera veins? Based on visible-light eye images, a sclera
recognition system can be developed by effective sclera blood vein extraction, and
the matching efficiency of blood vein features will become accurate.

For sclera segmentation, the sclera region can be segmented straightforwardly
by manual process, and the sclera region can be segmented quite accurately.
However, the manual process usually requires artificial supervision and pays a
large amount of time cost. For the real-time application issue, it is not feasible
to cut the sclera region by manual operations, so the proposed design focuses
on the development of automatic scleral separation. Before the process of sclera
separation, the iris separation must be done usually. Daugman [9, 10] proposed
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the high-accurate iris segmentation algorithm, and the method was based on the
high contrast characteristics between the iris and scleral boundaries, and then the
two circles corresponding to the iris and sclera boundaries were estimated. By
exhausting all possible circumferences and subtracting the accumulated values to
get the largest difference, the iris region was found correctly. In [13, 14], the systems
pre-located the center position of the pupil or the position of the iris before cutting
the sclera region. Since the iris and the sclera regions in eyes have relatively fixed
locations, finding these positions in advance will effectively improve the accuracy
of extracting the sclera zone in eyes. In [15], the binarization process was used
to select the possible region of the iris, that is, the region of interest (ROI). Then,
the Canny filtering process was applied to find the edge of iris, and the pupil was
located by Hough circular transform to estimate the position of pupil’s center. In
[16], the authors also proposed another methodology, which was divided into two
operational phases. In the first phase, the process was based on the gradient method
to generate a binary edge map. In the second phase, Hough transform concept was
used for iris segmentation. Compared with Daugman’s algorithm in [10], the main
contribution in [16] was to realize the iris contour segmentation, which eliminated
the interference objects in segmentation process, such as eyelashes and eyelids. In
[17], the authors also proposed the useful algorithm, including pupil edge detection,
pupil localization, reflection elimination, area filling, and iris boundary detection. In
[17], the experimental results revealed that the accuracy of iris segmentation was up
to 98%. By experiments, the method by Hough circular transform is less adaptable
to eye images in various conditions, and the required value of threshold will be
different for various shooting environments and iris radius. To select the appropriate
threshold, it may not be suitable for uses in a fully automated identity identification
system with the sclera. Besides, the method in [17] proposed the iris segmentation
algorithm with higher accuracy than the Daugman’s method. However, owing to
the high complexity in [17], the method was not easy to be used for real-time
applications. The suitable sclera-based identity identification system not only has
the requirement of high recognition accuracy but also has less computing time for
real-time applications. In this chapter, the developed iris segmentation methodology
is optimized by using the Daugman’s algorithm to quickly segment the iris.

In [18–20], the previous researchers used the scleral characteristics in different
color spaces, and the eye images were converted into distinct color spaces, e.g.,
RGB, HSI, HSV, and YCbCr, to construct a scleral mask. Regardless of the applied
color space conversions, these skills were based on the detection for non-skin area,
and the technology separated the eye region by using skin color, and then it removed
the iris region through the iris mask to obtain the scleral area successfully. In
natural light environments, the eye images are easy to have a reflective effect. In the
RGB color space, the reflective points in the sclera region have high pixel values,
which may cause serious noises to affect the scleral cutting efficiency. In [21], the
method of removing the reflective points was added as the pre-processing to cut the
sclera region. The gray-scale scleral image was used to find the reflective area by
calculating the histogram of the image, and then the bilinear interpolation method
was used to fill the noise points. Due to the rapid development of high-performance
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graphic processors, the deep learning technologies have followed the trend, and
the deep learning methods have outstanding performance in applications of object
recognition and classification. Researchers in various fields have tried to introduce
deep learning skills to increase the system performance. For identity identification
by eyes, the method in [22] used the conditional random field (i.e., CRF) and
convolutional neural network (i.e., CNN) technologies, and the recognition accuracy
of the system was up to 83.2%. In [23], the authors applied the Segnet network to
divide the contour of the iris. Since the textures of blood veins in the sclera are
very subtle, to increase the identification accuracy, it is necessary to strengthen the
vein textures. In [21], the authors used the Gabor filter to extract vein features, and
the contrast-limited adaptive histogram technology was used to enhance the vein
features. In [11, 24], by the gray-scale histogram in eye images, a clearer vascular
model was obtained by the top-hat transform technology.

The others of this chapter are arranged in the following. In Sect. 4.2, the
proposed methodologies are described for identity identification by sclera blood
veins. Section 4.3 shows the experimental results and comparisons. Finally, a
conclusion is stated at the end of the chapter.

4.2 Proposed Design Methodologies

The developed system uses the two-stage computations. The pre-processing process
is used at the first stage, and the second stage is provided by two classification
schemes, which are the K-d tree-based vascular feature matching identifier and the
SVM-based classifier. Figure 4.3 depicts the computational flow of the proposed
sclera identity identification system, and the applied two-stage computations for
system design are depicted in the following.

4.2.1 Pre-processing Process

In the proposed computing flow, the first stage of the pre-processing process
involves the segmentation of iris, the segmentation of sclera, and the enhancement
of sclera blood vessel. At first, the improved Daugman algorithm is used in the
proposed design for the iris fast positioning. Next, by using the segmented circle of
iris, the system quickly segments the sclera region by means of the color information
and the binarization process. Then the system enhances the sclera blood vessel
features by the cascaded image processing, which includes the top-hat transform
processing [11, 25], the contrast-limited adaptive histogram equalization (CLAHE)
[26], and the process of Gabor filtering [27]. The details of pre-processing process
are descried as follows.
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Fig. 4.3 The computational flow of the proposed sclera identity identification system

4.2.1.1 Iris Segmentation

To start the computational flow, the proposed system removes the reflective-light
zone in the eye region. The reflective brightness on eyeballs leads to bright spots
at local, and the color of the eyeball region is dark brown. Thus, the reflective light
zone is revealed as white color. However, the brightness of bright speckle is similar
with the brightness of scleral area, and then the reflective influence drops the iris
segmentation accuracy. To achieve the iris location and segmentation, Daugman
[10] proposed the effective algorithm, which is shown in Fig. 4.4. By exhaustively
computing differences of accumulated value on all possible circumferences, the
design [10] chooses the candidate circle of eye images, and the iris position will
be estimated. In [13, 20], the system applies the modified Daugman’s method,
which has less computational complexities than the previous method in [10]. To
reduce the amounts of calculations, the fast iris segmentation in [19] uses the three
effective schemes as follows: (1) pre-select the centers of circles for calculating
the eye area, (2) reduce the exhaustive computations in circumferences, and (3)
reduce the image resolution by downsampling. In Fig. 4.5a, the pre-selected region
of interest (ROI) of eyeball center is obtained by shrinking this entire image toward
the center. The proposed system uses the fast computational schemes to reduce
the number of candidate centers to be searched and also reduce the number of
circumferential sampling points, where the schemes are shown in Fig. 4.5b and
Fig. 4.5c, respectively. In the process of iris searching, to avoid the interference



78 C.-P. Fan et al.

Fig. 4.4 The method proposed by Daugman [10]. (a) Calculate the gray-scale accumulated value
on the circumference. (b) Subtract accumulated values of adjacent circumference. (c) Calculate the
circumferential accumulated difference of all possible candidate centers

Fig. 4.5 The applied method in [20]. (a) Pre-selected region of interest (ROI). (b) Reduce the
number of candidate centers to be searched. (c) Reduce the number of circumferential sampling
points. (d) Select partial fan-shaped circumference for sampling

of upper and lower eyelids or eyelashes, only the fan-shaped pixels on both right
and left sides of the circumference, as shown in Fig. 4.5d, are employed to compute
the accumulated values for finding the iris center. By using the abovementioned
schemes, the iris positioning becomes fast and precise.

By using the similar methodologies in [13, 20], the iris segmentation in [14, 21]
includes the additional processing for pupil’s location. When the iris segmentation
is enabled, firstly the design [14] locates the center coordinate of pupil to reduce the
computational complexity and to raise the segmentation accuracy simultaneously.
In [21], the experiments show the contrast between the iris and pupil is very high,
if the eye image is presented by the V-channel image with the HSV color space.
Therefore, before the pupil location is processed, the eye image with the RGB color
space is converted to the images with the HSV color space, and the eye image by
the V-channel is taken as the input image. Besides, the operations for locating the
center of pupil can be as low as possible. By referring to the method in [17], the
searching range of region of ROI for pupil’s location is reduced further, and the
selected ROI region will contain the pupil, and then the process also reduces many
extra calculations.

4.2.1.2 Sclera Segmentation

Figure 4.6 illustrates the computational flow of the proposed sclera segmentation
method in [13]. At first, the gray-level eye image is processed by the smoothing
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Fig. 4.6 The processing flow of the applied sclera segmentation

process. Next, the gray-level eye image is processed by the binarization process, and
then the system estimates the contour of the sclera region. By the contour search,
the convex hull of sclera region will be created. Based on the mask of contour, the
region of sclera is recovered successfully. In the sclera segmentation process [14],
by utilizing the low saturation property in the HSV color space, the sclera contour
is achieved effectively, and the convex hull of sclera region is extracted properly.

4.2.1.3 Sclera Blood Vein Enhancement

Before the image enhancement is done, textures and features of blood veins on the
sclera region are not obvious, and the eye images are also noisy. After the sclera
region is processed by image enhancement, the textures of blood veins become more
visible, and the sclera image restores the useful information of vein textures and
features. In general, the sclera blood veins, presented by the green channel image,
contain clear visible vein features. Therefore, the green channel image is utilized
for image enhancement by the following cascaded processes: the top-hat transform
[25], the contrast-limited adaptive histogram equalization (i.e., CLAHE) [26], and
Gabor filtering processes [27]. Firstly, the top-hat transform is utilized to enhance
blood vessel textures, and the CLAHE process is followed to raise the enhancement
effect of the sclera vein textures. To reinforce the vein textures more, the proposed
design enables the process of Gabor filtering. Figures 4.7, 4.8, and 4.9 illustrate the
results after the top-hat transform, CLAHE, and Gabor filtering process, respectively
[21].
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Fig. 4.7 The result by top-hat transform processing [21]

Fig. 4.8 The result by the
CLAHE processing [21]

Fig. 4.9 The result by Gabor
filtering process [21]

4.2.2 Features Extraction

In order to extract the blood vessel features in sclera, the local feature descriptors
used in [13, 14] provide the key directional information after the enhancement
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of vein textures. The scale-invariant feature transform (i.e., SIFT) local feature
descriptors are able to conquer the obstructions, which are generated by the
variations of angles, environments, and distances when the images are shooting.
Besides, the obstructions also involve angle, scale, bright, and displacement changes
in shooting images. In [12], the local feature descriptors of sclera veins are extracted
by the dense-SIFT algorithm, and the dense-SIFT technology estimates the local
feature points effectively.

4.2.3 Features Training and Classification

4.2.3.1 By K-d Tree-Based Matching Identifier

By feature-based blood vessel structure rapid matching design [13, 20], the density
samples are processed continuously. At the neighborhood in each feature point,
the dense-SIFT-related information is computed, and then the system enables the
structural vessel feature matching process. Besides, the system applies the random
sample consensus (i.e., RANSAC) process to raise the efficiency of matching,
and the corresponding relationship on the geometry is used to find the optimal
matching couple points, and then the system effectively improves the accuracy of
recognition. The detailed procedures by using the K-d tree-based matching identifier
are described as follows.

When the calculations are processed for extracting the information of dense-
SIFT features, supposing that the system uses the process of direct and exhaustive
feature matching, all possible matching operations must compute the Euclidean
distance, which is ranged between two vessel feature vectors. In tests, the immediate
pairing skill usually decreases the relation of structural similarity corresponding to
the feature sites between two sclera images. Thus, the proposed system uses the
K-d tree algorithm [28] to reconstruct a binary search tree for the vein structure of
scleral zone, and the scheme of features matching seeks the nearest neighbor of vein
features. Figure 4.10 depicts the concept of the K-d tree processing. The applied K-
d tree scheme speeds up the searching operations if the number of vein features is
extensive. By searching the nearest neighbor features of scleral veins, the estimated
matching pair cannot own the smallest distance. Thus, the used K-d tree operations
construct the relative relationship, which is between the similar feature scheme of
sclera veins, and the matching process is finished by a certain structural features of
blood vessels.

By tests, the matching and probing time by the brute force algorithm is the
same as the searching time by the K-d tree algorithm. However, the accuracy of
recognition by the K-d tree methodology is better than that by the brute force
method. Therefore, the proposed design exploits the K-d tree related nearest
neighbor search technology for features matching, and the feature sets with more
vein features will be created. Owing to the RANSAC process [29], the largest
inner sets are acquired, and the outer sets are excluded, where the outer sets do not
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Fig. 4.10 The diagram for describing the K-d tree processing

Fig. 4.11 The results (a) before and (b) after the RANSAC processing [20]

close the spatial correlation of vein features, and the features matching efficiency is
improved. Figure 4.11a, b illustrates the results of before/after using the RANSAC
processing, respectively.
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4.2.3.2 By SVM Classifier

By the effective K-means method, the similar features are merged together by the
proposed SVM-based design [14, 21] to set up a dictionary for depicting the features
of interested group. Next, the images of sclera region consult the dictionary to obtain
the histogram of group features, and the system feeds the group features to the
support vector machine for training an identity classifier, and then the performance
of sclera recognition is observed. The detailed procedures by the SVM classifier are
described as follows.

By the SIFT-based algorithm [12], the system can extract the blood vein
features effectively. By the extracted sclera vein features, the bag-of-features method
is used for features combination to construct the K-means [30]-based features
dictionary. Figure 4.12 shows the K-means-based bag-of-features methodology
[21], which is used in the proposed design. The bag-of-features algorithm deposes
the characteristics of all training data into a bag, and the system uses the K-means-
based methodology to join similar vein features in the bag to compose a dictionary.
The number of vocabularies in the dictionary is “K,” which is called the word count,
and the word count is set to 35 in the proposed design. Based on the K-means
algorithm, the developed system collects the same blood vessel features together
to build a characteristic wordbook for the features of interested veins. Then the
images of sclera zone refer the dictionary of bag-of-features to obtain the main
vessel features histogram, and the SVM scheme feeds the main vessel features for
training a suitable classifier efficiently.

Fig. 4.12 The K-means-based bag-of-features methodology [21]
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Fig. 4.13 (a) One-to-one SVM classifier. (b) One-to-all SVM classifier. (c) The used one-to-group
SVM classifier

In general, the well-known SVM classifier [31] has two classification modes,
where one is the one-to-one mode as shown in Fig. 4.13a and the other is the one-
to-all mode as shown in Fig. 4.13b. In our design, when the SVM classifier operates
in the one-to-one mode, the false positive rate cannot be decreased. On the other
hand, if the SVM classifier operates in the one-to-many mode, the performance of
recognition accuracy is not good enough since many negative samples are included
in the training phase. Figure 4.13c depicts the used one-to-group SVM-based
classification scheme. To train the proposed SVM classifier, the training procedure
is conducted in groups, and each training group is separated into five categories. For
training the proposed SVM classifier of Class 1, the Class 1 appears in each class,
and each class has its one-to-group SVM classifier. In the testing procedure, the
one-to-group classifier, which has the highest matching score, provides the output
result for identity identification.

4.3 Experimental Results and Performance Comparisons

To verify the proposed design, the UBIRIS database [32] is used for the performance
test. In the database, open source images are separated by two groups, where
the total number of images is 1877, and the database provides high-quality (i.e.,
800 × 600) and low-quality (i.e., 200 × 150) color images with JPEG format. The
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Fig. 4.14 Some selected high-quality images in UBIRIS database [32]

UBIRIS database was taken by 241 volunteers. Figure 4.14 illustrates several high-
quality images in the UBIRIS database. The images at the first raw are selected from
the first group, and those at the second raw are selected from the second group.

The most significant feature of the UBIRIS database is the addition of noise
factors. For example, from Fig. 4.14, there are many natural light reflections around
the region of eyes, and this effect achieves more realistic environmental conditions.
In the first group, 1214 images are taken in a dimly lit room with some lighting
equipment to minimize the noise of reflected light or other bright light. In addition,
663 images in the second group change the shooting condition, and the second
group images are focused on the addition of natural lighting factors, which also
cause the images to show the reflection, contrast, brightness, focus effects, and so
on. Compared with the first group images, the images in the second group change
the shooting angle and adjust the artificial shooting sources to increase variability.
In Fig. 4.14, the high-quality images with more vascular lines and clearer images
are suitable for the application of identity identification. However, the low-quality
images with out-of-focus, less vascular information, eyelid interference, or closed
eyes condition are not selected to test and verify the proposed design. Figure 4.15
shows some dropped images, which are not used for the experiments.

In the experimental environment, the personal computer has an Intel CPU with
3.40 GHz operational frequency and 8GB memories, and the software system model
is executed in the 64-bit operation system. The C/C++ compiler with Visual Studio
2013 and OpenCV 2.4.13 [33] software library is used to develop the proposed
software model. In addition, the applied UBIRISv1 sclera image database includes
241 persons with a total of 1214 sclera images, and each individual owns five
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Fig. 4.15 The dropped images [32]: (a) Covered by eyelids and eyelashes. (b) Closed eyes. (c)
Image blur caused by out-of-focus shooting. (d) Eyes are shot at the inappropriate position

corresponding eye images. The process of sclera segmentation will be affected by
interferences of light, skin color, eyelids, and eyelashes. In the experiments, if the
area of the extracted sclera mask covers more than 80% real sclera mask in an
eye image, the system defines the estimated sclera mask is correctly segmented.
Figure 4.16 illustrates the results of sclera segmentation in various cases by the
proposed method in [14]. In Fig. 4.16, the results show that the sclera-based identity
identification cannot be performed correctly in the case of eye diseases. In Table 4.1,
by the developed pre-processing processes, the accuracies of sclera segmentation in
[13, 14] are up to 95.85% and 98.35%, respectively.

Usually, the outputs of the biometric identification system are continuous values,
and then the suitable threshold must be established to distinguish the four possible
conditions. Table 4.2 describes the measurement matching matrix, which is also
called the confusion matrix [34], where the four kinds of output possibilities are
true negative (i.e., TN), true positive (i.e., TP), false negative (i.e., FN), and false
positive (i.e., FP). In the testing phase, the sclera image samples in the database are
divided into legal users and intruders. Then the false acceptance rates (i.e., FAR),
false rejection rates (i.e., FRR), and equal error rate (i.e., EER) are used to evaluate
and test the proposed design for performance comparisons. By the experiments, both
of the FAR and the FRR values are less than 3%. Figure 4.17 illustrates the ROC
curve in [21], and the EER value of our method in [21] approximates those of the
previous designs in [6, 7].
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Fig. 4.16 Results of sclera segmentation by the proposed method in [14, 21]. (a) Normal. (b)
Image defocus. (c) Eye enlargement. (d) Eyeball shifts to the corner of the eye. (e) Eyelid
obscuration. (f) Eye disease

Table 4.1 The comparison of execution time and sclera segmentation accuracy in the three
methods

Execution time (seconds)
Methods Alkassar [7] Method in Sect. 4.2.3.1 Method in Sect. 4.2.3.2

Pupil location N/A N/A 0.004
Iris segmentation 1.97 0.082 0.062
Sclera segmentation 0.247 0.037 0.074
Total time 2.217 0.119 0.140
Segmentation accuracy
Sclera segmentation accuracy 98.65% 95.85% 98.35%
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Table 4.2 Measurement matching matrix

True class
Positive Negative

Predicted class Positive True positive (TP) False positive (FP)
Negative False negative (FN) True negative (TN)

Fig. 4.17 The ROC curve

Table 4.3 The recognition accuracy of the proposed SVM-based design

Number of testing categories

Number of images for
training/number of images
for testing

Accuracy of identity
recognition

31 124/31 98.33%
41 164/41 ~ 100%
61 244/61 ~ 100%
81 324/81 ~ 100%

In [14], the developed one-to-group SVM classifier identifies the tested eye
image which category is closest to the database, not whether it is a legitimate user
or an illegal intruder, and then the identification output is a binary result. In [14], for
performance measurements, the testing results of true positives and false negatives
are classified into the correct predictions. On the contrary, the testing results of
true negatives and false positives are classified as the prediction errors. Table 4.3
shows the recognition accuracy of the proposed SVM-based design in [14]. When
the number of categories increases to more than 41, the recognition accuracy of
identity identification will approach 100%.
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4.4 Conclusions

In proposed design, the system integrates the process of adaptive histogram
equalization, the operation of Gabor process, and the technology of fast features
matching to enhance the efficiency of recognition. For identity identification, the
system uses the developed dense-SIFT-related rapid sclera vessel matching skill.
By tests with the UBIRISv1 dataset, the accuracy of recognition of the features
matching-based method can be up to 96%. Besides, the values of the FAR and the
FRR are smaller than 3%, and the value of EER approximates that of the previous
design in [7].

By using SIFT features of sclera blood vessels, the sclera recognition system
with effective machine learning technology is also developed to the application of
identity identification. After the sclera segmentation and features enhancements by
the K-means-based histogram of group vein features, the developed one-to-group
SVM scheme is used for identity recognition after training. By experiments with
the UBIRISv1 dataset, the recognition accuracy of the proposed SVM classifier can
be up to near 100%.
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Chapter 5
Different Parameter Analysis of Class-1
Generation-2 (C1G2) RFID System Using
GNU Radio

Parvathy Arulmozhi, P. Varshini, Pethuru Raj,
John Bosco Balaguru Rayappan, and Rengarajan Amirtharajan

5.1 Introduction

The fast growth in RFID communication has demonstrated that remote communi-
cation is feasible for information service. By using a specific standard, conventional
remote devices are structured to transfer an individual communication service [1].
The cost of the hardware devices is expensive and not user-friendly. In an RFID
system, it is more tedious to work with hardware implementation [1–5]. The readers
in the RFID system are suitable to transmit and receive radio signals only for low
(LF) and high frequencies (HF). Hence it is not possible to transmit RFID signals
in the conventional hardware system above that range. Thus, the implementation of
the traditional system of hardware is more arduous and not flexible for the users. A
viable solution to make a communication system more flexible can be accomplished
through software implementation. It provides a user-friendly environment. The
technology developed for the software implementation is a software-defined radio
concept known as SDR. SDR is one of the most recent techniques developed for
modern wireless-based communication systems. Thus, the same hardware setup can
be used to create various radios for various transmission and reception standards.
This unique platform performs various techniques like modulation and demodula-
tion of the signals at different frequencies, narrowband/wideband operation, etc.,
thus providing an easy adaption. Therefore, it diminishes the usage of hardware
peripherals in the RFID system [1–5].
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The software setup is implemented using GNU radio companion (GRC) plat-
form. Eric Blossom created this GNU radio software under GNU general public
license. The software is an open-source, and it is accessible in various OS platforms
(Windows, Linux, etc.). It is a graphical user interface, analogous to the simulation
platform. GNU radio is the platform mainly used to perform signal processing
operations required for the hardware setup. The digital communication system can
be implemented using this software. All the blocks in the GNU radio software are
written in C++ and Python language.

There are various predefined elements, like modulators, demodulators, filters,
encoders, etc., that are available in the software. These are known as blocks. Users
can also embed their blocks by writing the respective Python code for their blocks
to implement new functions [6–15]. More than 150 signal processing blocks are
available in GNU radio software. Hence it is much more convenient to transmit
RFID signals at ultrahigh frequency by using this GRC platform. New signal
processing blocks can be easily embedded in this platform. Since it is a software
platform, it handles only the digital input data. There is a beneficial tool in this GNU
radio, which is called Simplified Wrapper and Interface Generator (Swig), required
to change the classes used in C++ into the classes utilised in Python. Hence it is
more beneficial to perform the signal processing for various hardware setup devices
like SDR, USRP, etc.

In this chapter, we are presenting various modulation and demodulation tech-
niques on the RFID signals for the tag sequence generation, utilised for the
communication between a reader and a tag in the RFID system. Therefore, the
performance of each modulation technique at various RFID frequencies can be
analysed with their corresponding constellations, power and bit error rate [2].

5.2 RFID EPC C1G2 Protocol

5.2.1 Representation of RFID EPC Protocol in GNU Radio

Electronic Product Code or EPC is the name affiliated with ISO/IEC 18000-6C
RFID standards [1]. This standard can be used only in the ultrahigh-frequency range
(UHF). But this operates in the range 860–960 MHz. The carrier signal is generated
and sent to the tag by the reader associated with the object to extract the information
present in it.

Every product has a unique product code for easy identification. Hence the tag
responds the reader with the product code associated with it. The reader sends the
information to the database, which allows storage and interpretation of tag data in
many other applications.

The Electronic Product Code consists of 64/96/128 bits long. The header, EPC
manager, object class and serial number are 8 bits, 28 bits, 24 bits and 36 bits,
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respectively. This is the representation of a specific product code, which is 96 bits
long and represented as in Fig. 5.1.

This protocol has been introduced to send the information at a higher range of
frequency band. During the transmission of the radio waves, the Electronic Product
Code uses FHSS (frequency-hopping spread spectrum). It is a method that quickly
switches the carrier signal among different frequency channels to obtain a possible
read from the tag [3].

5.2.2 Representation of BER in GNU for C1G2 Protocol

Bit error rate can be represented using the error rate block in GNU radio. The error
rate block determines the number of errors obtained in the system. Hence one of the
inputs can be taken as the information source, and the other input is the demodulated
output as depicted in Fig. 5.2.
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5.3 Introduction to RFID Authentication Factor

In this chapter, we described various modulation and demodulation schemes for
the generation of 96-bit tag sequence, which has to be implemented with a defined
security algorithm to enhance RFID security [4]. As discussed before, we modulate
our product code information associated in the tag with the carrier signal transmitted
by the reader over the channel. When we transfer the data over the channel, there
are a lot of possibilities for various attackers to extract our information while
transmitting. Hence anyone can perform attacks on our original information. So,
it is required to send in a secured manner, and the RFID tag and the reader should
authenticate mutually with each other before sending data.

Thus, the necessary communication between the reader and tag should be verified
by the user to eliminate malicious attacks in our RFID system and enhance privacy.
If there are multiple tags in the reader range of RFID system, tag collision may
occur. To avoid this, we can consider every tag sequence as a unique RFID
authentication code and transmit over the channel. Since these authentication codes
are different for various tags, it differentiates RFID tags by having dissimilar tag
sequences which can prevent a collision in the system. To enhance the performance
of the RFID system, it is required to implement various protocols and security
algorithms for a secured RFID system.

In today’s web and cloud applications, one of the most significant forces driven
would be the online service. All the online services utilise the authentication for
security and privacy of the user’s concern. Whenever we request the services from
any security system, authentication is required to verify the user’s credentials to
improve the security and privacy of the system design. Authentication can be either
a single-factor or a multi-factor authentication.

Generally, single-factor authentication needs only one factor to log in to the
system. For the RFID tags, the tag sequence itself can be considered as an
authentication factor to verify if the tag sequence is a unique sequence number. To
enhance the security algorithm, we can also implement the multi-factor algorithm.
In the multifactor algorithm, we require more than one factor to log in to the system
and access the information. These algorithms are implemented mainly to avoid
system breaches. Thus the information is encrypted, and it is possible to gain access
if and only if we know our key to access the secured data in a system.

The various applications of steganography can be considered as a replacement
to the biometric systems. Each RFID tag sequence can act as a substitute for the
existing biometric system. Thus, this can enhance the security in the system, and
various attacks like brute force attack, dictionary attack and password guessing and
tag number guessing can be avoided.
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5.3.1 Single-Factor Authentication

Authentication is a method of verifying the credentials of the users. It can be verified
using a single-factor authentication algorithm [4]. As mentioned earlier, only one
factor is required for accessing the secured information. In a system, the username
and the password altogether can be considered as a single-factor authentication in
the system. Once the users provide their correct username and password, the system
verifies and grants access if it matches the given password and the username. Else,
the information cannot be accessed. Thus accessing the required information is
strictly secured and restricted to avoid malicious attacks.

In single-factor authentication, the system depends only on one factor to provide
the secured information to the client. The client gains access to the secured
information if they contribute their credentials correctly. Hence, it can be considered
as one-factor authentication. Authentication depending on password is a weak
method which can be incorporated in the system since most of the attackers try
guessing the password in their initial trials. But clients use passwords since it can
be easily remembered. Also, they don’t change their passwords frequently, which
causes attackers to find out the password and corrupt the data easily. Hence to avoid
all those, it is necessary to change their password regularly. To enhance security, we
can go for multi-factor authentication.

5.3.2 Multi-factor Authentication

Biometric is one of the examples of multi-factor authentication to access our secured
information. The various other applications like ATM, voice recognition and face
recognition can be considered as multi-factor authentication for our system design.
In ATM, the physical card is one of the factors for the identification, and the other
factor is the PIN code we enter to access the secured information. Hence the user’s
identification (ID) is unique since the account number and the PIN code are unique
for every user. Thus the same algorithm is implemented in various other applications
to enhance the security of user’s information.

In biometric, more than one factor is required to gain access to the secured
information. In a system, the username and the password can be considered as one
factor. Various other factors can be considered for enhanced privacy in the system.
The fingerprint impression is an added factor to verify the user and to provide the
information only if the fingerprint matches with the registered fingerprint. Also,
the verification code word can be considered as one factor which will get received
from the client. The PIN code will be asked as an added factor to avoid user’s
identification from being attacked or hacked from malicious users. The RFID tag
sequence or the RFID token number itself can act as an authentication factor. These
added factors would provide more security to our information. The actual biometric
information can be a fingerprint or iris scan or voice recognition. It verifies with
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the registered data and provides access. Biometric systems convert the scanned data
to a string or a mathematical expression and confirm it with the registered data.
The biometric device examines the characteristics and extracts their information,
converts them into a string of data and compares it with the registered expressions.
In an RFID system, the tag sequence is being transmitted between the reader and
the tag. The reader uses the RFID tag itself as an authentication factor to extract the
data and store the information in the database. The tag sequence should be unique.

In GNU radio, the random source block was implemented to generate a random
sequence number for various tags. Also, various encryption algorithms can be
implemented to transmit information in a secured manner. The encryption block
can be introduced after modulating the information where the key should be given
in a transmitter section. While decrypting the data after demodulation, the same
key should be provided to extract the information from the transmitter. Hence the
system is more secure by providing the key to encrypt and decrypt the information
in an RFID system.

5.3.3 RFID Factor Authentication Application

RFID has been widely used in various technology applications as it is less expensive
and small in physical size, which can be placed anywhere required [2, 5]. RFID is an
electronic method of data transfer assisted through radio frequency waves. It can be
utilised in various applications but not limited to automated teller machine (ATM),
security system for industries, educational institutions, medical data protection,
security for smart logistics, etc. [16–26]. It has been predominantly used for
authentication and object identification through RFID intelligent proofing.

The main motive of RFID technology is to transfer the information from the tag
and retrieve the information stored in the tag using the reader and store it in the
database. To store this information securely, we adopt a single-factor and multi-
factor authentication, as discussed earlier. This authentication factor application
verifies the code used in the transmitter to decrypt it in the receiver side section.
Hence this RFID factor authentication helps us to store the encrypted key for every
single tag. Thus every tag can be identified uniquely as it varies with a unique
key for various tokens. Once the RFID tag gets scanned by the user, the system
waits for the user to enter the code word and sends it to the server after ciphering
the code word. This is the encryption method adopted to enhance the security in
the communication between the tag and the reader. The server checks with the
decryption algorithm and converts the cipher to the original code word and verifies
the information received. Thus, every token stores the key information to tighten the
security in RFID communication.

The user has to request a new user account to register their biometric information.
While registering, each user will have a unique tag in which the information can
be stored. They will receive a unique tag sequence while registering the username
and the user password. Whenever we want to access the data, the user should
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provide their credentials and the unique key correctly analogous to the registered
information to gain access to their data. Thus, it improves more security for the
transmission of our information between the tag and the reader. In case if the attacker
stole the user’s credentials, he cannot be able to access the data since the attacker
is unaware of the unique code generated in the user’s system. This is known as the
binding process, which is introduced mainly to avoid attacks onto the system.

5.3.4 Biometric Hash Functions

Hash functions are functions which are used to map the arbitrary input information
to a fixed size value of integers [5]. The values returned by the hash function are
known as hash codes, hash values or hashes which can uniquely determine secret
information. It works like a hash table that provides a data lookup table. This
hash table is mainly used to find and eliminate the duplicate records given as an
input. These functions are similar to the biometric fingerprint, checksum and lossy
compression as it verifies our input information with the hashes available in the
lookup table. If the key value of the input data is present already in the lookup table,
then it provokes the collision of two similar records. Hence this input information
can be eliminated. If the input value is unknown, then it can be assigned to an integer
value and can deliberately get recovered.

A cache is also used which is analogous to the hash table. When a collision
occurs, it discards the input key if the hash value already exists. Hence if many
tags have the same sequence number, then it results in a collision, and the cache
will eliminate all the duplicate key by storing the first key as a hash value. Hence
collision can be avoided, and all the tag sequences have a unique key which reduces
the possibility of attacking our secured system from malicious attackers. Thus
various applications employ the hash function to enhance the data integrity and for
data corruption detection and authentication purpose to improve the security in the
designed RFID system.

5.4 Digital Modulation Scheme for RFID System

In the reader-tag communication, the carrier signal will be generated by the reader
and sent to the tag in the RFID system. Once the tag receives the carrier signal
from the reader, it modulates the information signal with the received carrier signal
using a suitable modulation scheme. We use modulation techniques to send the
information to a longer distance in the range of UHF frequency. They provide
security and large capacity to carry our information since it’s a high-frequency
range. Hence, the best technique can be analysed by determining the signal to noise
ratio using various digital modulation schemes like ASK, FSK, BPSK, QPSK and
QAM.



98 P. Arulmozhi et al.

5.4.1 Binary Amplitude Shift Keying (ASK)

This is a modulation technique used to send the information signal by varying the
amplitude of the carrier signal but not the phase and frequency of the carrier signal.
In GNU radio, we implemented ASK by generating a signal source for the carrier
signal generated by the reader at 13.5 MHz/930 MHz frequency (waveform-sine)
and another signal source for generating the message signal at the 1KHZ frequency
(waveform-square). It sends the bit ‘1’ with the presence of the carrier, and it sends
‘0’ with the absence of the carrier by adding ‘Add Const’ block.

Hence both signals are modulated and displayed in ‘QT GUI time sink’ block to
represent the ASK waveform in the time domain. The noise can be introduced when
it is passed over the AWGN channel. To recover our original information, we neglect
the noise by introducing an FIR filter to produce the finite number of samples.
Here, we used a low-pass filter with a Hamming window. The clock recovery block
can be used to recover the timing information of our transmitted signal. Therefore,
the power can be measured from the FFT spectrum to obtain the SNR ratio. The
basic advantage of this technique is its simple implementation and high bandwidth
efficiency, but the bit error rate is high and prone to more noise.

5.4.2 Binary Frequency Shift Keying (BFSK)

In this technique, the information signal is sent by varying the frequency of the
carrier signal generated by the reader. In GNU radio, we implemented binary FSK
to transmit the signal at various frequencies. Therefore, two signal sources are
generated at different carrier frequencies in the UHF range such as 13.5 MHz
and 930 MHz. The information signal is generated in another signal source at a
frequency of 1 kHZ. Hence, we multiply the information signal with two carrier
signals, and the resultant FSK signal is generated by adding it together. Under the
AWGN channel model, the noise is introduced along with the modulated signal.
Hence the appropriate filter and clock recovery can be introduced to get back the
original signal. The power spectrum can be analysed using FFT sink. The basic
demerit of this technique is that it has lesser efficiency and power compared to other
modulation schemes [6].

5.4.3 Phase Shift Key (PSK)

This technique is used to send the information signal by varying the phase of the
carrier signal and keeping the phase and the frequency of carrier signal constant.
There are various types in phase shift keying. It assigns a group of bits uniquely
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infinite number of phases. Some of them are explained in Sects. 5.4.3.1, 5.4.3.2, and
5.4.3.3.

5.4.3.1 Binary Phase Shift Key (BPSK)

In this technique, it encodes the information in two phases, such as 0◦ and 180◦,
whereas the amplitude and frequency should be kept constant. This technique
is vigorous since it produces high distortion. Hence it is not preferable for the
applications which require a high data rate. A random source block in GNU radio
is used to generate the random number of samples, and the required information tag
sequence can be generated.

The PSK modulation block can be utilised to modulate the phase of the carrier
signal to the constellation points and the samples that have to be generated per
second mentioned in that block. The constellation point is given as ‘2’ for binary
phase shift keying. Hence the modulating signal can be multiplied with the carrier
signal to generate the modulated signal, and the power can be measured in frequency
sink. The PSK demodulation block is introduced to demodulate the signal with the
same constellation points [7, 8]. We used the throttle to limit the sample rate to avoid
CPU blockage.

Also, a bandpass filter is used at the receiving side to filter the unwanted signal
[7]. The respective power and the constellation can be analysed using frequency and
the constellation sink. Hence the information is encoded in two phases at various
sample rate.

5.4.3.2 Quadrature Phase Shift Key (QPSK)

This technique is used to encode two bits per symbol. Hence it transmits double
the amount of information in the available bandwidth. Therefore the data rate of
QPSK is higher than that of BPSK. The term quadrature implies that the phase of
a signal is orthogonal to the other one. Hence the phase shift of the carrier signal
can be represented at four different phases such as 90◦, 180◦, 270◦ and 360◦ for the
corresponding four symbols. The error rate block is used mainly to identify the bit
error rate of our information. In this, the reference signal can be used as our input
signal, and it compares it with the demodulated output to find out the number of
errors occurred while receiving the information after demodulation. The output can
be observed in the time domain using time sink. The output on the constellation
diagram represents four points. Hence it’s quadrature phase shift keying. Here the
bit error rate is comparatively lesser than that of the modulation as mentioned in
earlier schemes [9].

The constellation point in a PSK modulator should be given as 8, 16 and 64
to obtain the corresponding 8PSK, 16PSK and 64 PSK modulation schemes. The
similar constellation plots are observed using constellation sink in GNU radio.
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5.4.3.3 Quadrature Amplitude Modulation (QAM)

QAM is a modulation technique that is both analogue and digital. It uses two carrier
signal waves with the same frequency. If one signal is represented as a sine wave, the
other could be the opposite of that corresponding waveform (i.e. cosine). Hence, the
phase of those carrier signals varies by 90 ◦. It transmits the input signal by altering
the amplitude of the respective carrier signals by using either amplitude shift keying
(ASK) or amplitude modulation (AM). The power obtained using QAM is higher
when compared to the modulation, as mentioned above, schemes, which can be
interpreted in the corresponding frequency and constellation sink plots. By varying
the constellation point to 4, 16, 32 and 64, it is possible to obtain 4-QAM, 16-QAM,
32-QAM, etc., and the output can be realised using constellation sink in GNU radio
software. Bit error rate (BER) can be further calculated using an error rate block,
which can be realised in the time domain.

5.4.3.4 Analysis of Digital Modulation Schemes over AWGN Channel

This technique is mainly adopted to analyse the response of the modulated
signal over the additive white Gaussian noise (AWGN) channel model. Hence we
introduced a channel model in various digital modulation schemes.

5.4.4 PSK over AWGN Channel

The input sequence is generated using a random source block, and it is given to the
PSK modulator block whose constellation point should be mentioned as 2 since it’s
a BPSK modulation. The resultant modulated output is then given to the throttle
which limits the throughput of the signal and passes onto the channel model.

This model allows the user to set the voltage of an AWGN noise source (),
a (normalised) frequency offset (), a sample timing offset () and a seed () to
randomise or make reproducible AWGN noise source. The noise voltage can be
varied according to the range mentioned in the QT GUI range. Once the noise has
been introduced into the channel, it is necessary to extract our original information
by the demodulation process. So, PSK demodulator with the same specification as
mentioned in the transmitter section should be incorporated.

The rational resample block is to interpolate or decimate the incoming signal
to increase or reduce the sample rate. The resultant power is comparatively higher
than the power obtained from the modulation scheme with no channel model. Hence
the spectral efficiency is improved, and power can be observed using the FFT
sink, and the constellation plot is obtained using constellation sink. The merit of
this technique is that it gives better SNR ratio when compared to ASK or FSK
modulation scheme.



5 Different Parameter Analysis of Class-1 Generation-2 (C1G2) RFID. . . 101

5.4.4.1 QPSK over AWGN Channel

In GNU radio, we transmit the information signal whose constellation point is 4 over
AWGN channel model [1]. Hence it is QPSK modulated. The resultant demodulated
output can be obtained by connecting it to the PSK demodulator block. It is filtered
using a low-pass filter and analyses the spectrum using frequency sink. While
comparing the power level obtained in this technique with the output obtained in
the absence of channel model, the power obtained in this scheme is quite better
than that of the other model. Hence spectrum efficiency is improved. SNR can be
increased by decimating it with proper filtering. Therefore the bit error rate gets
reduced at a higher rate [10].

5.4.4.2 QAM over AWGN Channel

In QAM, the same technique can be adopted, and the power level obtained over
the channel model has a better performance than that of the power obtained in its
absence. The BER of this modulation scheme is obtained, which comparatively have
more BER for fewer samples/sec. As we increase the samples per second, the BER
is converging to a smaller value. The more the samples per second, the lesser the
bit error rate. Hence the signal to noise ratio is better when samples per second are
more for our system design.

5.4.4.3 ASK over AWGN Channel

In GNU radio, ASK modulation is implemented by generating a signal source
for the carrier signal generated by the reader at 13.5 MHz/930 MHz frequency
(waveform-sine) and another signal source for generating the message signal at
a 1 kHZ frequency (waveform-square) as shown in Fig. 5.3. Both are modulated
and transmitted over an AWGN channel where the noise can be introduced. At the
receiver, it can be demodulated by recovering the input clock pulses. The results can
be displayed in WX GUI time and frequency sink to display the obtained waveform
at RFID frequency.

5.4.4.4 FSK over AWGN Channel

In GNU radio, we implemented binary FSK to transmit the signal at various
frequencies, as shown in Fig. 5.4. Therefore, two signal sources are generated at
different carrier frequencies in the UHF range such as 13.5 MHz and 930 MHz and
modulated with the message signal. The modulated signal is then passed onto the
AWGN channel, and the resultant FSK waveform is retrieved by demodulation.
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5.4.4.5 BPSK over AWGN Channel

The input sequence is generated using a random source block and encoded using
differential encoder which is given to the PSK modulator block whose constellation
point should be mentioned as ‘2’ since it’s a BPSK modulation as shown in Fig. 5.5.
Once the demodulation process is done, the resultant constellation should have
symbols on two phases such as 0◦ and 180◦ which can be seen using QT/WX
constellation sink [11].

5.4.4.6 QPSK over AWGN Channel

In GNU radio, we transmit the information signal over the AWGN channel model,
and the constellation point is mentioned as ‘4’ since it is QPSK modulated
as depicted in Fig. 5.6. The resultant demodulated output can be obtained and
synchronised using a Costas loop block. The order mentioned in the Costas loop
block is 4 since it is QPSK modulated. The resultant constellation plot can be
displayed using a QT GUI constellation sink.

5.4.4.7 QAM over AWGN Channel

In GNU radio, we can generate a signal of 1 kHz frequency using signal source
block and pass it to the QAM modulator block. The constellation point can be
mentioned as 4 if it is generating 4-QAM, and the signal is sampled at the
corresponding sample rate mentioned as in Fig. 5.7. Hence the resultant transmitted
signal can be analysed in time sink.

At the receiver side, the modulated output can be demodulated by using QAM
demodulator block with the same specification mentioned in the transmitter section.
When it is passed over the AWGN channel, the BER is reduced as shown, thus
providing an improvement in the spectral efficiency.

5.5 Proposed Methodology

In an RFID system, once the reader sends the carrier signal, the tag responds to the
reader by transmitting the EPC associated with it as a backscattering signal [12, 13].
This signal can be modulated with the carrier signal using various digital modulation
techniques, as mentioned Fig. 5.8. The motivation is to adopt a better modulation
scheme to transfer the information at a very high frequency in an RFID system with
less prone to noise. Thus, QPSK and QAM modulation techniques provide better
SNR ratio. Hence the bit error rate and power can be analysed for these modulation
schemes.
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Fig. 5.8 System design

5.6 Results and Discussion

5.6.1 Performance of Detection Methods

The resultant output of various modulation schemes can be analysed using GNU
radio software [14]. The output waveform and the power spectrum of ASK over the
channel model can be shown using time sink as shown in Fig. 5.9, and the waveform
of FSK can be obtained using FFT sink as shown in Fig. 5.10. The power spectrum
of FSK can be displayed using the QT GUI frequency sink, as shown in Fig. 5.11.
Since the constellation point for QPSK is ‘4’, the constellation diagram for QPSK
can be obtained as shown in Fig. 5.15 and for BPSK is ‘2’ and so on.

The resultant waveform of BPSK for the given sample rate and the power
spectrum are obtained, as shown in Fig. 5.12. The resultant constellation plot should
be displayed only in two phases, as shown in Fig. 5.13.

The output for QPSK is similar to BPSK except for the constellation point, and
the order of the Costas loop is mentioned as ‘4’. Thus the power spectrum and
constellation plot can be obtained as shown in Figs. 5.14, 5.15 and 5.16.

For M-PSK, the value can be given for ‘M’ to obtain 8-PSK, 16-PSK, 64-PSK
and so on, as shown in Figs. 5.17, 5.18, 5.19 and 5.20.

We obtain the constellation point as shown in Fig. 5.20 for the given appropriate
constellation points in QAM block and the resultant power, and the decoded output
is obtained as in Fig. 5.21 using FFT sink block in GNU radio.



5 Different Parameter Analysis of Class-1 Generation-2 (C1G2) RFID. . . 109

F
ig

.5
.9

A
SK

w
av

ef
or

m
an

d
FF

T
sp

ec
tr

um



110 P. Arulmozhi et al.

Fig. 5.10 FSK waveform before and after demodulation

Fig. 5.11 FSK power spectrum

Fig. 5.12 BPSK waveform and power spectrum
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Fig. 5.13 BPSK constellation before and after demodulation

Fig. 5.14 QPSK demodulated output waveform and power
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Fig. 5.15 QPSK constellation plot

Fig. 5.16 Power spectrum of QPSK using bandpass filter
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Fig. 5.17 Constellation plot for 8-PSK

Fig. 5.18 Constellation plot for 16-PSK

Fig. 5.19 Constellation plot for 64-PSK

Fig. 5.20 16-QAM constellation plot
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Fig. 5.21 QAM waveform before and after the noise and its power spectrum

5.6.2 Bit Error Rate for Digital Modulation Techniques

The BER is obtained for the best modulation schemes as shown in Fig. 5.22.
QPSK is the most suitable modulation technique which can be adopted for the EPC
sequence in an RFID system [14].
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Fig. 5.22 BER vs Bits/Symbol

5.7 Conclusion

In this chapter, various modulation and demodulation schemes are discussed
in detail and focused mainly on transmitting the EPC sequence with suitable
modulation and demodulation scheme. We implemented in GNU radio, which
is an adaptive SDR platform, and transmitted a random sequence using various
modulation schemes and chose the suitable one with less BER and high SNR ratio. It
is transmitted over AWGN channel model to analyse the differences in the received
power. Thus, the power is analysed for UHF range of RFID frequencies.
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Chapter 6
Design of Classifiers

S. Padma

6.1 Introduction

Data mining can be defined as mining of data from data warehouse. It can also
be said as mining essential knowledge or knowledge discovery from data (KDD).
Of all the various data mining techniques, classification is an important one.
Classification is a major technique in data mining where a group of data is divided
and given categories for various analyses and effective prediction. The vital goal
of classification is to find the category/class of a new data which enters into
the group. For both structured and unstructured data, classification can be done.
Categorizing the data into suitable classes based on the available features is said
to be classification. The prediction and classification of data is done based on
the training of the categorized data. By learning the characteristics of the data in
training, the classifier will classify the input while testing process takes place.

Classifiers like decision trees, nearest neighbor, naïve Bayes, logistic regression,
and neural networks perform well. The applications of classifiers are becoming
broader day by day. To deal with several new applications and large amount of data,
neural network concepts perform better compared to other methods. Being inspired
by the biological nervous system of the human brain for processing information,
neural network concept became popular. The working of the concept is by the
elements (neurons) which are strongly interconnected with various applications of
artificial intelligence; machine learning is an important one which has the ability
to learn automatically and gain experience without pre-programming. Machine
learning concentrates on the data that is to be accessed and made the systems learn
themselves.
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Various cognitive methods are employed in the machine learning concepts to
acquire more knowledge and discovery techniques. Learning can be done either
supervised (with teacher) or unsupervised (without teacher). While incorporating
the cognitive tasks in learning methods, the results are highly considerable. The
learning may be either by inductive or deductive or incremental or non-incremental.
Several studies related to cognition clearly disseminate that cognitive task inclusion
in algorithms finds solutions to several problems. The theory extracts the needy,
related elements to solve the problem and thereby improves generalization.

6.2 Cognitive Principles

“Metacognition” can be defined as “thinking about thinking.” But it is not sim-
ple as its definition. Many educational psychologists are under research on the
metacognitive experiences for the past two decades. Still there is a thirst on the
word metacognition. The main researches on metacognition focuses on mind theory
(developmental psychology), on meta-memory (experimental psychology), and on
self-regulated learning (educational psychology).

As per the definition of Nelson, metacognition is said to be prototype of
cognition located at the meta-level. Cognition is highlighted in the object level
of metacognition. From the above statements, it is clear that at the meta-level the
metacognition functions, whereas the prototype of the cognition is metacognition.
Both the cognition and metacognition are linked through the control and monitoring
functions.

One more model referred by Nelson and Narens on metacognition is given in
Fig. 6.1. It also suggested about the control and monitoring process. The above-
said model contains two divisions cognitive and metacognitive component. The
cognitive division has two interconnected steps called the meta-level and object-
level. The directions of the information flow are the metacognitive components. The
flow of information is controlled and monitored by two signals, namely, control and
monitoring signal. The cognitive component is in the object level which includes
concentration, learning, processing of languages, solving various problems, etc.
The meta-level includes the cognitive component, learning constraints, goals to be
achieved, and several strategies in developing knowledge. The object-level contents
are monitored by passing the signals to the meta-level. The meta-level contents are
controlled through the signals to the object-level. The mistakes at the object-level
are taken care by monitoring signals. The mistakes at the meta-level are taken care
by the control signals. This simple method of learning through the available skills is
given in the model.

Cognitive model deals with memory. In addition the metacognitive knowledge
includes the cognitive content together with the language, memory storage, etc. It
also includes the information about a person, product, different views of a content,
and more. Dealing with humans, the metacognitive knowledge describes the actions
and reactions on various jobs. The actions of humans, relationships between their
activities, and processing of thinking come under the metacognitive knowledge.
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Fig. 6.1 Nelson-Narens model

On the whole the metacognitive knowledge speaks well about “knowledge about
knowledge” on various situations, the decision-making, the experiences, and other
related themes. The enrichment of metacognitive knowledge happens continuously.
It integrates the information and updates the necessary data; clear differentiation of
data will be done. The above said are monitored by the cognitive component and
controlled by measures. The update is done through experiences, awareness in the
job, communication, and other interactive modes.

6.3 Classification Problem

Let us take the values{(x1,y1), (x2,y2), . . . (xt,yt), . . . } where xt ∈ �m is the
observed features of m-dimension and xt ∈ �m is its class identifier, where n is
the aggregate number of groups. The classification is represented using the values 1
and −1. Once the observed feature x belongs to class label c of the value set, assign
it to 1 or else to −1.

yj =
{

1 if j == c

− 1 otherwise
, j == 1, 2, . . . , n

The principle of the classifier is to predict the corrected class label with nominal
accuracy with the available input random variables along with knowledge and x.
The new identification of x is based on the prediction of coded class label y which is
said to be as classification. Thus it estimates the relationship within the feature and
the coded class label.
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6.4 Classifier Models

Neural networks capture data through batch learning or online/sequential learning
mode. In batch learning the inputs are sent into the networks chunk by chunk. For
some applications the entire training samples may not be received in advance. At
this situation batch learning classification algorithm performance accuracy is bad.
This can be overcome by the sequential learning algorithms where the data is sent
into the network sequentially. Below are the few learning algorithms that work based
on the cognitive principles of the human brain.

The normal execution of the sequential learning methods read the training data
sequentially and read only once in its learning period. The architecture of this type
of algorithms is constructive and fixed. The generalization of the classifier will be
poor if the training sample contains similar data which also leads to overfitting.
The performance of the classifier gets affected by the training samples also. The
approximations of the algorithms are highly influenced by the control parameters.
Many of the sequential algorithms have the drawback in giving good results as the
sequence of the input sample is to be altered for better performance.

6.5 Self-Regulatory Resource Allocation Network (SRAN)

The SRAN classifier comes under the sequential learning methods. It is suitable for
both binary and multicategory classification-controlled mechanism known as self-
regulatory learning. SRAN uses the radial basis function (RBF) as a main block.
Several groups of control parameters are combined with the RBF, to execute the
working of the network under the concept of self-controlled learning. Of all the
various activation functions in RBF networks, Gaussian basis function is the most
commonly used function. The learning method of sequential learning algorithm is
it reads the input data sequentially and only once. If the training is on the same data
for a long time, it will affect the classifier performance. The classifier performance
is controlled by several parameters associated with the algorithms. The traditional
RBF architecture is modified based on the self-regulatory parameters. Figure 6.2
clearly indicates the work of SRAN.

The working principles of self-regulation system are deleting samples based on
criteria, growth of network, and updation of parameters.

• Sample delete condition: In order to avoid overtraining of data, check before
deleting the sample that the absolute maximum error is less than 0.05.

• Network growth criteria: If the maximum error is within the threshold value and
the class is not equal to the predicted class, then the neurons can be added to the
network.

• Updation of parameter: Extended Kalman filter (EKF) is used for parameter
updation if and only if the actual and the predicted classes are the same. It also
checks if the maximum error value is above the threshold error.
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Fig. 6.2 SRAN architecture

6.6 Metacognitive Neural Network (McNN)

Inspired by the cognitive mechanisms of the human brain together with the self-
controlled learning paved the way to develop. McNN works as per the method
delivered by Nelson and Narens given in Fig. 6.1. The architecture comprises dual
parts. The foremost one is the cognitive part and the latter the metacognitive part.
Information about the samples moves from the cognitive part to the metacognitive
part which was said to be monitoring. Flow of information in the opposite
direction is said to be control. The traditional three-layered RBF network is the
cognitive component. Metacognitive component comprises the copy of the cognitive
component combined with the knowledge measures and learning strategies. The
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Fig. 6.3 McNN architecture

knowledge measures are estimating the class label, maximum hinge error, classifier
confidence, and class-wise significance. The learning strategies are sample delete,
parameter update, sample reserve, and neuron growth. Whenever a new sample
arrives, the sample executes based on the principles of what to learn, when to learn,
and how to learn. Then McNN architecture (Fig. 6.3) is as follows.

6.6.1 Learning Strategies

To enhance the learning of the sequential learning algorithm, the concept of
self-regulated learning derived from the human learning principles is used. The
principles of human learning that influences machine learning in the method are
what to learn, when to learn, and how to learn along with several learning strategies.
The metacognitive part of the McNN selects any one of the below-defined strategy
when new training sample arrives.

• Sample delete condition: Delete the training data that arrives to the cognitive
component if its knowledge is already in it. Learning of that sample is not
required.

• Neuron growth strategy: Add new neurons to the network if the class is not in the
list and the error is within the threshold value.

• Parameter update strategy: To improve the generalization and reduction of error,
EKF is used for parameter update.
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• Sample reserve method: Not all the training data are meant for learning unless
they are significant. If not so they can be reserved for future reference to retrieve
some additional information that helps for better classification. If a sample does
not suit to the above category, then it can be removed.

6.6.2 Knowledge Measures

• Estimated class label: Estimation of class label based on the predicted output is
obtained.

• Maximum hinge error: Most of the classifiers were developed by incorporating
mean square error method to calculate error that has less accuracy when
compared to the hinge loss function which is used in some classifiers.

• Class-wise significance: Performance of the classifier depends on the class-wise
distribution.

6.7 Metacognitive Fuzzy Inference System (McFIS)

Described by Nelson and Narens method of metacognition, McFIS contains two
divisions, namely, a cognitive and the metacognitive. The cognitive part comprises
the TSK-type-0 neuro-fuzzy inference system. Self-controlled learning of the
cognitive component leads to the metacognitive component. The learning method
checks the network knowledge based on the past and the present samples. The
network is controlled by the principles what to learn, how to learn, and when to
learn. Measuring the knowledge of the network and measuring the errors of the
samples are utilized as monitory signals. The monitory signals are used to select
the learning method suitable for the knowledge available in the current sample.
After this selection the samples are added to the fuzzy inference system (FIS). The
architecture of the McFIS (Fig. 6.4) comprises four layers, namely, the input layer
which holds input samples, second layer which is the Gaussian layer where the
activation function adds weights to the inputs, third layer in which the values of the
neurons are normalized, and the fourth layer where the output is retrieved.

The metacognitive component includes the copy of the cognitive component
along with the monitory and control signals. Instead of mean square error, hinge
loss error function is used to measure sample error. As monitory signals knowledge-
based measures are used. The learning measures are executed with the help of
the control signals using strategies like sample delete, sample learning and sample
reserve.

The above-said conditions are as follows:

• Sample deletion strategy: Avoids overtraining and reduces computational effort
by preventing the sample learning recursively.
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Input samples

Input layer Gaussian layer normalization layer output layer

Fig. 6.4 McFIS cognitive component architecture

• Sample learning strategy: Allocation of new rule (“growing rule”), rules for
updating parameters (“updation of parameter”), or deletion of same sample (“rule
pruning”) which represents the how-to-learn principle of metacognition.

• Sample reserve strategy: Helps in fulfilling one of the metacognitive tasks – what
to learn – by deleting the samples that have no novel information. How-to-learn
principle is fulfilled by the sample reserve strategy. Learning immediately or later
fulfills the metacognition principle when to learn.

6.8 Projection-Based Learning with McNN (PBL McNN)

McNN has dual components. A traditional RBF network with single hidden layer
is the cognitive component, whereas the metacognitive component contains the
model of the cognitive component along with knowledge measures and learning
strategies. The cognitive component of the McNN learns from stream of input data.
Through the input neuron, hidden neurons are grown to perform a network structure.
To approximate the classifier performance, the weights of the hidden neurons are
updated. The parameters of the Gaussian function are updated when the hidden
neurons are added to the network. The calculation of the Gaussian function is mainly
based on the centers and width of the current samples. The weights of the neurons
are calculated using the projection-based learning method. It works to convert the
set of linear problem into linear equations to minimize the error through optimal
weight.

Radial basis function neural network makes a nonlinear mapping from input
space Rn to the output space Rm. Rn is an input stream that is denoted by xi (for
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i = 1, 2, 3, . . . n) and Rm is output vector space that is denoted by yi (for i = 1,
2, . . . m). The jth hidden neuron of the radial basis function, which is computes a
Gaussian function as below

Zi(x) = exp

(
−

∥∥x − cj

∥∥
2σ 2

i

)
j = 1, 2, . . . m (6.1)

where x is input feature vector with n dimension, cj is the center of Gaussian vector
of i, and σ i is width of the hidden layer.

The width of the hidden layer σ i is calculated by

σj =
√√√√ 1

mj

mj∑
i=1

d2
(
cj − xi

)
(6.2)

When a sample is used to update the output weight parameter by projection-based
learning algorithm then

∂J
(
Wt

K

)
∂wpj

= ∂J
(
Wt

K

)
∂wpj

+ ∂J t

(
Wt

K

)
∂wpj

= 0, p = 1, . . . , K; j = 1, . . . , n

(6.3)

With respect to zero, equating first partial derivative and re-arranging (6.3) gives
as follows,
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ht
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)
= 0 (6.4)

By substituting Bt−1 = At−1Wt−1
K At−1 + (

ht
)T

ht = At and adding or

subtracting the term
(
ht
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htWt−1

K on both sides, Eq. (6.4) is reduced to
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K
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(6.5)

In conclusion, the output weight can be updated as

Wt
K = Wt−1

K + (
At

)−1(
ht

)T(
et

)T (6.6)

This study is to utilize the hinge loss error function instead of mean square error
to estimate the error rate between actual and predicted data that reduces the energy
function. Projection-based learning algorithms convert linear problems into set of
linear equation. The linear equation solves the classification problem with optimal
weights and minimizes the energy function.
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6.9 Metacognitive Extreme Learning Machine (McELM)

The aforementioned classifiers work on the principles of sequential learning algo-
rithms. In the sequential learning methods, the data are learned one by one and using
the self-regulatory concept. The self-regulatory concept prevents the neurons from
overtraining which increases the generalization of the classifier. Extreme learning
machine (ELM) is a fast learning method which is used to solve regression as well
as classification problems. ELM networks are computationally intensive and train
the data within a short duration. Input parameters are chosen randomly, whereas the
output weights are estimated analytically. ELM is a batch learning process where
the data are sent to the network chunk by chunk and the network is fixed a priori.

The metacognitive principles of Nelson-Narens model have proved its excellence
in various fields. The human learning principles when included with the ELM
working method give a better classifier. ELM with three layers, namely, input
neurons, hidden neurons, and output neurons, forms the cognitive component of
McELM. Hidden layer uses the q-Gaussian radial basis function, while the input
and output layer neurons of McELM are linear.

The metacognitive component uses the self-regulatory mechanism along with
the learning strategies and knowledge measures. The learning strategies are sample
deletion, sample learning, and sample reserve. Knowledge measures are predicted
class label and maximum hinge loss error. The training performance of the classifier
along with the training speed is best when compared to other sequential learning
algorithms.

6.10 Summary

The learning principles of the human brain when inculcated into the learning
principles of neural networks produce better results. The above-said sequential
learning algorithms proved its efficiency in training and also in time duration.
Classifiers are intended to use the self-regulatory mechanism; thereby the neural
network executes the neurons same as the human brain neurons. The cognitive
principles when incorporated into the classifier with the learning strategies and
knowledge measures work effectively.
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Chapter 7
Social Impact of Biometric Technology:
Myth and Implications of Biometrics:
Issues and Challenges

Kavita Thakur and Prafulla Vyas

7.1 Introduction

However biometric system has versatile uses among various fields for identification
and verification but it faces some challenges and issues. This chapter deals
with the myth and implication of biometrics as well as various challenges and
issues which hinder the implementation, usability, and adoptability of biometric
system. Biometrics is the better authentication mode to identify persons. Basically,
biometrics indicates what you are rather than what you have, i.e., possession, such as
keys, passport, smartcard, etc., or what exactly you remember in mind such as secret
codes, PIN codes, etc [3]. Every person has their own unique biometrics which can’t
be shared, stolen, or even forgotten. Clearly any solid individual recognizable proof
ought to incorporate biometrics in light of the fact that individuals don’t lose their
physiological and organic attributes. The biometric system explores various physical
or biological traits like finger veins, face, retina, signature, voice, etc. to identify
the individuals. Identification system is widely used by most software development
organization to trace out their employee time and attendance verification. Biometric
system tries to avoid proxy identification which is very critical in time-bound
organization. It saves a lot of remuneration paid to employees. According to the
US Department of Commerce, the business of country bears the cost of $50
billion annually because of employee time theft and insincerity. Basically, biometric
system eliminates time theft and ghost employees, increases productivity, reduces
administrative costs, as well as reduces payroll errors. As compared to biometric
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system, traditional surveillance systems like barcode swipe cards, cameras, personal
identification number, etc. are less effective solutions. It is a cost-effective solution
to identify persons. There are minimal social issues with respect to the security
and comfort of utilizing biometric framework. However, there is debate whether
these are safe and suitable to use. The government still tries to improve the system
to make sure food, medicines, fuel, and other assistance reach the needy persons.
Judicial laws ruled that government’s biometric ID system for citizens is legal. The
government has begun to pass regulations to regulate data collection, protection,
and sharing with others. Biometric identifications are harder to steal than other
traditional traits.

It has been conceded to by the administration and the business that biometric
acknowledgment is presently turning into an unavoidable truth. In any case,
such developing innovations have various myths, issues, misunderstandings, and
challenges.

Biometric science which arrangements the ID or check of an individual ward
is dependent on its own physiological and/or social attributes faces lot of myths.
There are a number of issues and legal considerations that have been considered
as regards the full-fledged implementation of biometric system. In recent times,
awareness of biometrics for common man was limited to its use in covert operative
spine chillers or dread ingraining instruments of condition of corporate observation
in theoretical fiction, forensic or as investigative tools; and was supposed to be
ultimate in areas where it was applied. There has been a sea change in areas where
biometrics can be applied. From around 2011, biometric advances seem stately for
more extensive use. The nationalized security and follow-ups of individuals who
possess passports, visa, etc. to cross the border are big issues to ensuring authorized
entry. Every one of the personalities and fringe crossing records must be connected
to biometric information. Every person has their exclusive features which are almost
stable throughout life and are induced into advanced biometrics to distinguish them
from another person. It minimizes fake representation and is implemented to provide
user-friendly operating conditions [2].

7.2 Biometric Myths and Misrepresentation

Biometrics is an undoubtedly emerging technology than other technologies. In any
case, most quite, it is executed in an alliance where they are censured and misjudged
more than different advances. Here, those legends are investigated and clarified why
they endure and why these discernments aren’t right. Biometric system is versatile
which is suitable for all applications.

Someone thought that single biometrics is appropriately fit to all applications.
There are a lot of versatile applications, namely, authentication of driver license,
border control, access control, etc. which cannot be fulfilled by single biometrics.
Various important factors like client conditions, size of client populace, society
acknowledgment, framework cost, and so forth have to be considered to select
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biometrics for an appropriate application. Adequacy of a biometric innovation relies
upon the how and where it is utilized. Each biometric innovation has its own
qualities and shortcomings that ought to be assessed in connection to the application
before usage. Biometric tools cannot be generalized in terms of usages. It can give
results/identify only the particular which are saved within.

Particular Biometrics Is Unique for Each Individual
The facts confirm that biometric qualities of every individual are interesting if
and just whenever broken down with adequate detail. However, this statement
is not fully true because of some limitations as well as intrinsic intraindividual
varieties after some time. Generally, identical biometric traits of any two individuals
are not common; it is likewise amazingly impossible that two estimations of a
similar individual would give indistinguishable representation. Therefore, resilience
ought to be a significant component of a useful biometric framework to beat such
issues, permitting coordinating of biometrics regardless of estimation commotion
and fleeting variety. System accuracy is quantifying by single number sample.

It is difficult to obtain a precise decision easily by comparing and matching single
sample. The error rates which are just numbers ought to be translated with regard to
the biometric innovation being used alongside the current application.

Biometric System Is Preconfigured
Biometric system depends upon the database of biometric templates which have
been extricated from a biometric test. It does not immediately get user-friendly.
Captured and stored features which could be restricted as far as size and genuine
assortment are utilized to prepare the framework. It is required to adjust to the
real working condition and is to be tuned to the detecting gadgets and securing
conditions.

Genuine Exactness Execution Can Be Anticipated in the Design Phase
Real accuracy prediction means that a particular system will provide real accuracy
performance by actual population. It can’t be anticipated in the plan stage; it very
well may be only evaluated.

Biometrics Is Costlier Than Other Surveillance System
Biometrics can be costly, yet not generally. It relies upon which biometrics is
utilized, how they are utilized, and the size of the execution. As per the biometric
technology, the camera of iris recognition is generally more costly than the
fingerprint recognition system; obviously it relies upon the manufacturer, with
expenses for a similar sort of innovation fluctuating broadly. For instance, the cost
of biometric modules depends upon the area where it is utilized. For example,
the cost of iris camera that is utilized to control access at an assembly plant is
much impressive as compared to the cost of the iris camera that is utilized in a
region of highly sensitive or of high throughput, viz., in airplane terminals. In this
manner, biometrics that are utilized is generally safe purchaser tools, similar to
PC incorporated fingerprint reader and face acknowledgment empowered. Smart
telephones possess inexpensive biometric traits than the utilization of biometrics
for controlling site access at an administration guard site. It is an essential on the
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grounds that, and as we see on numerous occasions with different innovations, there
are top-of-the-line and low-end applications, with changing degrees of speed and
dependability. Biometrics that must be quick or potentially utilized in zones of high
hazard will dependably be far costlier than those utilized in generally safe/low-
throughput conditions. Scale and unpredictability likewise have an impact in the
expense to actualize.

Multiple Biometrics Perform Better Than Single Biometrics
Instinctively, utilizing different biometrics per individual and in addition utilizing
numerous examples per biometrics may be valuable; anyway there is no assurance
this really beats individual biometrics which may force much overhead with no huge
effect to the framework execution.

Decision Threshold Is Not Utilized by Biometric Framework
Any biometric verification framework ought to incorporate a decision stage to
choose whether the approaching individual is acknowledged or not. Such decision is
chiefly reliant on the consequence of highlight matcher, so how such decision could
be taken without characterizing a limit to show the acknowledgment dimension of
coordinating. To build the security of the framework, the limit can be expanded,
which diminishes false accept mistakes and expands false reject errors.

Extracted Components Can Be Utilized with any Match Engine
Various highlights may have basic portrayal, yet they are distinctive as far as their
physical significance and their inclination are concerned. A coordinating engine
is fundamentally worried about estimating the separation between highlights with
regard to their component spaces. So various highlights taken from the various
components space will naturally force utilizing distinctive coordinating engine,
regardless of whether clearly includes have basic portrayal and various matchers
have basic base (estimating separation).

Accuracy of Biometrics Is Defined by the Number of Templates
It is a misconception about the accuracy of biometric system that large templates
provide better accuracy. System security is not exactly dependent on the biometric
template. Additionally, vast templates may crumble framework execution, since
having substantial layout implies progressively exact subtleties for an individual;
this may influence the framework resilience to biometric variety for a person. Along
these lines, huge layouts are not really legitimate [16, 18].

Biometrics Implies Complete Protection
No framework can be completely impeccable, particularly while considering the
assaults of expert programmers. Figure 7.1 indicates phases of confirmation frame-
work and enlistment framework and purposes of conceivable assault in a conven-
tional biometric framework. No innovation gives 100% certification, and the present
condition of face recognition is still a long way from being totally developed. After
rigorous testing of face recognition at US airport and open spot, it is observed that
face recognition system still needs a lot of advancements.



7 Social Impact of Biometric Technology: Myth and Implications. . . 133

Fig. 7.1 Susceptibility points of a Biometric System

Biometric Frameworks Attack Our Confidentiality
Numerous court discoveries infer that the utilization of biometrics does not attack a
person’s affable freedoms or security, albeit individual perspectives are abstract and
may contrast. A very much ideal biometric framework execution ought to consider
those issues in the planning stage.

The Best Error Rates Have the Most Exact Framework
In general, data which are used to evaluate system might be gathered in very
controlled environment and improbable. It may mislead the accuracy result which
is highlighted by vendors. So, it is better to evaluate different systems on standard
open space database to build up reasonable execution assessment in a realistic way.
In addition, regardless of whether standard databases are utilized in the assessment
stage, there is no assurance that such reports were for the whole set; it may be
accounted for a subset of the information or without following a standard testing
convention.

Biometric Sensors Are Not Sterile
Some people consider severely hygienic issues of biometrics. A large portion of
biometric securing gadgets need direct contact. Most reported health issues are
actually like those experienced in everyday life such as touching a doorknob,
touch pad, and screen to interact with ATM machine. The scanners which scan the
retina and iris don’t sparkle lasers into the eye and thereby are not harmful. And
many biometric implementations nowadays use touchless sensors for physical and
behavioral trait recognition, eliminating this concern entirely.
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Biometrics Is Excessively Mind-Boggling
It is undoubtedly accepted that hidden calculations utilized in biometric innovation
are unpredictable and hard to get. As a customer we also don’t know the internal
mechanism of mostly used appliances or devices like microwave or car. However
we can most conveniently operate them. It is to be understood by the biometric
facilitators that complex circuitry idea must be kept away from the ordinary user.
Every manufacturer prepares the document to simplify biometric operation.

Your worry ought to be with the multifaceted nature of the interface – both
of the biometric gadget itself and the enrolment innovation. Once more, great
producers will structure an interface that is easy to work by individuals of shifting
specialized inclination. It is basic that any biometric gadget can be utilized by
individuals who have practically zero information of innovation. The key is knowing
how biometrics can function in your specific association and how you will profit,
regardless of whether that is through improved proficiency, lower overheads,
decreased introduction to hazard, or a mix of the abovementioned. The intricacy
generally comes when building up how to coordinate the innovation. However,
similarly as with some other business frameworks, e.g., HR, T&A, or CRM, this
is generally reliant on what you as of now have and how you need biometrics to fit
inside that.

Biometrics Violate Confidentiality
Biometrics can possibly disregard security and contradict laws like the Information
Assurance Act if it is in the wrong hands. However, that is the key term here: in the
wrong hands. Any innovation, when utilized improperly, regardless of whether a
customer relationship management framework or a database utilized for holding
individual financial data, can be a danger to our security. What’s more, that is
actually why we have laws like the Information Assurance Act to direct how we
handle and use information.

Processing of Biometrics Is Tedious and Time-Consuming
Basically processing of biometrics is evaluated by its speed. Several factors are
responsible to affect the speed of a biometric gadget. The speed depends upon
the inquiry and matches the database. Templates of iris recognition are lighter, so
they set aside less effort to coordinate, not at all like some unique mark formats,
which are commonly vast and awkward, which makes coordinating more time-
consuming. The dimension of association required with the client. For instance,
some face acknowledgement advances require no physical communication by any
stretch of the imagination, which is the reason they are regularly utilized in regions
of extensive throughput, as airport. It is highly recommended to visit a site to
perceive how the innovation is utilized and along these lines the speed at which
individuals are handled.

A Fingerprint Faces Lots of Security Constraints
Most people think that scanned fingerprint data which is stored in biometrics is
not safe. It may be used illegally or misused. But it is totally a misconception;
its scanning method is drastically different from traditional fingerprint scanning
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methods. It doesn’t store the solid scanning image directly; it just identifies and
compares it using mathematical algorithm. There is some dispute that stored data
can be used to regenerate your fingerprint images. Biometrics just decodes the
information whenever your finger is put on the scanner.

A Biometrics Is Only Appropriate for a Large Firm
Generally, employee’s sincerity and productivity are not only essential for big
organizations, but also it is applicable to small ones as well as to any individuals.
Every organization has the basic need to manage time and attendance of employees
to increase work efficiency through punctuality and to eliminate the possibility
of time fraud and buddy punching. Small organizations have misconception that
it is wasteful to invest money in the biometric system. According to various
case studies, negligible investment on biometric time and attendance management
system not only increases productivity but also saves huge amount of money per
year. Biometric system provides the most up-to-date and accurate data to payroll
processing software which maintain process and prepare payroll. It reduces the
payroll errors.

Biometrics Is a Complicated System
The basic purpose of biometric system is to simplify life, not make it more
complicated. Biometric systems are used very easily and conveniently than other
manual time and attendance systems. As administrative monitoring and supervision
are required in case of traditional time and attendance system, there is no need
of administrative burden. It has an efficient interface which can be managed and
monitored remotely. Workers feel their accountability autonomously, even though
the administrator or manager is not present. Accountability toward work and
responsibility can directly increase productivity as well as efficiency of companies.

7.3 Vulnerability or Susceptibility Points of a Biometric
System

Biometrics accompanies a lot of various mind-boggling concerns which need
cautious thought. The above mentioned concerns delineate various potential entan-
glements and ideally give a sign of the outcomes of badly thought about biometrics
arrangements.

Researchers and analysts recognized eight places in the nonexclusive biometric
framework where assaults may happen [6, 17].

An important factor to utilize biometrics is to validate the genuineness of an
individual. The weaknesses of a biometric framework are as follows:

1. Fake biometrics – It is represented at sensor. Reproduction of biometric traits
is as an input to the system. Artificial fake finger, face mask, duplicate copy of
signature, etc. are the examples of this mode of attack. Biometric technology that
uses liveness detection technology is always difficult to spoof. This is not actually
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the biometrics rather the technology that is being used behind the process. There
are two types of biometric technology. One type stores images and identifies
individuals matching those stored images. On the other hand, other types (mostly
the sophisticated ones) read the biometric data and convert them into binary
code. This sophisticated system applies liveness detection technology to check
the liveness of the object. As a result, it becomes nearly impossible to fool the
system. For example, if our biometric technology uses image processing system,
then anyone can fool it just by holding the picture in front of the identification
machine, like pictures of the vein, a picture of our face, etc. On the other hand,
if that technology uses liveness detection technology, then the system will try to
find out the liveness of the object, so in that case the picture will be detected as
a nonliving thing, and the system will reject the entry. So, in my point of view,
it is the technology underneath that ensures the accuracy of the system, not the
biometrics. However, using multimodal biometric authentication system can also
help to skip those spoofing too. One can use silicon to fake the fingerprint device
but hardly can use the iris. So if both of the systems are used to double-check,
that can surely make the process strong and tough to fool the system. The iris and
retina biometric systems are more difficult to spoof [12].

2. Replay old data – In this mode of attack, already-saved digitized signal of
biometrics is reprocessed to the biometric framework bypassing the sensor. In
case of fingerprint recognition system or speech recognition systems, previously
stored image of fingerprints and recorded audio signal are replayed, respectively.

3. Override feature extractor – In this type of attack, a malicious code called Trojan
horse may alter the features of biometrics. Instead of the actual stored value
gathered from the sensor, the feature extractor generates manipulated data which
is chosen by the intruder.

4. Manipulation with captured features of biometrics – In this, actual captured
feature set may be altered with fake feature set. Regularly the two phases of
highlight extraction and matcher are indistinguishable, and this method of assault
is incredibly troublesome. In any case, if particulars are transmitted to a remote
matcher (state, over the Internet), this danger is genuine. One could “snoop” on
the TCP/IP (Transmission Control Protocol/Internet Protocol) stack and modify
certain bundles.

5. Override matcher – It may be possible to corrupt the matcher module of
biometrics by the attacker, so that the predetermined match stacks instead of
the original set are produced.

6. Modify template – Changing in any event one design in the database could result
in either affirming fake identity or declining authorized individual.

7. Intercept the channel – Information which is collected through pathway from
database server of stored template and matcher may be altered by the intruder.

8. Override conclusion of system – A hacker can affect the final decision process of
biometric system. Authentication function may be overridden by the intruder.
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7.4 Matter of Concerns of Biometrics

As biometric frameworks provide more noteworthy dimensions of confidentiality,
different assaults exist to increase unapproved access to a framework that is ensured
by biometric verification. Sadly, biometric validation is definitely not an ideal
framework. Various issues of the system are discussed here.

7.4.1 Biometric Framework Configuration Concerns

Biometrics which is perpetually connected with confidentiality and privacy ought to
be sensibly protected and reliable. A portion of the biometric protection concerns
are:

• Maverick transducers and unapproved securing of biometric tests
• Interchanges security among transducer, matchers, and the databases of templates
• Exactness
• Processing throughput
• Versatility
• Value of system
• Security

7.4.2 Confirmation

Rather than entering a secret word, biometric validation confirms your character by
checking your special natural features. Various primary concerns to be addressed
amid the assessment of biometrics for confirmation frameworks are discussed here.
Basically we have to recognize if the framework is intended for distinguishing
clients or validating clients. Recognizable proof of a client is a significantly more
troublesome assignment.

Biometric verification confirms the query as to “who are you.” It can be
attached to both computerized and physical states. This arrangement is being used
in various applications, viz., border security, identification of criminals in law
enforcement, entitlement programs, etc. Interestingly, identification does not include
a case of character by any stretch of the imagination. Rather, the framework is
given a lot of (preferably complete) qualifications and solicited to analyze this set
from certifications against the clients it is aware of, restoring an outcome, which
recognizes the client being referred to.

This is a well-known one-to-many test, and it should be evident that this kind
of test is both more work concentrated for the system and progressively subject to
having a wide extent of credits to differentiate customers. Biometric distinguishing
proof as a general rule compares to the present circumstance to a situation where
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an affiliation needs to perceive a person. The affiliation gets a biometrics from that
individual and thereafter glances through a biometric storage facility attempting to
precisely perceive the person. The biometric storage facility could be supervised by
a law approval office, for instance, the Integrated Automated Fingerprint System
(IAFIS) continuously run by the FBI in the USA or be a bit of a national character
structure like India’s UIDAI.

Biometric confirmation or authentication poses the inquiry “would you be able
to demonstrate your identity” and is prevalently identified with verification of
character in advanced situations. A framework will move somebody to demonstrate
their character, and the individual needs to react so as to permit them access to a
framework or administration. Confirmation is basically the check that recognized
the authorized client. The client may be called confirmed if there is a match. It is
called as a synchronized test.

7.4.3 Liveness Detection

With the expansion of web extortion and fraud every day, specialist organizations
need an approach to guarantee that their administrations can’t be undermined.
Particularly in unsupervised confirmation circumstances, liveness identification
is required to decide the client’s quality. Biometric validation frameworks need
to avoid advanced satirizing difficulties from replay assaults. Liveness testing is
turning into an essential piece of biometric frameworks. Liveness identification
has the expect to recognize a living and amid the biometric verification process
present individual thusly and to repulse ridiculing assaults at the information
catch subsystem. Techniques are anticipated to personifying biometric structures
dynamically tedious. The technique that is discussed here is the assurance of
liveness. To choose whether an individual is live when they present their biometric
data to a structure can be a problematic task to automate in a way that is qualified
to customers and conceivable to execute. Numerous techniques require one to be
alive, for example, detection of temperature, beat oximetry, location of heartbeat in
fingertip, electrocardiogram, reaction of dielectric, and impedance. Each technique
possesses difficulties that make it hard to be computerized and incorporated into
frameworks in the most straightforward manner conceivable. For instance, the
additional hardware requisite to play out a portion of these tests, for example,
electrocardiogram, can be costly and awkward for the client [12].

7.4.4 Collapse Rates

In case of day-to-day running and configuration of biometric system, collapse rate
is critically considered. Two sorts of disappointment rates are ought to be taken care
of: false acknowledgment rates and false dismissal rates. These parameters (false
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rate) are a module how absolutely the framework endeavors to check every client
against the qualities enrolled for them. In this manner, a system that is designed
and selected exceptionally exact and contains extremely low false acknowledgment
rates will constantly be playing out a high false dismissal rates, in respect to a
reasonable framework. Poorer administration of system cannot convey the positive
client experience.

A trained security administrator tries to make an arrangement with low false
acknowledgment rates and overlook the bogus dismissal rates. This is anything but
a reasonable alternative in all cases, and the setup depends emphatically on the
nature in which the biometrics-based framework is to be developed. In a military
application, where security is an essential, the system provides high false rejection
rate. In a business application, it is less degree for the affirmation of deferrals
and difficulties related with false expulsion rates. Common factors of failures
incorporate the accompanying:

• Inappropriate innovation decisions
• Lack of affectability to client observations and prerequisites
• Presumption of an issue which is nonexistence
• Insufficient encompassing
• Improper utilization of biometrics where different advancements would better

take care of the issue
• Insufficient business case
• Inadvertent comprehension of population issues

7.4.5 Circumvention and Repudiation

Circumvention is a major concern that refers to how easily authentication system
gets fooled. While biometric system is implemented, its weakest thread has to
be considered, as just like a chain its weakest part determines the security level
of the system. That means it is as secure as its weakest part. Intruders try to
attack its weakest part not its strongest module. An interloper may deceitfully
access the framework by going around the biometric matcher and examine delicate
information, for example, medicinal records related to a truly enlisted client. Other
than abusing the protection of the enlisted client, the impostor can change touchy
information including biometric data.

Repudiation refers deniability. Intruders repudiate their involvements. Non-
repudiation property is to be inculcated into biometric system to protect against
their denial and solve any disputes among parties.
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7.4.6 Handicapped Non-registrable Users

It may be possible that in the utilization of biometrics in a particular framework,
few clients may be found who could not be enrolled in the framework due to
their physical disability or handicappedness. In such cases an auxiliary arrangement
should be there to take care of this. It is essential not to reject client with physical
handicappedness.

The procedure of non-registrable user changes entrust on the biometric system
which is used. Indeed, even without real physical damage, a few components can
endure specifically areas of the populace.

7.4.7 Adaptability

Adaptability of biometric framework is the general issue in which it is important
that arrangement provided by the manufacturer be squeezed to demonstrate that the
arrangement offered will be suitably versatile.

In spite of that, the uses of biometric technology face a lot of ethical concerns,
the primary issues being the singular security, the conflict with one’s feelings and
values, and the collection, affirmation, and usage of individual biometric data.
The human rights type organizations contend that biometric mechanism impairs
the human rights for assurance and anonymity. It causes disruption and has the
capability to have authentic effect on entity flexibility and democracy privileges.
Also, some extra crucial information about the individual may be provided by
recognition system. For example, some physical traits like retinal pattern may
provide some medical data which can be misused. The innovation may soon get
obsolete as it can be hacked. However due to many concerns and threats in the world,
viz., terrorism attack, theft of identity, fraud, illegal immigration, misrepresentation,
and crime prevention and detection concerns, it is necessary to inculcate techniques
to protect individual identification for further ID and checking. Meanwhile since
9/11 the biometric development has advanced hugely. The hardware has improved
in plan and exactness, the expenses have dropped, and, in like manner, biometrics
has cemented its place in the security world.

An inquiry which regularly gets posed is: “The thing that occurs if my Biometric
Template gets stolen or hacked into. Will I become a casualty of Identity Theft?”
From a general outlook, there isn’t much which can truly occur, should this situation
occur. For example, if you think logically, you observed that it is bit difficult to get
meaningful information from the pattern of zeros and ones and/or probability curve.
It isn’t exactly equivalent to taking credit card number. Likewise, every vender of
biometrics has their own exclusive, numerical enrollment and matching algorithm,
so taking a layout and putting into another framework are just not possible. In any
case, if one somehow managed to burrow further at the specialized dimension,
biometric templates are much the same as whatever other innovation, which are
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inclined to disappointments, hacking, robbery, and at granular-could to a specific
degree be figured out.

Biometric templates may be at high risk to theft and hacking under the below-
mentioned four critical areas:

1. After the creation of templates which includes both checking and registration.
2. System in which database of biometric templates which depends on the used

technology of biometrics is configured.
3. Biometric templates are transmitted from the biometric system to the database

server in client-server model.
4. In cloud computing structure, biometric templates are stored into third party.

Without considering the social impacts over biometric, it is bit hard to the best
execution of System. Because of growing security threats, it is not easy to accept
the credibility of biometric framework. The expanding utilization of biometric
frameworks has wide social consequences, and one all-encompassing thought is
proportionality disenfranchisement covert (secrete).

Notwithstanding the way that biometric structures can be useful, the possibly
enduring relationship of biometric attributes with an entity, their possible use for
remote region, and their association with character records may raise social and
lawful concerns. Such kind of challenges can impact a structure’s affirmation with
customers, their execution, or the choice on regardless of whether to utilize it.
Biometric acknowledgment likewise causes huge legitimate concerns of repudi-
ation, expert, unwavering quality, and, obviously, security. Eventually, social and
legitimate elements are basic and ought to be considered in the plan, advancement,
and sending of biometric acknowledgment frameworks.

7.5 Impediments of Biometrics

Verifying biometric data and guaranteeing the security of individual personalities
are a developing worry in the present society. Conventional validation schemes
for the most part use tokens or rely upon some secret information controlled by
the user for checking his or her personality. These customary-based procedures
have been extremely well known and have a few constraints. Conventional-based
methodologies, for example, token, and information-based methodologies can’t
separate between an approved client and an individual approaching the tokens
or passwords. Learning-based verification frameworks expect client to recollect
and deal with various passwords/stick numbers, which results in client burden.
The restrictions of customary validation strategies can without much of a stretch
be overwhelmed by biometrics-based verification plans utilizing fingerprints, face
acknowledgment, and so on while offering ease of use focal points, for example,
client accommodation, as the client does not need to recollect various passwords
and their related cards. All things considered, a great many people who have more
than one bank card have stirred up their stick numbers. Notwithstanding, in spite of

https://www.thesaurus.com/browse/repudiation
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all the undeniable focal points, analysts at the Biometric Research Laboratory, BRL,
inside Namibia Biometric Systems are quick to raise a few security and protection
worries as illustrated beneath.

Biometrics is certainly not a mystery Unlike conventional traits, i.e., PIN and
secret keys for ciphertext, that are just noted by the user, biometrics, for instance,
face and fingerprints, can indeed be recorded and possibly mishandled by biometric
experts without the customer’s consent. Our analysts at BRL are quick to diagram
that there have been a few examples where fake fingerprints have been utilized to
evade biometric security frameworks. Some physical and behavioral traits, namely,
face, voice, etc., are in like manner vulnerable against being gotten without the
customer’s express data [9].

Attacks to user interface and countermeasures Biometric system may be unfit
if it is not able to distinguish fake and certifiable attribute. Intruders can tamper
into the framework with bogus attributes like face mask and artificial fingerprint.
Liveness discovery is a successful countermeasure to counterfeit biometric assaults.

Tracking Almost certainly, the equivalent biometrics might be used for various
applications and fields, and the customer can possibly be pursued if affiliations
interest and offer their specific biometric databases, while regular affirmation plans
require the customer to keep up different characters to prevent following. The way
that a biometrics proceeds as before presents a security concern. Biometric data
may be secured on adaptable media, for instance, sharp cards if they will be used
in affirmation mode. This ensures the data can’t be used without the customer’s
own one-of-a-kind endorsement, despite what happens with data set away in a
central database. Biometric confirmation/ID likewise can be acknowledged via
remote access, by sending the biometric images and/or layout using a system to
a gadget which will process further. It requires an exceptionally safe association. To
guarantee that the transmitted information has not been undermined, watermarking
can be utilized for this situation.

Biometrics can’t be dropped Conventional security traits like passwords, PIN,
etc. can be reset whenever needed. The same can’t be changed about a person’s
biometric. Be that as it may, biometrics is an exclusively inherent character of the
client and can’t be removed whenever used.

Biometric recognizable proof can be a measurable procedure Varieties in
conditions among enrolment and procurement just as substantial changes (transitory
or perpetual) mentioned that 100% match is not possible. For a password, secret
phrases, or a PIN, the appropriate response specified is accurately equivalent to the
one that has been confine, or it isn’t – the minimal variation is a purpose behind
rejection; on the other hand, in the case of biometrics, there is no unambiguous
line between a match and a non-match. Regardless of whether a match exists
depends in this way not simply on the two informational indexes to be looked at, yet
furthermore what safety buffer is considered average.
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Obviously, smart cards may be misplaced or stolen. Thus, stored information
of these must be encrypted and backed up. In any case, if the data is stolen, it is
important to have the capacity to reject it and to deliver another template which
could be utilized for further recognizable proof. Denial is simple when managing
pin codes or passwords yet not with biometric attributes as we can’t change our
irises or our fingerprints.

Cancellable biometrics is another exploration field and some fundamental rec-
ommendations have been made. It is conceivable to create new facial pictures for an
individual by sifting the first picture. Cancellable biometrics gives biometric frame-
works, hypothetically, the capacity to re-issue biometric signals. Major advantage
of cancellable biometrics is that various substances and various applications utilize
distinctive changes for similar signs. This avoids the sharing between databases of
various substances. For instance, a law authorization organization will utilize one
change for a unique finger impression filter, and a business element will utilize
an alternate change for a similar unique finger impression examine. This thought
of “decent variety” makes cross-coordinating inconceivable. The dealer takes the
biometric information from the client and analyzes it to a change from one of the
change databases related with a specific administration. This should ease security
worries as various changes are held in various databases per element [7, 8].

7.6 Challenges, Difficulties, and Issues of Biometric System

Biometric systems face two kinds of security threats. The first is the use of
biometrics to guarantee and offer security to information systems. For what sorts of
usages and in which space is a technique combining biometric propels commonly
appropriate? Expecting that a biometric system is setup, another security threat is the
protection, reliability, and steadfastness of the structure itself. Data confidentiality
inquire about is required that tends to the novel concerns of biometric frameworks,
viz avoiding irruption dependent on the presentation of fake biometrics, the replay
of starting at now put away biometric characteristics tests. Structuring a protected
verification framework can be a serious testing task. The issue of recognizing
vulnerabilities and effectively executing countermeasures is a difficult one. It is
obvious that a superior technique for investigating vulnerabilities during the plan
procedure is required with the goal that framework architects will be more averse to
neglect vulnerabilities [10, 11, 15].

7.6.1 Needs of Multi-Model Biometrics

Most biometric frameworks conveyed in genuine applications are unimodal, i.e.,
they depend on the proof of a solitary wellspring of data for confirmation (e.g.,
single unique finger impression or face). These frameworks require to fight with
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a variety of challenges, viz., noise in detected data, high intra-class variation and
low between class varieties, non-all inclusiveness, parody assaults, limited degrees
of opportunity, and unsatisfactory blunder rates. Due to these serious constraints,
the unimodal biometric systems when need to be deployed in nations like India,
huge population size demands for much more competent field solutions (especially
toward ensuring 100% population coverage). A few disadvantages of unimodal
biometric frameworks can be reasonably settled by multi-biometric framework in
which numerous wellsprings of data are inundated. Such biometric frameworks
are progressively solid because of capturing and investigating various biometric
attributes which are autonomous bits of proof.

Various criteria, namely, individuality, repeatability, user-friendliness, and accep-
tance, are hardly satisfied in any one of the biometric systems completely. Some of
the limitations of biometrics include similarities among different people; change
in attributes over time, i.e., aging and physical limitations; acceptability by the
user; and many people not having all the characteristics. Durability is the major
issue in biometric system. The most recent research demonstrates utilizing a mix
of biometric roads for human acknowledgment is unmistakably more successful
than the unimodal biometric frameworks. Thus, a multi-biometric engine is needed
for real-time biometric recognition systems, which can effectively alleviate the
problems observed in unimodal biometric systems. The key field issues of unimodal
systems are non-universality (which will lead to insufficient population coverage,
due to high failure-to-enroll rate) and spoofing.

Multimodal biometric systems utilize one or more physical more than one
physiological or behavioral trait for registration, confirmation, or ID. The basic
purpose of combining various processes is to improve acceptance rate.

The aim of multi-biometrics is to reduce the false rejection rate (FRR), failure-
to-enroll rate, and sensitiveness of device.

The need of multimodal systems can be very well understood by studying the
following key limitations of the unimodal systems.

Unimodal biometric systems need to fight with an arrangement of issues, for
instance, boisterous data, intra-class assortments and restricted degrees of chance,
non-comprehensiveness, spoof attack, and unacceptable mistake rates. A portion
of mentioned constraints can be influenced by conveying multimodal biometric
frameworks that coordinate the evidence introduced by different wellsprings of
data [5]. Here in the following sections, different situations are discussed which
are possible in multimodal biometric framework. The element of combination and
coordination system must be appropriately received to merge data.

1. Noise in sensed data: Due to flawed obtaining conditions, the caught biometric
characteristics may be loud or contorted. Such varieties in biometric data may
create false dismissals/acknowledgments in the database, i.e., an enlisted client
of the framework may be inaccurately dismissed, or something else, an impostor
may be erroneously acknowledged. In face advancements, enlightenment con-
ditions may influence the nature of the caught face pictures, or too brilliant
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encompassing light may influence the execution of the unique mark optical
sensor.

2. Non-all inclusiveness: Although biometric attributes are relied upon to exist
among each single individual of a given populace, there are a couple of unique
cases, where an individual can’t give a specific biometrics. For example, due
to pathological conditions of the eye, iris images are probably not be procured,
or in working environments characterized by manual activities, the fingerprint’s
structure might even be disappeared.

3. Upper bound on identification accuracy: The accuracy in biometric systems
might be improved by developing more robust techniques, though there exists
an upper bound on the system’s precision. It entrusts basically in the magnitude
and quality of attributive patterns which can be modeled using a template. The
discriminative capability of a template is constrained by two factors; they are,
namely, the intra- and inter-class disparity in an individual. While the former
refers to the variations among feature sets of a same individual, the latter
refers to the variations among feature sets belonging to different individuals. In
some cases, there exists a high intra-class variation, which means that biometric
features belonging to the same individual vary substantially, whereas low inter-
class disparities mean that biometric features of diverse persons may emerge
quite similar [13]. The accuracy of biometric systems may be affected by high
intra-class and low inter-class disparities.

4. Spoof attacks: Biometric frameworks are defenseless against parody assaults;
hence, by consolidating various sorts of biometric attributes into a solitary
application, the achievement of farce assaults will be undermined [14].

Why Is Multiple Traits Combined?
Each recently proposed physical biometric identifier has ended up having issues
of some sort – regardless of whether it be unique mark, iris, facial, voice, hand
geometry, ear shape, retina, or the rest – everyone presents us with a trade-off sooner
or later.

Be that as it may, we should ask: What qualities would the perfect biometrics
have? Obviously, to a degree that relies upon your application; however there are
some key properties that we can accept that are attractive for all physical biometric
identifiers. These may be extensively gathered into the regions of security and
reasonableness, as clarified beneath:

1. Security

Security is the major concerned to use biometrics. There is no use of biometrics
without it.

There are two fundamental parts of security that our optimal biometrics must
fulfill:

Resistance to Fake

An “internal” biometrics will customarily be more secure than an “outside”
biometric, since it will fundamentally be hard to duplicate or change.
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A case of the potential instability of outer biometrics was found by Japanese
scientists who had the capacity to lift fingerprints from glass and verify to unique
mark scanners utilizing counterfeit fingers produced using family fixings.

Accuracy

A low false acknowledgment rate (FAR) is vital to security; it is important that
unapproved people are not misidentified as approved. The FAR relies upon a few
components, for example, the peculiarity of the picked biometrics between people
(basically, its uniqueness), the capacity to catch the biometric data precisely, and
the capacity to coordinate it accurately. Starting here of view, the iris is a decent
biometrics; there are a high level of irregularity and multifaceted nature in iris
designs that supports its uniqueness and peculiarity between people.

Be that as it may, the FAR spreads just a single side of exactness. The bogus
dismissal rate (FRR – erroneously dismissing people who are really approved)
likewise matters, yet is even more a common sense issue, as examined in the
following sub-area.

2. Practicality

Clearly, we can propose a validation procedure that is as secure as we can
imagine, yet except if it is additionally functional, it will never succeed. Common
sense and security are frequently inconsistent with one another, and any last
framework will be an exchange off between them. The time when we are set up
to make the trade-off will rely upon the estimation of what we are ensuring – the
security frameworks guarding the Crown Jewels would not be handy to execute
in the normal UK home. In a perfect world, our picked biometrics ought to have
attributes that limit the requirement for trade-off by improving both security and
common sense.

The following practicality factors have to be considered:

• Speed. Biometric system ought to be quick to use and processed practically.
Speed factor plays a significant role. A representation of this is given by a
UK school that actualized iris acknowledgment for their midday food payment
system. Following a year the system was relinquished for being excessively slow.
“We don’t need understudies’ dinners getting cold while they hold up in the line,”
said the head teacher.

• Accuracy. A framework that rejects authentic clients might be secure, yet is
unquestionably badly designed. The ideal biometrics will never dismiss an
approved individual (zero FRR) and never acknowledge an unapproved singular
(zero FAR). Among innovations with the most noticeably terrible FRRs are faces
and voice acknowledgment.

Some of the time unessential variables can influence the exactness of a biometric
strategy. A voice recognition framework may disregard to perceive a customer with
cold. A distinctive spot framework can be sensitive to dirt or grease or scraped
area on the finger. An iris framework might be influenced by the nearness or
nonattendance of exhibitions. A perfect biometrics will be as harsh as conceivable
to superfluous components.
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• Cost. There will dependably be a trade-off between the security a framework
offers and its expense. For instance, fingerprint peruses are currently aware,
ease item; in any case, they don’t offer an abnormal state of security. A perfect
biometrics will be “financially savvy,” ready to offer a moderately abnormal state
of security at a generally minimal effort.

• Size. Numerous security applications have size limitations, for example, PC login
or entryway get to. The need to accommodate a substantial reader gadget (e.g.,
on account of palm acknowledgment) is a viable issue.

• Convenience. Obviously our optimal biometrics ought to be simple and helpful
to utilize. People encounter this issue during utilization of iris recognition. The
innovation utilized requests that individuals expel their glasses; shockingly for
the shallow, this makes the “objective zone” difficult to see. Several minutes spent
attempting and neglecting to get adjusted outcomes just in dissatisfaction

• Enrolment. Some biometrics are less reasonable than others: fingerprints can
wear or wrinkle with age to the point where they become unusable; hanging
eyelids can be an issue for iris acknowledgment. This is especially an issue
for the debilitated, where the selected biometrics may not be available, or
real position might be an issue. For example, a UK Passport Service consider
demonstrated a 39% failure to enlist (FTE) for handicapped individuals utilizing
iris acknowledgment.

• User acknowledgment. There are various reasons clients may oppose a biometric
system:

– Privacy concerns. For instance, it stresses that it may prompt remote tracking.
A biometrics that can’t be perused from a separation (in contrast to face, voice,
iris) is ideal.

– Hygiene issues – applies to contact systems, for example, fingerprint.

3. A Trading-Off Position

The majority of the standard biometrics has issues in at least one of the regions
recorded previously. A biometrics that sparkles in a single zone will be a letdown
in another. This guarantees that the decision of biometrics for a specific application
will be a trade-off, ordinarily, a trade-off among security and common sense, and a
wrong trade-off will unavoidably prompt the disappointment of a biometric venture.

7.7 Conclusion

This chapter deals with major challenges, issues, and social impacts of various
techniques involved in identification. The biometric recognition systems are the
automatic recognition system to overcome the drawbacks of traditional system.
But it also has some limitations and can be overwhelmed with the development
of biometric innovation.
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Biometrics is a capable and empowering field, where different request meets and
allow to continuously protect and careful world. There are different predominant
biometric segments as of now, some with strong stories and some generally new
frameworks. Each device has its very own characteristics and deficiencies. Right
when suitably associated, biometrics can be used to experience coercion and
certification that participation frameworks are direct and definite.

Utilizing a particular feature of biometrics may prompt great outcomes, yet there
is no solid method to check the grouping. To accomplish hearty recognizable proof
and confirmation, two diverse biometric highlights can be joined. A multimodal
biometrics can give a progressively adjusted answer for the security and accommo-
dation prerequisites of numerous applications.

Biometric advancements which are in progress have achieved about extended
precision at a decreased cost; advances in biometrics are situating themselves as the
establishment for some exceedingly secure recognizable proof and individual check
arrangements.

Notwithstanding the huge advancement made in the course of recent years,
biometric frameworks still need to figure with various issues, which outline the
significance of growing new biometric preparing calculations just as the thought of
novel information procurement systems. Without a doubt, the synchronous utiliza-
tion of several biometrics would improve the exactness of an ID framework, viz., the
use of palm prints can support the execution of hand geometry frameworks. In this
manner, the advancement of biometric combination plans is a significant region of
learning. The likelihood of utilizing biometric data to produce cryptographic keys is
similar as developing territory of study. Consequently, there is a clear requirement
for cutting-edge flag preparing, PC vision, and example acknowledgment proce-
dures to convey the current biometric frameworks to development and take into
consideration their substantial scale sending.
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Chapter 8
Segmentation and Classification of Retina
Images Using Wavelet Transform
and Distance Measures

Ambaji S. Jadhav and Pushpa B. Patil

8.1 Introduction

It is observed that the diabetes disease covering over a large scale of population
is creating an eye problem popularly known as “diabetic retinopathy (DR).” It is
becoming now a common disease in a large scale of population.

Diabetes is spreading in the population at a very fast rate. Therefore, disease
detection at early stage can avoid blindness in the patient. However, it requires
a large number of specialists and infrastructure. To reduce the load of experts
(doctors), there is a need of computerized automated technique so that disease
detection should take less time. Technical screening system using computers is
becoming a more flexible method and acting like a primary test which can quickly
assist the doctors.

Rise in glucose levels related with diabetes is the known reason for diabetic
retinopathy (DR). The DR is dynamic progressive sickness of the retinal layer that
do not show any signs in the beginning of DR and over the time the effect of diabetic
cumulative on the health and starts effects on the retina where disease progress is
indicated by different lesions in retina. The diabetes disease does not create any
problems to the patient when it starts, so there is a very rare chance that the patient
undergoes diabetes test unless he or she has some other health-related problems. In
the case of other health problems, medical experts doubt about the sugar level in
the blood, and they may advice for blood test; however, by this time, diabetes might
have progressed. Diabetic retinopathy may be classified briefly into three stages,
namely:

The early stage where the disease has not progressed; it is also called nonproliferative
diabetic retinopathy and is represented as NPDR.
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The second stage where disease has made progression and effects on different organs is
occurred this is also called as proliferative diabetic retinopathy and represented as (PDR)
creates from impeded vessels that directs to retina layer thickening and arrangement of
extra auxiliary vessels on the retina which may be close to the optic disc or over retina in
different places. Diabetic retinopathy is described by various highlights that are conspicuous
by the prepared spectator. The highlights of DR, for example, the quantity of small-scale
aneurysms and spot hemorrhages, have been exhibited to associate with ailment seriousness
and likely progress of the diabetes, at any rate for its beginning times. Such sores have a
sensibly all around characterized by appearance of signs of diabetes on the layer of retina
and helps in detection and the recognition of them gives valuable data.

The third stage is a very crucial stage where the disease has made much progress because
of cumulative effect of diabetes; this is also called sight-threatening diabetic retinopathy
represented as STDR.

It is additionally critical that DR is a controllable disorder all through illness
movement initiating from the beginning stage. Whenever recognized near the
beginning and at same properly treated then there is possibility of minimizing
saving expenses and either decrease or stop the further progress of disease this
avoids the patient from losing his eyesight. The detection and treatment of DR
are tremendous asset depleters on governments and well-being frameworks around
the world. Since the disease of diabetes controllable and treatable, diagnosing the
disorder through fundus camera images is useful and progressively productive
recognition and checking minimizes cost and money, doubtlessly computerized
automated detection of diabetic retinopathy is a needed for a developing need.
Figure 8.1 demonstrates the disordered labeled fundus image.

Many algorithms have been developed for computer-assisted detection of DR
features like exudates, hemorrhages (HA), and microaneurysms (MA). Retinal
blood vessels are the network of vasculature of the retina. It consists of twigs and

Fig. 8.1 Color fundus image
with anatomical structures
and disease annotated
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Fig. 8.2 Normal retina
image

tributaries of the fundamental retinal channel and veins. The retinal arteries supply
the oxygen-rich blood to the retinal layer of the eye. When any obstacle occurs in
the retinal major artery (small twigs), the retina cells slowly start suffocating from
oxygen deficiency which causes the DR.

Segmentation of blood veins of retinal images helps in the early diagnosis of
the progress of diseases such as glaucoma, DR defect detection, defect detection,
hemorrhage revealing, etc.

The configuration of the blood vessel is an observable feature in the retinal
structure; it reflects measurable anomalies across the blood vein structure. Figure
8.2 shows a normal person’s retina image that does not have any sign of diabetes.

The effect of hypertension is recognized from the blood circulatory framework.
The effect of extra pressure or hypertension will develop diabetes, and in turn
diabetes can affect other organs including retina part of the eye.

8.2 Structure of the Eye

The structure of the human eye is shown in Fig. 8.3, which consists of the retina as
one of the layers which is responsible for visualization.
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Fig. 8.3 Anatomy of the eye

8.2.1 Lexicon of Terms for the Eye

Front compartment This is also known as anterior chamber. This is a section of
the eye connecting the cornea and the central point that consists of aqueous hilarity.

Aqueous hilarity This part of the eye is also called aqueous humor. This contains
liquid produced in the eye.

Bruch’s film This is situated in the retina linking the choroid layer which is a tough
tissue that provides security to the eye and the retinal pigmented epithelium (RPE)
layer, provides bear to the retina, and works as the cellar film of the RPE layer.

Ciliary body This is another important section of the eye, above the central point,
that produces the aqueous humor.

Choroid This is a second layer or film coating that provides safety to the eye from
external sources that can enter into it. It is at the back of the retina and contains
veins that will nurture the retinal layer.

Cones This is another constituent of the eye which is responsible for differentiating
fine details of the object to be viewed.
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Cornea This is an exterior and simple structure located at the border of the eye that
covers the iris, beginner, and front cavity. This is the eye’s necessary light-centering
arrangement.

Drusen This accumulates the yellowish supplementary cell waste items that collect
inside and below the retinal layer that contains the pigmented epithelium.

Fovea This is the cavity down at the central point of the macula which gives the
finest visual irregularity or sharpness.

Iris This is the somewhat ring type of tissue at the back of the cornea with the aim
of directing the compute of light incoming to the eye by modifying the degree of the
replacement.

Focal point This is the basic and simple structure balanced following the iris with
the purpose of centering light in the region of the retina; it mainly gives a correction
change in agreement with the vital centering arrangement of the eye.

Macula This is the sector of the eye on the crucial position of the retina so as to
form spiky, clear directly forward vision.

Optic nerve This is the mass of nerve structured filaments on the backside of the
eye so as to communicate visual messages beginning in the retina near the cerebrum.

Photoreceptors This is the illumination identifying nerve-like structured cells
positioned in the retina.

Understudy The flexible opening at the focal point of the iris through which light
enters the eye.

Retina This is the light insubstantially sensitive coating or layer of tissue so as to
line up the backside of the eye.

Retinal pigmented epithelium (RPE) This is a film of cells with the intention
to ensure and tolerate the retina. It also evacuates waste substance, forestalls new
recruits vessel growth interested in the retinal coating, and ingests illumination not
inspired by the light-sensitive cells. The actions turn away the capturing of the light
in the eye and improve clarity of vision. The dimension of light entering into the eye
is controlled by this layer.

Sclera This is the farthest outside coat of the eye which ensures the protection to
the entire eyeball.

Trabecular meshwork This is soft tissue structure positioned close to the cornea
from side to side which dilute amusingness flow out of the eye.

Vitreous This layer removes squeeze-like material to fill the eye starting from the
crucial point to the backside of the eye.
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8.2.2 Facts of Diabetic Eye Disease

1. Diabetic patient eye disease contains a meeting of eye circumstances that
control persons with diabetes disease. The situations include mainly diabetic
retinopathy (DR).

2. Everyone who is suffering from diabetes has diabetic eye disease, and it can
lead to vision problem at any time of a person’s life.

3. The eye disease caused by diabetes includes modification to retinal vessels
which carry blood to different parts of the retina, thereby causing release of
liquid-like protein.

4. In the total cases of visual problems, most are because of diabetic retinopathy.
5. DME is a main consequence of diabetes so as to create enlargement in the area

of the retina called macula.
6. The way to controlling diabetes is maintaining a healthy diet and doing physical

exercise regularly along with doctor-advised medicines. The effects of diabetes
can slow downed and vision pran be postponed.

7. As the diabetes disease usually goes unobserved until some kind of health
problem occurs, vision trouble can happen at any time, so persons with diabetes
are supposed to get a complete eye check once in every year.

8. Near the beginning detection, appropriate treatment and appropriate follow-up
deliberation of diabetic eye disease can make sure the prevention of vision loss.

9. Diabetic retinopathy disease may be treated by means of a small number of
therapies, used single-handedly or in combination.

10. NEI supports do research to find out new methods for treatments for diabetic
retinopathy and to give the impression of being at the viability of accessible
treatments for a variety of patient gatherings.

8.3 Symptoms and Detection

An analogous scene or problem occurs as seen by the human being typical vision
and with progressed diabetic retinopathy. The migrating red spots are created
popularly known as hemorrhages that need concise treatment from medical experts.

The commencement time of diabetic retinopathy advances regularly without
creating considerable side effects. The diabetes disease regularly advances without
being noticed by the person till it creates a problem related to vision. The material
kike fat and protein leaking from extraordinary retinal veins will originate the
occurrence of floating spots. These spots will appear once in a while clearly.

Diabetic retinopathy and DME are determined throughout a comprehensive
dilated eye examination that contains the following.

1. Visual acuity testing. This is one of the eye tests also called eye graph analysis
which determines a person’s capacity to notice at dissimilar separations.
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2. Tonometry. This is another eye examination which finds or estimates weight
within the eye.

3. Pupil dilation. This is one type of test where drops on the eye’s exterior enlarge
the person’s eye, enabling a medical expert or doctor to check the retina along
with optic nerve functioning.

4. Optical coherence tomography (OCT). This is one more type of eye test. This
is similar to ultrasound process that utilizes light waves relatively than sound
waves for holding images of tissues surrounding the eye part. OCT test provides
exhaustive images related to tissues so as to be penetrated by light, like the eye.

A complete dilated eye assessment allows the medical doctor to verify the retina
for:

1. Modification or new origin of blood vessels.
2. Blood vessels become weak and start leaking blood because of fat deposited in

veins.
3. Enlargement happens in the macula (DME).
4. The lens of the eye gets changed.
5. Optic nerve becomes weak and injured.

On the off chance that extreme case of diabetes is assumed, a fluorescein in
angiogram may be utilized to search for harmed or cracked veins. In this process
of examination, a bright color is infused inside the circulation system, frequently
into the section of the vein. Images of the retina are taken when color changes.

IOP ought to be examined particularly as soon as NVI is observed. Enlarged
fundus image inspection ought to incorporate a macular assessment (examination
with respect to contact focal point otherwise without contact focal point) for the
purpose of investigating microaneurysms, discharge, bright lesions or white patches
called soft or hard exudates, fiber or cotton wool areas, and retinal swelling also
called macular edema. The point where blood vessels originate is popularly known
as optic disc, and territory encompassing optic disc (one circle distance across) is
to be inspected for nearness of strange fresh small vessel branches (newly created
vessels around optic disc circle, NVD). Further the rest of the part of the retina ought
to likewise be analyzed to observe nearness of irregular fresh vessel branches.

Macular Edema
Macular edema is nothing but swelling or thickening brought in the retina because
of leaking of internal retina liquids. It is accepted to be an effect of high pressure
created in retinal veins. DME or macular edema may be available with any
dimension.

ETDRS Criteria for Clinically Significant Macular Edema (CSME)

• Retinal thickening at the center of the macula
• Retinal thickening and/or adjacent hard exudates at or within 500 μ of the center

of the macula
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8.3.1 Retinal Analysis

The retina is the deepest, light fragile layer or cover which is acting like a display
device in eye structure of all living beings. The optic nerve structure of retina makes
an arrangement for creating two dimensional picture of any object which is be
viewed and interprets the object along with the creation of electrical neural signals
and motivation to the cerebrum for proper recognition of the object which focused
on retina. In terms of overall description, the retina serves as CCD in digital camera.

The retinal structure of human eye consists of a number of neurons which are
interconnected for the purpose of conveying information from one layer to another;
they are also called neurotransmitters. The neuron structure of the retina contains
three different layers of neuron or neural cells, namely, the first one is image receptor
neuron or cell, the second is bipolar neuron or cell, and the third is ganglion cell in
the interior of the retina, which is entirely containing ten meticulous sections or
layers, which include an exterior layer of pigmented epithelial neurons or cells. The
foremost neural cells which are directly concerned with light entering in the eye are
photoreceptor cells, and they are of two major types, popularly known as rods and
cones. The main goal of rods is to reduce the excess light intensity and provide good
contrast in terms of vision of object. The main responsibility of cones is to analyze
and view shading.

Light falling on the retina starts with a course of synthetic and electrical signaling
occasions those at last activate nerve driving forces which will be sent to different
image focuses of the mind from beginning to end the filaments of the optic nerve.
Neuron signals received from retina structure rods and cones will be processed by
other neurons in the eye structure; these neuron’s output will be the function of
potential in the retina cells called ganglion cell axons which make up the optic
nerve.

In any animals the progression of retina structure and the optic nerve start
growing outside till it approaches the cerebrum, one of the main parts of the mind
which is also called the brain. So keeping all those aspects into consideration, the
retina can be projected as the main feature of the central sensory system (CNS).
Therefore the retina is actually mind tissue.

8.3.2 Causes of an Occlusion

• Basically all the tissues in the retina require proteins and other nutrients for their
proper functioning. The nutrients and proteins are supplied to retina cells by the
blood itself, so blood flow mechanism is implemented by retinal veins which
are also called blood vessels. As an effect of diabetes disease, the blood flowing
through these blood vessels deposit some sticky-like material inside the blood
vessels.
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• The structure of blood vessels is such that they are very narrow and smooth so
that whatever blood enters into them should flow very effectively and easily. In
many of diabetic patients, the inner side of blood vessels is restricted because
of the sticky material deposited; this will create some trouble for effective blood
flow through these vessels.

• The patches or deposited materials inside the blood vessels are also called
atherosclerotic plaques. Since these plaques are deposited frequently and solidi-
fying later reduce size of vessels and in turn reduce the quantity of blood flow to
retina cells, this leads to the pressure on the blood vessels.

• Blood vessels and corridors run along in all the areas of the retina firmly together
in the back structure of retinal part of the eye. Because the inner wall of blood
vessels gets sticky material after solidifying, it may reduce the size of blood
vessels, thereby reducing the blood flow; sometimes if the deposited material is
more, then there is a chance of causing blockage.

8.3.3 Risk Factors of Retinal Vessel Occlusion

Because the inner side of blood vessels gets narrowed or some time blocked, there
are several risk factors which are to be considered. The following are some risk
factors which arise because of occlusion.

• Age factor: In most of the cases of the retina, blood vessel occlusions will appear
after the age of around 65 years.

• Hypertension: The flow of the blood to retina cells is with some normal pressure,
and if the patient has high pressure, then there is a chance of occlusion happening.

• High cholesterol: Normally cholesterol has effect on many organs of the body;
if the patient has a high level of cholesterol, then the blood flowing in the retina
cells creates occlusion.

• Blood clotting: The probability of occurring occlusion in the blood vessels is
high in people having blood clotting disease.

• Glaucoma: The result of occlusions can create increased intraocular pressure.
• Diabetes: The sugar level in the blood can lead to occlusion, and normally the

blood sugar level is high in diabetic patients.
• Smoking: Heavy smoking habits may lead to occlusion.
• Obesity: People with heavy weight are always with the indication of more fat,

and this content in the blood creates many health-related problems including high
blood pressure and diabetes; this more probably creates occlusion.

In general pressure can optimize any body’s capacity; similarly high pressure
especially in diabetic people has impact on health consequences including occlusion
for diabetic people, stroke, and some cardiac-related problems.

• Stopping smoking: The habit of smoking always reduces oxygen that reaches
different parts of the body through the blood. Less oxygen flow harms the inner
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sides of blood vessels creating occlusion, so to avoid occlusion, people should
stop their smoking habit.

• Eating healthy food and controlled diet: Normally diseases can be controlled
by eating habits and healthy diet. To prevent from all the complications like
occlusion and others, people should consume more fruits and vegetables; at the
same time, they should not eat more fatty and oily food.

• Avoiding or drinking a lesser amount of alcohol: From the study of alcohol
drinking people, it is found that alcohol and liquor progressively affect the neuron
or veins related to organs in the body. But still there are many factors like age of
person and lifestyle that have been considered while examining the effect.

• Keeping active: Managing good health needs several practices including eating
habits. A good and scheduled eating of food with good nutrients is required along
with a good practice of sleep and hobbies. With all other good health practices,
the person is required to walk early morning and make some physical exercises;
these can keep the person active for a day.

• Managing good weight: Usually people having heavy weights used to have
terrible eating habits and do not work more because of laziness. Since the food
which is consumed by people remains with unused cholesterol and calories are
not burn, this leads to accumulation of weight again. People with increased eye
pressure may likely to have a vessel occlusion. The optician can measure about
high eye pressure and suggest the person to an ophthalmologist when required.
So to manage health retina and total health, it is important to have a balanced
weight.

There is a condition in the eye called glaucoma where eye weight causes
problem to the optic nerve which is situated at the back of the eye. When
the person is found with glaucoma situation, then it is very much essential to
periodically monitor eye pressure and maintain it in control. Figure 8.4a–d shows
different fundus cameras used for capturing retina image.

8.3.4 Blood Vessels

Blood vessels have a very crucial role in the functioning of the retina. All cells
in the retina receive their food and nutrients from the blood which is supplied by
the blood vessels. The main functions of the retina are to detect light incident and
convert the light signals into electrical signals propagating them to the cerebrum
part of the mind along the optic nerve. Once the cerebrum receives the electrical
signals, then it converts these signals into an image that is being viewed. The healthy
condition of blood veins or vessels is one of the crucial aspects, and normally the
functioning of blood vessels is disturbed by diabetes disease. The pressure inside
the blood vessels is one of the parameters that is to be controlled; usually people
who have high sugar or diabetes disease tend to have normally more pressure inside
the blood capillaries which makes the blood vessels weak because of pressure and
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sticky materials deposited in the inner side of blood veins which reduce size of veins
by in turn creating again more pressure inside the blood capillaries.

The blood contains all nutrients which are required for any organs in the body to
properly work. The blood flows normally through the veins, but there are enormous
numbers of blood veins which carry blood to different parts of body. Similarly the
nutrients to retina cells are also supplied by blood veins; even though their size is
smaller, they do similar functions as other veins are doing.

Fig. 8.4 (a) Fixed fundus
camera. (b) Portable fundus
camera. (c) Handheld fundus
camera. (d) Eye hospital
ophthalmology fundus
camera
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8.3.5 Exudates

There are some bright lesions inside the retina; among these exudates are main
components. The exudates appearance is usually white patches, and these patches
indicate severity of diabetes in the person. If the white patches are very less and
situated in the first quadrant portion of the retina, then the disease is at the beginning
stage. The white patches area occupied over retina surface is also one of the
significant factors in making decision of diabetes presence. If the white patches are
found at the first and second quadrants of retina surface area, then the diabetes has
already made significant progress and requires immediate treatment. If exudates are
detected in all four quadrants of retinal surface area, then it is the case of severity
where immediate treatment is needed; otherwise there is threat of blindness. These
exudates may be created at place, and they can have any shape. Sometimes large
exudates may look like optic disc.

8.3.6 Microaneurysms

These are normally appearing much away from optic nerve where blood vessels
originate and may be situated at place over the entire retina. Microaneurysms
are primarily identifiable characteristics which appear as small red dots which
contribute to local blood vessel damage.

Fig. 8.4 (continued)
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8.3.7 Retinal Hemorrhage

Hemorrhage is a disorder in which bleeding happens in the blood vessels through
which blood is flowing to all the tissues of the retina, situated on the backside mass
structure of the eye. There are photoreceptor cells in the retina called bars and cones;
they can transfer light vitality into nerve flags that can be prepared by the mind
to shape visual pictures. Retinal drain not exclusively can influence grown-ups,
yet infants and babies may likewise suffer from this disorder. A retinal discharge
can be brought about by a few ailments, for example, high pressure inside retinal
blood vein impediment (there is a chance of blocking the blood vessels), sickliness,
leukemia, or diabetes mellitus (which makes little delicate vein structures, which
are effectively harmed).

Retinal hemorrhages that occur outside the macula can go undetected for a long
time and may once in a while possibly be picked up when the eye is analyzed in
detail by ophthalmoscopy, fundus photography, or an enlarged fundus test. However,
some retinal hemorrhages can cause serious impairment of vision. They may happen
regarding back vitreous detachment or retinal detachment. Figures 8.5, 8.6, and 8.7
show exudates details of different cases.

None: Exudates are not found.

Mild: Exudates area is less than 25% of total area of disc.

Moderate: Exudates area is than 25% of disc area and fewer than one disc area.

Severe: Exudates area is more than one disc area.

The following section describes the review in this area.

Fig. 8.5 Absence of exudates
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Fig. 8.6 Exudates presence

Fig. 8.7 High density of
exudates

8.4 Literature Review

Retina images acquired by fundus camera are either uneven distribution of light or
small contrast posing tough challenges in the process of blood vessel localization
and segmentation. The following are some of the approaches made by different
authors.

Kuri [1] “presented a method to detect the blood vein network of the retina which
are the basic components of retinal structure. In this method they separated green
channel details from RGB image and primarily enhanced using “adaptive histogram
equalization technique,” and further it is processed using Gabor filter along with
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neighboring region entropy thresholding for mining blood vein network from retina
image. The Gabor filter used in these sinusoids has modulated Gabor filter kernels.
Local entropy threshold is done from the gray-level co-occurrence matrix.

Morales et al. [2] presented a scheme for differentiating diseased retina and
healthy retina image. They extracted crucial features called local distribution of
image binary pattern which serves as a strong gray-level surface feature. In this they
generate a tag for every small detail in total image region. Label or tag generated
will be used depending on image neighborhoods of the image pixels that are defined
by means of radius and total number of points. In this the value of labels depends
on the size of the neighborhood. Diverse binary patterns can be produced in each
neighborhood.

Ali et al. [3] projected a method for analysis of diabetic retinopathy. They
used a Gaussian low-pass filter to remove distortions and noise in the image. For
segmentation purpose the histogram-based thresholding is used for eliminating the
background of the retina image. The wavelet-based transform that uses Haar method
is used in addition to Canny’s periphery recognition and is performed to extract
blood vessels.

Mansour [4] proposed a new process known as genetic algorithm along with
vertex-based series cryptogram. A fractious position number and technique are
applied on behalf of separation of the blood vein and intersection detection. This
algorithm employs geometrical particulars of the retina blood vessels to diagnose
hypertension and recognized retinal white spots known as exudates automatically
from color retina images. The variation color intensity will make it difficult for
detection of blood vessels.

Ramlogan et al. [5] employed the content of green channel of RGB image for
effective recognition of retinal blood vessels. To enhance the retinal blood vessels
adaptively, they used an enhancement technique known as “contrast limited adaptive
histogram equalization” process over local regions. These large vessels are easily
differentiated with respect to background since there exists a high intra-contrast.
They divided the images into a block of size 8x8 partitions; furthermore, histograms
of different detail equalization processes are operated on nonoverlapping relative
regions. In this histogram equalization process, a small cutoff boundary is employed
for small and thin veins. At the other end, a large cutoff boundary is considered in
favor of small contrast difference along with respect to surroundings.

Youssef and Solouma [6] proposed a new technique to detect blood vessels of
retina images; the method employed begins with edge recognition process. In this
they used the latest feature vector-dependent approach for recognizing blood veins
further more precisely. The method works with taking features of the blood vessels
like intensity, width, length, and orientation for interested regions.

The segmented blood vessels containing optic disc and nerve are eliminated
to obtain primary exudates. In the missed bright lesion, exudates are identified
by applying morphological restoration process. This process has a difficulty in
differentiating hard exudates and optic disc.
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Cheng and Jhan [7] proposed the cascade-adaboost classifier. They applied
support vector machine (SVM) classifier after that adaboost classifier to the same
image regions and the image regions are known as “pedestrian candidate regions”
with special camera was acquired for fixed-size images. The features were extracted
from the above-said regions. They developed complete pedestrian classifier by
joining SVM and adaboost classifiers in cascade. This reduced the rate of error of
the system.

Dupas et al. [8] developed the algorithm to detect the microaneurysms and
exudates from retinal images. They developed a system for determining computer-
aided diabetes retinopathy and the classification of types of diabetes images. The
accuracy of identification grading and of diabetes retinopathy (DR) and macular
edema developed is further processed for improving performance of technique by
considering big dataset containing all cases of disease and normal retina images.

Lam et al. [9] developed the local region’s normalized contrast evaluation
according to changes of special intensity in the image. For efficient blood vessel
extraction process, perception of Weber’s intensity law is applied for correlating the
applied images to the system.

Joes et al. [10] proposed a technique to automatically separate the blood vessels
from the image of a 2D color retina image obtained by fundus retina. This system is
used for computerized screening of diabetic retinopathy (DR). The system focused
around extraction of image edges that match very close to vessel centerlines.
The edges provide preliminary information of line components, and images were
approximated to patches by connecting every pixel in the image to its nearby line
component. Every line component is used as a unique vector, and they were arranged
using KNN classifier.

Yashawardhan et al. [11] presented another new method for blood vein local-
ization in the fundus retinal images. They described blood vessel retinal image
segmentation along with extraction of blood vessel method known as multilevel
resolution of single channel and linear tracking. The processed images provide a
remarkable view of the eye blood vessels that indicate the inspection of the blood
vessels.

Jasprect et al. [12] presented computerized methodology for the purpose of
detection and extraction of features from usual and abnormal abnormalities created
in retinal images through employment of a filter-based method with a pool of Gabor
filters for fragmenting the blood vessels. Further repetition and beginning of each
Gabor channel have been adjusted to counterpart of the blood vessels that fall in that
region of green channel content of input image since it contains dominant details of
RGB retina image.

Safia et al. [13] established a comparative study involving two diverse techniques
for diabetic retinopathy detection. The first method considered makes use of Gaus-
sian shifting for preprocessing and log straightening out for division interpretation.
The second method considered is employing of low concealing method in support
of preprocessing the image; they applied “Gabor wavelet to upgrading in addition
to global thresholding to segmentation.”
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Chaudhari et al. [14] presented a method for blood vessel segmentation. The
method uses a 2D kernel having Gaussian, since a vessel can occur in any directions,
the kernel is rotated in 12 different directions, and highest response in each pixel is
retained designed for extraction of blood veins.

Lassada et al. [15] presented a technique to compute relationship of the edge
localization and determining those edges which serve as blood vessels in the
retina image. They proposed edge position policies for the purpose of automatic
classification of retinal blood vessels in small child images. The method is tested
and analyzed for accuracy of each technique with similarity of the results obtained
by their method and manually graded ground-truth result.

Enrico et al. [16] have presented a new method for evaluation of segmented
blood vessels from fundus images. The method is implemented such that the blood
vessels are divided into small segments of constant curvature and later they have
been combined to form complete vessels to find out true vessels.

Oliver et al. [17] reviewed detection of diabetes by processing retina images.
The review contains many algorithms and techniques which are based on bright
and red lesions. Mainly bright lesions are exudates which appear like white dots
and optic disc which is circular in shape, whereas red lesions are microaneurysms
and hemorrhages. At the end they discussed about classification based on different
features extracted from the above-said lesions and entire retina images that can give
characteristics of the retina.

Daniel et al. [18] developed retina video making where the process mainly
concentrates on acquiring retina images from fundus images and later classifying
them into diabetes and nondiabetes image cases from manual by two senior medical
experts and computerized methods.

Vijayamadheswaran et al. [19] presented detection of diabetic retinopathy using
radial basis function. The algorithm uses features obtained from the fundus images
using contextual clustering (CC) segmentation method. The number of features
obtained is two, and radial basis function (RBF) network is trained by the features;
finally, weights are obtained and subsequently used for testing.

Gonzalez et al. [20] developed a new technique which is based on graph
theory for technical analysis for segmentation and interpretation of blood vessels
arrangement for retina image that estimates the location of blood vessels based
on graph theory with intensity as a major information source and determined the
unusual distribution of small and branched blood veins.

Kokare and Manjaramkar [21] developed a method to seek for microaneurysms
which are mainly red dots. The algorithm starts with applying preprocessing
method, namely, median filtering, and image histogram equalization later on the
threshold is considered for differentiating background and retina lesions including
red and white lesions. The threshold value is selected dynamically, and further
they applied region growing method for segmentation and regression for fine
classification.
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8.4.1 Our Contribution

In this paper we proposed a new method for segmentation and classification of
retinal images obtained with fundus camera. The proposed method consists of the
following steps:

1. Preprocessing of input image that helps in segmentation process to distinguish
different parameters of the retina.

2. Image segmentation is performed with the help of a two-level discrete wavelet
transform along with mathematical morphology process to extract bright objects
which are required in characterizing the images.

3. Two-level discrete signal-based wavelet transform has been employed to
database image for obtaining wavelet characteristics also called features that
serve as one feature vector.

4. Similar to step 3, wavelet features of the test are extracted that serve as a second
set of feature vector.

5. Both the feature vectors computed in steps 3 and 4 are fed to three different
distance measures considered, namely, city block, Minkowski, and Spearman.

6. The distance values generated by all three distance measures are tabulated.

Based on distance measure value, classification of images is performed. The
method presented here provides effective accuracy of classification.

The part 1 of the paper provides introduction which is committed to describing
about the diabetes disease types and spreading of disease in present days along with
its consequences. This part also includes the characteristics along with literature
which is committed to describing about the approach in which programmed
processing techniques can be utilized for detection and scrutiny of diabetes.

The rest of the part of the chapter is organized as follows; later Sect. 2 provides a
method developed for objective of segmentation and classification. In Sect. 3 results
and discussion are provided which contain results obtained by proposed method
that are tabulated and compared with already-existing methods. Section 4 gives
conclusion drawn from the results obtained by method.

8.5 Proposed Methodology

In the classification of diabetes retina image machine learning classifiers are used,
but many of the classifiers require training image set that should contain all possible
types of diseased images, and it is very difficult to have all such cases; hence, we
proposed a method that uses image similarity with respect to set of particular types
such as normal, mild diabetic, moderate diabetic, and severe diabetic. Figure 8.8
indicates the building block diagram of the system developed.

Input image: The input image for the system is color fundus retina images for both
database and test. The publically available retina image database diabet1 is used.
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Fig. 8.8 Flowchart of
proposed method

Preprocessing

Divide image into 4

quadrants

Find GLCM of each quadrant

Compute texture feature from

each quadrant 

Find distance value between

considered database image and test

image  

Based on distance value

Normal Mild Moderate Severe

Read input image

Preprocessing: In most of the cases, images contain noise and uneven illumination
over its regions; therefore, preprocessing is needed. Adaptive method of histogram
equalization is employed for removing noise.

The input image is a colored image; it converted gray-scale image that makes
processing of image easy.

Segmentation: The preprocessed image is considered for segmentation. Mathe-
matical morphology is applied to preprocessed image with a ball-shaped structuring
element, and further discrete signal-based wavelet transform is performed to detect
blood vessels. In this process discrete function f(n) is represented as a weighted
summation of wavelets ψ(n) and a common approximation ϕ(n), and it is given by
Eq. 8.1

f (n) = 1√
M

∑
k
Wφ (j0, E) ϕj0,kk(n) + 1√

M

∑∞
j=j0

∑
k
Wψ (j, k) ψj,k(n)

(8.1)

where the indices j0 is an arbitrary starting value and n = 0, 1, 2, 3, 4,
5 . . . . . . . . . . . . .m

Approximate coefficients are given by Eq. 8.2
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wφ (j0, k) = 1√
M

∑
x

f (x)ϕj0,k(x) (8.2)

The detailed coefficients are given by Eq. 8.3

wφ (j0, k) = 1√
M

∑
x

f (x)ϕj0,k(x) (8.3)

The gray-level image is decomposed into four quadrants, and “gray-level co-
occurrence matrix” (GLCM) is obtained for all quadrants. Texture features like
contrast, homogeneity, energy, and correlations are calculated from every quadrant
that yields a total of 16 features; along with these features, areas of blood veins of
the retina are extracted, and they are used as another feature to form feature vector.

Contrast: The contrast can be a quantification of the neighboring variations in
pixel values in an image and provides a good feature for further image representa-
tion, which is computed using Eq. 8.4.

C (k, n) =
∑

i

∑
j
(i − j)k Pd (i, j)n (8.4)

Homogeneity: The homogeneity of the image is co-occurrence of matrix of values
with an amalgamation of high and low P [i, j] values in an image.

Entropy: Entropy is an evaluation of the information available in the image.

It evaluates the uncertainty of intensity distribution in the image, and it is
represented by using Eq. 8.5.

Ce =
∑

i

∑
j
Pd (i, j) ln Pd (i, j) (8.5)

Correlation: Eq. 8.6 is used to measure the correlation of image linearity.

Ce =
∑

i

∑
j [i j Pd (i, j)] − μiμj

μiμj

(8.6)

where σ 2 = ∑
i2Pd (i,j) − μ2

i

If the correlation is higher, then the image consists of large amount of linear
structure.

Energy: One of the ways for generating texture features is to utilize local kernels.
After the multiplication and summing of pixels with the particular kernel at all image
coordinates, the “texture energy measure” (TEM) is found by adding the absolute
values in a local region. The energy is computed using Eq. 8.7.
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Le =
∑m

i=1

∑n

j=1
|C (i, j)| (8.7)

8.5.1 Disease Classification

Changes in the retina caused by diabetes can be classified as four different classes
including healthy or normal class, mild class, moderate class, and severe class. The
normal or nondiseased retina image does not contain any white patches known as
exudates, red spots known as macula, or hemorrhages, and blood vessels are not
dilated or thickened. The mild diabetes retina image contains blood vessels dilated
and one or two exudates in the entire image area. The moderate diabetic retina image
contains exudates in the first and second quadrants of the image, and the exudates
area is significantly more along with exudates blood vessels which are also dilated.
In severe diabetes retina image, exudates are distributed in all four quadrants of the
image with presence of dilated blood vessels, red spots, macula, and hemorrhages.
Figure 8.9a, b, c shows different stages of diabetes progress.

8.5.2 Datasets

The database used in the testing of this method is taken from an online publically
available source. The total images available in this database are 89, and all are color
fundus images; among them 84 images present at least small nonproliferative cipher
of the diabetes and 5 images show normal characteristics where there are no or
any symbols of diabetes, as per the experts involved in the evaluation. The images

Fig. 8.9 (a) Mild diseased
retina. (b) Moderate diseased
retina. (c) Severe diseased
retina
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Fig. 8.9 (continued)

are collected from “Kuopio University Hospital.” The images of database used are
acquired with digital fundus camera having a 50-degree field view. Figure 8.9a–c
shows possible diseased cases of retina images.

8.5.3 Distance Measures

The input image is M × N data matrix known as X matrix, which is considered as
1 × N row vectors, x1, x2,..., . . . . . . . . . xm.

At the same time, M × N data matrix is known as Y matrix, which is considered
as 1 × N row vectors, y1, y2, ..., ym.



8 Segmentation and Classification of Retina Images Using Wavelet Transform. . . 179

Table 8.1 Comparisons of distance measure performance

Reference
images

No. of
database
images

Type of
image

No. of
test
images

Avg.
distance
(city block)

Avg.
distance
(Minkowski)

Avg.
distance
(Spearman)

Normal 10 Normal 10 0.150 0.618 0.0170
Mild 10 0. 224 0.0637 0.0190
Moderate 10 0.314 0.0851 0.0209
Severe 10 0.554 0.1341 0.0364

Then city block distance, Minkowski distance, and Spearman distance are
computed between the vectors xs and yt using Eqs. 8.8, 8.9, and 8.9 correspondingly.

D2 = (xs − yt ) (xs − yt )
1 (8.8)

D2 =
∑n

j=1

∣∣xsj−ytj

∣∣ (8.9)

D = 1 −
(
rs − r−

s

) (
rt − r−

t

)1

√(
rs − r−

s

) (
rt − r−

s

)1

1√(
rt − r−

t

) (
rt − r−

t

)1
(8.10)

Table 8.1 shows numerical values that are obtained for finding out threshold
distance value of three distance measures that can be used as a decision-making
rule to classify all images of database.

8.6 Results and Discussion

The database and test images are selected from diabet1 database since it contains
all grades of diabetic images such as mild, moderate, and severe along with some
normal images.

The similarity measures like city block and Minkowski methods are used to
find the similarity content of two images. A set of ten different normal images
from database are considered and called reference images; again another set of ten
normal, mild, moderate, and severe DR are compared with the help of distance
measures; and similarity value is tabulated in Table 8.1, which helps in the
classification of images. Here reference images can be normal, mild, moderate, or
severe DR images. This method gives good result because all images of database
are similar even though they belong to the same type. Similar types of retina image
when compared by distance measures should minimum value and dissimilar images
should give maximum value. Among these three different distance measures used,
city block distance measure gives distinguishing values for all three combinations
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of images as used in Table 8.1, like normal against normal, normal against mild,
normal against moderate, and normal against severe.

On the bases of distance value obtained, it is decided whether the test image
belongs to normal, mild, moderate, or severe case. The performance measure of the
proposed method is given in Table 8.2, which contains classification accuracy.

For computing performance of the method, the database diabet1 is considered,
and each image from the database is compared with the dataset of ten normal images
which are used as reference images. City block distance measure to find similarity.
Figure 8.10 shows distance measure values of all three distance measures, and
Fig. 8.11 shows the classification accuracy of the system.

Table 8.2 Classification
accuracy

Methods Classification accuracy

K. Narasimhan et al. [16] 70
Meindert Niemeijer et al. [17] 80
Proposed 91.10
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8.7 Conclusion

Similarity measures are mainly used when two images are to be compared for
their similarity content in them.” In the proposed method, we used three similarity
measures, city block, Minkowski, and Spearman, for finding the similarity between
two images; all three methods clearly distinguish the different types of images like
normal, mild, moderate, and severe from a group of images by providing different
ranges of distance values which indicate the category of retina image.” Most of the
classifiers require large training dataset for their classification, and if the training
set does not contain all categories of images, then the test of classification will be
erroneous, since this method requires only one type of image as reference and test
will be more robust over other disease classifiers.
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Chapter 9
Language-Based Classification
of Document Images Using Hybrid
Texture Features

Umesh D. Dixit and M. S. Shirdhonkar

9.1 Introduction

Rapid development of technology has given rise in number of document images
in every language. A huge database of multilingual document images needs an
automatic language-based classification system. The language-based classification
of documents has following applications:

• Document categorization based on the domain
• Retrieving of documents
• OCR implementation
• Digital libraries
• Text to speech conversion

Figure 9.1 shows taxonomy of language-based/script-based classification of
document images. Both global and local analysis can be applied to identify the
scripts. Global analysis includes feature extraction at paragraph or block level.
Local analysis of document shall be implemented at two levels: word level and line
level. In the word level, initially the document image is segmented into words using
connected component analysis. Normally the structural features, texture features,
or hybrid features are employed. Structural features consist of information about
character strokes, orientation, and their sizes. Texture features are the presentation
of visual appearance of components and their frequency. Hybrid features include
the usage of both structural and texture features. In the word-level implementation,
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Fig. 9.1 Taxonomy of language/script identification

the extracted features of the connected components are employed for classification
of the document images. The line-level implementation includes segmentation of
lines using horizontal and vertical profiles of the text, feature extraction, and then
classification of the documents based on the language. However in paragraph
or block-level implementation entire document image is treated as a block. The
features from this block are extracted to train the system in order to carry out
language-based document image classification.

As the global analysis of document image is segmentation-free, it has an
advantage of faster classification. The local analysis requires an additional prepro-
cessing time for segmentation of the document, but has an advantage of accurate
classification. To improve both speed and accuracy of classification, there is a need
for development of new feature extraction schemes.

The objective of the work presented in this chapter is to develop a system
that classifies printed document images based on the language used. This chapter
proposes a segmentation-free technique for language-based classification. The
proposed method is evaluated for Kannada, Telugu, Marathi, Hindi, and English
documents. Kannada, Telugu, and Marathi are the official languages of Karnataka,
Telangana, and Maharashtra states of India. Hindi and English are the national
and global languages, which are officially accepted across India. Figure 9.2 shows
sample document images of Kannada, Telugu, Marathi, Hindi, and English.

Kannada and Telugu scripts are derived from Brahmi alphabet of ancient India.
During the twelfth and fifteenth century, these two scripts are split into separate
alphabets. The Kannada language has 16 vowels and 34 consonants with 250 basic,
compound, and modified shapes. The Telugu language includes 16 vowels, 3 vowel
modifiers, and 41 consonants. Thus it has a total of 60 symbols. Hindi and Marathi
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Fig. 9.2 Sample documents of English, Hindi, Kannada, Marathi, and Telugu

are derived from Devanagari script. Both Hindi and Marathi scripts have a horizontal
line at the top and connects all the letters. The Hindi script has 12 vowels and
34 consonants, whereas Marathi includes 16 vowels and 36 consonants. English
uses Latin-based alphabets with 26 letters. It has 5 vowels and 21 consonants. The
important feature of English alphabets is that most of them have vertical and slant
strokes. Figure 9.3 shows the vowels and consonants of Kannada, Telugu, Marathi,
Hindi, and English languages.

The challenging task in the proposed document classification is due to similarity
between Hindi and Marathi scripts as well as Kannada and Telugu scripts. But the
texture features formed by the words used in these languages will be distinct. This
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Fig. 9.3 Vowels and
consonants of Kannada,
Telugu, Marathi, and Hindi
languages. (a) Kannada
vowels and consonants. (b)
Telugu vowels and
consonants. (c) Marathi
vowels and consonants. (d)
Hindi vowels and consonants.
(e) English vowels and
consonants
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Fig. 9.3 (continued)

motivated us to propose a suitable texture features for language-based classification
of document images. The important contribution of this chapter is proposing the
usage of hybrid features employing SWT and HOG to improve classification
accuracy. The chapter also presents comparative analysis of proposed hybrid
features with (1) rotation invariant local binary pattern, (2) histogram of oriented
gradients, and (3) multi-resolution HOG feature. Evaluation of the method is carried
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out on a database of 1006 document images. The proposed feature extraction scheme
with SVM classifier provided better classification accuracy compared with current
state-of-art techniques.

The rest of the chapter is organized as follows:

• Section 9.2 briefs the literature review of language-based identification of
document images.

• Section 9.3 details about the methodology.
• Section 9.4 presents experimental results and Sect. 9.5 concludes about the work.

9.2 Literature Review

Script/language identification is a subfield of document image analysis. Lot of work
has been carried out in document image analysis. A detailed survey on document
image analysis is provided in [1]. The following section deals with the work related
to script/language identification.

Chaudhury et al. [2] presented script identification system for Indian languages.
They used Gabor filter-based features extracted from connected components, with
combined classifiers to improve the performance. Kulkarni et al. [3] proposed script
identification from multilingual documents using visual clue-based features. Eight
different visible features are employed with probabilistic neural network (PNN).
Padma and Vijaya [4] employed profile-based features with k-nearest neighbor
classifier for script identification from trilingual documents.

Pal and Chaudhuri [5] developed a system for identification of English, Bangla,
Arabic, Chinese, and Devanagari script lines from a document. They combined
shape-based, statistical-based, and some of the water reservoir-based features in
their work. Rajput et al. [6] presented a system for handwritten text identification
using DCT and the wavelet features. They processed document at block level and
used K-nearest neighbor approach for classification. Mathematical and structure-
based features with a series of classifiers have been applied to improve the
performance of script identification for Indian document images in [7]. Shirdhonkar
and Kokare [8] presented a technique to discriminate printed text and handwritten
text using neural network model and SVM.

Pardeshi et al. [9] used multi-resolution spatial features for Indian script identifi-
cation. They extracted features by applying radon transform, DWT, and DCT on the
segmented words of the document images. Tan et al. [10] used word shape analysis
to retrieve text from the document images. Wanchoo et al. [11] provided a survey
of Devanagari script recognition for Indian postal system. Sahare and Dhok [12]
detailed about the algorithms used for recognition of text in their work. They also
included comparison of the different schemes used for text recognition. A detailed
survey on document image analysis with its applications, challenges, and current
state of art is presented by Dixit and Shirdhonkar [13].
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Arani et al. [14] used hidden Markov model (HMM) for recognition of handwrit-
ten Farsi words. They used multilayer perceptron (MLP) with an input of features
obtained from image gradient, contour chain code, and black-white transitions. Bi
et al. [15] presented their final version of Chinese handwritten character recognition
system using convolutional neural network (CNN) model with GoogLeNet. Djeddi
et al. [16] presented a system for writer recognition using multi-script handwritten
text, comprising of Greek and English languages. They used run length features
with k-NN and SVM classifiers. Dixit and Shirdhonkar [17] proposed the multi-
resolution LBP features in their fingerprint-based document image retrieval work.
They compared the results of multi-resolution LBP features obtained using DWT
and SWT. Roy et al. [18] proposed HMM-based Indic handwritten word recognition
system. They used features obtained from zone-wise segmentation of words in their
work.

In the literature, we found that most of the text recognition schemes are based on
the line level or word level. Only a handful of works were reported text recognition
at block level or document level. Segmentation-free script identification at block
level improves the classification speed and is helpful to retrieve documents based
on the script. The scripts used to form words and sentences, in different languages,
will have visually distinct features. We exploited these features for language-
based classification. A hybrid feature extraction scheme that combines SWT and
HOG is proposed for improved performance. We used SWT to decompose the
document image into horizontal, vertical, and diagonal details of the scripts. The
decomposition helped in obtaining more precise orientation of gradients to construct
the feature vector.

9.3 Proposed Methodology

Figure 9.4 provides architecture of the proposed work. It includes training phase and
testing phase. Preprocessing, feature extraction, and classification are the building
blocks of the proposed architecture. These blocks are discussed in the subsequent
sections.

9.3.1 Preprocessing

In this step the document image is prepared for feature extraction. Initially the
document image is converted into grayscale using the equation (9.1):

I = 0.2989 × R + 0.5870 × G + 0.114 × B (9.1)
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Fig. 9.4 Proposed
language-based classification

Fig. 9.5 Unsharp filter mask
1
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“R,” “G,” and “B” in the equation (9.1) are the red, green, and blue components
of the image. The converted grayscale image is denoted as “I.” Low-contrast
document images provide inaccurate texture features and lead to poor classification.
Hence to increase quality of the input image for improved classification, we
convolved the image “I” with a 3 × 3 filter shown in Fig. 9.5 to perform unsharp
masking [19] and then applied a low-pass filter.

Figure 9.6 shows the results of preprocessing steps for a sample document image.
It includes input color image, its grayscale version, output of unsharp masking, and
the low-pass filtered image. Thus in the preprocessing step, we improve quality of
the document image in terms of contrast to obtain more accurate texture features in
the next step. The steps used in preprocessing of the document image are listed in
Algorithm 9.1.
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Fig. 9.6 Results of preprocessing steps
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Algorithm 9.1 Preprocessing

1. Begin
Input: Document image
Output: Preprocessed document image D(x,y).

2. Read the input document image
3. if input is color image

Convert to gray-scale using equation (9.1)
end if

4. Perform un-sharp masking using mask shown in Fig. 9.5
5. Apply low-pass filter
6. End

9.3.2 Proposed Hybrid Texture Features

Figure 9.7 shows the proposed feature extraction scheme employed in this work.
We used SWT- and HOG-based hybrid features. The document image is initially
decomposed by applying DWT and then HOG features are obtained from each of
these decomposed components. This process is explained in the following sections.

9.3.2.1 Stationary Wavelet Transform (SWT)

This section provides the details of DWT, SWT, and the application of SWT in the
proposed method of language-based document image classification.

DWT The word wavelet was first introduced by Morlet and Grossman in the design
of Morlet wavelet. In 1984, wavelet with new property called orthogonality was
proposed by Meyer. The orthogonal property states that the information obtained
by one wavelet will be entirely independent of the information captured by another
wavelet. An idea of multi-resolution that is a pyramidal algorithm was developed
by Stephane Mallat in 1986. The kernel functions used in wavelet transform are
obtained by a prototype function referred to as mother wavelet, which is given by
equation (9.2):

(9.2)

where “a” is the scaling factor and “t - b” is the translation parameter. The term
1/

√
a is used as normalization factor to ensure that all the wavelets carry same

energy. Thus the wavelet of a signal is a mother wavelet at scale “a,” lagged by b.
Figure 9.8 shows plot of a mother wavelet.
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Fig. 9.7 Proposed feature extraction scheme
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Fig. 9.8 Plot of a mother wavelet

The discrete wavelet transform provides discrete samples of a wavelet transform.
DWT of a 2D signal f (x,y) is given by equations (9.3) and (9.4):

WØ (jO,m, n) = 1√
M × N

∑M−1

x=0

∑N−1

y=0
f (x, y)∅jo,m, n (x, y) (9.3)

(9.4)

where:

• jo is arbitrary starting scale.
• WØ(jO, m, n) is an approximation of f (x,y) with scale jo.

• represents horizontal, vertical, as well as diagonal details with scale
j ≥ jo.

• M and N are row and column dimensions of the input image.

Figure 9.9 shows the conceptual approach of obtaining two-dimensional DWT,
which is obtained using the series of low-pass and high-pass filters [20, 21]. The
notations “H” and “G” correspond to low-pass and high-pass filters, obtained by
convolving the image with moving average and moving difference masks. The

and indicate down-sampling of columns and rows, respectively. The result of
this operation leads to four sub-bands:
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Fig. 9.9 DWT
decomposition of an image

• LL – Approximate sub-band that contains down-sampled original image
• LH – Horizontal details of an input image
• HL – Vertical details of an input image
• HH – Diagonal details of an input image

The DWT can also be applied at multilevels to obtain more accurate features.
Figure 9.10 shows the result of applying 2D DWT on an image with approximate,
horizontal, vertical, and diagonal details.

The two-dimensional DWT is found to be useful in many image processing
applications, which include:

• Image compression
• Image denoising
• Steganography
• Feature extraction
• Turbulence analysis
• Topographic data analysis
• Financial analysis and many more

Stationary Wavelet Transform (SWT) The discrete wavelet transform lacks
with translation invariance property. The SWT is designed to provide translation
invariance features and is an improved version of DWT. Translation invariance
is achieved by eliminating up-sampling and down-sampling process, followed by
up-sampling the filter coefficients with 2J-1 factor in Jth level of discrete wavelet
transform (DWT) algorithm [22–27]. Figure 9.11 shows decomposition of the
image using SWT. It can be observed that the up-sampling and down-sampling are
removed from the process. The LL, LH, HL, and HH are decomposed components
of the input image. In SWT, the number of output samples in every level of
decomposition is same as that of input samples.
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(a)

(b) (c)

(d) (e)

Fig. 9.10 DWT decomposition of an image

In the proposed method, the preprocessed document image is resized to
256 × 256 pixels. Let D(x,y) be a resized document image. Applying SWT on
D(x,y) produces four sub-bands of image, namely, DLL, DLH, DHL, and DHH, as
given by equation (9.5):

SWT {D (x, y)} = {DLL,DLH,DHL,DHH} (9.5)
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Fig. 9.11 SWT
decomposition of the image

where DLL contains approximation coefficients, DLH includes horizontal coeffi-
cients, DHL consists of vertical coefficients, and DHH contains diagonal coefficients.
Thus the four sub-bands provide multi-resolution version of the input document
image with translation invariance features. This decomposition helps in acquiring
more precise features in the next step.

9.3.2.2 Histogram of Oriented Gradients (HOG)

HOG was initially proposed by Dalal and Triggs [28] for human face detection.
Later HOG and its variants are used for hand detection [29], pedestrian detection
[30], fast face recognition, [31] and in many more image recognition applications.

In the proposed work, the four decomposed versions of the image obtained using
SWT are divided into blocks of size 2 × 2 cells. This gives a total of 16 cells per
image. Deciding size of the cell is an important step during extraction of HOG
features. We tested the system with cells of size 128 × 128 and also 64 × 64 pixels.
Cells of size 128 × 128 yielded a feature vector of dimension 144 and cells of size
64 × 64 yielded 1296 features. In our experiments we found that 128 × 128 cells
with 144 features provided better results in comparison with 64 × 64 cell size.

After dividing the blocks into cells, the gradient and orientation of the pixels in
each cell is computed. The gradient of the pixels is first order derivative and it gives
finer details of the image. The gradient of a 2D function f (x,y) is a column vector
represented using equation (9.6):

[∇x

∇y

]
=

[
∂f
∂x
∂f
∂y

]
=

[
HG (x, y)

VG (x, y)

]
(9.6)
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where:

• ∇x is gradient along horizontal direction and is represented as HG(x,y).
• ∇y is gradient along vertical direction and is represented as VG(x,y).

However, in image processing the equations (9.7) and (9.8) are used to compute
the gradient along horizontal and vertical directions of pixels in each cell. The
gradient in horizontal direction HG(x,y) is difference of two successive pixels of
a row and the gradient in vertical direction VG(x,y) is difference of two successive
pixels of a column:

HG (x, y) = Di (x + 1, y) − Di (x − 1, y) (9.7)

VG (x, y) = Di (x, y + 1) − Di (x, y − 1) (9.8)

The magnitude Mag(x,y) and the direction of gradients �(x,y) are obtained using
equations (9.9) and (9.10). The magnitude represents strength of the edge point and
the direction gives orientation of the pixel at location (x,y):

Mag (x, y) =
√

HG(x, y)2 + VG(x, y)2 (9.9)

�(x, y) = tan−1 GH (x, y)

GV (x, y)
(9.10)

In the next step, the orientation of gradient value of the pixels from each
cell is represented as a histogram. Histogram is a discrete function that provides
information about number of occurrences of a specific data. The histograms
obtained for each sub-band of the image are concatenated to form final set of
features. Let H1, H2, H3, and H4 be the histograms of sub-bands DLL, DLH, DHL,
and DHH, respectively. These four histograms are concatenated to form a final set of
features for language-based classification. Let FV be a final feature vector obtained
using equation (9.11):

FV = {H (DLL) U H (DLH) U H (DHL) U H (DHH)} (9.11)

The range of values used in a histogram is called bins. We used 9 bins to store
frequency of gradient values for each cell. As each sub-band comprises of four cells,
we get 9 × 4 = 36 features per sub-band image. Thus a total of 36 × 4 = 144
features per document image are obtained for classification.

Figure 9.12 shows SWT decomposition of the sample document image with
horizontal, vertical, and diagonal coefficients. Figure 9.13 depicts the plot of
proposed feature values in graphical form. Algorithm 9.2 enlists the steps adopted
in proposed feature extraction scheme.
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Fig. 9.12 SWT decomposition of sample document
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Fig. 9.13 Plot of feature values for sample document image

Algorithm 9.2

Proposed feature extraction scheme

1. Begin
Input: Pre-processed document image D(x,y)
Output: Feature vector (FV)

2. Resize the document image D(x,y) to 256×256 pixels.
3. Apply stationary wavelet transform on the image D(x,y).

[DLL, DLH, DHL, DHH] = SWT {D(x,y)}
4. Extract HOG features from DLL, DLH, DHL and DHH.

(a) H1 = HOG (DLL)
(b) H2 = HOG (DHL)
(c) H3 = HOG (DLH)
(d) H4 = HOG (DHH)

5. Concatenate H1, H2, H3 and H4 to construct feature vector.
6. FV = { H1 U H2 U H3 U H4 }
7. End

9.3.3 SVM Classifier

SVM belongs to the supervised machine learning technique and is widely found in
the application of image classification [32, 33]. The advantages of SVM are:

• It is effective in high-dimensional space.
• It provides better results with less number of test samples.
• It is more versatile, due to a large number of kernel functions.

As SVM is a supervised learning, it requires training with some known data.
Classification of the test data in SVM is obtained using an optimal hyperplane. This
line separates the data into two classes. An example of separating circles and squares
with a hyperplane is shown in Fig. 9.14.
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Fig. 9.14 Classification concept using SVM

The equation of hyperplane for classification of data using SVM is given by
(9.12):

Y = WTØ(x) + b (9.12)

where “W” is the normal vector of hyperplane and “b” is the offset vector. The SVM
employs different kernel functions such as polynomial kernel, linear kernel, sigmoid
kernel, and Gaussian kernel functions. Thus usage of SVM in image processing
includes the following approach:

• Computation of features from known images.
• Train SVM.
• Obtain features from test image.
• Classify using trained SVM.

This work employed linear kernel function for classification. Initially we train
the SVM using features obtained from 30% of the total document images of each
language. The trained model is then used for testing the samples.

9.4 Experimental Results

To evaluate the proposed method, a data base of 1006 document images of Kannada,
Marathi, Telugu, Hindi, and English are considered. The database is built by
collecting document images from the textbook, newspapers, and Internet. These
document images comprise of printed text, graphics, symbols with various sizes,
and resolution.
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Table 9.1 shows the details of the database. Documents belonging to each
language are considered as different classes. The database has 197 Kannada, 184
Marathi, 198 Telugu, 216 Hindi, and 211 English document images. Figure 9.15
shows the sample document images of the database used for classification.

Table 9.1 Details of the
database

Sl. No. Language Documents

1 Kannada 197
2 Marathi 184
3 Telugu 198
4 Hindi 216
5 English 211
Total number of document images 1006

Fig. 9.15 Sample document images from the database. (a) Kannada document images. (b)
Telugu document images. (c) Marathi document images. (d) Hindi document images. (e) English
document images
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Fig. 9.15 (continued)

The SVM classifier needs to be trained with known set of features before
it is used for classification. In the proposed algorithm, from each class 30% of
documents are employed to train the SVM model and the remaining are used
for testing. The detection rate is used as an evaluation parameter to compare
classification performance of each class and it is by equation (9.13):

Detection rate = Number of document correctly classified

Total number of documents
(9.13)

We also used average detection rate to compare overall performance of the
methods, which is given by equation (9.14). It is an average of detection rate
obtained for all the classes of documents:

Average detection rate = 1

N

∑
Detection rate (9.14)
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Fig. 9.15 (continued)

Where “N” is the total number of classes considered for a domain. In the
presented work, as five classes are used, the value of “N” is taken as five. For
testing, a document image from each class is given as an input and the result of
the classifier is noted down. The results of the proposed technique are compared
with three feature extraction schemes: rotation invariant LBP features [34], HOG
features [28], and multi-resolution HOG features obtained using DWT and HOG.
Table 9.2 shows the details of features used for classification with size of the feature
vector.

Table 9.3 shows comparison of the results with k-NN classifier and Table 9.4
shows results obtained using SVM. From the tabulated results, it is clear that
presented method provides better results with both the classifiers in comparison
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Fig. 9.15 (continued)

with existing methods. Particularly the proposed method with 128 × 128 cells
provided better results with a feature vector of size 144, which is smaller feature
vector compared to size of other feature vectors. It is found that the classification
with SVM is much better compared with k-NN.

Figure 9.16 shows graphical comparison of the results with various feature
extraction schemes using k-NN and SVM classifiers. The graphs are plotted for
average detection rate versus feature extraction methods.

The observations revealed from comparison of the results are listed below:

• The proposed feature extraction scheme with cell size of 128 × 128 (144
features) performs better compared with existing state-of-art techniques.

• The SVM provides good classification accuracy compared with k-NN classifier
irrespective of feature extraction schemes for this particular application.
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Fig. 9.15 (continued)

Table 9.2 Details of feature extraction schemes

Sl. No. Feature extraction method Size of feature vector

1 Rotation invariant LBP 640
2 HOG features 324
3 Multi-resolution HOG features (DWT + HOG) 256
3 Proposed features with 64 × 64 cell size 1296
4 Proposed features with 128 × 128 cell size 144

Table 9.3 Comparison of results with k-NN classifier

Detection rate (%)

Sl. No. Language RLBP HOG
Multi-resolution
HOG features

Proposed
features with
64 × 64 cell

Proposed
features with
128 × 128 cell

1 Kannada 50 57.29 63.25 59.29 61.45
2 Marathi 56.31 77.49 81.43 68.93 81.55
3 Telugu 62.5 66.2 75.73 87.5 79.12
4 Hindi 98.4 94.11 97.97 99.49 100
5 English 84.82 83.33 77.78 82.2 88.48
Avg. detection rate 70.406 75.684 79.232 79.482 82.12
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Table 9.4 Comparison of results with SVM classifier

Detection rate (%)

Sl. No. Language RLBP HOG
Multi-resolution
HOG features

Proposed
method with
64*64 cell

Proposed
method with
128*128 cell

1 Kannada 55.2 65.23 67.7 76.04 75
2 Marathi 62.135 73.28 73.78 85.44 87.38
3 Telugu 72.22 86.11 91.66 80.56 80.58
4 Hindi 98.99 95.23 97.46 100 100
5 English 86.44 79.56 80.126 81.15 92.15
Avg. detection rate 74.997 79.882 82.1452 84.638 87.022
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Fig. 9.16 Graphical comparison of results
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9.5 Conclusion

This work proposed an efficient method for language-based classification of doc-
ument images using SWT- and HOG-based hybrid texture features. It employs
segmentation-free technique for recognition of documents’ language. Proposed
features are tested using K-NN and SVM classifiers on a database of 1006 document
images. These features with SVM classifier provided an average detection rate
of 87.02% for five different classes of document images comprising of Kannada,
Marathi, Telugu, Hindi, and English language. Proposed feature extraction scheme
can be tested on different scripts and also can be used in classification of other
images with suitable preprocessing techniques.
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Chapter 10
Research Trends and Systematic Review
of Plant Phenotyping

Bharati Patel and Aakanksha Sharaff

10.1 Introduction

Agriculture field is very popular for research work. It is essential in terms of
food consumption for human needs and maintenance of the ecosystem for which
it is required to give abundant attention towards the future challenges. Factors
related to crop growth includes some of the major challenges are weather and
atmospheric changes, which highly affect the agriculture field. Therefore planning
should be in such a way that it assembles the precautions timely and required to
develop a low-cost system model. Risks are not defined by the assumption-based
approaches; therefore real-time data analysis is highly effective for all the concerns.
Image processing is a technique which is based on real-time dataset analysis. The
factors used for analyzing real time dataset are mainly time and cost, which are
directly proportional to the efforts required for day-to-day analysis by manual
observation. Now, this work is defining the challenge for huge dataset with less
amount of effort – observation that is based on digitalized world and programming
environment. Image processing is the area which has been implemented in plant
phenotyping provocation very efficiently. Plant phenotyping is the method to extract
the morphological characteristics or physical characteristics of the rice plant which
are essential for yield production like height measurement and panicle counts. Rice
plant contains tillers, leaf and panicle and panicle is the grain part which directly
shows the counts of the panicles for one tiller of a single plant. Classification of
inferior panicle count and superior panicle count exhibits an application of yield
production and then regular automation is required to assess the quality of the grain
part using plant phenotyping. Grain quality depends upon the stage of fertilization,
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which means if the seed is fertilized early, it means they are superior panicles
and if later fertilized, they are called inferior panicles. Analysis of morphological
characteristics is very important to improve the classification of best rice in terms
of rice husk with its color and different shapes. Rice husk or the outer covering of
the grain will show the grain quality as well as is useful on the power generation.
Rice husk is difficult to use efficiently because of its properties: very hard surface
covering, no food nutrition, and presence of very high silicon element; 20 percent
of grain weight is attributed to rice husk, which is difficult to use as a biodegradable
element [5]. It has been observed that different methods are following the same
steps: first is to capture the image and then apply some programming techniques
to measure the photographed scene, and after that, calculate the pixel values of the
image in inches; afterwards, do the automatic scaling technique, which is setting an
absolute scale. Therefore it is very crucial to analyze the rice growth according to
its morphological properties. Many researchers have done the experiments based on
plant height measurement, tiller counts, analysis of panicle architecture, and so on
by using machine learning which is the most recent technique for direct automation.
Image property can be enhanced by using the method of thresholding and filtering
which are the main parts of the image preprocessing techniques. Regular automation
of yield production requires very systematic approach to improve the accuracy in
terms of timely observation of plant growth, early disease detection, etc. Error rate
calculation of manual detection and direct automation will show the improvement of
the technique. Most important factor to make the approach efficient when it should
give the low error rate between the manual measurement and direct observation.
Image processing is the best technique to take the image-based data for further
observation. Image data means it should not be synthetic data. It should be real
data for the observation so that it will give the information about the technique
which produces less error rate method that is the primary concern because there
are lots of methods which are available for digital image processing but unless
it is useful for real time data then technique will not become effective. There are
different ways to capture the digital images of rice crop; these are by using camera,
computer scanning, satellite images, and drone-based images. After data collection,
images are analyzed using a software that can easily calculate region of interest
(ROI) and pixel value statistics based on user-defined parameters. Improvement of
the image-based techniques will be shown by the fast analysis grading of quality of
rice varieties which is a crucial point for market rate prediction. Automatic detection
is the advantage of the digital-based image analysis because it is of low cost and
less time observation. In this work most popular techniques are surveyed for the
efficient analysis of the images such as deep learning, machine learning methods
like random forest, support vector machines, convolutional neural networks (CNN),
etc. Recently deep learning concepts for image processing are very effective for
feature extraction; therefore this is a small effort to describe some methods of deep
learning algorithms with greater efficiency which are related to rice crop features
like panicle, leaf, tiller, root etc., are discussed in Table 10.1 and some selected
algorithms are used those are not discussed for the analysis of the plant height,
panicle counts and biomass calculation.
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Table 10.1 Deep neural network model and its application – gap analysis

S. No. Paper title Gap analysis Methodology used/Description

1 Plant leaf
recognition using
texture and shape
features with
neural classifiers
[24]

Add some more combination
of features other than shape,
texture, and color. Using other
classifiers like k-nearest
neighbor, support vector
machine, etc.

In this work shape- and
texture-based analysis is
computed by using Gabor filter
and GLCM features. Curvelet
features and invariant moments
for shape analysis of the leaf

2 Smart farming:
Pomegranate
disease detection
using image
processing [25]

Some other combinations of
feature like biomass, height,
width with other deep neural
network classifiers are
required to estimate. Training
time is slow for SVM

In this work preprocessing and
feature extraction are done by
using k-mean clustering and
then using SVM classifier to
classify the different classes of
images

3 Plant species
classification
using deep
convolutional
neural network
[26]

Size of training sample data is
very low; therefore accuracy
is not achieved. At the same
time, SVM is slow for
training the data. Feature like
biomass is not considered

In this work deep convolutional
neural network provides the
pixel value calculation; feature
extraction will be easy to
segment by green pixel value
rather than shape-based
classification

4 How deep
learning extracts
and learns leaf
features for plant
classification [27]

Feature extracted based on
shape, texture, color, and
venation. But height, width,
and biomass are not
considered

In this work CNN is used for
feature extraction, and deep net
is used to species identification;
therefore venation feature is
effective to give species
identification detail very
accurately

5 A review of neural
networks in plant
disease detection
using hyper
spectral data [28]

It will give the information
about the hyper spectral data,
but features are required to
match with the data.
Therefore explanation of
features is missing

In this work the architecture of
all the neural network models
is discussed with the purpose of
disease identification. Learning
vector quantization (LVQ) NN
with PCA and RBF network
with PCA are discussed for rice
disease detection

6 Factors
influencing the
use of deep
learning for plant
disease
recognition [29]

Factors which are influencing
the performance are discussed
here, but some more features
are required to affect the
method like biomass
calculation and height of the
plant

In this work method which is
applied as transfers learning
network which can reduce the
numbers of the pre-trained
network layers according to the
effective result. Deep neural
network will provide the
effective result with all the
considerations

(continued)
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Table 10.1 (continued)

S. No. Paper title Gap analysis Methodology used/Description

7 Method of plant
leaf recognition
based on
improved deep
convolutional
neural network
[30]

Complex background like
biomass recognition is not
identified

In this work image is
preprocessed, and taking its
effective size only so that the
segmented image will give
good result by using deep
learning’s layered approach

8 Tomato crop
disease
classification
using pre-trained
deep learning
algorithm [31]

Features which are analyzed
are size and weight; still some
features like biomass will be
effective for further analysis

In this work deep learning
architecture will provide the
stepwise analysis of tomato
plant for disease detection.
Transfer learning method is
used for disease classification

9 High-throughput
phenotyping with
deep learning
gives insight into
the genetic
architecture of
flowering time in
wheat [32]

Flowering time analysis is
depend upon the regular
automation of the plant, and it
will be difficult for biomass,
but it will be effective that at
the same time bulk of analysis
can be done by using biomass
analysis

In this work CNN network is
trained to analyze the image
without wasting time to
labeling the images

10 Three-channel
convolutional
neural networks
for vegetable leaf
disease
recognition [33]

For disease detection, color,
texture, and shape of the plant
are used; at the same time,
growth analysis is also one of
the factors to analyze

In this work, each channel of
TCCNN is fed by one of three
color components of RGB
diseased leaf image, the
convolutional feature in each
CNN is learned and transmitted
to the next convolutional layer
and pooling layer in turn, and
then the features are analyzed
through a fully connected
network layer to get a
deep-level disease recognition
feature vector

First section is dedicated to introduction part and the second section, related
work with the most recent work has done on image processing is described. In
the third section, experimental setup has been discussed for automation of the crop
field production. In the fourth section, results and discussion is described with a
case study of highly efficient image processing techniques, and in the fifth section,
conclusion and future work is discussed briefly.
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10.2 Related Work

Plant phenotyping is a broad area which includes work on the plant varieties for
improvement of the agriculture-based research field. Plant growth is correlated
with the gene selection process for further improvement. Pasion et al. [1] proposed
that computer-based technologies are showing the better result on processing plant
physical properties like seed density analysis, panicle counts, spikelet’s count,
plant height measurement, grain quality assessment, gene binding assessment, tiller
growth analysis, etc. Counce et al. [2] introduced grain quality assessment as major
task to enhance the productivity of the rice crop. There are different techniques
which are used to capture the different stages of the rice crop, and after achieving
a particular growth, the seed fertilization is calculated in terms of seed density. For
plant growth analysis it is necessary to recognize the stages, from stage 1 to stage
9, to know when the complete process of rice growth is done, but the main stage
will come after stage 6; in this stage the rice grain is in mature condition. At stage
7 it has been observed that precaution is required because at this stage, plants are
easily affected by the amount of water given, which will result in the damage of
the grain and fungal infection and crucial disease infection. Identification of these
problems has become a major issue to rectify the plant disease by using its properties
e.g. white blast, brown spots etc. Singh et al. [3] discussed about various rice grain
properties that will enhance the method of image based techniques to increase the
productivity by regular assessment of crop field. Grain contains different properties,
e.g., color, shapes, and quality; image analysis helps in predicting the good-quality
grain production method. Atkinson et al. [4] proposed grain quality also depends
upon the strong impact of internal root phenotyping of rice crop. Root phenotyping
is the method to analyze the root of the crop according to climate changes as
well as nutrition and water level assessment for better production. Previously
it is implemented by the researchers that at stage 7, it is important to access
the root functionality because in this stage, water level absorption can affect the
grain quality; root phenotyping is one of the studious tasks. Zou and Yang [5]
proposed that rice crop is very useful worldwide; therefore all the parts of the crop,
from root to top, are point of the research. Rice grain is composed of rice husk,
endosperm, bran, and germ. Rice husk contains high silicon, which is useful for
power generation, but can be a source of environmental pollution, dust, smoke, and
greenhouse effects. Panicle is another feature which is discussed by Zhou et al.
[6] that image analysis techniques are very effective for tedious work like panicle
architecture analysis of sorghum plant. Konovalov et al. [7] recommended image
analysis techniques, which are effective in terms of less time automation with low
cost. By using deep learning and machine learning concepts, it is easy to classify
the problem and identify the precautions before the plant gets affected by diseases;
automatic scaling of image will give the growth stage analysis of crop images. Cai
et al. [8] introduced an approach to analyze the growth of the plant by using height
calculation, which is the major task for growth analysis, and by using stereo image
data, height is calculated very efficiently. Singh et al. [9] introduced deep learning
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concepts such as convolutional neural network which is used for the semantic
segmentation for the images to preprocess the data with the effective result. Most
popular image segmentation methods are like semantic segmentation, thresholding,
region segmentation, edge based and clustering based segmentation and Ubbens
et al. [10] discussed about image segmentation approach will provide the lack of
complexity to analyze the area of interest so that by applying feature extraction
method images will give the fast result analysis. Barbedo [11] proposed the image
segmentation as the preliminary stage of image analysis which is very useful for
noise minimization, and it will generate the low error rate also. Segmentation will
give the focus upon the region of interest (ROI) which means only the selected and
clear vision of the image. Jeon et al. [12] said the clarity of image is also one of
the great issues recognized by the author to improve the image processing analysis.
Jimenez-Berni et al. [13] processed information about plant biomass property, and it
is easy for the ground surface because image clarity is not a big issue for the surface
analysis. Most recent method for feature extraction is deep learning method and
Kamilaris and Prenafeta-Boldú[14] also introduced about the deep learning concept
for the complex feature extraction by using images. Malambo et al. [15] introduced
an approach of density-based clustering; it is like biomass calculation of the images
so it will show directly the yield production of the sorghum crop. Liakos et al.
[16] introduced the complex feature calculation by machine learning techniques,
which is also very useful for fieldwork analysis. Son et al. [17] introduced machine
learning techniques such as support vector machine and random forest analysis for
very effective analysis of yield production. Another useful technique for feature
extraction is machine learning technique and Riegler-Nurscher et al. [18] introduced
machine learning techniques which are useful for the pixel wise calculation, and
for this technique image clarity is necessary. Bai et al. [19] introduced the multi-
classifier cascaded methods, which are also used to analyze the image by using the
SVM, gradient histogram, and CNN methods. In conclusion it has been observed
by the study that plant growth analysis is based on its physical property analysis,
and Tikapunya et al. [20] proposed grain physical characteristic measurement, and
Santos et al. [21] proposed an approach to calculate rice grain dimension and
chalkiness of the rice crop. Most of the papers are dedicated for height calculation
and tiller count of the plant, which is very effective [22]. Sritarapipat et al. [23]
proposed an approach for simple and effective baseline measurement for height
calculation. Now, it is proven that many of the research works have done very
effectively by their method of image analysis. Recently deep learning is very new
and effective in terms of cost and time, and there are lists of papers which are based
on classification and prediction-based model using deep learning. In Table 10.1,
it is shown that some of the model is exclusively dedicated to limited numbers
of parameters like color, texture, and size, but it will be effective if used in the
growth analysis of the plant also. Some of the methods are direct approach toward
the growth analysis of plants and also effective for the disease detection in terms of
morphological property analysis. Table 10.1 shows gap analysis that focuses upon
mainly three things according to future work crop analysis which are as follows:
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1. Biomass analysis of rice crop by using deep learning algorithms
2. Plant growth analysis (plant height, panicle counts, tiller count) of rice crop

correlation with grain density calculation by using deep learning algorithms
3. Comparison between feature extraction techniques and deep learning algorithms

for huge amount of real dataset in relation to gene association of rice crop

In Table 10.1 some of the research papers have been discussed which is basically
showing the disease-based method for classification and prediction instead of
discussing about the features related to plant growth analysis. Therefore features
are specific according to the analysis of the problem, and it is required to study the
features which will give analysis of the plant growth as well as disease detection.

10.3 Experimental Setup

10.3.1 Dataset Gathering

(a) Dataset is taken from Indira Gandhi Krishi Vishwavidyalaya, Raipur.
(b) Drone-based images are captured with the height of 5 ft or 10 ft, but the clarity

of the single plant is not accessible through the camera. Therefore it is the next
task to make a clear vision of the drone-based images for field analysis.

(c) It is rice crop dataset with 30 images.
(d) Rice crop is planted in around 1 acre of 4046.86 square meter field area.
(e) Observation is started after 1 month of plantation, and images are taken within

a week for the calculation of the plant height.
(f) Previous images are taken with the help of a drone-based system at the

particular height of 5 ft or 10 ft from the ground in all the directions.
(g) Rice crop growth is hazy and complex and with uneven height creates the

different image resolution sites.
(h) Drone-based images are not very useful to calculate the image height because

the top view creates the problem.
(i) Therefore a single plant is taken for observation.
(j) For preliminary study, it is difficult to calculate the plant height for the whole

field; the authors have chosen a particular area for capturing the images.
(k) Growth depends on the internal as well as external effects. Internal growth

depends on the nutrients and water level basically and external on factors like
climate and environmental changes.

(l) Plant growth is observed very slowly during the winter season, so panicles will
generate after the month of March onward.

(m) Regulated observation by manual effort is time-consuming; therefore system-
atic image-regulated observation is required for the panicle counts.

(n) Panicle is the smallest unit of the rice crop, and at stage 7 it starts to get mature;
therefore it is very important to take care of the rice crop after a particular
growth in height.
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(o) Every single plant has 4–5 tillers minimum, and each tiller has a number of
spikelet which are the grain holder; therefore regulated observation is required
by the researchers.

10.3.2 Preprocessing Module

Image processing has some predominant steps which are productive toward the
image quality enhancement. Before using any technique, it is required to process
the raw data by using preprocessing techniques:

(a) Preprocessing module uses the color thresholding to enhance the color quality
of the image as shown in Fig. 10.3 for grayscale image.

(b) For image preprocessing, grayscale image has been taken for the further process
instead of color images. Before going for height calculation, the image has some
noises which are removed by the median filter with 0.5 errors, and then proceed
to edge detection technique by using different techniques.

(c) Image is taken for background removal, so that pixel value can be calculated in
an efficient way.

(d) Pixel value of the topmost point of the image will give the information about
the height of the plant.

(e) In previous papers it has been discussed that plant height calculation is propor-
tion to plant growth analysis [22] and height is calculated as the conversion of
pixel value into inches.

(f) Preprocessing the images using the concept of deep learning includes change
of size; direction of the image will be very easy to implement.

(g) Labeling of the image data by using train network for image classification is
another approach to calculate its morphological properties.

10.3.3 Height Calculation Module

In this module preprocessed image is cropped for further calculation. Image is
converted in grayscale, and then pixel value of the area is calculated. When method
is applied for the cropped image, the selected area is masked, and then it is separately
analyzed. Single plant height calculation is easy, and preprocessing will also take
very less time. In conclusion, cropped area will give fast result as compared to the
full image. Figure shows the calculated value of the pixel for the particular image.
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10.3.4 Region of Interest Calculation

Region of interest will give the information about the particular plant top area so
color image is converted into grayscale intensity image, and background is removed
to capture the desired area. The desired area shows the actual region of interest
(ROI). It will help to calculate the plant area as limited area will give efficient
result to calculate the pixel value. For the field area, it will be difficult to calculate
the separate region of interest (ROI) because of complex and hazy structure of the
image. Drone-based image or the 3D image property calculation is required for the
particular area of interest. Plant phenotyping is the application which is correlated
with the gene association also; therefore classification of the image should be
accurate to justify the physical property of the plant growth.

10.4 Results and Discussion

In this work it is described that the rice crop dataset has been taken from the Indira
Gandhi Krishi Vishwavidyalaya, Raipur, and all the modules are described here.
Result for single plant analysis is also showed. Rice crop images are taken with the
particular timestamp so that growth can be easy to measure. For the single plant,
drone images are not fully suitable for the experiment. Therefore front view images
are taken for the experimental analysis of the rice crop images.

Figure 10.1 shows the image quality is improved by applying the method of
median filter to remove the noise from the image. By applying this method into
the gray intensity image, the color quality is improved. Image preprocessing is the
part where the quality of the image is improved, and there are numerous stages
for this method. Some other methods like erosion and dilation are used to improve
the blur image. Figure 10.2 shows the edge detection method of the image by
applying the different methods to select the best part of the image for the further
analysis. Different methods are applied such as Roberts edge detection method,
Sobel edge detection method, Prewitt edge detection method, Canny edge detection
method, and LoG edge detection method. Above all the techniques, it has been

Fig. 10.1 Image filtering by using median filter
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Fig. 10.2 Edge detection by using different techniques

concluded that Roberts, Sobel, and Prewitt methods are effective for edge detection
as compared to other methods. It also shows the area which is highly demandable for
the calculation of the pixels. Image contains pixel values in matrix formate which
shows the range of the colors in the matrix form; so that it is observed that area
which is detected having the different pixel values therefore it is important to take
the right pixel value for the image. Sometimes real-time images are affected by
environmental changes, and then the image quality will differ according to external
factors like resolution of the camera, climate effect, different plant positions and
directions, light reflection, and so on.

Real-time data testing is very useful for the new dataset because all the concerns
are already tested by the researcher and in Fig. 10.3, it is tested means thresholding
is the method of color balancing of the image. Image shows the effective approach
to detect the region of the desired area. In plant image it is complex to recognize
the leaf count and other panicle counts very easily. Edge detection technique will
provide the density-based area to classify the image property. Feature extraction
for a hazy field is not an easy task unless it has a better quality. Therefore image
segmentation and background removal methods are useful if the image is cropped
from the original.

In Fig. 10.4, the background is removed by the selection of the particular area.
Then the grayscale image is cropped from the original image, and the selected area
is now ready to give the details about the preprocessed image. In Fig. 10.5 it is
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Fig. 10.3 Color thresholding for grayscale image

Fig. 10.4 Image masking technique
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Fig. 10.5 Height calculation with pixel values and ROI of the image

Fig. 10.6 Pixel value
calculated values

shown that the image is masked, and the masked image is showing the segmented
area of the original image. In Fig. 10.6 calculated values are expressed, and those
values are as follows: the mean value of the selected area, number of pixels of the
image, area in pixels calculation, total perimeter, centroid at point of (x, y), center
of mass at point of (x, y), red cross marking at the point of centroid, and green cross
marking at the point of center of mass. Therefore all the pixel value calculation is
done; now the selected area removed by the method of centroid is separated from the
original image. Original image shows the gray level image with the different pixel
values, and according to that, the selected area is calculated. Figure 10.6 shows
another method of image pixel calculation, so that manually it can be converted into
centimeters or inches. Plant height calculation is showing the regular assessment
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Fig. 10.7 Edge detection (Skeletonization) approach to calculate the pixel value for height
calculation

of the plant growth, so that maturity level can be checked by the researcher to
improve the plant growth. Necessary precautions are taken to capture the images like
(early morning means around 8–9 o’clock) it is recommended to take the images at
daytime, and after that, select 10 images for the testing and the 20 remaining images
for training set.

In second method for image analysis is applied in Fig. 10.7 and that is to take
the highest pixel value for the captured image, and same for the bottom level pixel
value for the same image.

10.5 Conclusion and Future Work

This chapter mainly explores the important factors considered for yield prediction
such as grain quality assessment and gene association analysis. It is dependent
on various environmental factors like climate, weather analysis and internal plant
growth analysis, i.e., root phenotyping, physical characteristic analysis, etc. There-
fore the fastest approaches are required to capture the changes according to time and
with regular automation. Such systems are which are free from manual calculation
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to design so that images can only capture the changes on the plants. Therefore
programming techniques with imaging tools are going to be used by the researchers
to make the automation effective with respect to time and cost. According to the
survey, deep learning has been found a highly demandable approach for image
feature extraction with less noise and also for huge dataset. It outperforms as
compared to other techniques so it is highly useful for many of the areas like
water level assessment, resource of nutrition scaling and for automatic scaling of
the growth of the plant as well as grain quality assessment of the rice crop. But it is
a great challenge for the researchers to implement the method on huge dataset with
the fewer amounts of intermediate layers.
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Chapter 11
Case Studies on Biometric Application
for Quality-of-Experience Evaluation in
Communication

Tatsuya Yamazaki

11.1 Introduction

With the advent of the information age, new communication services of high
diversity emerge continuously. The demand of people for communication services
is growing higher. Traditionally, the service level has been determined based on
QoS (Quality of Service). QoS is the ability to provide different priority to different
applications, users, or data flows. In other words, it is expected to guarantee a certain
level of performance to a data flow, for instance, a required bit rate, delay, delay
variation, packet loss, or bit error rates may be guaranteed. QoS sometimes refers
to the level of service quality [1]. With the spread of smartphones, QoS is crucial
for real-time streaming multimedia applications in a user mobile environment, for
example, multiplayer online games and video streaming. These applications often
require fixed bit rate and are prone to be affected by delay. QoS is especially
important in a situation where the network resource capacities are limited.

Recently, QoE (Quality of Experience) is focused as a subjective metric to reflect
user experience for the real-time streaming multimedia applications [2–4]. Since
QoS is a quality measure evaluated from the service provider’s point of view, it
cannot directly describe users’ satisfaction with services from the user’s point of
view. Nowadays, the service providers realize that they make much account of QoE
to keep the users for their services. Therefore, QoE has become one of the important
topics as a mobile communication ultimate metrics in the academic field as well as
in the business field. The future development trend of telecommunication industry
will become the key for the survival and profitability of communication operators,
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that is, to develop full telecommunication service, enhance customer perceptibility,
retain users, expand the size of users, and constantly improve market share.

Historically, QoS has preceded QoE. Before advent of QoE, communication
services were objectively evaluated by QoS parameters such as packet loss rates,
delay, delay variation, or average throughput, which has little relationship with
customer evaluation. QoS is related to the network or communication system and
the media that delivers contents. Then, in 2007, QoE has been defined as a subjective
measure from the user’s perspective of the communication service quality [5].
Laghari and Connelly [6] also referred that QoE needs to capture people’s aesthetic
and hedonic needs.

QUALINET (European Network on Quality of Experience in Multimedia Sys-
tems and Services) actively studied QoE under the COST Action IC 1003. As their
working definition in 2014, QoE was defined as the degree of delight or annoyance
for a service from the user’s viewpoint [7]. This working definition was successfully
included in recommendation of the International Telecommunication Union (ITU)
as ITU-T P.10 [8] in 2016. Meaning of the user’s viewpoint can be considered
as human expectations, feelings, perceptions, cognition, and satisfaction for the
service provided [9]. In other words, QoE is a blueprint of all human subjective
quality needs and experiences for his/her particular contextual usage of service [6].
Although QoE is a subjective measure, communication operators desire to measure
it to improve their service from the viewpoint of their customer.

One big issue is how to capture subjective evaluation for the service from user’s
viewpoint. As described in [3], one of the generic methods for QoE evaluation
is MOS (mean opinion score), which is the average of values determined by
subjects as their individual opinion by use of the predefined scale [10]. Usually the
subject assigns his/her opinion after a set of experimental trial, so that MOS cannot
record time-varying evaluation of the subject during the experiment. Therefore,
in recent years, researches and developments of QoE pay attention to estimating
QoE from human biological signals such as skin conductance activity [11] or EEG
(electroencephalogram) [12, 13], where EEG was used for evaluation of the video
streaming services.

In this chapter, we focus on Internet service quality evaluation by biometrics.
In particular, QoE for mobile game services is evaluated by use of EEG biometric
signals. The mobile game is targeted because data traffic of smartphone is rapidly
increasing [14] as well as revenues from mobile gaming market are very promising
in future [15]. In addition, Japan had is the third largest gaming market in the world
in 2018 next to the first United States and the second China. The Japanese gaming
market had grown to $19.2 billion. Since then, as the mobile gaming companies are
expanding in Japan, its gaming market is expected to swell more. Therefore, QoE
evaluation is also needed for the mobile gaming market and its related companies.

The purpose of this study is to analyze the relationship between the quality of
the communication service and the biometric signal when the communication state
changes in the mobile environment. As the QoS parameter that effects the quality
of the communication service, delay is selected. In such a varying environment,
we measure EEG of game players and collect their QoE evaluation. Simultaneous
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measurement of the biological signal and QoE under a time-varying communication
condition is a new challenge in this area. We also verify the relationship between
the biological signal and QoE.

11.2 Experimental Setting

11.2.1 Game for Experiment

Since existing real mobile games are affected by unstable factors such as the number
of the online players, the distance to the online game server, and induced delay, it is
very difficult to set stable network conditions. Therefore, an original RPG (role-
playing game) was developed under a pseudo-QoS-controllable communication
environment in order to obtain the relationship between EEG and QoE accurately.

The game process shown in Fig. 11.1 is divided into four modes: the introduction
mode, the practice mode, the experiment preparation mode, and the experiment
mode. Each mode is shown in Figs. 11.2, 11.3, 11.4, and 11.5, respectively.

The experimental procedure is as follows. When a subject executes this appli-
cation, the game introduction mode automatically starts. In the introduction mode,
explanation of the operation method is shown on the display, and the subject can
read the explanation until the subject understands how to operate the game. Upon
understanding the operation method, the subject pushes the play button to transit to
the practice mode. During the 3 min practice mode, the subject operates a character
from the starting point to the end point to attack monsters along the way of the mode
task map shown in Fig. 11.6. After completion of the practice mode, it automatically
transits to the experiment preparation mode. In the experiment preparation mode,
seven buttons with the number from 1 to 7, respectively, are prepared. Seven groups
with different QoS parameters values are set corresponding to the seven buttons. By
pushing one from the seven buttons, the subject transits to the experimental mode
with the designated QoS parameters. Details of the different QoS parameter values
will be introduced in the following section. During the 2 min experiment mode, the
subject operates a character from the starting point to the end point to attack the
monsters along the way of the task map shown in Fig. 11.7. After completion of
the experiment mode, it automatically returns to the experiment preparation mode,
and then the subject selects the next button. This cycle lasts until all seven tasks
complete.

11.2.2 Experiment Preparation

The subject is asked to play the original game with the wireless EEG measurement
apparatus Polymate Mini AP108 (hereinafter, referred to as the EEG apparatus). The
subject uses a tablet PC, which has no influence on the EEG apparatus, to operate
the game task.
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Fig. 11.3 Practice mode

Fig. 11.4 Preparation mode

Fig. 11.5 Experiment mode

Fig. 11.6 Practice task map

In the experiment setting shown in Fig. 11.8, PC(1) is used to control QoS
parameters, PC(2) is used to record the EEG data, tablet PC is used to operate the
game task, and the EEG apparatus is used to measure EEG. The experiment device
information is shown in Table 11.1. An experimental scene is shown in Fig. 11.9.
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Fig. 11.7 Experiment task
map

Fig. 11.8 Experiment setting

Table 11.1 Experiment
device

Device Model OS

Note PC (1) ASUS Windows 7

Note PC (2) Panasonic Windows 10

Tablet PC ASUS Android 7.0

EEG apparatus Polymate Mini AP108

Fig. 11.9 Experiment scenes

The numbers of subjects that have RPG experiences but are not experts are the
following: 9 subjects of Chinese and 7 subjects of Japanese, totally 16 subjects.
Each subject carries out seven game tasks.
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11.2.3 Subjective Evaluation Experiment Procedure

Subjective experiment was conducted by SS (single stimulus) evaluation method
[16], whose experimental process is shown in Fig. 11.10, where squares denote
tasks, circles denote value sets of QoS parameters, and triangles denote subjective
evaluation after completion of each task. The subject is asked to operate one task
for 2 min, followed by a QoE evaluation period presented. Seven tasks are randomly
presented to each subject.

Game task QoS parameter values are shown in Table 11.2. Task 1 is regarded as a
benchmark without any deterioration. Task 2, Task 3, and Task 4 have a deterioration
with delay; Task 5, Task 6, and Task 7 have a deterioration with character moving
speed.

11.3 EEG Measurement

11.3.1 EEG Measurement Apparatus and Measurement Points

The wireless EEG measurement apparatus is shown in Fig. 11.11, where 10 small-
scale ACT electrodes are available as the AP108 accessories. Six areas of the brain,
Fp1, Fp2, F3, F4, FZ, and CZ, are selected as the measurement points of the EEG
apparatus according to the international 10–20 electrode system shown in Fig. 11.12.

11.3.2 EEG Frequency Bands and Significance

EEG is a test that records the electrical activity of the brain. Normally, it is
a noninvasive method placing the electrodes along the scalp. These electrodes
pick up voltage fluctuations resulting from ionic current inside the brain [17].

4

2 min2 min2 min2 min2 min2 min2 min

167352

EvaluationQoS parameter valuesTask

Fig. 11.10 Experiment scenes

Table 11.2 Task and QoS parameter values

Task1 Task2 Task3 Task4 Task5 Task6 Task7

Delay (s) 0.0 0.6 0.9 1.5 0.0 0.0 0.0

Character moving speed (% ) 100 100 100 100 80 60 40
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Fig. 11.11 EEG apparatus
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Fig. 11.12 Measurement points

The fluctuations are typically observed as waveforms of varying frequency and
amplitude measured in voltage that is EEG.

EEG waveforms are generally divided into bands by frequency. Spectral methods
are usually used to extract frequency bands, which are usually classified into
bandwidths known as Delta (δ), Theta (θ), Alpha (α), and Beta (β) [18]. The EEG
frequency bands are shown in Table 11.3.
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Table 11.3 EEG frequency
bands

Band Frequency (Hz)

δ wave <4

θ wave 4≤ and <8

α wave 8≤ and <14

β wave 14≤

Fig. 11.13 Delta wave

0.0 0.2 0.4 0.6 0.8 1.0
Time(s)

Fig. 11.14 Theta wave

0.0 0.2 0.4 0.6 0.8 1.0
Time(s)

Fig. 11.15 Alpha wave

0.0 0.2 0.4 0.6 0.8 1.0
Time(s)

Fig. 11.16 Beta wave

0.0 0.2 0.4 0.6 0.8 1.0
Time(s)

The frequency range of δ wave is up to 4 Hz, shown in Fig. 11.13. It is the slowest
wave, that is, its frequency is low, as well as its amplitude is the highest. Normally
it is observed in deep sleep and meditation.

The frequency range of θ wave is from four to seven Hz, shown in Fig. 11.14. θ

wave is observed during light sleep and meditation [19]. It is also observed in high
concentration.

The frequency range of α is from 8 to 13 Hz, shown in Fig. 11.15. α wave is
observed during meditation, relaxation, or contemplation.

The frequency range of β is from 14 Hz to about 30 Hz, shown in Fig. 11.16.
β wave is observed during normal waking state of consciousness and is generally
attenuated during active movements [20]. It can be divided into three sub-bands.
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Fig. 11.17 FP1 position’s EEG power spectrum for Task 1

11.3.3 EEG Power Spectrum

Through the experiments, we have obtained EEG time series data of 16 subjects.
After artifacts such as blinking are selected to cut out, a Butterworth filter of 4–30 Hz
is applied to five sections of the measured EEG waveform data. Consequently, each
section has 1024 points. Then fast Fourier transform is applied to the waveform,
and respective power spectrum is calculated. Finally, the power spectrum of the five
sections is averaged to calculate the final power spectrum results. For example, one
of the subject in every task FP1 position’s EEG power spectrum is shown in the
following figures (Figs. 11.17, 11.18, 11.19, 11.20, 11.21, 11.22, and 11.23).

11.4 Experimental Results

11.4.1 EEG Power Spectrum Comparison

The second subject’s FP1 position power spectrum for Task 1 and Task 3 are shown
in Fig. 11.24 as an example of the EEG analysis. In Fig. 11.24, the solid line presents
Task 1, and the dotted line does Task 3. Regarding Task 1, the measured main waves
are α and θ waves at FP1 position for all of 16 subjects. While α wave is the main
brain waveform in the state of awakening and relaxation, θ wave is the main brain
waveform in the state of high concentration. Both waveforms coexist in the situation
where the subject operates the game under normal network conditions. However,
when a QoS parameter value deteriorates, θ wave increases at FP1 position through
all experiments with a varying degree. We consider the reason for this phenomenon
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Fig. 11.18 FP1 position’s EEG power spectrum for Task 2

Fig. 11.19 FP1 position’s EEG power spectrum for Task 3
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Fig. 11.20 FP1 position’s EEG power spectrum for Task 4

Fig. 11.21 FP1 position’s EEG power spectrum for Task 5
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Fig. 11.22 FP1 position’s EEG power spectrum for Task 6

Fig. 11.23 FP1 position’s EEG power spectrum for Task 7



240 T. Yamazaki

Fig. 11.24 Example of FP1 Task 1 and Task 3 power spectrum
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Fig. 11.25 Average increase rate

is that the subject must concentrate to accomplish the game task when he/she feels
difficulty to play the game because of the QoS deterioration.

11.4.2 Average Increase Rate of Each Waveform

Regarding Task 1 as a benchmark, we calculated the 16 subjects average power
spectrum value increase rate ([(the power spectrum value of each task in a specific
band – the power spectrum value of specific Task 1 in a specific band)/the power
spectrum value of Task 1 in a specific band]) of each task with three waveforms
θ , α, and β, which are shown in Fig. 11.25. It is found that the θ wave has a great
impact on the value of the QoS parameter which deteriorates than the other waves.
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Compared with Task 1, the power spectrum value on the θ wave increases more than
double. On the other hand, the average power spectrum values of α and β waveforms
just a little increase. It can be observed that, in the process of mobile game operation,
θ wave can be used as an important reference index to judge whether the QoS
parameter values have deteriorated or not. It can also provide an important basis
for predicting gaming QoE from EEG.

11.4.3 Average Increase Rate of Each Electrode Positions

We calculate the average power spectrum value increase rate of θ wave relative
to Task 1 for each task at each electrode positions of 16 subjects, which is shown
in Fig. 11.26. Obviously, when the value of the QoS parameter deteriorates, the θ

waves at FP1 and FP2 positions have a very significant impact; both have increased
more than twice in comparison with the average power spectrum value at other
electrodes. Therefore, FP1 and FP2 can be regarded as the important positions
of brain wave signal detection to help the prediction of gaming QoE. In the next
section, we focus on the analysis of FP1 position and θ wave.

11.4.4 Comprehensive Comparison

In the experiments, two kinds of QoE were evaluated: a comprehensive QoE and
an immersion QoE. In addition, the game score was recorded for each game
task. These data are averaged for 16 subjects as comprehensive comparison. The

θ wave average increase rate of each
electrode positions

4

 3

2

1

0
Task1 Task2 Task3 Task4 Task5 Task6 Task7

FP1θ average wave increase rate FP2θ average wave increase rate

FZθ average wave increase rate CZθ average wave increase rate

F3θ average wave increase rate F4θ average wave increase rate

av
er

ag
e 

in
cr

ea
se

 r
at

e

Fig. 11.26 Average increase rate of each electrode positions
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Fig. 11.27 Comprehensive
comparison
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averaged results are shown with the increasing rates of θ wave at the position FP1
in Fig. 11.27.

It can be found that the QoS parameter values and the QoE values have
proportional relationship. Namely, when a QoS parameter value decreases, the QoE
values and scores also decrease. On the other hand, besides Task 3, the average
power spectrum value of θ wave is inversely proportional to the value of the QoS
parameter, when the QoS parameter value decreases, the average power spectrum
value of θ wave increases. In other words, when a QoS parameter deteriorates,
the subjects’ attention becomes more focused. In next section, we will explain the
reason why Task 3 is different with other tasks in the following analysis.

11.4.5 Player Level Comparison

Sixteen subjects are grouped as high-level players (HP) and low-level players (LP)
by the averaged game score based on a threshold.

Regarding the delay, shown in Fig. 11.28, we can find that the comprehensive
QoE evaluation values obviously differ between HP and LP in Task 3. HP seems
to think that Task 3 and Task 2 are similar, because they can perform these tasks
smoothly compared to LP and they spend similar attention to operate Task 2 and
Task 3, so the θ wave increase rates of HP have similar tendency in Tasks 2 and
Task3. On the other hand, LP thinks that Task 3 is much more difficult than Task
2. They cannot finish the task smoothly, so they begin to lose some interest in the
game. So, their attention drops when they feel it is difficult to finish the task, and θ

wave also appears to drop dramatically. Therefore, Task 3 is different from the other
tasks in comprehensive comparison.

In addition, from Fig. 11.29, it is found that QoE evaluation trend regarding the
character moving speed changing is similar between HP and LP for Tasks 5, 6, and
7. On the other hand, θ wave changing, however, obviously differs in Tasks 6 and 7
between HP and LP. Slower character moving speed may have a greater impact on
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Player level comparison(Delay)
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Fig. 11.29 Player level comparison of moving speed

HP. Although HP and LP have similar subjective perception for slow change of the
character moving, HP will pay more attention to accomplishing the tasks even for
the slow character moving.

Immersion QoE comparison between HP and LP is shown in Fig. 11.30. It is
found that LP has tendency to show higher immersion than HP when the QoS
parameter values deteriorate.
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Fig. 11.30 Player level comparison for immersion QoE
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Fig. 11.31 Chinese and Japanese comparison of delay

11.4.6 Chinese and Japanese Comparison

Of the 16 subjects, 9 are Chinese, and 7 are Japanese. In this section we will analyze
the differences between them.

Figure 11.31 shows that Japanese change in comprehensive QoE amplitude is
more obvious with delay deterioration. This indicates that the Japanese are more
sensitive to delay change when they operate an RPG. On other hand, Chinese power
spectrum value increasing rate of θ wave is obviously higher than Japanese.
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Fig. 11.32 Chinese and Japanese comparison of moving speed
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Fig. 11.33 Chinese and Japanese comparison of immersion QoE

In addition, regarding the character moving speed, shown in Fig. 11.32, the
values of comprehensive QoE are almost the same as in the delay scenarios. The
increasing rate of θ wave for the Chinese power spectrum value is also higher
than Japanese obviously. And the immersion QoE comparison between Chinese and
Japanese is shown in Fig. 11.33. Japanese change in immersion QoE amplitude is
more obvious, so Japanese immersion QoE is more susceptible to the deterioration
of QoS parameter values.

Because the number of participants in the experiment is not so large for each
nationality, the results of the experiment cannot prove that there is a significant dif-
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ference between the two nationalities. The significance is that individual differences
in nationality, gender, and player level should be considered as a reference for QoE
prediction from EEG.

11.5 Conclusions

Case studies of user-centric evaluation for a mobile game application have been
conducted. EEG was used as a direct metric to capture user situation, and QoE
evaluation was obtained from the user for different QoS situations. Through these
experiments, we have verified that there is a certain relationship between EEG and
QoE. It can be concluded that this relationship might be useful to predict user
satisfaction through EEG. Of course, this prediction is based on only considering
the impact of network traffic condition on user QoE while gaming but is excluding
audio, game content, and other factors.

In a real situation, more rough classification of QoE can be useful as user
satisfaction evaluation. For example, five scales of QoE (excellent, good, fair, poor,
bad) might be enough to determine the user satisfaction level. On the other hand,
individual differences must also have an impact on gaming QoE, so we should also
consider the issue of individual differences in the prediction model.

This study has validated the relationship between QoE and EEG. Also, it can be
found out what differences exist in the relationship between QoE and EEG when
there are differences in the level of game players. The future ultimate purpose of
this study is to predict the QoE of users through the relationship between QoE and
EEG and apply it to the communication industry and the game industry.
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Chapter 12
Nearest Neighbor Classification
Approach for Bilingual Speaker
and Gender Recognition

Samrudhi Mohdiwale and Tirath Prasad Sahu

12.1 Introduction

Speech is the primary form of human communication. From the evolution of
telephone, speech is transformed into electric signals by the transducer in order to
increase the reachability and enhance modes of communication [1]. Processing of
audio signal is important to understand the path between the speaker and listener.
The initial step of communication is a thought which is transformed into words,
sentences, and phrases according to the grammar of the particular language. A
thought comes according to the situation of the surrounding; this excites nerves
of the brain to generate electrical signals which further excites the vocal chords
and muscles of the vocal tract. This results in vibration as a change of pressure
in the vocal tract and lip movement depends on that process of pressure change.
Finally, lip movement transfers the generated thought in the form of speech over the
space [2]. Space is a medium of communication and it has certain characteristics
which are important specially in the area of forensics to recognize the background.
Space contains different undesired sound that affects the intelligibility of speech. In
order to improve speech intelligibility, noise should be removed from the recorded
sequence. The enhancement of speech signal by noise reduction is very effective if
enhancement approach is modified according to the type of noise [3].

In the era of handset, speech signal is transmitted in the form of electric signal.
These are transformed and decoded by the transducer. Now in the digital era of
communication analog to digital converter has introduced to digitally transmit and
process the speech signals. Digital technology with its high speed and low cost with
reduced power consumption replaces the huge part of analog-based technology. The
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Fig. 12.1 Analog to digital
conversion of speech signal

x(t)
A/D Convertor

x[n]

term digital speech signal processing defines the process of change of analog speech
to digital speech that is having desired properties required for further applications.
Analog to digital conversion of speech is shown in Fig. 12.1.

Speaker Recognition and Reason for Its Popularity
Speaker recognition thought is initiated from a clue on how a human can communi-
cate with the device without any physical contact such as a keyboard or mouse. The
machine can understand digital information and in order to personalize the machine,
the speaker should recognize correctly. Everyone in the world wants a sophisticated
life with a personalized robot who can work on their single command. Research is
nowadays going toward that direction.

As we have seen speech is the most common and effective way of communication
between human beings. A speaker plays a very important role in communication
to transfer information. Identity of a speaker has a significant impact on research
area, since it is a billion-dollar industry and has an excellent opportunity in
various application fields. In the digital arena wide-range applications of speaker
recognition include personal assistant in mobile and other devices, robotic control,
security and forensics, health, and education [1–5]. Smart industries now work on
classification of gender and age group of speakers to advertise accordingly for their
product [4, 5]. Automatic speaker recognition system verifies the speaker identity
with the samples of known identity. Speech is a nonstationary signal, hence hard
to process; to work on speech signals small samples of few milliseconds are taken
which make them stationary for a short duration of time. Precise speaker recognition
focuses on feature extraction and classification methods to enhance the existing
models. A variety of features are investigated to classify speakers, Few of them
are Pitch intonation, lexical information, prosody which is termed as high-level
feature. These are easy to extract from humans but complex to extract via machines.
Acoustic spectral features, vocal track length and resonance, and glottal flow are
low-level features easy to extract by short-time Fourier transform (STFT) or mel
frequency cepstrum coefficient (MFCC), etc. [6]. In industrial use of speech signal
processing audio indexing, baking authentication, information retrieval, remote
monitoring, and forensics are some popular areas which explore audio processing
[4, 5]. Even though it’s very popular, it has many research challenges that excite
researchers to explore the area.
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Fig. 12.2 Variants of speaker recognition

12.1.1 Variants of Speaker Recognition

Till now we studied about speaker recognition. Speaker recognition also known as
speaker biometrics is a comprehensive term which is used for a procedure to identify
a person, by recognizing him with his/her voice. It consists of a variety of branches
which are either directly or indirectly related to each other. Speaker recognition
variants are shown in Fig. 12.2.

Speaker identification and verification are two variants in which speaker recog-
nition can be classified. The details for each are described below:

Speaker Identification
Speaker identification refers to the process of identifying the unknown speaker. In
the process of identification speaker’s voice is compared against the set of available
speakers. Since for P available speaker it compares one voice against P voices, hence
it is also represented as 1:P method [7].

For better understanding let’s take an example of dataset that contains five voices:
A, B, C, D, and E. If any one of them, suppose A, speaks the identification system,
compare the voice of speaker A with all five voices. The identification model
produces the output by comparing A’s voice with available set of voices based on
best similarity of voice.

The identification system of a speaker can be classified into two types:

1. Closed Set Identification
In this type of identification, the speaker is one of the claimants from the group

of members. No new member is introduced for identification. If the unknown
speaker is not available in the database, the identification system still assumes
the unknown voice is one of the speaker’s voices from the available database
of speech. This process consumes more time than speaker verification system
because it is having multiple comparisons of voices in available database to
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identify the person. This type of identification is used to find the person that
belongs to which group in the set of available groups. One disadvantage of this
process is that unknown person cannot be identified [2].

2. Open Set Identification
In this type of identification system unknown voices can be introduced. If any

unknown speaker speaks, the identification model shows the result “no match
found” or “speaker is unknown.” The total number of speakers is also unknown
in this process [2].

Speaker Verification
Speaker verification refers to the method of verifying the identity of the speaker who
is being spoken (test speaker) by nonspeech techniques known as content-dependent
techniques. The voice of the speaker is matched with the similar voice present in
the dataset; the similar voices are very less generally one or two, so the number
of comparisons involved in verification task is less than identification task. This
reduces the time complexity of the system [7]. Speaker verification can be done
based on text-based features or voice-based features. So speaker verification can be
classified into two types:

1. Text-Dependent Speaker Recognition
This type of speaker recognition requires the speaker to say the exactly given

or commanded password. This type of speaker recognition has a robust approach.
It only applies to the speaker verification branch. Most of the other branches are
in a passive manner; therefore text-dependent speaker cannot be used in various
branches. Another use of this type of speaker recognition is that the liveness
problem of text-dependent system can be fixed by text-prompted modality [2, 7].

2. Text-Independent Speaker Recognition
It is one of the most versatile modalities and most feasible modalities which

can be used in all branches of speaker recognition. This recognition system is
independent of text being spoken by speaker and verify the identity of speaker
by glottal features irrespective of text. It includes different categories into it.
It also faces a few problems; one of the common problems faced by it is the
possibility of a poor coverage of a part of speech. Another problem faced by it is
the liveness assessment problem. It is also one of the common problems faced in
text-independent system [2, 7].

12.2 Applications of Speech Processing and Speaker
Recognition

Nowadays speech recognition (SR) technology industry has developed a broad
range of commercial products in which speech processing technology is used
efficiently and proves to be very useful. The historical uses of SR technology
include dialing numbers by speech, call routing, response of a call with voice
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commands, speech to text conversion for fast data entry, voice-controlled devices,
games, voice search options, transcription, and robotics. These applications are
limited for speech with limited training samples. As the demand of easy and handled
resources increases big data came into picture. Computational power with GPU
support is also available to handle big data. So by using these facilities personalized
assistance on your mobile and PC is introduced; Google now, Siri, and Cortana
are the recent developments in the area of SR. Home automation, robotics, and
machine translation are growing area nowadays. Few applications are described in
detail below.

1. Security
Security of belongings and property is very much essential. Many companies

and residents use different kinds of security systems which are UI-based
ID/password for protection. But hacking of this ID/password is happening very
frequently and this system is tagged as unsecure. This increases demand of such
a system which will not depend on any ID/password. Speaker’s voice comes out
as the solution to this problem. In speaker recognition system identification of the
speaker as well as its verification is based on biometric features of vocal system
of humans which will be safer than previous security systems. On the other
hand, speaker recognition-based systems are also helpful in criminal cases for
investigation of fraud against the voice of the speaker [4]. For practical purpose
the voice-based security systems should be built with care of acoustical mismatch
at verification phase.

If the case arises of twins, one study shows that features of twin voices are also
unique, so this can be used in administration system [8]. One of the parametric
representations of speech is mel frequency cepstral coefficient which gives better
results in speaker verification systems for speaker recognition task [9].

2. Crime investigation
As security issue is discussed above one of the major areas of application of

speaker recognition system is for crime investigation. Although there are many
tests such as Norco test available, speaker recognition will be very easy and less
expensive. This could be possible against voice samples available at crime place
or its mobile phone recording for investigation.

3. Personalized robots
Various patients suffer from very serious disorders and are not able to work

by their own. At this time personalized robots are very helpful which understand
the direct command just by voice and work will be done with command only.
Recently this feature is also available for everyone. Alexa is one of the best
example of it.

4. Medical field
In medical fields this technology is used for medical transcription, electronic

medical record, and many more [10]. Medical science frequently deals with
patients and nowadays distance medicine can also be supplied based on question
answering (QA) with patients. This QA session in text is a very tedious task for
doctors in their busy schedule so speech recognition systems will be helpful for
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them. At the same time speaker’s voice is also helpful to detect many problems.
So the speech processing is applied in this area.

5. Education
Speech recognition software is in demand in the market as it can transcript the

speech into text. This is very helpful for the students who are not able to listen.
The transcripted lectures can be displayed to them. These lectures also work as
notes for the students to revise the concepts [11].

6. Smart homes
Today the homes are assumed to be smart enough to save energy and time. In

smart homes all the devices are work with owner’s command. This is all in one
application of speaker recognition in which privacy as well as personalized robot
is covered.

12.3 Limitations of Speaker Recognition

1. Not applicable for inarticulate persons
As voiceless persons are unable to speak, one cannot obtain speech from them;

hence speaker recognition project is not applicable to those persons. This is one
of the major drawbacks of speaker recognition devices.

2. Health issues may create verification problem
Speaker verification directly depends on speaker’s voice so any health issue

such as throat problem, cold, and cough may cause problem at the time of real-
time speaker verification.

3. Effect of aging on voice
As the age of person increases from childhood to adulthood, the voice along

with its pitch and modulation also change. This has become a major challenge
for voice biometric systems.

12.4 Issues and Challenges

• Nonstationary Signal Processing
Acoustic signal changes its frequency with respect to time. The speech signal

didn’t have gaps between the spoken words; this make it difficult to determine
the word boundaries. To solve the problem of nonstationary nature of acoustic
signal processing, speech signal is divided into small time stamp (generally in
ms) in which speech is assumed to be stationary [12].

• Lack of Relevant Data
Voice biometrics is one of the latest fields of research but it’s hard to find

speech dataset of the same speaker from his childhood to old age. Similarly,
in the field of linguistics relevant data for bilingual or multilingual speaker with
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proficiency in both the languages is not available, especially for native languages.
This has become a challenge for speaker recognition.

• Noise Removal
The speech itself is a very challenging domain due to its nonstationary nature

but noise makes it more challenging. As noise constantly corrupts the speech
signal and makes it difficult to process, an efficient method is important for noise
removal to get better and optimal performance in speech processing task. Various
methods have been proposed for noise removal [8, 9].

• Multilingual Speaker Recognition
Text-independent speaker recognition model is considered as independent

of language being spoken but its performance will be affected by multilingual
trail conditions [15]. Since the large English corpora are available with multiple
speaker recordings with different degradation conditions, therefore it shows
better performance for English than any other languages. Lack of multilingual
dataset restricts the model and is one of the causes of performance degradation
[6].

• Psychological State of Mind
Speech is directly affected by thoughts that came out of the mental state such

as emotion, stress, anxiety, health, etc. These psychological states change the
modulation of the speech signal and affect the feature of voice that characterizes
different speakers [4, 16, 17].

Motivation
Speaker recognition system is a part of voice biometrics. In real-time scenario,
this voice biometric system is not yet commercially implemented due to its
reduced performance compared to other biometric systems. These are not yet fully
reliable but the study reveals that speaker recognition-based systems are highly
accessible and acceptable with ease of remote monitoring and low cost [13, 14].
To make this system reliable a perfect model is required which will provide
effective preprocessing with faster response time. The system should conform to any
situation. These requirements are the source of inspiration to provide better solutions
for preprocessing techniques. India is a country of diversity. Many speakers are
multilingual and most of the population is using a mix of two or more languages
(e.g., Hinglish) instead of any single language, which increases the curiosity about
the effect of language on automatic speaker recognition model. Different research
on language-independent model encourages us to work in the area of speaker
recognition.

Various classification methods such as support vector machine (SVM), Gaussian
mixture model-universal background model (GMM-UBM), deep neural network
(DNN), and deep belief networks (DBF) have been used for speaker classification
[14, 15]. k-nearest neighbor (k-NN) classifier is also one of the effective classifiers
with ease of implementation and good generalization ability. Ensemble methods are
used to improve the instability of classifier as well as improve k-NN by subspace
method by using sensitivity of input space. This improves overall performance of
k-NN classification [4].
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The rest of the paper is organized as follows. Section 12.2 represents related
works, Sect. 12.3 describes proposed methodology for gender and speaker recog-
nition, Sect. 12.4 represents results of classification, and Sect. 12.5 gives the
conclusion of the presented method.

12.5 Related Work

Von Kempelen was the first one who demonstrated that human speech production
system could be modeled. The first device based on human speech synthesis made
in 18th century which is also called as speaking machine. The machine responds
to all sounds and words other than Rex but it was found that this also responds
to nonspeech signals which have 500 Hz energy. Rex was unable to reject the
words which are not available in the vocabulary. Further in 1958 Duley created
a classifier which works on spectra rather than formants. Grammar probabilities
are added by Dene and from the recognition of few words or sounds the speech
recognition concept evolved and enhanced in each decade [21]. Every individual
has some specific vocal characteristics which may depend on linguistic means or
utterances or may not. Vocal tract, articulator movement, gender, and pitch are
some characteristics which allow the listener to identify the speaker. Researchers
are more attracted toward speaker recognition due to its potential applications in
the area of intelligence, fraud detection, authentication, and many more. Speaker
and gender recognition is related area in our current work. Abbas Khosravani et al.
[6] proposed multilingual speaker recognition with probabilistic linear discriminant
analysis (PLDA) for text-independent speaker recognition category. The paper uses
DNN-HMM approach for voice activity detection; i-vectors have been used as
features with language-independent PLDA approach to minimize inconsistency in
calculated features. Rosa Gonzalez Hautamaki et al. [22] discussed the effect of
voice altered by age and its effect on speaker recognition; this shows fundamental
frequency relatively less affected than other formant frequencies. While considering
both male and female speakers fundamental frequency increases in both the cases
but more increment shows in female voice during alteration. Vocal tract outline also
has a significant impact of voice disguised in first four formant frequencies. Gang
Liu et al. [23] proposed a novel approach to noisy and multi-session enrolled data
with five back ends for speaker recognition system with extrinsic and intrinsic back
end for extremely discriminative speaker recognition model. Authors also explore
more comprehensive set of features for small dimensional i-vector models with
diversify contents of information before modelling. Saeid Safavi et al. [24] work
on children voice for classification of gender, age, and speaker identification. I-
vector-based GMM-UBM and GMM-SVM models are compared for performance
evaluation. Spectrum region with most significant information is investigated. This
shows 0.9–2.6 kHz frequency band is for gender identification which is the second
formant location while 1.6–3 kHz range is useful for age group identification. The
human brain collectively interprets the speaker and speech while listening to any
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voice. To work simultaneously with these two Zhiyuan Tang et al. [25] proposed
multitask recurrent model with collaborative joint training framework. To enhance
performance of individual task simultaneously collaborative tasks interchange
information accordingly. This method presents another neural network approach
for classification. Eduardo Lleida et al. [26] discussed special issues in the area of
speaker recognition. The paper focused on issues like spoofing, channel mismatch,
spoofing countermeasures, and short speech utterances. Also discussed are state-
of-art technologies in speech recognition field. Ankur Maurya et al. [27] present
MFCC-GMM approach of speaker recognition with Hindi speech signal. It also
discussed the challenges faced during recognition process including psychological
and physiological challenges.

12.6 Proposed Method

Bilingual dataset is created to perform experiments on change in language of
the same speaker. MFCC feature is extracted and classification is done using the
methods described below. Detailed description of methodology is presented in
subsequent sections.

12.6.1 Dataset

The dataset for bilingual speaker and gender recognition is created for the research.
The dataset consists of 20 speakers; ten male and ten female speaker voices have
taken for the research. Voice samples are taken via different mobile phones and in
different environments to check the performance of the model in different real-time
environments. Speakers are said to record samples in Hindi and English language
with given text. The 2-D distribution of dataset is shown in Fig. 12.3. Each color
represents MFCC distribution of different genders for gender recognition shown in
Fig. 12.3a and MFCC distribution of 20 speakers for speaker recognition shown in
Fig. 12.3b. The figure shows distribution of first two consecutive features for both
gender and speaker recognition. For all 16 features this combination can be judged.

12.6.2 Flow Chart

The flowchart below shows the flow of proposed method for speaker and gender
recognition task (Fig. 12.4).



258 S. Mohdiwale and T. P. Sahu

(a) (b)

-10 0 10 20 30 40 50 60 70
row_1

-10 0 10 20 30 40 50 60 70
row_1

-40

-30

-20

-10

0

10

20

ro
w

_2

-30

-20

-10

0

10

20

ro
w

_2
Fig. 12.3 Feature distribution of gender and speaker recognition, respectively. (a) Original
dataset: gender classification, (b) Original dataset: speaker classification
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Fig. 12.4 Flowchart of proposed method

12.6.3 Methodology

In this section each phase of proposed method is discussed in detail. Starting from
preprocessing, how it is performed for the given dataset, method for silence removal
used, framing, feature extraction, and classification methods employed are presented
below.

• Preprocessing

The initial step of speech processing is the removal of noise from speech signal so
that noise cannot degrade the recognition performance. For preprocessing of speech
spectral subtraction method is employed. To perform spectral subtraction speech
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Fig. 12.5 Preprocessing using audio spectral subtraction

is assumed to be uncorrelated with additive noise and have zero mean [28]. The
process of spectral subtraction is shown in Fig. 12.5. In this method, filtering of
signal gives the less attenuation to high SNR than low SNR of speech sample.

As noise is assumed to be additive for spectral subtraction method, noise
spectrum can be subtracted from noisy speech to get the clean speech. Noisy signal
is first divided into frames of small window length typically 400 samples with
different windowing techniques such as hamming window, hanning window, etc.,
to make the signal stationary within short time stamp. Short-time Fourier transform
or discrete Fourier transform is calculated on each frame further in the process
of spectral subtraction. Magnitude and phase spectrum are obtained from these
transforms; magnitude transform is used to estimate the power spectrum of the
signal. It is assumed that few initial frames are silence frames where no speech is
observed; these frames are used for noise spectrum calculation. Now we have both
speech and noise spectrums which can be subtracted and clean speech has obtained
[33].

• Silence Removal

Silence in the speech gives many unnecessary observations which lead to
misclassification of data points and affect the performance of the system. Voice
activity detection using zero crossing rate is the popular method for silence removal.

Zero crossing rate is the rate of change of sign of the speech signal or rate of
crossing the time axis (0–midpoint). Noise has property of maximum zero crossing
rate but as it is removed in the previous step only silence points exist in the
signal which follows the time axis with value zero. In the silence time stamp zero
crossing rate becomes zero and this leads to silence removal from the given dataset
(Fig. 12.6).
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Fig. 12.6 Silence removal

Fig. 12.7 Procedure for MFCC feature extraction

• Framing

After silence removal samples obtained having unequal length, to maintain
sample size framing is applied. In previous case as speech is nonstationary signal,
it’s difficult to deal with this signal in continuous domain. To make the signal
stationary, split the signal in the interval of 5 s each and apply windowing in each
sample to make small samples of milliseconds to extract the features without loss of
information due to aperture effect and discontinuities [29].

• Feature Extraction

Features are important since the information they produce are the backbone
of model for classification purpose. mel frequency cepstral coefficient (MFCC)
is the most relevant and effective feature in the field of speech processing [30].
MFCC extracts noncorrelating properties of cepstrum and also compensates channel
distortion. Speech sample a(t) is transformed to DFT sample A(k) and windowed
by mel scale M(ωl). These are further squared to calculate energy. Logarithm of this
energy is taken with its discrete cosine transform to get MFCC feature vector. Block
diagram for MFCC calculation is shown in Fig. 12.7.

After framing of signal, the discrete Fourier transform (DFT) is calculated. This
is important for calculation of energy of the speech signal. Periodogram is an
important measure which represents the list of frequencies present in the speech.
This function is similar to cochlea of human ear which vibrates and the brain
understands the frequency with the help of vibration of different areas of cochlea.
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For automatic speaker recognition individual frequency is not important, so a set of
frequency named bins is used to calculate the average energy present in the speech.
The formation of bins is based on mel scale or mel filterbank. The formula for mel
scale is:

M(f ) = 1125 ln

(
1 + f

700

)

In above equation ln has importance of its own because it is a channel
normalization technique which allows cepstral mean subtraction [27].

• Training and Classification

The feature extracted from the method discussed above is further used in training.
From the abovementioned procedure 13-dimensional feature vector has obtained for
each class.

Traditional classification method such as SVM for multiclass classification along
with k-NN with its variant is used for classification. Classification using k-NN is a
lazy learning approach [31]. k-NN represents each sample point in V-dimensional
space where V shows the number of features. In this experiment fine k-NN uses
one neighbor with equal weight, while medium k-NN uses 10 neighbor, and coarse
kNN takes 100 neighbor, equal weight, and Euclidian distance measurement for
classification algorithm. In weighted k-NN instead of equal weight squared inverse
weight is used with 10 neighbors and Euclidian distance calculated via MATLAB
2016b.

Principle of Nearest Neighbor Classification Approach
The kNN is a proximity-based lazy learner. This classifier is flexible to find training
instances that are comparatively similar to test instances. A k-nearest neighbor
classifier characterizes each instance as a data point in V-dimensional space where
V is the number of features. By having test examples, proximity is computed to
the rest of the instances in the training set by using proximity measures [32]. The
algorithm for nearest neighbor classification is presented below.

Ensemble models are combination of multiple models created for improved
results. Random subspace method (RSM) based on randomized search improves
the accuracy but has drawback that randomly decided features cannot guarantee
useful information. k-NN is very sensitive to subspace selection; hence a method
reduces the error of non-discriminant information. The method subspace is not
chosen randomly but selected as the points which reduce the weighted error rate
in each boosting step [31]. Algorithm for ensemble subspace k-NN is shown in text
box.
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12.7 Results

This paper presents a method of speaker recognition and gender identification for
bilingual speech signal. To examine the accuracy of speaker and gender recognition,
various tests have been performed for classification with different classifiers. The
classifiers used are SVM, coarse kNN, medium kNN, fine kNN, ensemble kNN,
and weighted kNN. Table 12.1 shows the result in terms of classification accuracy
for different classifiers.

From the above table, weighted k-NN performance is best among all the
classifiers. Ensemble method is said to be more accurate but this gives less accuracy
than others for current dataset. The area under the curve for gender classification
and speaker recognition is given in Fig. 12.8. The AUC for gender recognition is
0.98 for weighted k-NN and it is 0.97 for speaker recognition with same classifier.

AUC is the area of ROC curve drawn between false-positive rate and true positive
rate obtained from the classifier. The AUC is the measure of evaluation for the
proposed model. If the model is perfect AUC would equal to 1 and if the model
performs random guessing AUC would be 0.5. With reference to Fig. 12.8 it can be
seen that the proposed model has AUC near to 1 which shows the better performance
of the model using weighted kNN classifier.

Comparative analysis of different classifiers is shown in Fig. 12.9. The compari-
son can be discussed in following points:

• The bar chart represents higher classification accuracy for gender recognition
than the speaker recognition problem.

• Recognition performance for Hindi utterances for both the cases showed maxi-
mum accuracy than classical recognition for English utterances.

• Mixed utterances gave lesser accuracy for both the cases that emphasize on the
effect of language on classification.

Table 12.1 Classification accuracies with different algorithms

Classifiers

Data SVM
Coarse
kNN

Medium
kNN

Fine
kNN

Ensemble
kNN

Weighted
kNN

Gender classification English
utterances

82.7 86.5 91.8 92 91.8 92.6

Gender classification Hindi
utterances

87.1 89.7 93.5 93.9 93.4 94.2

Gender classification mixed
utterances

84.3 86.4 91.4 91.6 90.7 92.2

Speaker recognition English
utterances

78.9 71.3 81.7 82.2 82.9 83.5

Speaker recognition Hindi
utterances

81.2 76.5 86.3 87.5 88 88.1

Speaker recognition mixed
utterances

76.7 71.1 81.2 82 81.9 83.2
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Fig. 12.9 Comparison between various classification methods

• Weighted kNN provides better results for all combination.
• Conventional SVM classifier for speaker recognition gives least accuracy for

the present scenario of different languages while fine and coarse kNN have
significant performance.

Comparison between various classification methods shown in bar graph
(Fig. 12.9).
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12.8 Conclusions

In this paper we have discussed the effect of language in the classification of gender
and speaker. From the result shown in Sect. 4 weighted k-NN classification accuracy
is maximum; this shows k-NN, itself a lazy classifier, better classifies than eager
classifiers like SVM for the similar dataset described in the paper. Ensemble method
of subspace k-NN also gives significant accuracy.

Language is another factor that has been considered in the current work to
improve speech processing techniques. kNN-based bilingual speaker and gender
recognition model has been proposed to increase the versatility of recognition
systems. kNN-based model predicts the speaker and gender of the speaker from
the list of present speakers. Extracted MFCC feature effectively creates envelope of
vocal tract. Experimental results showed that weighted kNN outperforms than other
classifiers for both speaker and gender recognition. Weighted kNN classification
accuracy is maximum; this shows kNN, itself a lazy classifier, better classifies than
eager classifiers like SVM for the similar dataset described in the current work.

From Table 12.1, it is seen that language affects the classification performance
of both gender and speaker, speaker recognition performance more affected than
gender recognition. Since the speakers and background environment are same for
both Hindi and English recording sequence, classification performance degrades
due to different handsets used for recording.

Future scope of the presented work can be in the direction of improving the
performance of speaker and gender recognition. The approach can be extended to
identify speakers with the presence of multiple factors such as noise, emotions, and
language simultaneously. Multilingual dataset can also be taken into account for the
current work’s future direction.
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Chapter 13
Effective Security and Access Control
Framework for Multilevel Organizations

Ei Ei Moe and Mie Mie Su Thwin

13.1 Introduction

13.1.1 Introduction

The relevant data is a valuable and vital asset for most commercial organizations.
Today, the business competitions among business organizations are highly raised
so data assets must to be prevented from unauthenticated access and malicious
operations. Access control is a principal concept in understanding computer and
network security and access privacy to protect data, intellectual property, physical
equipment, and systems from accident or intentional damage. One of the tech-
nologies that organizations have used to achieve this is access control. By making
information resources accessible to only authorized users, the mechanism ensures
that only information is always available to those permitted to access it. In large and
complex multilevel organizations, it allow users with many clearance, authorization,
and need to know ability to ensure that accessing given resources or information
in system without risk of compromise. In MAC mechanisms, given resources are
categorized with a specific classification level, and each user is specified a certain
authorization level.
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13.1.2 Objectives of the Proposed System

Objectives of the proposed framework are as follows:

• To observe the security control policies for information management systems.
• To apply the security mechanisms for internal and external threats in a complex

multilevel organizations.
• To use accurate access control mechanisms and policies depending on the nature

of organizations.
• To propose an effective security framework for multilevel organizations.
• To implement secure and trusted information system by concentrating on aspects

of computer security attacks and vulnerability.

13.2 Related Work

Database security means system, processes, and procedures which prevent the
organization’s database from unintended and unknown actions [1]. The authorized
individuals or processes can make authenticated misuse, malicious attacks, or
inadvertent mistakes. Fundamentally, there are two types of database security, DAC
and MAC also called multilevel security (MLS). In this paper we will describe how
to control banking database system by using MLS techniques. In the case of MAC,
each subject is given a certain clearance level, and each object is labeled with a
certain classification. The specific object can be accessed only by authorized users
with right clearance level. Our system is intended to provide right access control
based on user’s roles that are assigned according to the enterprise’s policy decision.
Users who own right access account can manage data from database server.

The system is intended to provide right access control based on user’s roles
that are assigned according to the enterprise’s policy decision. In the system, the
administrator can access all data and can make all transactions of the whole system
and the data occupation of the respective level. The system users have project
manager (level 4), assistant manager (level 3), team leader (level 2), and developer
(level 1).These levels are defined by the system administrator. User who owns right
access account can manage data from database server [2].

Database security and integrity are vital aspects of an organization’s security
posture [3]. Database security is the system, processes, and procedures that protect
a database from unintentional actions. It is important to develop a security model
and policies for every system that use database to store data. The various different
security models can solve many security problems. All security models’ aim is to
outline a system authorized and unauthorized conditions and to constrain the system
to move into an unauthorized and unsafe state. Security models of the implemented
system can rely on either mandatory or discretionary access control mechanisms.
In this paper, the main intention is to implement Biba’s Ring Policy that is used
to maintain integrity of resources and to provide right access control based on
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user’s roles and attributes that are assigned according to UCSY’s attendance policy
decision in online attendance marking system – a system that will replace paper-
based attendance into digital attendance system.

13.3 Background Theory

Computer security is concerned with five aspects:

Confidentiality: It means that sensitive data or information belonging to an organi-
zation or government should not be accessed by or disclosed to unauthorized
people. Such data include employees’ details, classified military information,
business financial records, etc.

Integrity: This means that data should not be modified without owner’s authority.
Data integrity is violated when a person accidentally, or with malicious intent,
erases or modifies important files such as payroll or a customer’s bank account
file.

Availability: The information must be available on demand. This means that any
information system and communication link used to access it must be efficient
and functional. An information system may be unavailable due to power outages,
hardware failures, and unplanned upgrades or repairs.

Authenticity: It is the confirmation of the identity of the user. It is accomplished
through something only the user knows, i.e., password; using what the user has,
i.e., badge and smartcard; and something that the user is, e.g., biometric analysis,
i.e., finger prints, voice recognition, retina, face recognition, etc.

Non-repudiation: It is the assurance that someone cannot deny the validity of
something. It offers the ability to decide whether a specified individual took
a certain accomplishment such as message sending, information generating, or
approving and message receiving.

13.3.1 What Are External and Internal Threats?

Everything or everyone that can cause risks to computer system of organization,
computing resources, users, or data owned by business is called threats.

External threats are initiated from an outsider of an organization, mainly from
the environments in which the organization makes their operations. The attackers
perform various attacks by stealing credentials of a legitimate. Examples of external
threats are hacking, code injection attacks, malware, phishing, corporate espionage/
competitors, and business partners/contractors.

The second threats initiate from inside the organization. The employees or
providers to whom work is outsourced are the key contributors for causing internal
threats. Frauds, exploitation of information, damage of information, and sensitive
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data leakage within organization are the main threats for that organization. Mostly,
the employee in every organization can be biggest threats rather than hackers outside
the organization.

13.3.2 Security Control Model

An organization should define its security strategies and plans. An organization can
use a security model to support the workplace policies or IT security guidelines to
be applied in an organization’s computer system.

Security Policy
A security policy is a specialized paper which outlines how to protect the organiza-
tion from threats, including types of computer security threats, and how to handle
situations when they do occur. It manages a set of security procedures and purposes
desired by an organization. The security policy must identify all of a company’s
assets and resources as well as all the potential threats to those assets.

Security Model
A security model is a framework in which the security policy is developed for the
security needs of organizations. The security control models are used to outline how
security patterns will be implemented, what users can access the system, and which
information they will have read or write. Essentially, they are a way of defining
security policies between users and organization. Security models are generally
implemented with integrity, confidentiality, and other essential security controls.

13.3.3 Bell-LaPadula Model

The security model was created for preventing access to objects (data) in a system.
It is the first mathematical model that applied a multilevel security policy that is
used to express a secure state machine concept.

The properties of this model are as following:

• Simple security property mentions that a given subject at a security level cannot
read objects that exist in at a higher security level.

• Star property mentions that a given subject in a security level cannot write objects
to a lower security levels.

• Strong star (∗) property mentions that a subject cannot read or write to objects at
higher and lower levels.

A problem of this model is it does not perform the integrity of data, although all
mandatory access control systems are based on the Bell-LaPadula model.
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13.3.4 Integrity

The integrity denotes that the trust worthiness of data or business assets. It plays
an important role in IT security and defined the processes of preventing improper
and unauthorized changes to the data. Although governmental entities are usually
concerned with confidentiality, other business and education organizations might be
more focused on the integrity of information.

Generally, four main goals of the integrity are:

1. Prevention of making modifications to data or programs by unauthorized parties.
2. Prevention of making improper or unauthorized modifications by authorized

parties.
3. Maintaining external and internal consistency of programs and data.
4. Reflecting the real world by ensuring transition to use data accurately.

13.3.5 Levels of Integrity

Levels of integrity are labels which consist of two parts:

1. Level of Classification
The form of classification is a hierarchical set.
Crucial, important, and insignificant can be divided as the example of

classification. The highest level is crucial and insignificant as the lowest level.
For this case: crucial > important > insignificant.

2. Set of Categories
This is a compartment which contains label that can be a subset of system’s

all the sets. The nonhierarchical form is the form of a set of categories.

All subjects and objects in the system give integrity levels. The integrity levels
become a dominance relationship between subjects and objects in system. The
integrity label corrects the confidence level that may be retained in the data.

13.3.6 Strict Integrity Policy

This policy is an integrity policy and involves among the types of mandatory access
control. It is also the dual of Bell-LaPadula model and basically has the following
three defining properties.

The simple integrity property means the subject can only read objects at its
integrity level or above level. The subjects can read objects only if i (o) is greater or
equal to i (s).

The integrity* property means the subject can only write objects at its integrity
level or below level. The subjects can write to objects only if i (o) is less than i (s).
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A subject with low integrity level is prohibited from invoking or calling up a
subject with a higher level of integrity is called invocation property.

13.3.7 Strict Integrity Access Control Model

In the meantime it is an access control policy, it can be represented as the access
control matrix. Assume that H (high level) > L (low level) > VL (very low level) are
hierarchical integrity levels (Fig. 13.1).

13.3.8 Conditions of Integrity

• Simple integrity condition is also known as “no read down” axiom (Fig. 13.2).
• Integrity star property is also known as “no write up” axiom (Fig. 13.3).

13.3.9 Levels of Entity to Control Security

A reliable computer system ensures that preventing access to objects based on
the sensitivity (label) of the information contained in that objects and the proper
authorization (clearance) of subjects to get given access to specific objects in the
system. A subject is an active entity that makes request to objects and an object
is a passive entity that consists of information. Security labels denote the security
sensitivity level of:

Fig. 13.1 Access control
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Read    Read
Read

Square - subject , Triangle - Object

Fig. 13.2 Simple Integrity Condition

Fig. 13.3 Integrity star
property

Square - Subject, Triangle - onject

Write

WriteWrite

• Subjects that are given clearances labels.
• Objects that are given classifications labels.

Clearance label is considered as security level that an individual user can access
the data. This is usually related to a “need to know” necessity. When the clearance
and classification labels work together, a user’s clearance is a restriction to the
access of resources based on their classification.

Each desired security control level is supposed to govern itself and all others
below it in this hierarchy structure.
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13.4 Access Control

It governs who can access, place, or use what resources in a computing atmosphere
and is also an essential component in security. It minimizes the risks of unauthorized
access for businesses or organizations. Access control ensures that an acting
authenticated user can access only what they are authorized to and nothing more.
Generally, access control involves user identification, authorization, authentication,
accountability, and audition concepts.

13.4.1 Identification

Identification defines a method to ensure that a subject (e.g., user, program, or
process) is the entity it claims to be. It can provide using valid identity such as
username or account number and password.

13.4.2 Account Authentication

The authentication is the most elementary requirement for handling of user access
in the system. The user authentication comprises the user is who he claims to be
actually. In the user authentication process, the subject is always required to enter
a second part to the credential set such as password, personal identification number
(PIN), or cryptographic key.

13.4.3 Authorization

The subject is actually authenticated when the credentials of identification and
authentication match the stored information in database of the system. The system
tries to control the access to resources for subject after the subject is authorized.

13.4.4 Accountability

Accountability mechanism keeps track of subject actions in the system. It keeps
track of who, when, and how the subjects access the system. It helps in identifying
authorized and unauthorized activities between the subject and object.
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13.4.5 Types of Access Control

The organizations can apply diverse access control models that depend on their
business policies or compliance need and the security levels of organization they
want to guard. The core access control types are:

Mandatory access control (MAC) sets access rights by a system administrator
(central authority) based on multiple levels of security. This mechanism assigns
all resource objects with security labels in the system. These security labels
are divided into two information parts: a classification (secret, confidential,
unclassified, etc.) and a set of category (the management level, department, or
project).

In discretionary access control (DAC), administrators of the protected system
set data or resources with the specified policies in which who or what gives
authorization to access them. It allows individual user to control access to their
own operations and data.

Role-based access control (RBAC) is also known as non-discretionary mechanisms.
This mechanism limits access to resources based on individuals or groups
with specific functions rather than the identities of individual users. It gives
permissions to particular roles that have assigned by the users in an organization.

Rule-based access control model in which the system administrator defines a set of
security rules allows or denies access to specific objects by subjects. These often
depend on circumstances such as time of day or location.

Attribute-based access control (ABAC) is known as a policy-based access control
that evaluates a set of policies, rules, and relationships by using the attributes of
users, systems, and environmental situations to manage access rights for users.
A key difference among these mechanisms is the concept of policies precise a
complex Boolean rule set that can evaluate many different attributes.

13.5 Biba Security Model

Although many governments are principally concerned with confidentiality, most
businesses wish to ensure that the integrity of the information is protected at the
highest level. When the protection of integrity is vital, Biba is the model of choice
by most organization. Bell-LaPadula model cannot grantee data integrity but can
offer confidentiality of data. So, this integrity model addresses the requirement of
enforcing integrity for such computational environment.



276 E. E. Moe and M. M. S. Thwin

13.5.1 Access Modes of Biba Model

The Biba Model involves the type of access modes. Although these modes of access
use different definitions to express them, they are similar to those used in other
models. The access modes that can support Biba Model are:

1. Modifying mode permits writing to an object by a subject and is similar to the
write mode of another models.

2. Observing mode permits reading to an object by a subject and is a synonym with
the read command of other models.

3. Invoking mode permits a subject to interconnect with another subject.
4. Executing mode permits executing an object by a subject. The command

essentially allows executing a program which is the object by a subject [4].

13.5.2 Policies of Biba Model

The Biba Model can be separated into mandatory and discretionary policies as two
types of policies according to the need of the system.

Mandatory policies in Biba Model are:

1. Strict Integrity Policy.
2. Low-Water-Mark Policy for Subjects.
3. Low-Water-Mark Policy for Objects.
4. Low-Water-Mark Integrity Audit Policy.
5. Ring Policy.

Discretionary policies in Biba Model are:

1. Access Control Lists.
2. Object Hierarchy.
3. Ring Policy.

Biba Model also uses labels to define security. The labeling technique of Biba
Model is used to provide integrity levels for the subjects and objects in the system.
The labeled objects with a high level of integrity will be more sensitive and accurate
than the labeled objects with a low level. The integrity levels are used to restrict the
unsuitable modification of data and allow the right operations on that data.

13.5.3 Advantages and Disadvantages of Biba Model

There are many pros in using Biba Model in organizations’ security. The Biba Model
is simple and can be implemented easily. This model also can provide many different
policies based on the different organizations’ nature and necessities.
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The Biba Model also has some disadvantages. The first issue is that the
programmers need to use the right policy and rules according to the implementation
of different organizations’ security. The second disadvantage is that the Biba Model
does not perform about confidentiality, while the Bell-LaPadula can enforce.

Moreover, the Biba Model does not support the granting and revocation of
authorization. So access control mechanisms can achieve this failing mechanism.
The last disadvantage is that to use this model, all computers in multilevel
organizations must provide labeling of integrity for both subjects and objects. There
are problems in using Biba Model in the network environment because the labeling
techniques cannot be supported by network protocol.

13.6 Security Controls

The security safeguards and security controls in such information security system
are capable of several criteria such as preventing security incidents, minimizing
risks, detecting attackers, and recovering damage to normal state. For multilevel
organizations, it must consider the effective security control mechanisms to become
more secure and safe. A number of different types of user such as unknown guest
users, administrative users, and regular authenticated users may be consisted in
multilevel organization’s environment. The different set of data and resources are
permitted to access by many users. It will discuss the following necessary security
controls for information security management system of that organization.

13.6.1 Account Authentication Control

This is the handling of user request to the system and is also the most basic
dependency. The user authentication involves proving that a user is in fact who he
or she claims to be. If there is no such facility, the system will assume all users as
unknown which is the lowest possible level of trust. Most systems use the simple
authentication method in that the user submits username and password for checking
account validity [5]. But this proposed system uses two-factor authentication
mechanism to avoid SQL infection attack.

13.6.2 Handling User Access Control

It is making to impose correct decisions about whether each individual user request
should be allowed or denied in the process of handling user access. If this is
functioning correctly, the system detects the identity of the user from whom each
request is received [5]. Access control mechanisms can support the need to know
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restriction. The need to know ability ensures that only authorized users gain access
to information or systems necessary to accept their responsibilities. To approve these
control mechanisms, access control is used as basic theory.

13.6.3 Using User Input Control

The users in most organizations often have not been potentially aware of the risky
faults they’re making. The documents are put onto unsecure cloud apps, to working
from home on their personal devices, untrusted user input into application and even
sharing passwords. It can then somehow be made vulnerable to information theft
and data leakage within organizations. So, user input handling controls basically
prevent the effects of mistakes made by nontechnical users through a secure work
culture. As a result of this control in desired proposed system, input sanitization
method can be used.

13.6.4 Handling Communication and Data Transfer Controls

The employees within an organization can communicate safely to each other
according to access control security features. These features control how users and
system communicate and interact with other systems and resources.

13.6.5 How to Handle Employees’ Daily Operations Controls?

The employees in organization have specific individual role and responsibilities to
perform business operations and duties. Before using the proposed security frame-
work, unique passwords for different logins are identified by system administrator.
To check improper activity, employee’s usage record will traced by auditing method.
When transferring sensitive data of organizations, the need to know the level of
employees will determine the access of these types of data. While an employee
requests the data, process, or device of organization, respective security controls
examine whether to accept or not deny each request.

13.7 What Is Multilevel Organization?

The classification of organizations is defined according to a hierarchy of authority
and different responsibilities of individual employee. The three management levels
most organizations have are first-level, middle-level, and top-level employees. The
management style is influenced by the goals and purpose of the organization.
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The term multilevel stands from the security classification of the defense
community with confidential, secret, and top secret clearance levels. Individual
users must be approved with accurate clearance levels before they can access the
set of classified information. The confidential clearance users are only authorized
to view confidential documents; they are not reliable to look at secret or top secret
information. The multilevel organizations include many user classification levels
and set of categories of business’s digital resources [6]. A multilevel system is a
single computer system that handles various classification levels between subjects
and objects. In this system, access rights are associated with user, and roles are
granted to appropriate user.

13.8 Secure Framework for Multilevel Organizations

13.8.1 Secure Framework for Multilevel Organizations
(SFMO)

Secure framework for multilevel organizations (SFMO) is a security framework that
involves the integration of security mechanisms such as user identification, account
authentication, user authorization, access permission, user classification and access
privacy, data classification in organization, and protection of most sensitive data.
The goal of SFMO is to defend the vulnerability of insider and external threats, to
protect from stealing company’s business legal resources, and to secure any different
structure of user levels and system resources in an organization. The following figure
is the pattern of SFMO which makes a secure and safe environment for multilevel
organization (Fig. 13.4).
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Fig. 13.4 Components of secure framework for multilevel organization
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13.8.2 Features of Secure Framework for Multilevel
Organizations (FSFMO)

Organizations with many staff management levels are generally called multilevel
organizations which include groups of employees with different authority levels,
many operations or functions, and relevant companies’ data. These complex natured
organizations must have an effective security countermeasure to keep their business
safe from cyber threats. So, a secure framework will develop with the deployment
of a set of security controls which obey the computer security aspects. The proposed
secure framework for multilevel organizations will support the following features:

User Identification
It ensures a valid identity for an individual in the organizations with username and
user level, for example, the system administrator login with username “admin” and
user-level “administrator.”

The rules of the authorized user and anonymous user are as follows:

IF username_identity is exist AND userlevel_ identity is exist
THEN GRANT
“User Identification” request is valid.

ELSE IF username_identity does not exist AND userlevel_identity
is unknow level

THEN GRANT
“User Identification” request is invalid and return invalid
message.

END IF
END IF

Account Authentication with Two-Factor Authentication
This component of feature checks the identity of an individual user with password or
PIN after user identification process is valid. The rules of the account authentication
are as follows:

IF username is valid AND userlevel is exist AND password is
correct

THEN
“Authentication” is successful and the user is authenticated.

END IF
ELSE

THEN
“Authentication” fail.

END IF
END IF

The single-step logins will compromise an attacker to get the usernames of other
users, password prediction, and exploiting defects by bypassing the login functions.
Therefore, the proposed framework uses two-factor authentication (2FA) to secure
the system. The 2FA, two-step verification, is an extra security control that is
also known as “multifactor authentication” (MFA). This control can be used as a
combination of something the users have and something the users know.
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User Authorization
This feature controls the access to system resources for authorized and unauthorized
users. The user is authenticated and gets fully access right according to the user
level in system. For example, the guest can view the profile of the university, while
the authorized student user can view and search the respective information of that
university.

The rules of the authorization are as follows:

IF userlevel is Level 1 AND classification level is Top secret
THEN GRANT

Give “Level 1 User” access right and can request to access
“Top Secret object”.

END IF

Integrity and Access Control
This type of feature applied Biba Model’s Strict Integrity Policy. The policy
provides subjects and objects with the integrity levels. L = (C, S) will represent
as integrity level. In this equation, integrity level is defined as capital letter (L),
the classification label is defined as capital letter (C), and set of categories label is
defined as the capita letter (S). No write up and no read down are the main function
of Strict Integrity Policy.

Algorithm 8.1
Integrity and Access Control Algorithm
INPUT: subject Ln= (Cn, Sn), object Ln+1= (Cn+1, Sn+1),
OUTPUT: if (Sn + 1 � Sn) REJECT, otherwise
METHOD:

1. Initialize Cn,Cn+1
2. Cn and Cn+1 are assigned with values.
3. If Sn ⊇ S n + 1:

If Cn = =Cn+1: Ln WRITE Access to L n+1
End if
Else If Cn > Cn+1: Ln WRITE Access to Ln+1
End if
Else If Cn < Cn+1: REJECT WRITE Access to Ln+1
End if

Else If Cn > Cn+1: Ln REJECT READ Access to Ln+1
End if

End if
4. return access request type

The subject L1’s integrity level = (C1, S1), and the object L2’s integrity
level = (C2, S2). If the classification level C1 (top secret), C2 (secret), and S2 is
a subset of S1, the subject level dominates the object level. According to the Biba’s
Strict Integrity. Policy, subject writes the object because L1’s integrity level is higher
than integrity level of L2.

User Classification and Access Privacy
This feature can define the access rights and responsibilities for each user level and
individual user. Access control rule defines the clearance (need to know) level for
the user in the system. It provides the user profile management, privacy control for
personal information confidentiality, password management, self-service, etc.



282 E. E. Moe and M. M. S. Thwin

The rules of the user privacy and access right are as follows:

IF userlevel is Level 1 AND classification level is Top secret
AND set of categories “Group 1”

THEN GRANT
Give “Level 1 User” access right.
Can request to write “Secret object”.
Can connect to everyone in “Group 1”

END IF

Data Classification
It classifies all data and resources of the organizations with integrity access control
policy. It can provide labeling with classification level and set of categories for
system data and resources.

The rules of the data classification are as follows:

IF object level is obj 1 AND classification level is Top secret
THEN GRANT
Can access to writ with same level subject (user)

END IF

Sensitive Data Protection
The feature contains the logic to protect data leakage of very sensitive data
and digital asset from company’ internal to the outside of organization by data
encryption method.

13.8.3 Design of Proposed System

The proposed system aims to ensure that a secure framework of multilevel organi-
zations. There are many levels of user (subjects) and different categories of objects
(data) in the system. As the aspect of authenticity, this system identified the users
by the predefined username and password before they enter the system. Users
must enter username and password to check the validity of member in the system.
So, the data availability is depending on the authentication checking. The system
authorized users if their login name, password, and user level is correct. The user
performs the operations of system resources according to their clearance level that
had given by system administrator. Moreover, the system administrator classifies
the organization’s business data and resources with types of category and important
level of business.

At the processing of the objects:
Integrity aspect:

• Higher-level subject can write to the lower level object.
• Same level subject can write to the same level object.
• Subject at lower level can’t write to the object at higher level.
• Higher-level subject can’t read to the lower level object.
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As the system permits the access of each right user, the whole system can also
retain the confidentiality on each object. And it can also comprise the protection of
sensitive information of the organization in this framework (Fig. 13.5).

13.8.4 System Flow of Proposed System

The flow of this system is designed with only four user classification level as an
example (Fig. 13.6).

13.8.5 Case Study for Multilevel Organizations

The following are three case studies for multilevel organizations and their user-level
classifications.

1. MCC Training Institute

The first case study of multilevel organization is an education training center.
There are three departments in that organization such as education services, finance
department, and human resource department. In education services, it is divided into
two teams: management and teaching.

The management includes CEO, COO, GM, dean manager, and AGM. At the
teaching team, there are professors, lecturer, assistant lecturer, and class tutor,
respectively.

So the following can show the user classification level of teaching team in MCC
Training Institute. The highest user level is professor, and the lowest user level is
class tutor. Each user level can have individual user right and responsibility. And the
data and resources (object categories) had assigned to them by system administrator
(Fig. 13.7).

2. Mahar Myaing Trading Co. Ltd

The second case study is a trading company organization. This organization
generally includes CEO, manager, assistant manager, accountant, and office staff.
CEO is the highest user level in that organization. So he or she can fully access
almost system resources and files. The lowest user level, office staff, can request to
access with the same or lower level of objects in the organization (Fig. 13.8).

3. Galaxy Software Company

The third one is a case study of a software company. In software company, it may
have different departments such as development, testing, maintenance, customer
service, and sales and marketing if this company is a big software company.
However, there are few numbers of the company with many departments. Especially,
only one team performs different duties at the same time in small office. So the
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Fig. 13.6 System flow of the proposed system with four user level

company is generally divided into five user level with project manager, programmer,
developer, system analyst, software designer, and tester (Fig. 13.9).

The labels of classification and set of categories for subject (user) and object
(resource, information, and file) are specified by system administrator (SA). One
or more system administrator will control the system. The needs and nature of the
organization change user-level classification and data categories.
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13.9 Privacy Policies at Workplace

The proposed secure framework imposes the multilevel organizations to be more
secure and trusted. The data in the organizations categorize into the sets by defining
labels, and the users define classification level. The system administrator can
manage internal operations for individual users and data. The highest-level user in
the system knows everything and can access any resources. But every user needs to
protect user privacy that they wish to keep and their personality information that may
be confidential. So the organization must identify basic rules for privacy policies for
users.

The following are basic rules for privacy policies to define in organization by
system administrator:

1. It intimates users about what you collect and why and what you will do with it.
2. It should limit the collection of information and collect it by fair and lawful

means.
3. Inform users about the potential collection, use, and disclosure of personal

information.
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4. Keep user’s personal information accurate, complete, and up-to-date.
5. Provide users access to their personal information.
6. It must keep user’s personal information secure [7].

13.10 Conclusion

The intellectual property and assets of an organization or a company are mostly
stored as digital format in database. Database security is an essential part in the
information security management of nowadays digital system. The employees in
every organizations can become the biggest threat because they often are not
mindful on the possible risky mistakes whether they are doing or not in the database
of that organization. In this case, the most effective cybercrime are facilitated by
employees’ accidental or careless actions. So, the organizations need to address
the problems and solutions of this risk. The protection of database is to restrict
unauthorized employee to access a company’s confidential data and digital property.

The proposed secure framework implements the collaboration of access control,
integrity, and possible security control mechanisms to ensure that defend malicious
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threads, end user’s faults and intentional attacks of information stealers. This
proposed framework ensures that the organizations get a security-driven work
culture and acts like a defensive wall of the organization’s information security
system.
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Chapter 14
Dimensionality Reduction and Feature
Matching in Functional MRI Imaging
Data

B. Sowmya, Shruti Bhargava Choubey, and Abhishek Choubey

14.1 Introduction

Multivariate pattern analysis, plan classifiers in order to perceive cerebrum insti-
tution structures which identified external lifts or social responses, and gives
outcomes as a logical standard for getting information encoded in spatial related
voxels within f-magnetic resonance imaging [1–5]. Most f-magnetic resonance
imaging applications are used in desired issue which attempt to relate inside social
event irregularity with direct responses. In any case, whole cerebrum f-magnetic
resonance imaging information is of lofty spatial volumes, yet the amount of tests
(i.e., subject and exploratory primers) are conventionally obliged, and it particularly
hampers the introduction of precedent affirmation techniques. It can be associated
with f-MRI to exhibit the association between the view of subjects or test primers
and mind sanctioning plans. Estimation decline is essential to extract features
from high-dimensional f-magnetic resonance imaging information for higher figure
exactness and better model interpretability. Customary measurement decrease
frameworks used for f-magnetic resonance imaging information, and the lofty-
dimensional information can be applied map into an immediate subspace crossed
through some lethargic sections, for instance, foremost segment investigation (PCA)
and incomplete least squares (PLS). In any case, these methodologies expect that
the accumulated information and their class names are straightforwardly related,
which may require physiological assistance and isn’t according to the puzzling
and intrinsic nonlinear neuro-components of the cerebrum. Thusly, straight systems
can’t absolutely evaluate the best estimation decline (EDR) headings. Nonlinear
coordinated estimation decline techniques, like, bolster vector machine by recursive
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component transfer and Gaussian methodology dormant variable mold, can’t be
planned for the examination of inherited information or else pictures, are worn
in neuro imaging revise due to which lofty computational eccentrics failed to be
managed.

Now, we hope toward extending a novel controlled estimation decline method,
called as rule portion – cut turn around backslide (PCA-SIR), which includes
a course of an unproven PCA along with a coordinated SIR, to depict the
handy association among pointers (f-magnetic resonance imaging voxels) and
their imprints. SIR, which was used to assess EDR orientation, which reduces
information clear names under a straight otherwise nonlinear association. Different
productive utilization of SIR contain be represented, in bioinformatics. In case, SIR
can’t oversee conditions like (1) markers are determinedly related; (2) the amount of
pointers are significantly greater than the amount of tests, therefore it isn’t sensible
for getting ready f-magnetic resonance imaging information. To deal with issue,
principal componenet analysis used before SIR to orthogonalize and reduce the
amount of pointers with the objective that the PCA-diminished markers can satisfy
the requirements of SIR. We at first depict the nuances of PC-SIR. Until which,
we continue to differentiate PC-SIR and standard methodologies in f-magnetic
resonance imaging contemplating reinforce vector backslide and fragmented least
square backslide by techniques for diversions containing distinctive utilitarian
associations. The new technique is used to perceive the torment linked cerebrum
structures, similarly envisioning the element of enthusiastic torment wisdom using
an anguish prompting f-magnetic resonance imaging information set [11, 21]. The
perceived cerebral structural zones and desire shows are pondered and analysed by
the new technique.

Dynamic magnetic resonance imaging (d-magnetic resonance imaging) expects
a basic occupation in different clinical applications for thinking about emotional
and quantitative components of various physiological activity and body organs
functionality. Regardless, d-magnetic resonance imaging’s spatio-transient objec-
tives are normally exchanged off in light of unavoidable long information acquiring
times. Forefront methods like PLS and PCA in pressed distinguishing (CS) similarly
as low-position (LR) depicting solid results in changing dMR pictures from sub-
Nyquist tried k-space information, abusing pitiful or conceivably low-position priors
along spatio-transient direction. While an enormous segment of sparsity-propelling
methods in magnetic resonance imaging revolves around Fourier and wavelet
bases and low-position gauge is essentially established on principal composition
analysis (PCA) to get the capriciousness of the information, new enhancements in
dimensionality decline strategies, called complex learning, which gives better ways
to deal with look-in information connections. Unable to withstand the way that a
large portion of complex learning techniques are used for information plan and
observation, complex based priors have in all regards starting late pulled in premium
magnetic resonance imaging multiplication.

Benefitting by complex learning conflicts, this document displays a complex base
structure, we name as M-magnetic resonance imaging also inside this structure, and
makes two original strategies M-magnetic resonance imagingr1 and M-magnetic
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resonance imagingr2 used for picture entertainment within d-magnetic resonance
imaging as of exceedingly underexamined k-space information. Picture xi, taken
from a d-magnetic resonance imaging game plan and embedded in a high estimation
space CN, is exhibited as a point on or close to an intricate M with the ultimate
objective that M ⊂ CN. Relations among pictures in d-magnetic resonance imaging
are picked up as of suitably portrayed neighbourhoods in M. The neighbourhoods
can be predefined Gaussian part that has been exhibited to be viable in showing
scattering and warmth guide shapes, we propose here rather an information-
driven learning approach where neighbourhoods are portrayed by the information
themselves reliant on information expressed by pitiful relative relations. To propel
low-dimensional delineations of information, a low-dimensional method can be
used to facilitate defends the intricate geometry depicted through the academic
neighbourhood be furthermore figured [18].

Dementia is a cerebrum issue that is depicted by a wearisome lessening in mental
limit in view of defeat or else trouble to neurons within the brain. The phases of
dementia has its own cerebrum issues that result in a ton of symptoms that aggravate
commonplace personality limits, like empathizing memory, basic reasoning, and
utilization of language, adequately can impact the patients’ consistant work. Starting
late, the inescapability of dementia has risen awesomely all throughout the world. In
England, more than 500,000 people diagnosed with dementia in 2011. This number
has by and large extended. Every year 46.8 million natives global detected dementia.
The estimate is about a colossal addition of about 75.6 million by 2030, which
will essentially altogether increment by 2050 135.5 million. Supreme restorative
administrations’ considers people with dementia signified further than 1% of the
overall absolute national yield (GDP) or US$604 billion, in 2010. Detection of
dementia expect a noteworthy activity in perceiving the right treatment, deflecting
or thwarting scholarly limit breaking down, and in searching for the reasonable
assistance underground bug preparing for what’s to come. Regardless, the early
finding of dementia is a troublesome errand owing on the way to the unfathomably
flightiness of dementia depictions in neuroimaging information [6].

Neuroimages consistently suspected to the negative impacts of the scourge of
dimensionality to facilitate and construct them incredibly hard task imagined along
with organized within examination arrange. High dimensionality of pictures can be
influenced by the introduction of machine learning (ML) classifiers in the midst of
setting it up on top of this picture information consequently to facilitate over fitting
augmentations and previously the unpredictability of information increases. To
tackle the problems of various dimensionality decline frameworks comprise made
just before decrease along with keep up a key separation from the special effects of
high-dimensionality problem, improve a precision of hypothesis in addition to after
that compose AI figuring’s logically solid. The work efficiency ponders over the
design to diagnose dementia has been realized subject to features removed designed
for isolating among multi-periods of the earnestness of Alzheimer’s disorder (AD).
Usually the component used for isolating among different sorts of dementia is so
far a space. The region of interest of our philosophy in the direction of separate
type skin texture starting different region of interest used for isolating between
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conventional controls, solitary patients by auto-encoders and patients with Front
fleeting projection dementia (FTD) by using a small auto-encoder (SAE) [26–30].
The planned system is affirmed by using straight discriminate examination (LDA),
determined backslide, and convolutional neural network joined with determined
backslide (CNN+ backslide) classifiers with both the SAE-based low-dimensional
information set and PCA-driven depiction for examination. The planned CAD
approach convey the strange state depiction of neuroimages information to isolate
the key features that recognize various sorts of dementia. The features be appeared
differently within relation to that expelled from the notable Principal Component
Analysis within getting ready multi-type dementia course of action along with the
exploratory result be analysed. Finally, region V wraps up this examination.

14.2 Existing Works

Interpreting the impression of torment from f-magnetic resonance imaging utilizing
multivariate example examination, agony is known to contain material, abstract,
and enthusiastic points. Despite different reasons f-magnetic resonance imaging
contemplates, regardless, the vestige gives a spatial flow of movement be satis-
factory towards encode whether a redesign be viewed like anguishing or else not.
During this examination, we separated f-magnetic resonance imaging information
based on percept fundamental initiative assignment inside which individuals exhibit
on the way to close edge laser beats. By the multivariate examinations lying on
dissimilar spatial scales, we investigate the insight further reaches of f-magnetic
resonance imaging information designed for translating whether an update has been
viewed when anguishing. Our examination yield to conclusion of mind territories:
in the midst of anguish desire, development inside the periaqueductal diminish
(PAG) along with orbito frontal cortex (OFC) dealt with the mainly exact primer
by-fundamental isolation among painful and non-troublesome experiences; while
in the midst of the real impelling, basic and discretionary somato material cortex,
front insula, dorsolateral along with ventrolateral prefrontal cortex, with OFC be
commonly discriminative. The main goal for torment acumen from the affectation
time period, regardless, was engaged by the joined development in misery regions
routinely implied as the ‘torment grid’. Our result facilitate the neural depiction of
(close edge) torment be spatially appropriated along with capability of the finest
portrayed on a widely appealing spatial scale. Despite its utility in structure-up
structure-work mappings, our system bears fundamental by-primer gauges and
thusly addresses a phase in the direction of the goal of setting up an objective
neuronal marker of torment acknowledgment [9].

The present examination use a multivariate translating advance (i) to anticipate
experience of close edge torment starting mind development in the midst of the
desire with receiving of torment, and (ii) to assess the flowed thought of torment
reading. Our examination provoked three standard disclosures. In any case, we
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insisted that it is possible to unravel the impression of torment from primer
sagacious whole cerebrum f-magnetic resonance imaging information, even without
physical redesign changes. Accordingly, we have displayed the nearness of an
honest yet basic accurate association between extents of cerebrum development
and torment insight. Second, while most cerebrum locale by and large associated
with anguish is mulled over above chance decoding, these territories differentiated
as towards their farsighted exactness. Our examination a achievable position
solicitation of mind regions in which those locale turned out as most farsighted
that are normally seen as essential for mental loaded with inclination torment taking
care of for material getting ready. Considering alternatives among exactness (of the
estimates) along with the multifaceted nature (of the model), a little course of action
of anatomical locale of concern gave improved explanation of dynamic decision
concerning torment than being voxels or else character zones [22–25].

The information-gaining procedure during Nc-channel d-magnetic resonance
imaging with Nfr frame is capable of being formulated like

yij = SiFCjxi + nij , (14.1)

where Si is the under-inspected design in ith outline, i = 1,2, . . . Nfr, F is the
Fourier framework, Cj is the affectability of the jth loop, j = 1,2, . . . Nc, and
η is the clamour. Characterizing the dynamic picture arrangement as a N × Nfr
Casorati framework X = [x1, x2, . . . Nfr], where N = number of stage encoding
lines, (Np) × Number of recurrence encoding lines (Nf), and every segment xi is the
vectorized picture, (14.1) can be modified as

Y = ϕ(X) + η; (14.2)

where ϕ is estimation administrator that consolidates Fourier under testing and loop
affectability in (14.2). To remake dynamic picture arrangement X from obtained
under-inspected k-space information, Y, an advancement issue, regularized by
means of R(•) is fathomed:

arg minX‖Y − ϕ(X)‖2
F + λR(X) : (14.3)

Regularly, R(•) is the transient Fourier sparsity-mindful misfortune Ft(X) 1,
where Ft(•) is the Fourier change along fleeting course or the low-position earlier
rank(X). Nonetheless, this paper proposes two novel regularizers dependent on a
complex-based methodology. As an initial step, neighbourhood connection among
pictures is found out through our fundamental complex-based displaying. Further-
more, a nonlinear mapping which implants M into CM, M � N, is registered, and
two regularizers are characterized dependent on the scholarly complex geometry.
At last, we implement those regularizers on undersampled k-space information to
reproduce the ideal dMR picture.
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Critical exertions have been complete towards expanding a convincing method
to manage help inside the conspicuous evidence of untimely occasions of dementia.
Whereas dimensionality reduction along with feature extraction is played important
role distinctive continuous CAD approaches designed for timely acknowledgment
of dementia of image without decreasing its dimensionality. On behalf of instance,
the masters planned a framework to facilitate and perceive patients through Parkin-
son’s disease beginning NC with surveying known precedents by an estimation
of affectability, downsized mental state examination, and distinction score. As
well,Rocchi planned move towards with specific moves up in the direction of
separate among patients resolved to have dementia along with strong controls by
removing ROIs from helpful cerebrum pictures.

Basic attempt has been completed on the way to expand a convincing method
towards managing help inside the conspicuous verification of untimely examples of
dementia. Whereas dimensionality diminish and feature extraction be up ‘til now
critical, diverse continuous CAD approaches design for untimely acknowledgment
of dementia contain be determined on top of picture request exclusive of decreasing
its dimensionality. On behalf of the pattern, the masters planned a framework so as to
perceive patients through Parkinson’s sickness beginning NC with evaluated known
models by an estimation of affectability and minimum mean square error (MMSE),
along with disposition score [31, 32]. While glowing, Rocchi et al. planned advance
through specific moves up near separate among patients resolved to have dementia
along with strong control through removing ROIs beginning remedial cerebrum
pictures. A pair of moves progresses during investigate in the direction of remove
the enormous features of the game plan of information contain be used auto-encoder.
Researchers endeavoured to isolate patients based on AD with noise individuals near
propose a blend of the SAE within direct towards take in features removed since
magnetic resonance imaging pictures along with the convolutional neural networks
to facilitate towards the issues of picture course of action. The effort planned an
AD gathering subject to a significant learning-based component depiction with
the aim of have be made with stacked insufficient auto-encoders. SAEs have been
subjected to discover a latent depiction of commitment through expelling features
similar towards the volume of diminishing tissue as well as power starting magnetic
resonance imaging and positron emission tomography, independently. Consequent
with the works the planned technique revolves around adjusting anomalous state
structure information for isolating among a couple of sorts of dementia in its place
of now AD by isolating among dull along with grey issue voxels towards make far
above the ground bore with point-by-point input information of SAE.
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14.3 Methods

14.3.1 Sliced Inversed Regression

Designed for a regression difficulty, an all-purpose model is able to outline the
connection connecting perception y(n × 1) (a vector of n tests of conduct information
or else psychological parameter inside this examination) and indicators x(n × 1) (a
lattice of f-magnetic resonance imaging information with p voxels designed for
every watched test) like

y = f (xβ1, xβ2, . . . xβk, ε) (14.4)

where β(s), s = 1, . . . , k, is a set of obscure vectors signifying the commitment of
every indicator inside x, k (k < p) be the measurement we expect towards decrease x
towards, f (.) be an obscure capacity of k information sources, with ε signifies zero-
mean irregular clamour autonomous of x. The all-purpose supposition of this mode
is the reaction y which just relies upon x by means of k straight blends of indicators:

y = x | Psx, S = spam (β1, . . . , β2) (14.5)

where P signifies the bulge administrator onto the k-dimensional subspace S. In this
manner, we just need to assess S created by βs to viably lessen dimensionality.

The EDR space for (14.4) can be evaluated by the SIR strategy by means of
decision of an opposite relapse bend E(x|y). The point-by-point plot for SIR is given
underneath:

1. Normalize x along with approximation of the sample mean x = 1
n

∑n
i=1xi and

the sample covariance matrix.

∑̂
x

=
∑n

i=1

1

n − 1
(xi − x)T (xi − x)

2. Bin y interested in m slices, G1, . . . Gm, furthermore computes the percentage of
yi that falls interested in slices Gj, j = 1, . . . m, as P̂j = 1

n

∑n
i=1ξj (yi), where

ξ j(yi) equals 1 or else 0 depending on top of whether yi fall interested in the jth
slice or else not.

3. Designed for every segment, compute the segment mean x̂j = 1
P̂j

∑
iεGxi and

weighted covariance

for the sliced means. Accomplish a biased PCA designed for �̂x with �̂W through
solving a comprehensive eigendecompostion difficulty:

∑̂
W

λ1 ≥ λ2 ≥ · · · ≥ λk (14.6)

β̂s = λ̂s�̂xβ̂s , where
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In Steps 2 and 3, we can acquire the appraisals of institutionalized opposite
relapse bend E(x | y). A notice to facilitate is required just before change cut Gj to xj

before PCA, instead of to change all xi. It was demonstrated that the quantity of cuts
ordinarily would not fundamentally influence the yield gauges. For an order issue,
it is likewise recommended to facilitate the quantity of cuts that exists equivalent
towards the quantity of lessons.

14.3.2 Principal Component-Sliced Inverse Regression

Sliced Inverse Regression requires the quantity of perceptions n towards being
more prominent than the quantity of indicators p, which vigorously constrains
its appropriateness inside the examinations of high-dimensional neuroimaging
information. When n < p, � x be particular, along with in this way the answer for
the Eigen-disintegration isn’t remarkable. To address this issue, we planned towards
utilizing PCA towards lessening the quantity of indicators previous to SIR [20, 21,
31].

During PC-SIR, PCA original pre-forms institutionalized x towards discover
l guideline parts (PCs), everywhere l equivalents towards the position of x. The
connection of l PCs be indicated as Ln × l (of which every segment be a PC), with
the covariance framework of Ln × l, � L, be a full-position lattice. SIR is next
performing on top of Ln × l to discover the EDR heading, along with activities
l-dimensional PCs towards k-dimensional subspace. PC SIR technique deals with
order & replace of n < p, which is connected adequately for the related indicators.

14.3.3 F-magnetic Resonance Imaging Pain Prediction

14.3.3.1 Experimental Design

The examinations of the information set accumulated from unclear 32 strong subject
with recording parameter from in the diversion consider. We passed on 10 laser
pulse by all of the four lift powers (E1: 2.5 J; E2: 3 J; E3: 3.5 J; E4: 4 J) by means
of an unpredictable along with variable between redesign interval (ISI) some place
in the scope of 27 along with 33 s. The overhaul powers were pseudorandomized.
Subject be advised towards progress a slider towards charge the intensity of the
horrifying impression evoked with the laser beat 15 towards 18 seconds behind
every redesign, by an electronic optical straightforward scale since 0 (contrasting
with “no anguish”) to 10 (identifying with “torment as horrendous as it could be”).
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14.3.3.2 PC-SIR Analyses

To pre process the information, PCA is initially associated with expel full-position
PCs beginning markers (entire personality f-magnetic resonance imaging records
next to the fourth scope behind lift starting, anywhere cerebrum have greatest
response). Thus, SIR will be performed on top of PCs towards discovering the EDR
course close by the straight mixes of PCs by means of mainly farsighted ability
towards Y. The vague parameter of SIR from inside the entertainment consider.
Backslide burdens are obtain along with changed towards the main hole with proper
the anguish perception along with SIR-construed incorporate set. Before separate
the cerebrum territories are added to torment insight, a point-by-point one-precedent
t-test next to zero by means of p < 0.001 uncorrected performed on top of the
assessed backslide stacks transversely over subjects.

14.3.3.3 Pain Prediction

During this examination, we attempted the introduction of planned strategy by
means of five-overlay cross-endorsement philosophy. Precisely, PC-SIR evaluate
mind activation map (backslide loads designed for every voxel) from the readiness
fundamentals along with gauges complete designed for the assessment primers
with attractive the spot consequence of the cerebrum establishment maps along
with complete cerebrum f-magnetic resonance imaging records, compliant a scalar
foreseen misery regard. The desire displays will be moreover assessed with MAE:
we differentiated the introduction of PC-SIR and SVR (support vector machine
regression) along with PLSR. The conjecture of this technique shows a gander at
using a solitary course repeated estimates examination of progress (ANOVA). The
principal consequence may be tremendous, position hoc pair adroit t-test and are to
be preformed.

14.3.4 Manifold Learning

Let xi, I = 1, . . . , Nfr, be present in the N × 1 vector type of size Np × Nf pictures.
We propose that xi lies on or near an M-dimensional (M � N) complex M ⊂ CN.
The initial stage is towards discovering the area connection connecting {xi}i = 1Nfr.
Subsequent to several learning applications, everywhere neighbourhoods be char-
acterized with the Euclidean separation of the surrounding space CN, we rewrite
on top of the efficiency of the obscure complex M, along with propose to facilitate
every picture vector xi be capable of exist approximated through the relative mix
of its adjacent picture vectors: xierr = xi − ∑Nfr

n=1 wnXn
i imitating surely understood

properties of digression spaces of flat manifolds. Along these lines, each picture
is identified with its neighbours with the weight vector wi. The weight vector is
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compelled to exist inadequate, i.e., every picture have a predetermined number of
neighbours. Such region spaces are comprehend by accompanying ‘l1-compelled
least squares issue:

ωi ∈ ωH
i 1Nfr=1,ωi

i=0
arg min

∥∥∥∥xi −
∑Nfr

n=1
ωn

i Xn

∥∥∥∥
2

+ β

∥∥∥ωi
∥∥∥

1
, (14.7)

where 1Nfr is each of the single vector. The requirement ωi
H1Nfr = 1; (•)H means

Hermitian transposition, discover to load whole positive to 1, evaluated relative
neighbouring associations, ωi

i = 0 prohibits xi from being a neighbour of itself,
β ≥ 0 can be tuned to oblige the quantities of neighbours Kn Eq. (14.7) from
the above equation is unravelled utilizing contentions like the minimization system
dependent on top of the praised least square shrinkage and selection operator
(LASSO).

It is essential to note down under Magnetic Resonance Imaging acquiring, com-
plete pictures xi even though they are not open; they are the perfect yield. Generally
low frequencies are examined in all housings, however sporadic under testing is
replicated along stage training along with point even when showed up during, by
virtue of Cartesian under testing. Such repeat signal, called “guides,” are stacked
facilitate describe neighbourhoods. We exhibit that such pilot lines are adequately
satisfactory to depict neighbourhoods and assessed complex embeddings. From now
on, guides xˆ are used to assess loads using the above equation (14.7).

14.3.5 Manifold Embedding and Regularization

In accelerated d-magnetic resonance imaging, the spatial information is profoundly
undersampled; anyway the fleeting heading is regularly completely tested. This
permits to gain proficiency with the fleeting premise of the ideal unique picture
arrangement. Commonly, the worldly premises are found out through the PCA or
solitary esteem disintegration (SVD) of a pilot signal. In this paper, we abuse the
area connection to adapt such fleeting premises. Give W a chance to be a Nfr × Nfr
weight framework with sections. It is observed for W, the nonlinear inserting of the
equation �, so as to map xi ∈ CN into CM is given by understanding [6–10]

� ∈ �1M

arg min

C
M×Nfr,��H =IM ,

∥∥∥∥ψi −
∑Nf r

n=1
ωn

i ψn

∥∥∥∥ (14.8)

where � = [ψ1 ψ2 . . . ψNfr ]. The product ��H = IM , where I is M × M personality
framework, prohibits inconsequential every one of the zero arrangements, though
�1M = 0 focuses the sections of � on 0. The arrangement of (14.7) is given by the
Eigen deterioration of proper Nfr × Nfr matrices. Describe matrix
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K := (I − W) (I − W)H;L := D − W ;

where I is the personality framework and D is a corner to corner network with
nonzero entry dii := ∑Nfr

n=1ω
n
i . Based on these two matrices, we develop two

regularizers R1 (·) and R2 (·) specific to M-magnetic resonance imaging R1 and
M-magnetic resonance imaging R2, respectively, to reconstruct dynamic magnetic
resonance imaging from undersampled k-space information.

14.3.5.1 M-Magnetic Resonance ImagingR1 (Affine Combination)

The initial regularizer depends on top of our display to facilitate every picture (point
on top of a complex) and is intentionly approximated to blend of its neighbours.
Characterize the blunder network task Xerr = X (I − W). Rudimentary variable-
based math uncovers that the ith section xierr = xi −∑Nfr

(n=1)w
nXn

i gives the mistake
of estimation to xi. In that capacity, to authorize the relative blend displaying
presumption, the accompanying misfortune capacity is presented

R1(X) = ‖X (I − W)‖2
F = tr

(
X (I − W) (X (I − W))H

)
= tr

(
XKXH

) (14.9)

where tr signifies the hint of a framework.

14.3.5.2 M-Magnetic Resonance ImagingR2

The Laplacian matrix L can be decayed as L = GGH, where GH represents
the frequency lattice. It has been demonstrated that the grid G goes about as
a limited distinction administrator and XG2

F takes after Tikhonov regularization.
Consequently, characterizing the second regularizer as

R2(X) = ‖XG‖2
F = tr

(
XLXH

)
: (14.10)

The regularizer R2 (•) resembles the “l2 STORM” and used along with the
laplacian graph to match complex efficiency towards the arrangement. Regardless,
unique, neighbourhoods which are customer portrayed and such information free-
thinker, are described by methods for relative associations along with by means
of discovering loads as seen in equation (14.7). Nonexclusive piece learn records
associations may be direct along with to learning systems to facilitate use scattering
maps and warmth stream, anyway such a “one-fits-all” move on normally has every
one of the reserves of being slanted to exhibiting mistakes [12–19].
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14.3.5.3 Manifold Regularization and Reconstruction

The solitary vectors of the Nfr × Nfr matrices K and L give the arrangements of
(14.8). These solitary vectors rough the worldly premise of dynamic pictures as
delineated within the allowed solitary esteem deteriorations of K with L

K = �k�k�kH; (14.11)

L = �l�l�lH; (14.12)

where superscripts (•)k and (•)l demonstrate the disintegration of K and L, separately.
Eigen deteriorations have been broadly used to speak to fleeting varieties in d-
magnetic resonance imaging. The merit of PCA disintegrations save information 20
covariances, the “decay” of (14.7) safeguards the complex geometry. Substituting,
(14.11) in (14.9)

R1(X) = tr
(
X�k

)
�k

(
X�k

)H = tr Uk�k
(
Uk

)H

= ∑M
m=1σ

k
m

∥∥uk
m

∥∥2 (14.13)

where Uk = X�k. Not at all like in PCA, M minor particular vectors are utilized,
rather than vital, to rough the arrangement of (14.8). Consequently, uk

m = X�k

will be the projection of X on top of the mth minor solitary vector of K. So also,
substituting (14.12) in (14.10), we acquire a comparable articulation for R2:

R2(X) =
∑M

m=1
σ l

m

∥∥∥ul
m

∥∥∥2 : (14.14)

Subsequently, the first issue in (14.6) can be communicated by means of Uk along
with Ui while

arg minUk

∥∥∥∥Y − φ

(
Uk

(
�k

)H
)∥∥∥∥

2

F

+ λ
∑M

m=1
σk
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, (14.15)

arg minUl

∥∥∥∥Y − φ

(
Ul

(
�l

)H
)∥∥∥∥

2

F

+ λ
∑M

m=1
σ l

m

∥∥∥ul
m

∥∥∥2
, (14.16)

At long last, the conjugate angle calculation is utilized to tackle (14.15) and
(14.16) and recreate wanted pictures from Uk along with Ui.

These investigations contemplate orchestrate a couple of sorts of dementia with
low computational costs along with lower additional room. To objectives, SAE is
used on behalf of adjusting strange state features related among multi form dementia
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commencing pixel forces of magnetic resonance imaging neuroimages. Raw Mag-
netic Resonance Imaging pictures data is preprocessed along with segmention, then
it is changed SAE designed for evacuating the huge features. The expelled features
yield by SAE can be used with ML classifiers to get an exactness figure of various
sorts of dementia.

14.3.6 An Initial Image Processing

The unrefined magnetic resonance imaging pictures; secured which are of dissimilar
size; but classifiers need reliable dimension of information vectors. These photos are
pre-processed to match with the structure and executing strategy. Every magnetic
resonance image is resized to identifiable dimension. 176 * 208 * 1, which results
to 36,608 voxels. They are preprocessed by picture preprocessing methodology,
along with mechanized spatial isolating frameworks and picture change technique
the photos selected for neuroimaging strategies generally have commotion. All in
all, the preprocessing step expects a gigantic activity in extending the resolute nature
of the visual appearance of pictures and improving the photos’ quality [13].

The standardization, Gaussian channel, and histogram equalization are the strate-
gies in picture pre-processing to facilitate association with primary MAGNETIC
RESONANCE IMAGING pictures designed for setting them up designed for CAD
structure. At first, these magnetic resonance imaging pictures are institutionalized
towards the practically identical extent of dark extent as of 0–1 with use of the
condition. Due to the institutionalization the extent of power is decreased so as to
streamline features considered for undertaking.

y = x − vmin

vmax − vmin

The Gaussian filter is used to expel the commotion in picture signal. Which
is designed to getting better the pictures’ to accomplish the objective through
optimization.

14.3.7 Image Segmentation

Segmentation moreover has a critical activity in dismembering therapeutic photos
of the cerebrum and allows versions used for the superior finding of dementia.
Picture segmentation isolates the picture to isolate over range of area to keep
objects of equivalent uniqueness seperately. In this investigation, two unmistakable
division methodologies are associated on magnetic resonance imaging photos of
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the cerebrum to envision anatomical structures of the psyche and after that separate
changes of that mind:

• Edge-based division: Detection of edges in the picture is one of the critical steps
to recuperate the perfect in turn from given pictures. Edges are perceived by pre-
dicting the modifications in some various properties of the image like brightness
by using any of edge markers. In this paper, the Canny edge acknowledgment is
performed to perceive edges that address one of the basic features for looking at
cerebrum pictures and shield confined edges from continuing.

• Region-based division: A picture could moreover be separated into areas. Each
clustered area is incorporated with tons of adjacent pixels that share traits and the
proportional greyscale in this regard. For applying this kind of division in this
examination, the watershed change computation is used to convey better division
results.

• Sparse auto-encoder method to predict dementia features.

AE is associated lately as a preprocessed adventure with advancement for various
PC vision errands. AE is a phony neural framework (ANN) that can be finished for
repeating input information to fit in lower-dimensional space. The structure of AE
is made of many layers including an information layer, a yield layer, and one hidden
layer. At first, the information layer addresses encoding limit f (x), mapping the
information set, x ∈Rninput to compacted information h ∈Rn. By then, the disguised
layer that addresses a character work gauges the proportion of information setback
between the pressed depiction of your information and the decompressed depiction;
in conclusion, h is decoded to get x*∈Rninput that is a reproduced depiction of the
commitment by applying deciphering limit g(x) at the yield layer. Regardless, the
information and yield layers have a comparable number of neurons.

In this correction, input xi speaks to the preprocessed pixel forces removed
from magnetic resonance imaging cerebrum pictures where xi = {x1, x2, x36608}.
Encoder work with input x to compacted structure h ∈ R! that fits in constrained
spaces u, which u depicts various shrouded units as in equation (14.17).

h = f (Wx + b) = W ′x + b′ (14.17)

where W ∈ Ru × ninput and b∈Ru speak to the framework of weight and the vector
of inclinations of encoder work, individually. Likewise, f is a sigmoid capacity.

At last, decoder capacity reproduces the information x by taking shrouded
portrayal h as contribution towards obtain x to facilitate significant highlights
designed for dementia order undertaking. Condition (14.18) is utilized towards
concern decoder work.

x∗ = (
W ′h + b′) = W ′′h + b′′ (14.18)

g(x) works as genuine esteemed contribution where W ′ ∈ Ru × ninput and
b′ ∈ Rninput the weight network along with the predisposition vector of decoder
work.
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To confine AE with diminishing numeral of concealed units, sparsity limitation
pc specified by (14.19) is constrained on top of shrouded unit u construct them and
make the greatest low-dimensional portrayal of information x. To accomplish this,
the initiation of each one shrouded element, the middle value of to be near given
sparsity parameter [10]

pc = 1/
(
ninput

) (ninput)∑
(i=1)

auj (xi) (14.19)

At that point, sparsity imperative of each concealed unit is added to advancement
article to limit a blunder among them along with the specified sparsity parameter.
Used for preparing SAE, root mean square proliferation is planned towards recov-
ering computational effectiveness through limiting mistakes along with charge.

14.3.8 Classification Methods

The novel depiction by using a classifier of features is evaluated on top of the
endorsement put in records by use a classifier. For setting up the SAE, a significant
2D convolutional neural network is created, which takes magnetic resonance imag-
ing channels as information. The nuances of setting up the created convolutional
neural network will be recorded is. Used for redesigning the neural framework,
on backside causing more computation time used for setting it up, to restrict cost
and quicken association rate. By stochastic point ordinary, single of commonly use
backside causing computations, is use designed for convolutional neural network
getting ready through changing its hyper-parameters, together with loads, learning
rate, along with pre demeanours. On behalf of relative investigation, LDA along with
Logistic relapse comprise be utilized in favour of trying the planned methodology.
The small dimensional picture because info, the yield of classifier is affectability,
explicitness, along with precision of genuine forecast of five sorts of dementia.

14.4 Conclusion

In the present examination, another directed estimation diminishing methodology,
PC-SIR will be planned on behalf of separating high-dimensional f-magnetic res-
onance imaging records. Along with f-magnetic resonance imaging torment desire
grades are exhibited to facilitate PC-SIR on every basic level improved execution in
(1) perceiving authorization plans starting the total personality f-magnetic resonance
imaging records and (2) predict torment perception following estimation decline.
Subsequently, PC-SIR will be a capable estimation decline strategy for looking
at high-dimensional neuroimaging records; we displayed an original complex-
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based construction used for dynamic picture diversion beginning under-inspected
k-space records. The original records focused strategy take in the complex form
getting ready information, called “pilots,” and made two novel procedures inside
the intricate framework for changing unique magnetic resonance imaging from
extraordinarily under examined k-space information. The planned techniques will be
affirmed by mathematical spirit in addition to progressing within vivo records. Wide
endorsement of the planned methodologies on top of progressively educational
lists along with application is needed. It must be seen to facilitate the planned
procedures which don’t depend upon the periodicity supposition, not at all like
the forefront PS-pitiful strategy. This pushes the examination and execution of the
planned structure in various previous d-magnetic resonance imaging applications,
for instance, talk, lungs, and liver imaging. The planned strategies in like manner
develop the system of abusing from the prior information from complex geometry
in addition to increase of new goals used for active MR picture diversion from
underexamined information. The chapter depicts another methodology along with
advances: institutionalization, picture pre-processing and division segmentation,
incorporate pondering as dimensionality abatement, and portrayal. This technique
associated SAE used for adjusting small depiction of records on the way to get
better request undertaking. The planned strategy and the top tier techniques were
attempted among the OASIS information set. Our system performs superior than
anything previously seen in top tier strategies. The other methods and PCA were
differentiated similarly as getting pictures and irregular state Biological marker.
It has be seen that it can be enhanced more than PCA by diminishing the
dimensionality of records. Future work growth of the amount of SAEs might bolster
the from execution, thus overhauling the gathering exactness.
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Chapter 15
Classification of Biometrics
and Implementation Strategies

Snehlata Barde and Ayush Agrawal

15.1 Introduction

The word Biometrics is taken from Greek words bio & metrics; the word bio
indicates life, whereas metrics means to measure. The automatic recognition process
for identification is based on two characteristics: physiological and behavioral traits
of a person. Further we can define biometrics as the following:

• Biometrics refers to technologies that are accustomed to discover and acknowl-
edge human physical characteristics.

• In the IT world, biometrics is commonly similar with “biometric authentication,”
a kind of security authorization supported by biometrics.

• Biometrics could be a technological and scientific authentication technique
supported by biology and utilized in data assurance (IA).

Biometrics is an important application of digital image processing that is used
for statistical analysis of biological data. It is technical term for body measurement
and calculation. The biometrics provides great solution to security technologies. It
deals with automatic recognition of a person using distinguished modalities which
are also known as biometric traits [1–6].
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15.2 Traits

The biometric modalities are also referred as “measurement of the human body.”
Biometric technology can be categorized as physiological and behavioral modali-
ties.

15.2.1 Physiological Biometric Traits

There are some modalities which are correlated to physical formation or the property
of human structure [1, 7–12]. Physical characteristics of human structure such as the
face, ear shapes, iris, fingerprints, thumb print, hand geometry, footprints, etc. are
discussed in brief here:

Face Biometrics Face recognition technique is a process of recognizing a person
through its features extracted from the face. This is a computer-based application
for automatic identification or verification using captured video frames and images.
This type of biometric system is a most commonly used technique. Face recognition
methods used various types of work on facial metrics and eigenimages. Facial metric
method depends on the particular features of the face such as position of different
traits and also finds distance among them, whereas the approach of eigenface relies
on differentiating faces based on its degree in fixed set values between 100 and 150
eigenimages (Fig. 15.1).

Ear Biometrics Ear biometrics uses the ear as a modality where features or
characteristics of the ear are used as the basis of matching. This is a firm biometric
system which does not change with age. The ear is an observable part of the body
that worked for a noninvasive procedure. The ears undergo a very little change in
different stages of life. The ears cannot alter their appearance through hair growth
similar to the face (Fig. 15.2).

Fig. 15.1 Face
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Fig. 15.2 Ear

Fig. 15.3 Footprint

Footprint Biometrics The process of measuring features of footprint for recogniz-
ing a human. This system doesn’t need any special device for image attainment. The
image of a left/right leg can be captured from different angles. No light effect is used
in the system. Through the key points, the images can be cropped and positioned.
There are many different techniques used for resizing images to attain features.
In database, distance technique has been used for comparing the feature vectors
(Fig. 15.3).

Fingerprint Biometrics A fingerprint means ridge impression and valleys of finger
and thumb images. The raised portion of the palm is known as friction ridge or toe
of finger it is connected units of friction ridge skin. Generally ink is used to get the
fingerprint on a paper, but nowadays, fingerprint scanners are used for detection.
Optical fingerprint reader is the most commonly used which stores the reflection
of fingerprint when finger lines stroke on the surface. This biometrics has some
difficulties when the finger is dirty or wet (Fig. 15.4).
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Fig. 15.4 Fingerprint

Fig. 15.5 Iris

Iris Biometrics Colored and circular area of the eye is used for iris identification
that isometrics background the pupil. Every person has unique iris patterns. A
suitable method is used for image acquisition. Although the biometrics is not very
user-friendly, it gives optimal performance (Fig. 15.5).

15.2.2 Behavior Biometric Traits

The traits that are related with behavior of persons are known as behavior charac-
teristics such as signature, voice, keystroke, DNA, etc.

Voice Biometrics Voice of every person has different pitch, and hence it is consid-
ered as behavioral trait of a person. The voice recognition principally supported the
voice study whenever someone speaks. Voice recognition is also known as speech
recognition which is based on the characteristics of voice that produces speech and
does not depend on pronunciation or sound. This biometric system does not need
any special device for voice acquisition (Fig. 15.6).
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Fig. 15.6 Voice

Fig. 15.7 Signature

Fig. 15.8 Keystroke biometrics

Signature Biometrics Signature is a behavioral trait of a person based on the way
person signs. Signatures are considered as the direction of writing, acceleration,
pressure, and the length of dynamic strokes. The most important advantage of
signature biometrics is that an impostor cannot collect the data on the way that it
has been earlier written. Different types of devices are available for capturing the
signature dynamics such as digital signature device and tablets (Fig. 15.7).

Keystroke Biometrics The identity of a person verified by this method is known
as keystroke biometrics which is based on the way a person types and uses
keystrokes on keyboard. The typing rhythm can be captured and helps in identifying
a trained typists as well as an amateur two-finger typist with this type of biometrics
(Fig. 15.8).
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15.3 Classification of Biometric System

We classified biometrics into two types: unimodal biometric systems and multi-
modal biometric systems.

15.3.1 Unimodal Biometric System

Unimodal biometric systems work on single traits of the individual for identification
and verification [13–19].

Scope of Unimodal Biometric System
• Commercial: computer network log-in, e-commerce, ATM/credit cards, etc.
• Government: driver’s license, passports, national ID cards, etc.
• Forensic: terrorist identification, identifying missing children, criminal investiga-

tion, etc.

Issues of Unimodal Biometric Systems These are the challenges of unimodal
biometric system.

• Noise: A biometric data captured through an image acquisition system or sensor
may be influenced by noise signal added due to sensor itself. This maybe due
to imperfect acquisition conditions. Other factors that could contribute noise are
subtle variations in the biometrics itself such that fingerprint image cannot be
similar to the database due to scar or when the cold voice sample is altered.

• Intra-class variations: User does not properly know about the sensor device
and how it works. So lack of knowledge on how to interact with sensor creates
incorrect samples such as facial pose.

• Non-universality: The unimodal biometrics may not be providing accurate data
from images of the database subset which store captured images. When the ridge
quality of the finger is not good, it means that it does not display properly and
then the features extracted from them will give incorrect fingerprint dataset.

• Spoof attacks: Human physiological trait such as the finger and behavioral trait
such as voice or signature, are generally vulnerable to spoof attacks.

Drawbacks of Unimodal Biometric System The biometric system using single
trait or characteristic are simple to use. However, these biometric systems have the
following major drawbacks:

• To be short of universality.
• Noisy signals captured through the sensors due to the incorrect usage and due to

the conditions of the environment.
• The discrimination of biometrics due to a high in-class and low interclass

variability.
• The identification process of unimodal biometrics is restricted to a certain level.
• Error rates are sometimes unacceptable.
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• The instability and changeability in biometric characteristics.
• The possibility of fraud through voluntary or involuntary cloning.

If there are problems with the trait being used, no alternative could save the
biometric system.

15.3.2 Multimodal Biometric System

Multimodal biometric systems are nothing but a combination of two or more phys-
iological and behavioral biometric traits. Biometric information through multiple
sources are combined for overcoming some of the limitations mentioned in the
previous system.

Goals of Multimodal Biometric System
• To calculate impostor rejection rate
• To find out the acceptance rate of impostors
• To indicate the enroll rate of failure
• To remove susceptibility of mimics

Advantages of Multimodal Biometric System There are many advantages of
multimodal biometric system:

• Accurateness: The combination of multiple modalities is used to identify an
individual in multimodal biometric system that improves the accuracy rate.

• Liveness detection: The system takes data as multiple traits randomly from the
end users to provide powerful liveness detection and protection from spoof
attacker or hackers.

• Security: This system eliminates all possible conditions of spoof that improves
the security.

• Cost-effective: This system maintains the high level security to reduce the
chances of crime and spoof that increases the effectiveness of cost.

• Universality: Nature of multimodal biometric system is universal, although
someone is not capable to supply a variety of biometrics because of incapacity,
so the system will choose different kind of method for authentication.

15.4 Implementation Strategies

Different level of fusions is available in this system. The main aim of this is to find
the most excellent collection of dataset and develop a suitable role that could merge
resultant data at optimum level. These are categorized as:
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Prior to Matching
Fusion schemes prior to matching are used to integrate the evidence before
matching. Two levels of fusion sensor and feature are important fusion schemes.

• Sensor level: Raw/unrefined collection of data taken as different modalities
through multiple sensor devices are used for fusion means new data can be
generated which can be used to extract the features. In this level fusion maybe
performed if the information or modalities are acquired from multiple well-suited
devices or various attributes of biometrics are obtained employing the particular
device. This stage used different sensors for combining the information and
applied some preprocessing before registration of data.

• Feature level: In this level of fusion different modality features are consolidated
from the features obtained from using suitable methods of feature extraction. If
the features are structurally compatible, then the features can be combined, and
this is done by multiple sources. This approach reduces dimensionality by using
feature transformation or feature selection for the fused feature set.

After Matching
Fusion schemes after matching are worked on processed data. There are three types
of fusion as follows:

• Match score levels: Matching score is defined as a unit of evaluation in which
the match level is calculated between the test data image and trained template
stored in database, based on their biometric feature vector. Different matchers are
combined for obtaining the match score. The match scores are not homogeneous
because of different matchers applied on different modalities, remove this
dissimilarity and use normalization technique that maps the different range scores
on to a same range score.

• Decision level and rank level: When the fusion is at decision level, then each
matcher’s outputs are combined either to acceptance or to rejection. Decisions
are taken by biometric modalities in decision level fusion. Binary value is holed
by decision level fusion. The strategy adopted for concatenation of biometric
modalities depends on the level of fusion performed. Fusions at the feature level
are often achieved by combining two compatible feature sets. The method of
selection or reduction of feature can be utilized for the problem of dimension. It
is relevant to the identification of system in which classifiers are associated with
a rank and each listed individuality.

Sensor level fusion and feature level fusion schemes require the data acquired
by different sensors as compatible and feature set thus obtained by different traits.
At matching, score level fusion is the most preferred because it has sufficient
information and can be easily combined and is accessible. Decision level and rank
level fusions take decisions using distinct modalities shown in Fig. 15.9.
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Fig. 15.9 Different fusion schemes

15.5 Set of Features

Biometric system provides result in terms of either a “genuine” or an “impostor”
kind.

Genuine score Genuine score when it indicates result of an outcome of same user.
A value that is less than the predefined threshold is genuine score.

Impostor score A score referred to as an impostor score when it indicates the result
as an outcome of different users. A value that is greater than the predefined threshold
is known as impostor score.

False accept rate (FAR) False accept rate means the chances of an impostor
acceptance as a genuine individual. This indicates the number of people who is
falsely accepted against enrolled number of person.

False reject rate (FRR) False reject rate means the chances of a genuine individual
rejections as an impostor. This indicates the number of people who is falsely rejected
with respect to the total number of enrolled people.

Equal error rate (EER) When accepted and rejected error rates are equal, it is
called as EER in which comparison between two systems is needed. This is defined
by the ROC where FAR and FRR assign the same value.
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Relative operating characteristic (ROC) The ROC is plotted as a graph against
the FAR and FRR.

Weight of biometric traits A technique used for fusion assigned weight to each
biometric trait. For the weight for ith trait, Wi is calculated as:

Wi = 1

EERi

Normalized score The match score of the individual trait may not be homoge-
neous, and the match data of the output of different traits has dissimilar statistical
distribution. Therefore, min-max normalization technique is used to calculate
normalized score of each trait. The weight of particular trait of all biometric traits is
calculated as normalized score:

Wi =
1

EERi∑n
j=1

1
EERj

where equal error rate EERj is for jth trait and the traits number are n.

Score after fusion (matching score) The sum rule based on fusion technique is
used in the work. The score after fusion is calculated as:

S =
n∑

j=1

(
WjSj

)

where Sj is match score and Wj is the weight of jth trait, respectively.

15.6 Information Representation Through Features

We developed a multimodality-based biometric system that used face image, ear
image, iris, and footprint modalities. The enrollment is a very important process
involved in biometrics. This is illustrated in Fig. 15.10. The steps of biometric trait
enrollment are:

Sensor
module

Image
database

Feature
extraction

Template
storage

Fig. 15.10 Enrollment process in biometrics
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• The biometric data or input is captured using suitable acquisition system or
sensor.

• The modality is stored inside the biometric database.
• Features are extracted from the traits and converted into suitable transformations,

called as biometric templates.

15.6.1 Training and Testing Involved in Biometric System

The two major processes, training and testing, divided into the biometric system.
During training process, biometric modality is captured and converted into a suitable
template. This process is performed as:

• Input image or signal is captured or acquired.
• The signal is preprocessed to remove noise or some similar signal; or image

resizing or reformatting takes place.
• Feature extraction is performed.
• Features are transformed into suitable templates and these are stored in template

database.

Testing process is performed at the time of matching, which is similar to training
method. The input is captured, and it is subjected to:

• Preprocessing
• Feature extraction
• Template conversion

The template is matched against the templates already present in the template
databases. If there is matching, it results in matching of the input. The training and
testing processes are illustrated in Fig. 15.11, respectively.

All set of features were calculated independently and applied to different
classifier approaches like PCA for face identification, eigenimage for the ear,
Hamming distance method applied on iris identification, and modified sequential
Haar transform used for footprint traits, respectively.

15.6.2 Principal Component Analysis for Face Recognition

PCA is the most popular algorithm used in face recognition. The main concept
is to de-correlate the data which are eigenvectors of covariance matrix of a
multidimensional data. Firstly, system is initialized with face image training set of
vector. Testing of the biometric system makes use of face images from training
dataset. Then, the trained images used PCA and trained dataset of images generated
eigenvectors. The mean image value is computed as:
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Fig. 15.11 Training and
testing process involved in
biometrics

ψT = 1

N

∑N

n−1
�n (15.1)

where ψi is mean subtracted image.
The image ψi can be obtained by:

ψi = �i − ψT where i = 1, 2, . . . N (15.2)

where vector set are subjected to PCA to get a set of N orthonormal vector set.

λK = 1

N

N∑
n−1

(
UT

k �n

)2
(15.3)

where eigenvectors are Uk and eigenvalues are λk, respectively.
The CM (covariance matrix) is given as:

CM = 1

M

M∑
n−1

(
�n�n

T
)

= AAT (15.4)

The � is mean image computed, and through the eigenvectors, M is projected
onto the “face space” resulting:
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ωK = UT
K�i K = 1 . . . M (15.5)

Euclidean distance is used for calculation of distance between the training and
testing projections as:

DK =‖ � − �k ‖ (15.6)

where kth face set is described by Dk.
Training set images are changed into face space and they are stored into memory.

Face as an input is subjected and projected onto the face space. Then Euclidian
distance is computed. If the image presented to the system is a face or not, it needs
to be checked.

15.6.3 Eigenimage for Ear Recognition

Eigenimage method is the most effective method for ear recognition system. The ear
recognition process is initialized by template images. The side pose of the face have
been also acquired using high-quality camera in the same lighting condition. An ear
portion is captured from the left/right face pose using preprocessing operation. The
color images are converted to grayscale images which are subject for subsequent
stages of biometrics. Each set of images contains images of training set and test
set. In a huge dimensional space, an ear image can be considered as a vector with
concatenating columns. The proposed method is based on normalized ear images
that are preprocessed.

Ear image weights are stored by projecting the image onto an image space. Once
the eigenspace is defined, the test image is projected into the eigenspace. The images
with a less correlation may be rejected. Acceptance or rejection is determined by
applying a threshold; less than threshold value indicates the match image.

15.6.4 Hamming Distance-Based Iris Recognition

The iris of an eye is the circular muscular structure that backgrounds pupil of the
eyes. When light is incident, an eye is controlled by muscular structure called the
iris. Iris system is supposed to be the most exact biometrics that utilize measurable
features. Hamming distance method is used in iris identification in this work. Iris
images are cropped from the eyes and then applied to preprocessing and encoding
with Hough transform; the iris parts are localized to the eye image, and Hough
transform-based segmentation algorithm is applied outside the pupil. The Hough
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Fig. 15.12 The rubber sheet model

transform is a common method which is used in identifying features like location
and orientations in a digital image. The technique is very simple and manages data
which can be used in various forms not only lines. Iris recognition method involves
three stages.

(a) Segmentation

Iris region is founded by eye image using segmentation process. It is approxi-
mated by two circles. The parameters are used (xc, yc) as center coordinates, and r
is a radius. Edge defines threshold points, and both direction derivatives are detected
by the outer area of the iris; for remapping, a rubber sheet model is used. This is
shown in Fig. 15.12.

(b) Normalization and Encoding

The segmented area is changed to convert into dimensions. Due to pupil dilation,
inconsistencies occurred. It has same constant after normalization of the regions of
iris and also has constant dimensions. In this iris region, remapping of each points
with (r, θ ) which is coordinate of polar where 0 < r < 1 and θ angle from 0 < θ < 2π

are represented by the homogenous rubber sheet model. During the matching,
rotation is calculated by iris templates that are shifted in a different direction
whenever they are aligned. Feature encoding extracted from iris region is achieved
by one-dimensional Log-Gabor wavelets with pattern of the iris. One-dimensional
signal is generated after dividing 2D normalized pattern. In 2D normalized pattern,
1D signal represented as rows, and these rows correspond to a circular region on
the iris. The average intensity of surrounding pixels is normalized pattern of known
noise areas.

(c) Iris Matching

Hamming distance is used for recognition as distance measure. It is defined
between two templates used simply bits. These bits are corresponding to “0” that
indicates noise masks of the iris, and this is modified by each template. The HD is
defined as:
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HD =
∥∥CA ⊗ CB

⋂
MA

⋂
MB

∥∥
‖ MA ∩ MB‖ (15.7)

where CA and CB are two iris coefficients of images and MA and MB are the mask
image. Symbol ⊗indicates XOR operator and

⋂
indicates the AND operator.

15.6.5 Haar Wavelet Transform for Foot Recognition

Footprint is one of the unique modalities used for person identification to extract
the features for calculation. Footprint of each person is different, and it does not
change much across time and is easy to capture. Person’s left/right leg is used
for capturing the images of footprint to set in different angles without any special
lighting arrangement. There are two basic transform methods discrete cosine and
Fourier that are generally used for extracting the features of footprint, where the
footprint image is cropped and positioned according to the key points.

Haar wavelet is used to take out the features of the foot. To measure the MHE
is applied to the crop and resize image of footprint. Coefficients of Haar wavelet
are described in the decimal numbers term. Feature is compared using Euclidean
distance with stored feature vectors. Different decomposition levels are compared
to find the accuracy. The samples of footprint of different people are cropped and
resized. The images that are divided for obtaining MHE are calculated as:

MHEi,j,k =
A∑

a=1

B∑
b=1

(
Ca,b

)2 (15.8)

where i indicates the decomposition level; j denotes details of horizontal axis,
vertical axis, or diagonal axis; 1 to 16 blocks are indicated by k; and the size is
indicated by A × B. The minimum Haar energy is selected out of 16 images. Let
MHE1 - MHE16 be the MHE values. Then a modified value is calculated by taking
minimum of all the values. MHE = Minimum (MHE1 to MHE16). The MHE of
different persons are compared.

15.7 Template Representation

We generated self-created database consisting of 200 person’s images for the face,
ear, iris, and footprint. Biometric information for every user were captured and
stored as a training set. The necessary image preprocessing was also used so that
images may be subjected to all other subsequent stages properly. After training
process, the necessary features are extracted. Different classifier approaches at
match score level for different modalities are used such as neural network-based
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Fig. 15.13 Multimodal biometric system

principle component analysis for the face, eigenimage for ear image, Hamming
distance-based approach for iris identification, and Haar transform technique for
foot using MATLAB 7.10.0 software (Fig. 15.13).

15.7.1 Face Recognition

For face recognition, the front face images were acquired using high-quality camera
in the same lighting condition with no illumination changes. The face image is saved
using JPEG format. Preprocess of image included the cropped portion of the face
from the image and then converted RGB image into grayscale image. The face
images were resized into 170 × 190 pixels. Figure 15.14 shows few sample face
images of the databases [20–23].
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Fig. 15.14 Faces of the databases

Fig. 15.15 Training set

Figure 15.15 shows the training set of face images in PCA space corresponding
to the transformation matrix. The individual images were normalized and then
subjected to preprocessing operations, and clear face images were constructed.
Figure 15.16 indicates a normalized dataset of face images.
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Fig. 15.16 Normalized face images

Fig. 15.17 Face mean image

Figure 15.17 shows the mean image of the training dataset of faces; and Fig.
15.18 shows eigenfaces representing feature set.
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Fig. 15.18 Eigenfaces of facial images of database
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Fig. 15.19 Test image and its reconstruct image

Figure 15.19 shows test image as an input and output reconstructed image. Figure
15.20 shows weight and the distance of test face image. Euclidian distance helps to
determine an acceptance or rejection of images.
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Fig. 15.21 Sample ear images of the database

15.7.2 Ear Recognition

For ear recognition, side face images were captured using high-quality camera
in the same lighting condition with no illumination changes. Now, proper image
preprocessing helped in getting cropped ear images. The ear images are saved in
JPEG format. The RGB images are then converted to grayscale images and resized
into 190 × 170 pixels. Figure 15.21 shows few sample ear images of the ear
databases.
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Fig. 15.22 Training set of ear images

In a similar manner, ear recognition was implemented. Training database of ear
images shown in Fig. 15.22 and Normalized ear images represented in Fig. 15.23,
eigenimage were estimated. Figure 15.24 shows the projection of images onto the
image space, and stored their weights. Figure 15.25 shows result of biometrics tested
over ear images.

Now, test image was projected into the eigenspace shown in Fig. 15.25. The
threshold value determines the ratio of an accepted or rejected. When an unknown
image was projected into eigenspace, then the distance from eigenspace to positions
of unknown image is measured with respect to the position of all known image in
eigenspace. The image which is nearest to the unidentified image in the eigenspace
is found as matched image.
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Fig. 15.23 Normalized ear images

15.7.3 Iris Recognition

In the human eye, the area lies between the cornea and the lens is called iris region. It
is a thin circular diaphragm that has unique patterns and is not dependent to genetic
factors. Two boundary circles can be used for designing of the iris region, sclera,
and pupil. The eye images were captured using high-quality camera in a dark room
with no lighting changes. The images are captured from a distance of 10–15 cm and
saved in JPEG format. The eye part is cropped and converted to grayscale images
and resized. Figure 15.26 shows sample iris images of the image database.

Iris recognition system is implemented and tested over databases of eye images.
The system included segmentation, normalization, and feature encoding as impor-
tant stages. Segmentation helped in locating the region of the iris in the image of
eye as shown in Fig. 15.27.

Then the normalized iris region and extracted features help in producing tem-
plates as set of discriminated features of image. The eye image is used as an input
and an iris template used as an output will provide a representation of iris region in
mathematical. Figure 15.28 indicates the segmentation and normalization result.
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Fig. 15.24 Eigen ear images

Fig. 15.25 An ear image and its reconstructed image

Fig. 15.26 Sample iris image of the database
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Fig. 15.27 Segmented iris
image

Fig. 15.28 Segmented and
normalized image

15.7.4 Footprint Recognition

For footprint recognition, footprints of hundred right leg images of different hundred
persons were captured with the help of digital camera without any special lighting
condition. The foot image was saved in JPEG format after acquiring the foot image,
key points were extracted in the image. The RGB format footprint image was
converted into grayscale image. Figure 15.29 shows samples of footprint images.

Now, foot modality was subjected to sequential modified Haar transform tech-
nique for foot recognition. It was mapped into integer-valued under the recon-
struction property. The value of wavelet coefficients used decimal value storing in
the form of eight byte. For preserving the difference between two adjacent pixels,
Fig. 15.30 shows the result of foot image.

The middle portion of the leg was cropped because of its more intensity at this
portion; and the portion was arranged into 4x4 blocks. The comparison is performed
at different levels and the value of MHE is stored in database, and its minimum value
is selected. Finally, minimum MHE of test image is calculated.
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Fig. 15.29 Sample footprint images

Fig. 15.30 Foot image divided into 4x4 blocks
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Chapter 16
Advances in 3D Biometric Systems

Shankru Guggari and D. V. Rajeshwari Devi

16.1 Introduction

Biometrics is the asset of a person comprising of physical appearance and behavioral
characteristics by which he/she is identified. In recent years biometric systems are
successfully installed in many real-world applications like security, authorization,
forensic science, etc. Biometrics efficiency is based on the location of data
gathering, changes in the environment, and quality of individual interaction with the
biometric system. Due to the effective learning capabilities, 3D biometric systems
are gaining popularity in various real-world applications and scientific research.
This chapter describes face, fingerprint, and iris recognition of 3D images which
are proposed in the literature during the year 2009 to 2019. The chapter gives a
generalized overview of face, fingerprint, and iris recognition of 3D biometrics and
presents challenges along with their trends and prospects.

Some of the evolutionary algorithms like genetic algorithm, particle swarm
optimization, and principal component analysis are used in the recognition of 3D
biometric traits. Spoofing is a dangerous activity which causes serious effect to
biometric systems and leads to abnormal detection. In this chapter, we discuss
some of the anti-spoofing methods proposed for 3D biometric traits (face, iris, and
fingerprint). Finally, a list of some popular open-source softwares for biometric
identification is presented.

The reminder of the chapter is arranged as follows: a detailed advancement on
3D biometric systems are explained in Sect. 16.2; recent anti-spoofing methods
are discussed in Sect. 16.3. A brief review of open-source softwares is given in
Sect. 16.4, and the conclusions are given in Sect. 16.5.
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16.2 Developments in 3D Biometric Systems

Biometric authentication use physical or behavioral characteristics of an individual
to identify him. Biometric systems work on two modes – enrolment (acquiring,
processing, and storage of biometric samples into a database) and authentication
(the test sample system is compared with the database samples to decide its gen-
uineness). We discuss some of the recent major advancement techniques proposed
for face, fingerprint, and iris recognition.

16.2.1 Face Recognition

Face recognition gain a significant attention in image analysis and understanding
[1, 2]. Automatic recognition of facial expressions and moments are essential topics
in computer vision. Facial image recognition attracts a lot of interest in today’s
world, because of more usage of digital image processing and computer graphics.
There are some well-known challenges existing in the recognition of face:

• In real world, building a face variation model is a challenging task.
• Developing novel face detection techniques that are independent of:

– Facial expression
– Image condition
– Pose of the face relative to camera face
– Absence or presence of facial components such as mustaches, glasses, beards,

etc.

• Developing hybrid face recognition system is a big challenging issue. It is
the combination of both local features and holistic approach (enables quick
recognition but not suitable for handling very large datasets).

A 3D face recognition technique is proposed to achieve robustness against facial
expressions [3]. It uses elementary geometric descriptor, and superiority of the
method is evaluated based on recognition rate and cross-validation recognition rate
using GavabDB face and Notre Dame FRGC 3D databases [3]. A recognition
technique is developed using the surface of the face and principal component
analysis (PCA) [4]. It uses surface of the image, average curvatures, and Gaussian
as input to PCA. A multilevel approximation technique using B-splines is used
for facial surface normalization. Performance of the method is evaluated using
ZJU3DFED database and achieves a recognition rate of 94.5% as compared to PCA
[4]. In another study, a framework is introduced using simulated annealing (SA)
approach for image recognition[5]. The Surface Interpenetration Measure (SIM) is
used to match two images and gauge the similarity and get the authentication score
combining SIM value and four different face regions (such as forehead, circular,
full face region, and elliptical areas around the nose). It uses FRGC v2 database for
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experimentation which is composed of 3D face images (4,007 images) with various
facial expressions and achieves 98.4% classification accuracy [5].

In recent years, face recognition using fuzzy logic is gaining popularity. A
fuzzy rule-based matching technique is performed to recognize 3D face [6]. It
uses Hausdorff distance to compute similarities among intra-class members. The
superiority of the method is evaluated for both synthesized and original face
images of Frav3D and GavabDB databases. It shows more than 7% improvement
in classification accuracy as compared to original images [6]. The identification of
scanned 3D face shape is performed by normalization [7]. This helps to detect the
facial landmark and analyze the face shape based on the position of the 3D image.
The method comprises of three important phases. Firstly, it converts 3D scanned
image to 2D image and then extracts facial landmark features based on CNN and
finally converts 2D image into 3D image. The classification accuracy is competent
to other methods [7]. A 3D fuzzy GIST feature extraction is used for the analysis of
EEG signals. It uses Support Vector Machine (SVM) classifier for classification and
considers L*C*H color and information of orientation, based on the movie clip [8].

Feature selection is an important technique to improve the recognition rate.
Recently an entropy-based technique is introduced to select the features to improve
the facial expression classification rate [9]. It uses two-level SVM to avoid the con-
fusions between the expressions. Experiments are conducted on U-3DFE database,
and an average recognition rate of 88.28% is achieved, which is 8% higher than
standard technique [9]. Feature selection is a best optimization factor in detection
of human beings. A modified multi-objective method is introduced using genetic
algorithm to improve the recognition rate in multimodal biometric system [10].
It uses incremental principal component analysis to take out the features and take
support of genetic algorithm to achieve multiple goals by optimizing search space. It
uses k-nearest neighbor classifier for classification and shows superior performance
with respect to false acceptance ratio [10].

The evolutionary algorithms are well-known optimization algorithms which are
widely used in various real-world applications. In designing biometric systems,
some of the popular algorithms such as particle swarm optimization (PSO) [11]
and Ant colony optimization techniques [12] are used to improve the recognition
rate.

Fuzzy decision tree is used to classify the knuckle with training by Gaussian
and trapezoidal membership functions and measurement of fuzzy information
gain and Gini index. The optimal fusion parameters are chosen using Ant colony
optimization technique with respect to the level of security [12]. More recently,
a hybrid technique based on an evolutionary single Gabor kernel is proposed to
detect the face [13]. It uses both particle swarm optimization and gravitational
search algorithm to optimize the parameters in a single Gabor filter. It incorporates
eigenvalue classifier to estimate the significance of the proposed technique as
compared to other techniques like PCA and LDA [13].
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16.2.2 Fingerprint Recognition

Fingerprint is a unique and highly reliable feature in human authentication. Tra-
ditionally, it is very popular in criminal investigation, and recently it is also used
in applications like financial security and access control, etc. It suffers from some
bottlenecks to achieve high recognition rate such as:

• Lack of novel feature extraction techniques.
• Reliable similarity measurement methods between fingerprints.
• Proper alignment of fingerprints.
• Identification of incomplete fingerprints.
• Lack of effective fingerprints matching method.

A partial or incomplete fingerprint identification is a challenging task. A region-
based fingerprint method is proposed to overcome this challenge [14]. In this method
pixel-wise technique is used to match the features with the help of correlation
coefficient. It has 3 main important steps – alignment, extraction of common region,
and computing the degree of similarity. The common regions are obtained by
dividing the image into multiple smaller regions. The Fisher Transform is used to
compute the local similarities and decrease the effect of distorted regions and use
mean to find final degree of similarity between fingerprints [14]. More recently,
minutiae points are used to detect partial fingerprints. It uses both bifurcation and
termination minutiae points and a crossing number method (9,10, and 11) to scan
pixels neighborhood [15].

A unique 3D fingerprint software is described using fringe projection [16] and
uses patterns of color sinusoidal fringe. Experiments are carried out using three
fringe numbers. The superiority of the method is evaluated based on standard
deviation and absolute error [16]. The curvature features, like skeleton of the
curve and overall maximum curvatures, are used for classification of human gender
[17]. It uses 541 fingerprint database and shows promising equal error rate and
also exhibits sectional maximum curvatures to do human gender classification
[17]. There are various ways to construct 3D fingerprint. Recently, 3D fingerprint
reconstruction is obtained using multi-view 2D images [18]. It reconstruct based
on the correspondence with 2D images and use ridge feature, minutiae, and
scale invariant feature transformation to establish correspondences. It undergoes
hierarchical matching approach and proves that the binary quadratic function is
reliable for shape of the finger [18].

In recent years, contactless 3D fingerprint technique attracts many researchers
due to its ability in ubiquitous personal identification and accurate recognition [19].
It uses convolutional neural network (CNN) learning model with three siamese net-
work and fully connected layers and take support of multi-view contactless dataset
to understand the performance along with contactless 3D fingerprint database. ROC
curve is drawn to indicate the novelty of the method and P-value for statistical
significance [19]. A hand-based contactless biometric system is proposed using
infrared imagery. During image collection, it captures images in infrared and RGB
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format and uses fuzzy-weighted technique at fusion level to access the image quality
for multimodal biometric authentication [20].

16.2.3 Iris Recognition

In this era, authentication and security become two important and mandatory
issues in the biometric systems. Iris image-based biometric systems have varied
applications such as lend access to premises, tracing wanted and missing human
beings, maintain render authentication in ATM, and obtain attendance report for
very large-scale corporate systems. Although various iris biometric systems are
available in the market, there are some open challenges existing as given [21]:

• Establishing benchmarks to make consistent in iris recognition without consider-
ing age and related issues with eye and its diseases.

• Develop novel techniques which counter balance the spoofing.
• Improper capture of the iris image with respect to symbol perspective.
• To explore iris recognition through deep learning techniques and artificial

intelligence.
• Develop superior techniques to transform 2D iris images to 3D iris images.
• Techniques to detect fake iris image.

There are various methods to construct 3D iris model such as microplenoptic
camera and Python Photogrammetry Toolbox. Age, dropping of eyelids movement,
and segmentation of eyelash are the major problems in the detection of iris. A novel
method is proposed to obtain 3D images of detached retina [22]. In this method, 12
partial retinal images are taken in clockwise direction and then cut into 12 sectors
and resized to near relative sectors. The color information of 2D image is extracted
from sphere mapping algorithm, and visualization tool kit is used to create 3D image
[22]. A 3D iris image technique is proposed for the detection of iris [23]. Due to the
poor lighting and eyelids and eyelashes movement, good quality iris images are not
possible to obtain. A 3D iris image is constructed based on the salient fiducial points
of two 2D images with the help of triangulation and random sampling consensus
algorithm to map corner points [23]. A 3D eyeball tracking method is proposed
with low response time and error. It estimates the eyeball movement and eye features
during page scrolling [24].

A fuzzy-based classification is performed to detect both palm and iris [25]. The
valley detection and neighbor pixel value algorithms are used to detect region of
interest in palm and iris, respectively. It also uses statistical-local binary pattern
technique to extract local features and bring the feature vector in the same range
using Max normalization. Palm features are enhanced using both histogram of
oriented gradient (HOG) and discrete cosine transform (DCT), and features of
iris are extracted using Gabor-Zernike moment [25]. The Gabor filter is used
to extract palmprint and iris features in four orientations with two-level wavelet
decomposition [26].
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In networking environment, biometric identification faces several challenges,
such as leakage of users privacy and storing of users biometric template. Fuzzy
vault and fuzzy commitment methods are used to store short keys and biometric
templates. A crypto biometric scheme is used to retrieve a secret key based on
iris template with the help of fuzzy extractor [27]. Fuzzy extractor is a biometric
tool to authenticate the user based on his/her own template. It has two phases: one
is enrollment phase where iris template masks the secret key, and another phase
is called verification, where secret key is returned based on the similarity of both
reference and query template. The Hamming distance is used to understand the
variability of both intra- and inter-users. The efficiency of the method is evaluated
on CASIA iris database [27]. In another study, fuzzy commitment technique is
used to assign the secret key [28]. This technique randomly assigns a secret key
with respect to the subject along with the binary features. Iris fuzzy commitment
system is developed to improve both security and privacy. The Reed-Solomon and
Hadamard codes are used to assess both security and privacy, and Markov chain
model is used to describe the iris distribution. Experiments on CASIA iris database
show the superiority of the method [28].

Some researchers have used evolutionary techniques to achieve better recognition
rate for iris and obtain minimum number of features. Particle swarm optimization
technique is used to get the features from iris and control it by using fuzzy rules.
Haralick method is used to extract the crucial features from the iris [29]. In
another study, iris features are extracted from Daubechies wavelets, and a subset
of informative features are obtained from genetic algorithm. The WVU, UBIRIS
Version 2, and ICE 2005 datasets are used to indicate its superiority. SVM is used
to showcase the recognition rate [30].

In the next section, we discuss some of the recent anti-spoofing methods designed
to overcome intrusions in 3D biometric systems.

16.3 Anti-spoofing

Spoofing is a technique to obstruct the normal operation of a biometric system
in order to gain unauthenticated access. Anti-spoofing is a counter measure for
spoofing and implemented using following approaches [31].

• Installation of additional hardware: It is costlier and can be invalidated using
biometric traits.

• Accumulation of extra data (information) to distinguish the features.
• Use of authenticated biometric data which is captured from biometric systems.

The intrusion can happen at sensor level or feature level [32]. At sensor level,
intruders pose as clients by presentation or direct attacks like, video, mask, and
photo attacks. At feature level, the intruders try to modify the captured biometric
data. The sensor-level spoofing is overcome by devising sensors or algorithms that
distinguish fake and real faces. The feature-level spoofing is overcome by providing
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protection to biometric templates in the form of encryption techniques. In this study,
we focus on sensor-level attacks.

Two levels of anti-spoofing methods are performed:

(i) Hardware: It uses specialized devices along with the sensor to detect character-
istics of a live trait like blood pressure, facial thermogram, fingerprint sweat,
reflection properties of the eye, etc.

(ii) Software: These are applied on the sensor data to extract features that distinguish
a live and fake face. Further, software-based methods are classified as static
and dynamic methods. The static methods are applied on still images like
photographs, while dynamic methods are applied on video sequences. The photo
and video attacks are categorized as 2D face recognition system, while mask
attacks are categorized as both 2D and 3D face recognition systems. We discuss
some of the methods proposed in the literature to overcome photo, video, and
mask attacks.

In next section, we describe anti-spoofing methods for face, fingerprint, and iris
recognition.

16.3.1 Face Anti-spoofing

The deep learning methods like convolutional neural network are incorporated for
efficient anti-spoofing in face recognition system. A novel approach to anti-spoofing
using noise modeling and denoising algorithms is proposed [33]. This method
handles anti-spoofing for paper attacks and replay attacks. It performs face de-
spoofing by decomposing it into noise pattern and live face. The measurement of the
noise pattern is done using convolutional neural network. The degradation of the live
face occurs in the given steps: color distortion, display artifacts, presenting artifacts,
and imaging artifacts. This architecture consists of three parts: (i) the De-Spoof Net
(DS Net) which estimates the noise pattern of the image and reconstructs the live
face by subtracting input image from estimated noise (ii) the Discriminative Quality
Net (DQ Net) and (iii) Visual Quality Net (VQ Net) which are used to control the
visual appearance and liveliness of the reconstructed image. This method is tested
on three face anti-spoofing datasets, Oulu-NPU, CASIA-MFSD, and Replay-Attack
[34]. It uses metrics like Attack and Bona Fide Presentation Classification Error
Rates and Half Total Error Rate to indicate the superiority.

A convolutional neural network (CNN) is used to learn the features of the
face [35]. Anti-spoofing of face is performed using temporal, color, and patch-
based features. Temporal features are converted into gray images and fed into
CNN. For color features, the RGB image is transformed into HSV and YCbCr
color spaces, since they are found to have more discriminative features and then
fed to CNN to build the model. It creates equal size patches to extract the local
information and used to train the CNN formed by 18-layer residual network. Each
CNN outputs the probability whether a face image is live or fake. Finally, a SVM
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combines all the probabilities and classifies the given face image as live or fake
image. Three databases are used for experimentation, CASIA-FASD [36], OULU-
NPU, and REPLAY-MOBILE. This method is measured using equal error rate by
incorporating three different face features.

A novel face anti-spoofing is introduced based on textural features and depth
information of the face [37]. A CNN is used to train the texture features of face
region and background. The depth images are captured from Kinect which is used
along with the webcamera. The face regions of live and fake depth images are
captured, and then the depth features are extracted using LBP. The video sequences
are captured using camera and kinect. The final decision is based on decisions from
CNN based texture features and Kinect-based depth features. The input image is
classified as live if both the decisions classify it as live else it is classified as fake.
A dataset containing depth information of 20 persons is generated using Kinect and
RGB camera. This method exhibits lower Half Total Error Rate by combining both
texture and depth information.

Long short-term memory (LSTM) units with CNN is implemented to deal with
face spoof attacks [38]. The spatial features of video frames are extracted through
deep neural network. Temporal features are fed to LSTM units for classification.
The input to deep residual network, ResNet-50, is color image of size 3 × 224 ×
224. A 2048 feature vector is extracted from the CNN and fed to 256 LSTM units.
Finally, classification is performed using softmax as the decision function. It uses
CASIA-FASD [36] and Replay-Attack [34] databases to clarify the novelty of the
method and achieve lesser error rates as compared to static and dynamic feature-
based methods.

Some methods are proposed based on extracting color texture features and depth
of the information. Color texture Markov feature extraction and redundant feature
elimination using SVM are introduced to recognize the face [39]. Initially, adjacent
pixels of face image are analyzed, and Markov process trains the model to classify
real and fake images for each color channel. To capture the differences between
adjacent pixels, directional difference filtering is employed. It is found that the
consistency between adjacent pixels is deteriorated for a fake image in comparison
to live image. Further, color channels are explored using mutual texture information.
Finally, SVM-recursive feature elimination method is adopted to select distinct
features based on weight magnitude, which is a ranking criteria. The SVM classifier
gives the final decision for the input face image as a fake or live image. Experiments
are conducted by using Oulu-NPU, CASIA-FASD [36], MSU-MSFD, and Replay-
Attack databases [34] and show the superiority of the method over PCA-, LDA-,
and LBP-based methods.

A new feature extraction method is introduced based on analysis of linear
discriminant and legendre moments to extract the face features [40]. The maximum
likelihood classifier calculates the Gaussian probability of the feature vector. This
classifier is efficient when the variance around mean is narrow and the overlap
between various classes is small. The likelihood of a real face belonging to a class
is high in comparison to 3D mask face. The experiments conducted on 3DMAD
database [41] achieve a recognition rate of 97.6% and spoof FAR of 0.83%. The
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proposed face recognition system also includes the task of verification, thus avoiding
a separate verification stage.

A superior anti-spoofing technique is proposed for face recognition based on
gradient texture information and weighted gradient-oriented feature vector from
the depth map. Texture properties of the image enable to identify whether face
is real or fake. Extensive experiments are performed to find the efficiency of the
introduced method using Replay-Attack, NUAA imposter, and CASIA datasets and
use detection rate as a metric [42]. Facial recognition systems are vulnerable to mask
attacks. A 2D recognition system is proposed to deal with 3D mask attacks. The
angular radial transformation (ART) method is used for feature extraction wherein
images are projected orthogonally on a radial basis. It includes the features with
both imaginary and real part for each circular moments. Further, feature reduction is
achieved though LDA which enhances between class variations. For classification,
nearest neighbor and maximum likelihood (ML) methods are used. The method
(ART + ML) is tested on 3D Mask Attack database and is found to perform better
than LBP + LDA method. Among the classifiers, the ML classifier exhibits lesser
Half Total Error Rate [43].

A multimodal approach of feature-level fusion of different color space features
is proposed for face spoof detection [44]. The RGB color space does not show
any difference in terms of luminance and chrominance information and use HSV
and YCbCr to extract color spaces. The face features in these color spaces are
extracted using Enhanced Discrete Gaussian-Hermite moment-based Speeded-Up
Robust Feature descriptor. Different band images are fused using Oppositional
Gray Wolf Optimization algorithm by assigning optimal weight scores and used K-
SVM classifier for classification. The classifier is a combination of k-NN classifier
and multiple k-SVM classifiers connected serially to classify the image by using
CASIA-FASD [36], Replay-Attack [34], and MSU-MSFD databases. In comparison
to other classifiers like CNN + Backpropagation and CNN + Levenberg-Marquardt,
the proposed classifier achieves higher recognition rates and lesser error rates.

A method to generate 3D face spoof data using virtual synthesis is proposed
[45]. Since deep learning-based methods require extensive training samples, this
method provides a solution by generating virtual data. A printed photo is transferred
to 3D object, and its appearance is manipulated in 3D space. The 3D face object
is meshed using Delaunay algorithm. After meshing, transformation operations
like rotating and bending are applied on the 3D meshed face. To overcome the
imbalance between spoof samples and live samples, (a) ratio of sampled live and
spoof instances is fixed during training, or (b) external live samples are imported.
This method is tested on CASIA-MFSD, CASIA-RFS, and Replay-Attack databases
[34] and is found to perform better in terms of Attack and Bona Fide Presentation
Classification Error Rate, Average Classification Error Rate (ACER), and Top-1
accuracy.
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16.3.2 Fingerprint Anti-spoofing

A novel local descriptor is proposed for fingerprint liveness detection [46]. The
Weber local binary descriptor computes the pixel variations in a local image patch
by considering the background intensity also. In addition, the proposed descriptor
extracts gradient orientation from center-symmetric pixel pairs. The feature vector
is of size 944 with 8 neighborhood pixels. The Mahalanobis distance is used to
compare the multivariable distributions and compute the recognition rate using
SVM. The experiments are performed using LivDet2011DB, LivDet2013DB, and
LivDet2015DB databases and exhibit lesser error rates. An approach utilizing
multiple features (gradient and textural) for fingerprint liveness detection is pro-
posed [47]. The low-level gradient features are extracted using Speeded-Up Robust
Features (SURF) which is invariant to illumination, scale, and rotation. To overcome
the variations due to geometric transformations, the local shape information is
extracted using histogram of orientation gradient (PHOG). Also, texture features
are captured using Gabor filters. For dimensionality reduction of SURF+PHOG and
Gabor features, PCA is applied. The classification is performed using SVM and
Random Forest, and dynamic score level combines the results. The experiments
conducted on LivDet 2013 fingerprint database reveal that SVM performs better for
SURF + PHOG features and Random Forest performs better for Gabor features.

A convolutional neural network approach is proposed for fingerprint liveness
detection [48]. A comparison of four models is performed. The first model uses
a convolutional neural network with random weights (CNN-Random) for feature
extraction, followed by dimensionality reduction using PCA. Recognition rate is
obtained by building model using SVM with RBF. The second and third models
are CNN-AlexNet [49] and CNN-VGG [50], respectively, which are pre-trained
for natural images. The fourth model extracts features using binary patterns which
are present locally. The histogram image of LBP is further reduced by PCA and
classified using SVM classifier. The experimentation is carried out on LivDet 2009,
2011, and 2013 databases. The CNN-VGG model exhibits the least error rate in
comparison to other models.

16.3.3 Iris Anti-spoofing

Iris liveness recognition is based on quality assessment parameters [51]. It uses 22
features pertaining to focus, motion, occlusion, contrast, and dilation properties.
Pixel intensity, angle information using directional filters, etc. are gathered from
different sources. To overcome the issue of large dimensionality, Pudil’s sequential
floating feature selection algorithm is used for feature selection. Finally, iris
image is classified either fake or real using standard quadratic classifier. From the
experiments conducted on BioSec baseline database, it is found that individually
the occlusion features exhibit least classification error rate, while the combination
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of all the features (occlusion, dilation, contrast, and others) reaches a zero error
rate. A novel work based on Laplacian decomposition for iris images is proposed
to overcome presentation attacks in visible spectrum and near-infrared iris systems
[52]. It decomposes each image into multiple scales of Laplacian pyramids. At each
scale, short-time Fourier transform (STFT) is applied to obtain responses in four
directions (0, 45, 90, and 135 degrees). The histogram is formed for each response
and generates a feature vector. The final vector is the concatenation of all the
feature vectors of each scale in four directions. Finally, classification is performed
using SVM with polynomial kernel. It uses presentation Attack Video Iris Database
obtained from iPhone 5S and Nokia Lumia 1020 and exhibits a classification error
rate of 0.64%. The proposed system is also efficient in achieving an error rate of
1.37% for LivDet iris database comprising of near-infrared images.

A methodology based on pupil dynamics for eye liveness detection is proposed
[53]. The pupil dynamics is expressed in terms of change in its size and shape which
is considered as a circular approximation. Hough transform is used to localize pupil
in each frame, and a directional image representing the image gradient and direction
is generated. Each iris image is converted into a time series of pupil radii. The
gradient values above a certain threshold are only considered, and if not even a
single gradient is above the threshold, the pupil is not detected. The dilation and
constriction of pupil in the presence of variation in light intensity are modeled by
Kohn and Clynes and transformed into a seven-dimensional feature space. Finally,
SVM is used for classification using linear, radial, and polynomial kernels. A self-
generated dataset is used to compute the performance, and acceptable error rates are
obtained. However, this method has drawbacks, like the time required for capturing
the pupil dynamics, variations in pupil with age, and psychological conditions.

16.4 Open-Source Softwares

In this section, we introduce some open sources which are proposed in the literature.
An OpenBR Collaboratory is an open-source project for the development of
biometric research having an introduction to 4SF face recognition algorithm [54].
The ImageWare Systems maintains an open-source project called Open Biometrics
Initiative (OBI) [55] having two APIs – OpenEBTS API based on Electronic
Biometric Transmission Specification standards and OpenM1 API based on the
INCITS and ISO standards.

BioSecure NOE [56, 57] has developed many open-source systems using pub-
licly available datasets. It has modalities for iris, fingerprint, hand, signature, speech,
and talking face. The signature modality is based on Hidden Markov Model and
Levenshtein distance and uses geometry of fingers to recognize hand modality with
support of MCYT-100 benchmark dataset [58]. The BioSecure reference system
developed two algorithms, closet iterative points and thin plate spline warping for
3D face modality using 3D RMA database. It also developed modality for iris using
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CBS dataset [59]. The BioAPI is open source for biometric technology to provide
single sign-on web authentication system [60].

16.5 Conclusions

The challenges of 3D biometric systems with respect to face, fingerprint, and
iris are presented. The recent advancements in these systems are discussed. A
detailed explanation about various anti-spoofing methods are discussed to overcome
intrusions from impostors. Finally, an overview of existing open-source softwares is
mentioned.
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