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Preface

For the twelfth year, we publish a book on evolutionary biology concept and
application.

We try to really catch the evolution and progress of this field for this goal we are
really help by the Evolutionary Biology Meeting in Marseilles. The goal of this
annual meeting is to allow scientists of different disciplines, who share a deep
interest in evolutionary biology concepts, knowledge and applications, to meet and
exchange and enhance interdisciplinary collaborations. The Evolutionary Biology
Meeting in Marseilles is now recognised internationally as an important exchange
platform and a booster for the use of evolutionary-based approaches in biology and
also in other scientific areas.

The chapters have been selected from the meeting presentations and from
proposition born by the interaction of meeting participants.

The reader of the evolutionary biology books as well as the meeting participants
would maybe like us to witness years after years during the different meetings and
book editions a shift on the evolutionary biology concepts. The fact that the
chapters of the book are selected from a meeting enables the quick diffusion of the
novelties.

We would like to underline that the twelve books are complementary one to
another and should be considered as tomes.

The articles are organised in the following categories

Origin of Life (Chaps. 1-3)
Concepts and Methods (Chaps. 4-10)
Genomic Phenotype Evolution (Chaps. 11-15)

June 2019 Pierre Pontarotti
AEEB and CNRS
Marseille, France
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Chapter 1 ®)
A Non-paradoxical Pathway e
for the Chemical Evolution Toward

the Most Primitive RNA-Based Life-like

System

Kunio Kawamura

Abstract Although the RNA world hypothesis is an important hypothesis for the
origin-of-life study, it involves drawbacks that should be evaluated. These drawbacks
involve unknown points. First, several steps from inorganic materials to the functional
RNA molecules are not yet clarified. Second, the simulation experiments for the
prebiotic accumulation of RNA seem to be incompatible with the Hadean Earth
environments. Third, the actual feature of the RNA world has not been identified.
Here, we carried out possible simulation experiments for the chemical evolution
of RNA using our hydrothermal flow reactor systems. We recently proposed the
two-gene hypothesis for the emergence of life-like systems from simple chemical
networks. Following the same methodology, here, we attempted to combine the
knowledge obtained from experimental data on the chemical evolution of RNA and
the theoretical work to deduce a realistic feature of the RNA-based life-like system.

1.1 Importance of the RNA World Hypothesis
for the Origin-of-Life Problem

The RNA world hypothesis is important for the origin-of-life study. It provided a con-
cept of how simple chemical networks could have evolved to a most primitive life-like
system that we consider alive. The origin-of-life problem continues to exist as a great
scientific question, and many scientific studies have been continuously undertaken,
adopting different approaches. The origin-of-life problem has been well accepted
as a practical scientific problem through the achievements by Pasteur, Oparin, and
Miller (Pasteur 1861; Oparin 1924; Miller 1953). After Miller’s experiment, various
experimental approaches were proposed to investigate the structures and functions
of biomolecules formed under primitive conditions by simulating the primitive Earth
environments. The discovery of the double-helix structure of DNA by Watson and
Crick (1953), in the same year when Miller’s experiment was proposed (Miller 1953),
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prompted the rapid development of molecular biology, leading to a strong influence
on the origin-of-life study. For instance, the RNA world hypothesis was proposed
in the stream of the development of molecular biology (Gilbert 1986). In addition,
the geology and astronomy regarding the origin-of-life study have been developed
in the last half-century.

The RNA world hypothesis visualizes the central question of how the system
for genetic information that flows in modern organisms (Cech et al. 1981; Guerrier-
Takada et al. 1983; Cech 1986; Joyce 2002; Orgel 2004) could have emerged in
the primitive Earth environments (Crick 1970). The information flow involves a
principle that the assignment between genotype and phenotype or the connection
between information and function is essential characteristics in organisms (Eigen
1971; Eigen and Shuster 1979) (Fig. 1.1, top). Thus, different approaches includ-
ing chemical evolution experiments, molecular biological approaches, theoretical
approaches, and geological evidence would have been combined to find out the real-
istic feature of RNA by the principle of assignment between genotype and phenotype.
According to the RNA world hypothesis, RNA molecules without any complicated
translation system had simply maintained the assignment between genotype and

Genotype g Phenotype
(Information) < Assigpment > (Function)

Present organisms

Catalysis ——
| DNA I—Pl RNA |—>| Protein }—P{ Other biomolecules
Transcription Translation Catalysis

RNA based life-like systems

Catalysis

[RNA )i>| RNA [-==4] Other biomolecules

Transcription — Catalysis
= Translation

Fig. 1.1 Assignment between genotype and phenotype molecules in the present organisms and
the RNA-based life-like system. Present organisms: The information preserved in DNA is used
for the amino acid sequences of proteins via transcription and translation. Enzymatic reactions
with proteins indirectly assign other biomolecules. RNA-based life-like systems: The information
preserved in RNA is used for the production of functional RNA molecules by replication. Ribozymes
may indirectly assign other biomolecules
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phenotype molecules (genetic information and function) (Nemoto and Husimi 1995;
Nemoto et al 1997). The assignment method of genotype and phenotype molecules
in modern organisms is that the machinery is involved in each cell. According to
a simplified view of information flow in the organism, the genetic information of
modern organisms is preserved as DNA sequences. RNA molecules copy the DNA
sequences and translate them into amino acid sequences on ribozyme (Fig. 1.1).
Furthermore, the biomolecules at the downstream position of the information flow
from DNA are indirectly assigned as a one-to-one correspondence by the enzymatic
actions of proteins. Thus, it is regarded that the sum of the reactions in organisms is
assigned by the DNA sequence directly and indirectly.

The assignment method between the genotype and phenotype molecules in the
RNA-based life-like systems should be the simplest because RNA molecules play
both the functions of genotype and phenotype molecules (Fig. 1.1, bottom). This is
the central principle of the RNA world hypothesis. The difference between modern
organisms and the plausible RNA-based life-like systems is quite large. Therefore,
the uncertainty on how the RNA-based life-like system could have evolved to the
modern method including the complicated assignment mechanism between DNA
sequence and amino acid sequence of proteins is currently an important issue. The
gap between the assignment methods between genotype and phenotype in the RNA-
based life-like system and that in modern organisms involves the emergence of tRNA,
rRNA, and aminoacyl-tRNA synthetase.

The RNA world hypothesis indicates that RNA or RNA-like molecules should
have played a central role in the emergence of the most primitive life-like systems
from a simple chemical network to a living system (Kauffman 1986, 2007; Copley
etal.2007; Wu and Higgs 2009; Vaidya et al. 2012; Vasas etal. 2012; Nghe etal. 2015;
Higgs and Lehman 2015; Kim and Higgs 2016). As a most probable system of the
RNA world hypothesis, one can suppose that a life-like chemical network consisting
of RNA and other molecules should have emerged toward the most primitive life-like
systems, of which RNA molecules play roles as both the genotype and phenotype
molecules in the system (Fig. 1.1, bottom).

Conclusively, the method of modern organisms for assignment between genotype
and phenotype molecules is very complicated. Thus, such a system hardly appears
by a single or a small number of events of chemical evolution under the primitive
Earth. The appearance of the principle of the assignment method between genotype
and phenotype is very important for the origin-of-life study. Thus, the RNA world
and following steps of chemical evolution to modern organisms became the main
target of the origin-of-life study. In this chapter, the perspective views of the RNA
world (Kawamura 2012a, b, 2016), our hypothesis on the emergence of life-like
systems from two genes (Kawamura 2016), and the experimental approaches for
chemical evolution under the Hadean Earth environments, (Kawamura 2011, 2017)
are summarized. This would provide insight into a real feature of the RNA-based
life-like system.
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1.2 Drawbacks Regarding the RNA World Hypothesis

1.2.1 RNA-Based Life-like System Involving Both
Information and Metabolism Machineries

The RNA world hypothesis is a strong hypothesis to approach the origin-of-life
problem. At the same time, this hypothesis involves several drawbacks (Kawamura
2012a). The concept of the RNA world hypothesis is based on the fact that the function
of RNA molecules comprises both preserving genetic information and enzymatic
functions. It is considered that the RNA-dependent RNA polymerase ribozyme (RP
ribozyme) is a key ribozyme (Johnston et al. 2001; Zaher and Unrau 2007; Horning
and Joyce 2016). Concurrently, different kinds of functional RNA molecules should
have been present for the construction of the RNA-based life-like systems. However,
it is unclear what kinds of functions were necessary to make a life-like system.

RP ribozymes possessing high fidelity are normally focused upon (Johnston et al.
2001; Zaher and Unrau 2007; Horning and Joyce 2016). However, the system consist-
ing of the ideal RP ribozyme is not regarded to perform further chemical evolution to
higher stages because the mutation of RNA molecules does not occur due to the ideal
replication (Fig. 1.2). This view about a plausible primitive RP ribozyme with muta-
tion is important since the mutation should have emerged automatically in the prim-
itive RP ribozyme consisting of actual RNA molecules. The mutation is an essential
function for constructing life-like systems on the basis of the two-gene hypothesis. It
is reasonable that the primitive RP should have possessed very low fidelity as com-
pared to reproduction in modern organisms. Thus, the RNA molecules should have

f@f@f@f@

f?@ §
Eca%q@ Ideal fﬂ#’fﬂg’f&?’fﬂ?
%

RNA polymerase

ribozyme b‘cs% :Lb. "_b% b.c?’% ELE “_b%
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‘%
«9.
‘%o
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Fig. 1.2 An ideal RNA polymerase ribozyme. An ideal RNA ribozyme only produces the perfect
copy of the population of RNA molecules. This does not result in the mutation of the RNA molecules.
Mutation is an essential function for the CCSI, which is described in the later section
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resulted in a variety of mutations during the replication of RNA molecules with the
RP ribozyme. Conclusively, although the RP ribozyme should have been essential
for the emergence of the RNA-based life-like systems, it is not yet clear what kinds of
functional RNA molecules were necessary. Thus, the next step after the emergence
of RP ribozyme should be verified to the life-like system from such simple chemical
networks.

1.2.2 Compartmentalization for the RNA-Based Life-like
System

The RNA-based life-like systems can be categorized into two types according to
compartmentalization (Fig. 1.3). The first type, the RNA molecules are considered
minimum elements of a life-like system. The life-like system consists of several
RNA molecules displaying biological functions including genetic information and
catalytic functions (Fig. 1.3, left). Eigen’s hypercycle model is considered a model
of this type of life-like system, where the members of RNA molecules act like
living organisms composing quasi-species (Eigen 1971). Naturally, the importance

Fig. 1.3 Importance and advantages of compartment for the RNA-based life-like system. Left: a
system without compartment, right: a system with compartment. Molecules hardly interact with
each other without compartment and dissipate to distant areas hardly interact
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of a compartment was also evaluated based on the hypercycle model (Eigen and
Shuster 1979). The hypercycle type system is considered advantageous for evolution
in higher stages connecting to protein-like molecules (Nemoto and Husimi 1995;
Nemoto et al 1997). The hypercycle model was proposed many years before the
RNA world hypothesis was proposed. Naturally, other types of biomolecules would
be helpful in such systems. Thus, as a second type of life-like system, RNA molecules
and other biomolecules are packed in the compartments and are categorized (Fig. 1.3,
right). The importance of compartment was evaluated from both the theoretical and
experimental points of view (Hogeweg and Takeuchi 2003; Szostak et al. 2016; Joyce
and Szostak 2018). These two systems may be regarded as similar when we describe
the importance of compartments with respect to the RNA-based life-like systems
(Kawamura 2012b, 2016). If there were no compartments, the biomolecules would
hardly encounter other molecules under the primitive Earth environments. On the
contrary, the molecules in the compartment easily encounter other molecules. Thus,
the compartment should have been very powerful to keep the biomolecules as a unit
in the system, resulting in reactions among the molecules.

1.2.3 Importance of Additional Functions
to the Self-replication of RNA

The features of the RNA-based life-like systems and the connection pathways from
the RNA-based life-like system to the modern system are unclear. To solve these
problems, we focused on what were the essential functions and how many functions
were necessary for the construction of an RNA-based life-like system.

There is no doubt that the characteristic potential of RNA molecules should have
been important to form a most primitive life-like system. However, as mentioned, the
RNA-based-life-like systems in the presence of only the ideal RP ribozyme would
not have resulted in further chemical evolution in most primitive organisms. Con-
clusively, the emergence of the RP ribozyme is important, but not enough for the
continuous chemical evolution of the RNA systems. The whole process to the spon-
taneous formation of RP from nucleotide monomers under prebiotic conditions is not
yet clear. Presumably, primitive RP ribozymes would have been produced sponta-
neously as the model RP ribozymes can be constructed by using the in vitro selection
engineering method of RNA (Johnston et al. 2001; Zaher and Unrau 2007; Horn-
ing and Joyce 2016). Although the in vitro selection methods involve the analogical
nature of Darwinian evolution, this needs to be molecular biological materials under
the careful control of the artificial reaction conditions. The hypercycle-based theories
for the emergence of life-like systems would answer to a part of the processes from a
simple replication by the presence of the RP ribozyme. Some experiments based on
molecular biological techniques for the evolution of chemical networks have been
successfully carried out using simple members of chemical networks. These have
shown the characteristics of the evolution of chemical networks (Kaufman 1986,
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2007; Hogeweg and Takeuchi 2003). However, it should be noted that a lack of
evidence that these experiments are normally constructed by the energy supply of
activated building blocks. For the actual emergence process of life-like systems, the
process of how energy supplying methods to the metabolism system was incorpo-
rated into the system should be clarified. The activation groups or the condensation
reagents should have played a role in supplying energy for the phosphodiester bond
formation.

The relationship between the energy supply to the life-like system and the infor-
mation flow including the replication process is not easily investigated from the the-
oretical side of the origin-of-life problem (Copley et al. 2007; Saladino et al. 2012;
Neveu et al. 2013). Our recent hypothesis that the connection between replication and
metabolism transforms the life-like system from a simple chemical network of build-
ing blocks to a hierarchical level of chemicals (Kawamura 2016). This hypothesis
possesses the potential to clarify the emergence of RNA-based life-like systems.

1.3 Two-Gene Hypothesis

The two-gene hypothesis on the origin of life was proposed from the observation of
biosystems at different hierarchical levels (Kawamura 2002b, 2003c, 2007). Here,
the two-gene hypothesis of the origin of life will be briefly described. This principle is
proposed from a different viewpoint than the principles regarding the hypercycle and
the RNA world. We proposed the importance of comparative analysis of the charac-
teristics of biosystems at different hierarchical organism levels including eukaryotes,
prokaryotes, social insects, ecosystems, species, civilizations, viruses, and viroids.
These analyses are useful to identify the essential properties to see if a biosystem is
regarded as alive. Thus, the analyses also gave us a hint of the stepwise emergence
of a higher level of biosystems from a lower level to beyond the hierarchical levels.
The analysis is briefly summarized as follows.

Biosystems are considered the system including organisms, the organism itself,
and/or the system that is organism like, where the biosystems consist of its building
blocks. The biosystems can be classified into roughly two types according to the
following characteristics. This classification is based on whether the system pos-
sesses or not the central controlling system for information (CCSI) and the central
controlling machinery for inflow/outflow, formation/degradation of energy, material,
and information from environments (CMIO). Naturally, eukaryotes and prokaryotes
including single-celled and multicellular organisms are classified into this type. This
is because they possess inherent CCSI and CMIO at the hierarchical level, at which
the system is regarded alive (Fig. 1.4). On the other hand, for instance, the ecosystem
may be different from this type of biosystems with regard to the characteristics of
CCSI and CMIO. The presence of CCSI and CMIO in civilizations as a biosystem
supports the importance of these biosystems.

Generally, CCSI involves the function of replication (or amplification) of infor-
mation, the function of modification of information, the function of incorporation
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_I supporting CCSI I—

Y
CMIO ccsl
The central controlling machinery The central controlling system for

information
Preservation of information
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Fig. 1.4 Relationship between the CCSI and CMIO. CCSI is the central controlling system
for information, and CMIO is the central controlling machinery for inflow/outflow and forma-
tion/degradation of energy, material, and information from environments. CCSI involves four kinds
of functions, preservation of information, reproduction of information, incorporation of informa-
tion, assignment of information and function. It is assumed that the RNA-based life-like system
should have involved spontaneously these functions. The figure was modified based on our previous
publication (Kawamura 2016)

(or addition) of information to the system, and the function of assignment between
information and actual functions in the system (Table 1.1). According to the RNA
world hypothesis and the experimental evidence of chemical evolution, it can be
assumed that these functions were maintained by RNA molecules. It is likely that
if the RP ribozyme was present, this would automatically involve these functions
regarding information because the genotype and phenotype are identical. In short, an
RP ribozyme enhances the formation of RNA molecules so the RNA population can
be amplified by repetitive replication with the RP ribozyme. In addition, the prim-
itive RP ribozyme would readily undergo mutations during replication due to the
low fidelity, facilitating new information incorporated automatically into the system

Table 1.1 Characteristics of the CCSI for the RNA-based life-like system

Keywords

Description for the plausible system

Preservation of information

The double-helix structure of RNA keeps the
stable Watson—Crick base pairing

Reproduction of information

Replication of double-helix RNA with the
primitive RNA polymerase ribozyme

Incorporation of information

Mutation of RNA sequences occurs during the
replication of double-helix structure RNA with
the low fidelity of replication of RNA

Assignment between genotype and phenotype

RNA molecules are replicative. The RNA
molecules possess biochemical functions
including enzymatic functions
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RNA based life-like system
in the presence of RNA polymerase ribozyme
RNA monomers = yy > RNA molecules

I
I

/‘ f! ‘\h-"\
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______ = RNA polymerase ribozyme S e

with mutation L
v v
activation < degradation

Fig. 1.5 Simplified metabolic pathway for the continuous chemical evolution of RNA. RNA
molecules are reproduced and amplified with the mutations in the presence of RNA polymerase
ribozyme (RP ribozyme). A ribozyme that enhances the pathway affecting the formation of RNA
molecules could have formed by a random mutation from the RNA population in the presence of
RP ribozyme in the CCSI. This improves the efficiency of the system. How the efficiency feeds
back for enhancing the quality of the system is illustrated in Fig. 1.13. The figure was modified
based on our previous publication (Kawamura 2016)

during replication. Furthermore, the genotype and phenotype in RNA molecules are
the same, so that incorporation and assignment are automatically accomplished.

In contrast, the actual activity of CCSI should be supported by CMIO, which is
connected to the imaginable cyclic chemical network from formation to deformation
of the RNA population. Once a new ribozyme, which can enhance the metabolic
pathway connecting with the RNA replication, appears by random mutation of RNA
molecules by CCSI, this improves the activity of CCSI by feedback from CMIO
(Fig. 1.5). The enhancement of CCSI gives feedback to the activity of CMIO, and
the enhancement of CMIO gives feedback to the activity of CCSI. On account of this
relationship between CCSI and CMIO, we proposed a hypothesis that the connection
between CCSI and CMIO would have provided a starting point for the emergence
of biosystems at the higher hierarchical level beyond the building blocks. In the case
of the most primitive life-like systems, individual RNA molecules correspond to the
building block and the life-like system consisting of RNA molecules, indicative of a
system involving CCSI and CMIO. The connection between CCSI and CMIO would
start with the event with the lowest efficient pathway in the CMIO being enhanced by
the ribozyme that emerged by random mutation in the RNA population of CCSI. If
the slowest path (lowest efficient path) is accelerated beyond the second slowest path,
this gives feedback to the CCSI (Fig. 1.6). Thus, the second slowest path becomes
the slowest path. Subsequently, repetitive step-by-step accelerations of this circu-
lar pathway by gene mutations in CCSI could have improved the whole metabolic
circular network. This principle seems to be consistent with the fact that modern
enzymatic reaction rates are controlled at a narrow range of reaction rates for both
regular enzymes and thermophilic enzymes (Fig. 1.7). Thus, the initial acceleration
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Increasing of the efficiency of the system

A}
—— by

At

A

Consecutive enhancement of the system due to the acceleration of CMIO
by the ribozymes probabilistically formed with CCSI

Fig. 1.6 Mechanism for improvement of the life-like system. If a ribozyme, which enhances the
slowest path (shown as the red bar at the leftmost) among the circular processes connecting to the
CCSI, formed by a random mutation in the CCSI, the efficiency of the system is improved. At the
next step, the second slowest path (shown as the red bar at second leftmost) among the circular
processes connecting to the CCSI, formed by a random mutation in the CCSI, the efficiency of
the system is again improved. Repetitive step-by-step enhancement in the circular processes could
have improved the whole efficiency of the system. The figure was modified based on our previous
publication (Kawamura 2016)

by a ribozyme, which was formed by random mutation of an RP ribozyme, served as
the starting point for the connection between CCSI and CMIO. Hence, this principle
was named as the two-gene hypothesis for the origin of life. The study on the relation
between the two-gene hypothesis and other works regarding the origin-of-life theory,
including the hypercycle, would be important for its evaluation.

According to the two-gene hypothesis, the role of the compartment for the RNA-
based life-like systems is important because the compartment enhances the connec-
tion between CCSI and CMIO. The life-like systems that possess both the CCSI and
CMIO seem to also possess the boundary system that is controlled by CCSI and
CMIO. Thus, the two-gene hypothesis may imply that a life-like system would have
possessed the boundary system before it acquired the connection between CCSI and
CMIO.

Here, we added that the principle of the two-gene hypothesis should be applicable
to the emergence of higher levels of historical events in biological evolution, such as
the emergence of prokaryotes, multicellular organisms, and societies of organisms.
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Fig. 1.7 Comparison of the reaction rate with enzymes and without enzymes regarding prebiotic
reactions. The horizontal axis indicates inverse values of temperature (T™1), the vertical axis left
indicates logarithmic values of reaction rates, and the vertical axis right indicates the half-life time of
the reactions. The large difference between the enzymatic and non-enzymatic reaction rates indicates
the proficiency of enzymes (Radzicka and Wolfenden 1995). This relationship was attempted to
extend to thermophilic enzymes (Kawamura 2004, 2010). The enzymatic rates for both the enzymes
worked at 25 and 50-90 °C are positioned to a similar region of the rate constant of the graph. The
presence of the gap between the reaction rates with and without enzyme is a required condition
for the enzyme. The space around 300 °C assumed from the extrapolation of the rate constants at
lower temperatures may indicate a possible condition for the emergence of enzymes. The figure
was modified based on our previous publications (Kawamura 2004, 2010). Closed circles in red
and open circles in blue at 25 °C: the rate constants for enzymatic and non-enzymatic reactions
(Radzicka and Wolfenden 1995 and references therein); closed triangles in yellow at 25-37 °C
for the rate constants for ribonucleases (Kawamura 2004 and references therein); closed triangles
in pink at 50-90 °C for the rate constants for several types of thermophilic enzymes (Kawamura
2004, 2010; and references therein); circles numbered 1-7 with dot lines at 65-315 °C: 1: ATP
hydrolysis, 2: C3/pG cleavage, 3: racemization of alanine, 4: 4-mer oligoguanylate formation by the
template-directed reaction, 5: cyclization of d(pGCGCG)rC, 6: 4-mer oligocytidylate formation by
the clay-catalyzed reaction, 7: 3-mer formation by the Pb>*-catalyzed reaction (Kawamura 2004,
2010; and references therein). Top-right corner (green circle) would indicate the limit temperature
and enzymatic reaction rate regarding the origin of life
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1.4 Experimental Techniques Simulating the Hadean Earth
Environments

1.4.1 Compatibility with the Hadean Earth Environments

These prebiotic simulation experiments are valuable to consider the realistic path-
ways for the formation of RNA-based life-like systems (Kawamura 2012b). How-
ever, the question of whether the simulation experiments for the chemical evolution
of RNA molecules are compatible with the Hadean Earth environments could be
deduced from investigations in the fields of astronomy, geophysics, and geochem-
istry. However, the realistic feature of the Hadean Earth environments still involves
unknown characteristics including very fundamental conditions, such as temperature
and pressure, the presence of oceans, the acidity, and the chemical composition of the
atmosphere (Gough 1981; Kasting 1993; Kawamura 2004; Maruyama et al. 2013).
These conditions are dependent on the age of the Earth between 4.6 and 3.8 Gya.
These 0.8 billion years, between 4.6 and 3.8 Gya, are regarded as a very long time for
chemical evolution so that it necessitates the identification of events that happened
within this long period. For instance, there are the oldest pieces of evidence discov-
ered, including the liquid water at around 4.3 Gya (Mojzsis et al. 2001; Harrison
2009) and an organism at around 3.8 Gya (Mojzsis et al. 1996; van Zuilen et al.
2002; Nutman et al. 2016).

The primitive Earth environments should have been more extreme environments
as compared with the present Earth. For instance, this assumption supports the
hypothesis that the last universal common ancestor (LUCA) for all the present organ-
isms should have possessed similar characteristic of hyperthermophilic organisms,
although the characteristic of LUCA is still disputed (Corliss et al. 1981; Pace 1991;
Galtier et al. 1999; Schwartman and Lineweaver 2004; Akanuma et al 2013). LUCA
may have been a survivor from the Late Heavy Bombardment (Sleep 2018). At
the same time, the RNA molecules had been considered to be unstable against the
extreme Hadean Earth environments (White 1984; Larralde et al. 1995; Kawamura
1998, 1999, 2000). However, sufficient data are not yet obtained to evaluate whether
the RNA world hypothesis is compatible with such extreme conditions (White 1984;
Larralde et al. 1995) before our group started investigations of reaction behaviors
of biomolecules including RNA and its moieties under hydrothermal conditions
(Kawamuraetal. 1997, Kawamura 1998, 1999, 2000). There was one problem, which
was that efficient research tools were not present for investigation of these reaction
behaviors in aqueous solutions at high temperature and pressure. The investigations
of aqueous phase reactions at high temperatures were normally carried out by using
the conventional batch reactors (Larralde et al. 1995). The conventional batch meth-
ods were not useful for monitoring rapid reactions and behaviors of biomolecules at
high temperature and pressure.

Also, different investigations regarding the chemical evolution of RNA including
the prebiotic formation of RNA and its moieties under the Hadean Earth environ-
ments, the conventional RNA formation using the activated nucleotides, in vitro
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Fig. 1.8 In vitro selection for artificial functional RNA molecules. The method involves selection
and amplification with the mutation. This is analogical to the Darwinian evolution. If this type
mechanism consisting of totally prebiotic materials worked under the Hadean Earth environments,
it is strongly assumed that the population of RNA molecules had evolved to a life-like system
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selection of functional RNA molecules by the modern molecular biology techniques
were indeed carried out at very mild conditions. For instance, the in vitro selection
techniques for functional RNA molecules are considered as an analogy of Darwinian
evolution of RNA molecules (Ellington and Szostak 1990; Tuerk and Gold 1990)
(Fig. 1.8). Another example of the successful prebiotic RNA formation model, such
as the template-directed formation of RNA and the clay-catalyzed RNA formation,
is supposed to simulate the RNA formation at very mild conditions near the modern
Earth conditions (Ferris and Ertem 1992; Kawamura and Ferris 1994). Thus, it is
necessary to evaluate whether these pieces of evidence would have been compatible
with the Hadean Earth environments.

1.4.2 Hydrothermal Flow Reactor Systems

The discovery of thermophilic organisms and the phylogenetic tree analysis
suggested that the ancient organisms could have possessed the characteristics of
thermophilic organisms and LUCA should have possessed characteristics of the
hyperthermophilic organisms. However, one may imagine that RNA molecules are
not so stable under such extreme conditions, which would be incompatible with the
Hadean Earth environments (Kawamura 2011, 2012a, 2016). The extreme environ-
ments of primitive Earth should involve a variety of environments, such as a wide
range of temperature and pressure, acidity of the ocean, and strength of irradiation
energy from the sun.

Imai’s group has independently designed with different concepts an experimental
setup with hydrothermal environments similar to the origin of life (Imai et al. 1999a).
Independently, we have successfully developed hydrothermal flow reactor systems
from 1997, which enable monitoring chemical reactions at high temperatures up to
400 °C at a pressure up to 30 MPa within a very short time scale at 0.002-200 s
(Kawamura 1998, 1999, 2000). For instance, we started to develop a monitoring
method for hydrothermal reactions within a short time scale, which can be used for
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Fig. 1.9 Components of the hydrothermal flow reactor systems. Our groups and others developed
a series of hydrothermal flow reactor systems (Kawamura 1998, 1999, 2000; Imai et al. 1999a).
The flow system consists of a water reservoir, a high-pressure pump, a sample injector, a high-
temperature reactor, a pressure regulator, and a sampling port. An in situ UV-VIS-NIR detector can
be attached to the system

kinetic measurements at the millisecond to second time scale at high temperatures
up to 400 °C (Fig. 1.9). An experimental setup simulating the circular dynamics of
hydrothermal flow in the submarine vent systems was then developed by Imai and
coworkers (Imai et al. 1999a). Both the concepts of flow reactors have been useful
as research tools for the origin-of-life studies. The importance of the experimental
improvement was realized to apply the hydrothermal flow reactors for the chemical
evolution of biomolecules. By the proposal of these methods, different and/or mod-
ified methods had been developed (Islam et al. 2003; Cleaves et al. 2009). These
hydrothermal reactor systems are based on the concept that the flow reactor systems
consist of narrow tubing reactors instead of the traditional static reactor vessels. Our
group developed different types of hydrothermal flow reactor systems, which are
designed for mainly kinetic measurements and in situ absorption spectrophotometric
measurements (Kawamura 2002a, 2011, 2017; Kawamura et al. 2010). In addition,
the influence of solid-state mineral particles can be observed using the hydrothermal
flow reactors (Kawamura et al. 2011, 2016, 2017). In addition, the flow reactor sys-
tems for simulating the circulation in hydrothermal vent systems sometimes include
a relatively large volume of the reactor vessel (Imai et al. 1999a).

1.4.3 Other Methods on Extreme Conditions

The experimental conditions on the aqueous phase reactions are important for the
evaluation of the chemical evolution of biomolecules. However, the term “extreme”
does not only indicate high temperature and pressure, but also the primitive extreme
Earth environments such as strong acidity, irradiation, and meteorite impacts. Studies
have also attempted to simulate some of these environments. High-energy sources
such as cosmic rays and meteorite impacts would be useful for the formation of
simple organic molecules rather than the oligomer formations of RNA and peptides. It
would be reasonable that these high-energy sources likely degraded these molecules.



1 A Non-paradoxical Pathway for the Chemical Evolution ... 17

Conversely, the exposure of different energy levels of electromagnetic radiation,
such as X-ray, y-ray, and UV light, is also regarded as an extreme condition for
chemical evolution. The accumulation of these techniques would provide insight into
the details of chemical evolution under the Hadean Earth environments (Blank et al.
2001; Boillot et al. 2002; Gontareva et al. 2009; Furukawa et al. 2009; Otake et al.
2011; Kaiser et al. 2013; Martins et al. 2013; Nagafuchi et al. 2013). These extreme
conditions would provide high-energy conditions to form simple biomolecules. Also,
the dehydration reactions including oligomer formation sometimes proceed more
efficiently rather than those in an aqueous solution. For instance, it was elucidated
that short oligopeptides could have formed efficiently with meteorite impacts, which
were performed using a specialized experimental setup (Furukawa et al. 2009; Otake
et al. 2011). These facts support that instrumentation is an important approach for
origin-of-life studies.

1.5 Chemical Evolution of Proteins and RNA Under
the Hadean Earth Environments

1.5.1 Protein-like Molecules

Here, we briefly consider proteins from the viewpoint of the RNA world hypothesis
(Kawamura 2016). The term “proteins” involves the molecules formed by organisms.
To clarify this situation, we proposed a definition that proteins from the viewpoint of
chemical evolution to the most primitive life-like system are biomolecules, of which
the corresponding DNA sequences dictate the amino acid sequences. Thus, the long
peptides formed under the primitive Earth environments are not regarded as proteins
unless informational molecules, such as DNA assigned the amino acid sequences of
these molecules. Proteins do not possess the self-replication function although there
are some abiotic examples that special sequences of peptides are possible to replicate
(Lee et al. 1997; Yao et al. 1998). If the protein-like molecules could have possessed
weak replication characteristics to form copies of the protein-like molecules, which
was hypothetically present before the modern organisms, this hypothesis would be
exposed to the same question: How such a primitive protein-based system would have
evolved to the modern system (Ikehara 2005, 2009; Maury 2009)? Thus, an argument
that the difficulty for solving the connective pathway between the RNA-based life-
like systems to the modern systems is evidence to deny the RNA world hypothesis
is not correct. The hypothetical protein-like-molecule-based life-like system should
have possessed an assignment method between genotype and phenotype at least
if it was present before the modern system. Protein or protein-like molecules are
considered as key molecules during the chemical evolution from the RNA-based
life-like system to the most primitive organism.

The fact that amino acids, peptides, and proteins (Kawamura and Yukioka 2001;
Kawamura et al. 2005b, 2009) are more stable as compared with nucleosides,
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Fig. 1.10 Difficulty of oligopeptide formation due to diketopiperazines. Diketopiperazines are to
stop further elongation of oligopeptides so normally the elongation of oligopeptides stops at the
2-mer formations. This results in low efficiency of oligopeptide formations

nucleotides, oligonucleotides, and functional RNA (Kawamura 2000, 2001, 2003a, b;
Kawamuraetal. 1997, 1999, 2004, 2005a; ElI-Murr et al. 2012) has been demonstrated
using hydrothermal flow reactors. For the spontaneous formation of oligopeptides,
it was shown that peptides could have formed under such extreme Earth conditions.
However, the peptide formation found by the simulation experiments was not effi-
cient, as the yields of oligopeptides remain 0.1-1% (Imai et al. 1999a, b; Islam
et al. 2003; Cleaves et al. 2009). This is mainly due to the formation of diketopiper-
azine, which is a stable cyclic dimer of amino acids to stop the further elongation
of oligopeptides (Fig. 1.10) (Kawamura et al. 2005b). Our studies using hydrother-
mal flow reactors demonstrated successful examples to bypass this pathway using
tetramer, larger oligopeptides (Kawamura et al. 2005b), or using glutamic and aspar-
tic acid (Kawamura and Shimahashi 2008) as starting oligopeptides. This reaction is
also accelerated by carbonate minerals and clays, which are assumed to be present on
the Hadean Earth. The process provides higher yields of oligopeptides, such as 30%
of the total oligopeptides at a temperature 275 °C (Kawamura et al. 2011, 2018).

1.5.2 RNA

If the RNA world hypothesis is true, RNA or RNA-like molecules should have been
accumulated under the Hadean Earth environments. Investigations on the prebiotic
formation of RNA and its moieties have been carried out since around the 1960s
before the time when the RNA world hypothesis was proposed (Or6 1961; Sanchez
et al. 1966; Ferris et al. 1968; Crick 1968; Orgel and Crick 1993). The consecutive
abiotic formation of RNA starting from the formation of nucleoside bases and ribose,
nucleosides, nucleotides, and the oligomer formation of RNA has been evaluated by
the experiments simulating the prebiotic Earth environments (Fig. 1.11) (Ponnam-
peruma and Mack 1965; Waehneldt and Fox 1967; Fuller et al. 1972a, b; Lorhmann
and Orgel 1973; Orgel and Lohrmann 1974; Sawai 1976; Lohrmann 1977; Sawai
et al. 1981; Inoue and Orgel 1982, 1983; Joyce et al. 1984; Ferris and Ertem 1992;
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Fig. 1.11 Simplified chemical evolution from inorganic molecules to the RNA-based life-like
system. Although some of these steps have been well investigated, the connection pathways among
these steps are not identified

Kawamura and Ferris 1994; Ertem and Ferris 1996; Ferris et al. 1996; Ferris 2002;
Orgel 2004). The stepwise chemical evolution of RNA is summarized in our previous
publication (Kawamura and Maurel 2017). Based on extensive experimental studies
regarding the chemical evolution of RNA, possible pathways for these steps from
simple molecules to oligonucleotides have been gradually identified. However, the
proposed pathways involve a question of whether these pathways were likely under
the Hadean Earth environments (Kawamura and Maurel 2017).

For instance, we pointed out that some of the pathways such as the formation
of ribose, the formation of nucleotides, and the replication of RNA are intricate.
First, the foremose reaction is known from previous work as a ribose formation path-
way. However, the foremose reaction under different conditions normally produces
only small amounts of ribose (Shapiro 1988). Besides, the typical conditions for the
foremose reaction comprise alkaline environments, which are not suitable for other
steps in the chemical evolution of RNA molecules. The amount of RNA molecules
involved in the present organisms is considerably high. Thus, efficient formation
of ribose would have been necessary during the prebiotic chemical processes under
primitive Earth environments. The presence of borate minerals enhances the selective
formation of ribose (Ricardo et al. 2004).

Second, the formation of nucleosides from ribose and bases and nucleotides from
nucleosides are also difficult processes (Fuller et al. 1972a, b; Yamagata et al. 1992;
Reimann and Zubay 1999; Costanzo et al. 2007). These reactions include the dehy-
dration processes during N-glycoside bond formation for nucleoside formation as
well as phosphodiester bond formation for nucleotide formation. The dehydration
reaction is challenging in aqueous solutions from a thermodynamic viewpoint. Thus,
some specific dehydration processes, such as dry conditions, are frequently assumed
to avoid this difficulty. As described in a later section, a dry—wet cycle on the Hadean
Earth would have hardly occurred. It is assumed that the Hadean Earth surface was
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probably covered with the ocean as the continent growth occurred after 4 Gya (Buick
et al. 1995; Nutman et al. 2001; Harrison 2009) and the ocean was highly toxic
(Maruyama et al. 2013; Santosha et al. 2017).

Third, the possible prebiotic conditions for replication of RNA are not yet iden-
tified although the prebiotic replication of RNA is the main rationale supporting the
RNA world hypothesis (Hill et al. 1993; Kawamura 2012a). It is known that the pre-
biotic formation of RNA oligomers could have proceeded with activated nucleotide
monomers under different conditions. Especially, clay mineral catalysts (Ferris and
Ertem 1992; Kawamura and Ferris 1994; Ertem and Ferris 1996; Ferris et al. 1996)
and metal ion catalysts (Sawai 1976; Sawai et al. 1981, 1989) are effective for the
formation of oligonucleotides with 30—50-mers in length; such long RNA molecules
are regarded as sufficient for displaying biological functions. Conversely, the pre-
biotic replication of RNA molecules has been studied from the 1960s to 1980s.
These results showed that the guanosine 5'-phosphorimidazolide or guanosine 5'-
phospho-2-methylimidazolide forms oligoguanylate with up to 40-nucleotide units
in the presence of a polycytidylic acid template with the Watson—Crick-type comple-
mentary base pairing (Inoue and Orgel 1982, 1983; Joyce et al. 1984). This is called
template-directed formation of oligonucleotides. However, the different combina-
tions of Watson—Crick-type base pairing, such as the activated nucleotide monomer
with adenine, cytidine, and uracil, do not work in the presence of complementary
polynucleic acid templates (Hill et al. 1993; Kawamura 2012a). This is probably
due to the m—m stacking interaction between nucleotide bases which does not work
efficiently for the other cases of the combination of activated nucleotide monomers
with the polynucleotide templates, resulting in an unstable double-helical structure
(Kanavarioti et al. 1993; Kawamura and Ferris 1994; Kawamura and Umehara 2001;
Kawamura and Maeda 2008). Different activated nucleotides promote the formation
of oligonucleotides at elevated temperatures (Costanzo et al. 2009), and the hydra-
tion—dehydration cycle of nucleotides (Da Silva et al. 2015) provides efficiently long
oligonucleotides without template polynucleotides. Efficient conditions for the repli-
cation of oligonucleotides in aqueous solutions remain an important issue in the RNA
world hypothesis.

Spontaneous formation of RNA from nucleotide monomers under the simulated
Hadean Earth conditions has been extensively studied (Sawai 1976; Lohrmann 1977;
Sawai et al. 1981; Inoue and Orgel 1982, 1983; Joyce et al. 1984; Ferris and Ertem
1992; Kawamura and Ferris 1994; Costanzo et al. 2009; Da Silva et al. 2015).
The suitable conditions for the steps from inorganic materials to functional RNA
molecules in Fig. 1.11 are isolated and do not overlap, so there are gaps in the pro-
posed chain under the Earth conditions (Stiieken et al. 2013; Kawamura and Maurel
2017). For instance, the oligomer formation from the activated nucleotide monomers
in the presence of catalysts, such as clay minerals, metal ions, and a complementary
polynucleotide template, proceeds normally under mild conditions or up to 37 °C
(Fakhrai et al. 1984) (Fig. 1.12). As we pointed out the fact that the accumulation of
such unstable molecules simply is not only determined by the stability of molecules,
but also determined by both the relative rates of formation and decomposition
(Kawamura 2012a, b, 2016). The accumulation would be possible within a
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Fig. 1.12 Plausible prebiotic formation of oligonucleotides. The oligopeptide formation proceeds
efficiently in the presence of metal ion catalysts, clay minerals catalysts, or polynucleotide template

very short time scale if the formation rate is faster than the degradation rate
(Fig. 1.13). We showed the reason that the prebiotic formation does not proceed
efficiently at higher temperatures by kinetic analysis (Kawamura and Umehara 2001;
Kawamura and Maeda 2008). Also, the maximum temperature where the accumu-
lation of RNA could have occurred was estimated as shown in the next section.
The analysis implies that the rate of prebiotic formation of RNA from the activated
nucleotide monomers, which is assumed as a prebiotic monomer (Lohrmann and
Orgel 1973; Lohrmann 1977), becomes competitive to the degradation of RNA at
temperatures around 300 °C (Kawamura 2004, 2010, 2012b; Kawamura and Maeda
2008).

However, the interactions of biomolecules, such as hydrogen bonding and
hydrophobic interaction, become weak at high temperatures, posing another short-
coming in the RNA world hypothesis. For instance, the double-helical structures of
DNA and RNA are normally melted at temperatures below 100 °C (Schildkraut and
Lifson 1965; Wetmur and Davidson 1968). We have measured the stability of the
double-helical structure at temperatures over 200 °C using the hydrothermal flow
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Fig. 1.13 Importance of relative rates for the formation and degradation of biomolecules for the
accumulation of biomolecules. The accumulation of biomolecules is determined by both the rates
for the formation and degradation of the biomolecules. Also, the accumulation is also determined
by the inflow and outflow of the biomolecules to the system. The figure was modified based on our
previous publication (Kawamura 2012a)

reactor system (Kawamura 2005; Kawamura and Nagayoshi 2007). The experiment
clearly showed that these are biologically important, but weak interactions are not
effective at high temperatures. Naturally, this situation is the same for protein-like
molecules as the protein-like molecules hardly form three-dimensional structures at
high temperatures (Kawamura et al. 2010). Additionally, some organisms grow or
survive at temperatures over 100 °C (Cowan 2004; Pikuta et al. 2007; Harrison et al
2013). This fact reflects that the interactions of biomolecules are active and the con-
dition that the formation rate should be faster than the degradation rate to accumulate
the target molecules is properly controlled in the organisms by enzymes at higher
temperatures over 100 °C.

Finally, it should be noted that the experimental approaches regarding the co-
chemical evolution of RNA and protein-like molecules are not sufficiently progressed
and the results are fragmentary (Landweber 1999; Kawamura et al. 2004, 2005a),
although these are important. This may be due to the fact that the conditions for the
chemical evolution of RNA and protein-like molecules are fairly different and the
sample analysis of the mixed system of RNA and protein-like molecules becomes
difficult. In addition, these experiments include long-term trial and error.

1.5.3 High-Temperature Origin of Life

The experimental measurements of stability, the biologically important interac-
tions of RNA, and protein-like molecules deduced a maximum temperature for
life. According to the experimental verifications of stability, prebiotic formation,
and roles of biologically important interactions under hydrothermal environments,
the temperature dependence for the chemical evolution is not simply understood.
Here, we briefly introduce our estimation of the limit temperature for the emergence
of enzymes (Kawamura 2004, 2010, 2012b). First, the accumulation of RNA and
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protein-like molecules should have occurred if the formation rate is much faster than
that of degradation at even high temperatures, as mentioned. Second, it has been
noted that the primitive enzymes controlled these reactions in the life-like systems
(Kawamura 2004, 2010, 2012b, 2016); naturally, primitive enzymes include primi-
tive ribozymes. According to these two concepts, we compared the reaction rates for
the formation and degradation of RNA molecules at high temperatures (Kawamura
and Umehara 2001; Kawamura and Maeda 2008). Additionally, we compared the
enzymatic reaction rates and corresponding non-enzymatic reaction rates at high tem-
peratures. Conclusively, the emergence of primitive enzymes including ribozymes
might have been possible at an extremely high temperature of approximately 300 °C
(Fig. 1.7) (Kawamura 2010).

A general trend has been observed that the enzymatic reaction rates are much
greater than those corresponding to the background rates without enzymes at nor-
mal temperatures (Radzicka and Wolfenden 1995) (Fig. 1.7, circles at 25 °C), and
the enzymatic reaction rates are controlled in the narrow window of the reaction
rate. The large difference between the enzymatic and non-enzymatic reaction rates
allows the proficiency of enzymes of rapid reaction rates and selectivity. We ana-
lyzed the difference between the enzymatic and non-enzymatic reaction rates for
thermophilic enzymes including ribonuclease and RNA polymerase (Fig. 1.7, cir-
cles and triangles at 50-90 °C), where non-enzymatic reaction rates were obtained
from our corresponding kinetic data that examined using the hydrothermal studies
and prebiotic formation of RNA.

This analysis showed that the gap between the reaction rates with and without
enzymes is quite large, not only at the low temperatures but also at temperatures for
thermophiles. The presence of the gap between the reaction rates with and without the
enzyme is a required condition for the enzyme. The space at approximately 300 °C
assumed from the extrapolation of the rate constants at lower temperatures may reflect
a possible condition for the emergence of enzymes. This is also consistent with the
highest temperatures where the formation and degradation rates are competitive,
which were deduced from our hydrothermal experiments (Kawaura and Umehara
2001; Kawamura and Maeda 2008). The formation of RNA and its building blocks
under such conditions and the measurements of biologically important interactions
are not yet verified. Thus, hydrothermal flow reactor systems will be useful for such
experiments.

1.6 Conclusions

Although the RNA world hypothesis presents several drawbacks, efforts to overcome
some of these drawbacks have been attempted using research tools developed in
different laboratories. The features of the RNA-based life-like system are unclear,
although it is believed that the RP ribozyme is essential for the emergence of life.
The two-gene hypothesis of the origin of life implies that an additional ribozyme,
which accelerates the metabolic pathway, would have been necessary to bootstrap
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the simple chemical network including RP ribozyme to a realistic life-like system
consisting of a number of metabolic reactions. Furthermore, we highlighted that the
improvement of research tools for the origin-of-life studies is an important key for
further investigation of the RNA world hypothesis and the characteristics of RNA-
based life-like systems.
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Chapter 2 )
Formation of Nucleosides Geda
and Nucleotides in Chemical Evolution

Hideo Hashizume, Benny K. G. Theng, Sjerry van der Gaast
and Kazuko Fujii

Abstract Nucleosides and nucleotides are important biomolecules. Following
Gilbert’s (Nature 319:618, 1986) proposal of an “RNA world,” various processes
for the formation of nucleosides (from nucleobases and ribose) and the polymeriza-
tion of nucleotides have been suggested. Problems associated with the formation of
RNA have also been pointed out. The constituents of RNA are nucleobases, ribose,
and phosphate. Ribose has five conformational isomers or conformers, each of which
can react with a nucleobase. In life, however, only the B-furanose form of ribose is
used. Curiously, when a nucleobase reacts with ribose in an aqueous solution, only
a small amount of nucleoside with a B-ribofuranose component is detectable in the
total products. Thus, the RNA world hypothesis has reached a deadlock. Here, we
summarize the important points in the synthesis of nucleobases and ribose. We also
describe the selective formation of nucleosides and touch on the one-pot synthesis
of nucleotides.

2.1 Introduction

Deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) are the most important
biopolymers. For this reason, the formation of DNA and RNA under prebiotic condi-
tions is central to questions regarding the origin of life on Earth. In living organisms,
DNA serves as a storehouse of genetic information, while RNA transcribes this
information in catalyzing protein synthesis. On the other hand, proteins have various
functions such as enzyme and antibody. Some proteins are involved in the restora-
tion of DNA and cell division, indicating the close relationship between DNA and
protein. The question arises which polymer came first in the primordial and prebiotic
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Earth. Earlier on, Rich (1962) postulated that polynucleotide chains could catalyze
the polymerization of complementary nucleotide residues to yield a double-stranded
DNA-like molecule. The subsequent discovery by Cech (1986) of an RNA showing
catalytic activity provides support for the RNA world hypothesis (Gilbert 1986) that
RNA formation preceded that of DNA and proteins.

RNA is composed of nucleobases (adenine, guanine, cytosine, uracil), ribose, and
phosphate. When a nucleobase reacts with ribose, a nucleoside is formed. Condensa-
tion of a nucleoside with phosphate yields a nucleotide which, in turn, can polymerize
to form RNA. By comparison with peptide formation from amino acids, however, the
synthesis of RNA from its components (nucleobase, ribose, phosphate) is problem-
atic (e.g., Robertson and Joyce 2012; Fiore and Strazewski 2016). Here, we describe
the synthesis of nucleobases and ribose under possible prebiotic conditions on the
early Earth and in space, leading to the formation of nucleosides and nucleotides.

2.2 Formation of Nucleobases

The nucleobases, adenine, guanine, cytosine, uracil and thymine (Fig. 2.1), can be
synthesized from simple organic molecules under relatively mild experimental con-
ditions. Uracil occurs in RNA, and thymine is part of the DNA structure. Adenine
and guanine are purines, while cytosine, uracil, and thymine are pyrimidines.
Purine bases can form from hydrogen cyanide and pyrimidine bases from
cyanoacetylene (Fig. 2.2). For example, adenine is a pentamer of hydrogen cyanide
1 (Sanchez et al. 1966a) as indicated in Fig. 2.2a. Guanine can also form by a sim-
ilar process. Starting with 4-aminoimidazole-5-carboxamid 2, guanine is formed
by the addition of cyanogen (dicyan) and H,O (Sanchez et al. 1966b) as shown in
Fig. 2.2b. Robertson and Miller (1995) synthesized cytosine by heating cyanoac-
etaldehyde 3 and urea 4 at 100 °C (Fig. 2.2c). Cytosine can also be obtained from
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Fig. 2.2 Possible prebiotic pathways for the synthesis of adenine (a), guanine (b), cytosine (c),
and uracil (d). After Sanchez et al. (19664, b), Robertson and Miller (1995) and Chittenden and
Schwartz (1976)

trans-cyanovinylurea 5. Figure 2.2d shows that uracil can be synthesized from f-
alanine 6 and urea 4 via B-ureidopropionic acid 7, through dehydration and photode-
hydrogenation (Chittenden and Schwartz 1976).

The environment of primitive Earth was not always mild. During the Late Heavy
Bombardment period, from 4 to 3.85 Ga, a huge number of meteorites impacted on
Earth, leading to the possible formation of biomolecular pre-cursors. In simulating
such conditions, Ferus et al. (2015) used a high-power laser to promote the dielectric
collapse of the plasma produced by a meteorite impact. When liquid formamide was
irradiated by this means, the molecule decomposed to yield highly reactive CN- and
NH- radicals which reacted with formamide to produce adenine, guanine, cytosine,
and uracil in the presence of clay. Cytosine was not detected in the presence or
absence of a meteorite (chondrite), while irradiation of 2,3-diaminomaleonitrile also
produced the four nucleobases.

Astrobiological research has indicated that the planets, and such satellites as
Titan and Europa, are covered with ice that might contain simple organic molecules.
Biomolecules could form when the ice is irradiated with UV light or high-energy
cosmic rays. Similarly, meteorites and comets might hold some biomolecules. The
formation of nucleobases under cold conditions has been investigated by Menor-
Salvan and Marin-Yaseli (2013). By irradiating urea in an acetylene atmosphere
with UV light at —21 to 5 °C, they were able to detect guanine, uric acid, uracil, and
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cytosine in the reaction products. Earlier, Miyakawa et al. (2000) reported the forma-
tion of guanine by irradiating a N,—CO-H,0O gas mixture with a high-temperature
plasma.

2.3 Formation and Conformation of Ribose

Itis well known that in the presence of metal catalysts, sugars can arise from formalde-
hyde by means of the “formose” reaction. Thus, condensation of formaldehyde gives
rise to glycolaldehyde which then reacts with formaldehyde (by the aldol reaction)
to form glyceraldehyde. Isomerization of glyceraldehyde yields dihydroxyacetone
which on reaction with glycolaldehyde gives rise to ribulose and then to ribose by
isomerization.

Gabel and Ponnamperuma (1967) have reported the formation of monosaccha-
rides from formaldehyde in the presence of alumina and clay minerals (kaolinite
and illite) under hydrothermal conditions. Likewise, Saladino et al. (2010) were
able to synthesize amino sugar derivatives, adenine, and cytosine from formamide,
formaldehyde, and water in the presence of Mg(OH),, Pb(NO3) and montmorillonite.
The formation of amino sugar derivatives was highly dependent on the volume of
water used.

Earlier, Ricardo et al. (2004) reported the formation of pentoses, such as ribose,
arabinose, xylose, and lyxose from glycolaldehyde in the presence of borate
(Fig. 2.3). In the presence of Ca(OH),, glycolaldehyde 8 forms glyceraldehyde 9
which can react with borate to yield a diglyceraldehyde—borate complex, while eno-
lization of glyceraldehyde is suppressed. Combination of this complex with the enedi-
olate of glyceraldehyde (ethenediol) 10 gives rise to a pentose 11 and a furanose-type
ribose—borate complex. Similarly, Furukawa and Kakegawa (2017) have experimen-
tally shown that borate has a strong affinity for ribose and can stabilize ribose by
complexation during the formose reaction.

" H caoH), HOHO

H
H O H A O
g 9
WAl R Ho—_—~ O~ "
A T
HO M R0 — H-Cc-C-c-c-¢ — J S
e Ped SHSHOHOH Yo Ny
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| | ® o) 0
HH O

Fig. 2.3 Formation of ribose in the presence of borate. After Ricardo et al. (2004)
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The presence of glycolaldehyde in the galaxy opens the possibility that this com-
pound was brought to the early Earth through a meteorite. Civi§ et al. (2016) have
investigated the formation of sugars at high temperatures simulating a meteorite
impact on Earth. These workers irradiated frozen paraformaldehyde and anatase
with a high-density energy plasma at a temperature of ca. 4500 K. Several sugars
were detected including arabinose, ribose, and xylose.

Research into the molecular structure of ribose has focused on the D-enantiomer
since L-ribose is not found in nature. The five conformational isomers of D-ribose
are o- and B-pyranose, a- and B-furanose, and the open-chain structure (Fig. 2.4).
The relative abundance in water of the five conformers varies with temperature and
pH (Cortes et al. 1991). At 36 °C and pH 7.0, the ratio of a-pyranose: B-pyranose:
a-furanose: B-furanose: open-chain structure is approximately 20:58:7.0:13.5:1.5.
The concentration of open-chain ribose is generally so low as to be negligible. In
reacting adenine with ribose in water, we might therefore expect to obtain ~10% of
B-furanose adenosine. However, much less of this compound is commonly detected
in the reaction products (Fuller et al. 1972).

The stabilizing effect of cations, silicate, and borate with respect to the conforma-
tional isomers of ribose and prebiotic organic compounds, in general, has received
a great deal of attention (Ricardo et al. 2004; Maurel and Leclerc 2016; Furukawa
and Kakegawa 2017).

Using solid-state '*C NMR spectroscopy, Akouche et al. (2016) have found that
different cations in solution can influence the ratio of a- and B-pyranose, and a- and
B-furanose in the presence of amorphous silica (Table 2.1). Interestingly, B-furanose
was not detected in the absence of any metal cations and amorphous silica.

Several investigators (Benner et al. 2012; Furukawa et al. 2013, 2015) have
reported that borate plays an important role in the formation of the f-furanose form
of ribose. Earlier, Amaral et al. (2008) used 'H, ''B, and '3C NMR spectroscopy

Fig. 2.4 Different structural (a) 0] (b) O oH
forms (conformers) of

D-ribose: a a-pyranose;

b B-pyranose; ¢ a-furanose; HO OH HO

d pB-furanose; and

e open-chain form OH OH OH OH
(©  cH,0H @ cH,oH
2
B o o OH
OH
OH OH OH OH

(e) HO
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Table 2.1 Ratio of ribose isomers (%) in the presence of cations and amorphous silica (Akouche
et al. 2016)

Addition a-pyr B-pyr Total pyr a-fur B-fur Total fur
Ribose in solution 20 62 82 6 12 18
Solid ribose n.d. n.d 100 - - 0
SiO; 29 47 76 15 9 24
Mg + SiO; 18 48 66 18 16 34
Ca + SiO; 23 26 49 29 22 51
Zn + SiO; 27 9 36 14 50 64

pyr pyranose, fur furanose, n.d. not detected

to analyze the water stability of B-ribofuranose in the presence of borate, carbonate,
bicarbonate, and sulfate of alkaline or alkaline earth cations. They were able to detect
B-ribofuranose in the presence of borate. On the other hand, carbonate or bicarbonate
did not affect either the formation or the stability of B-ribofuranose. However, when
borate was added to the solution of carbonate or bicarbonate, B-ribofuranose reap-
peared. They also observed that the ratio of a- to B-furanose varied with the nature
of the cation (Na*, K*, Mg?*, Ca?, and Sr**) in the borate salt.

Similarly, Lambert et al. (2004) reported that silicate could form a stable complex
with ribose. At pH ~7, the ratio of a-pyranose: B-pyranose: a-furanose: f-furanose
was 21.5:58.5:6.5:13.5. At a pH of about 12, however, the presence of a- and -
furanose was not detected by '*C NMR spectroscopy, and only the pyranose forms
of ribose existed in solution. In the presence of silicate, on the other hand, a- and -
furanose could form even at pH 12. By forming a complex with silicate, ribofuranose
was stabilized against conversion to the corresponding pyranose form.

Sigak et al. (2010) have determined the crystal structure of D-ribose using X-ray
diffraction and solid-state '3C NMR spectroscopy. Near the melting point of ribose
(90 °C), the ratio of a-pyranose:p-pyranose:a-furanose:p-furanose was 46:25:12:17.
On cooling, the structure was consistent with the formation of a glassy state, but at
4 °C, the crystal structure reappeared.

Hu et al. (2013) used FT-IR, F-IR, THz, and Raman spectroscopy to analyze the
structure of the complex between ribose and Cs* that formed by drying a solution of
ribose with CsCl at 80 °C. In this instance, D-ribose has the pyranose type structure
in line with the finding by Siak et al. (2010).

The conformation of D-ribose in water solution has been assessed by Quesada-
Moreno et al. (2013) using computer simulation. The ratios of a-pyranose:f-
pyranose:a-furanose:B-furanose: open-chain structure, derived from three theoretical
models, were 71:28.8:0.1:0.1:0; 71.6:28.3:0.1:0:0 and 69.2:30.6:0.1:0.1:0, respec-
tively. The results suggest that the a- and f-pyranose forms are dominant, while
the furanose conformer would not survive in an aqueous environment. The results
of experimental vibrational studies using infrared, Raman, and vibrational circular
dichroism spectroscopies were consistent with those obtained by computer simula-
tion. In the case of solid ribose, computer simulation failed to give any results.



2 Formation of Nucleosides and Nucleotides in Chemical Evolution 37

The rate of decomposition of ribose at different temperatures and pH was inves-
tigated by Larralde et al. (1995). At 100, 25, and 0 °C and pH 7, the half-life of
ribose was 73 min, 300 days, and 44 years, respectively. The sensitivity of ribose to
temperature at neutral pH raises questions about its availability as a prebiotic reagent.

We may conclude that in both aqueous solution and the solid phase, the pyranose
form of ribose is dominant over the furanose conformer, and the p-furanose structure
is preferred to its alpha counterpart (Cortes et al. 1991). The p-furanose conformer
is also enriched when a ribose solution is dried in the presence of borate and some
metal cations.

2.4 Formation of Nucleosides and Nucleotides

Nucleosides and nucleotides may be synthesized in one of two ways. In the stepwise
or building block approach, a nucleobase combines with ribose to form a nucleoside
which then reacts with phosphate to yield a nucleotide. Alternatively, the various
components are assembled in one pot and allowed to react.

Fuller et al. (1972) made an early attempt at synthesizing nucleosides by reacting
a purine (adenine, guanine, hypoxanthine) with D-ribose at different temperatures
(30-100°C) and pH (2-11) in water. They were able to obtain $-inosine, f-adenosine,
and B-guanosine, but yields were small (<10%). More recently, Nam et al. (2018)
reported the synthesis of purine and pyrimidine nucleosides by electrospraying aque-
ous microdroplets of D-ribose, phosphoric acid, and a nucleobase together with Mg?*
(as a catalyst) into a mass spectrometer. Mass spectrometry indicated the formation
of uridine (2.5%), adenosine (2.5%), cytidine (0.7%), and inosine (1.7%) during a
flight time of ca. 50 s. The nucleoside products, however, were not recovered.

Akouche et al. (2017) have reported the formation of adenosine monophosphate
(AMP) by adding amorphous silica to a solution of monophosphate, D-ribose, and
adenine and drying at 70 °C. Phosphoribosyl pyrophosphate, formed from phosphate
and D-ribose, reacted with adenine to produce AMP.

Kim and Kim (2019) were able to synthesize nucleotides by reacting ribose-1,2-
cyclic phosphate with nucleobases and an aqueous solution of CaCl, in an Eppendorf
tube at 75-125 °C for 3-96 h until all the water evaporated. The yield of cytidine-2’-
phosphate from the reaction of ribose-1,2-cyclic phosphate with cytosine was about
7% but much less when uracil and guanine served as the nucleobase.

Earlier, Powner et al. (2009) described the formation of pyrimidine ribonu-
cleotides from cyanamide 12, cyanoacetylene 13, glycoladehyde 8, glyceraldehyde
9, and phosphate. The reaction of amino oxazole 14 with glyceraldehyde 9 gave
rise to pentose amino oxazoline 15 and arabinose derivatives. They also detected the
formation of B-ribocytidine-2'3’-cyclic phosphate 16 by phosphorylation of anhy-
droarabinonucleoside (Fig. 2.5).

Xu et al. (2017) mentioned the importance of thiolysis in the formation of pyrim-
idine B-ribonucleoside. Thus, anhydroarabinonucleoside, formed by reacting amino
oxazoline 14 and glyceraldehyde 9 with cyanoacetylene 13, could be thiolysed to
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Fig. 2.5 Possible prebiotic formation of B-ribocytidine-2'3’-cyclic phosphate. After Powner et al.
(2009)

yield a-2-thioribocytidine 17. Irradiation of this compound with UV light produced
B-2-thioribocytidine 18 which, on hydrolysis, yielded p-ribocytidine. When B-2-
thioribocytidine was reacted with phosphate, they obtained p-ribocytidine-2'3’-cyclic
phosphate 19 (Fig. 2.6).

An example of the one-pot synthesis of purine nucleosides is the formation of
aminopyrimidine 21 from the reaction of guanidine with aminomalononitrile and
its conversion to formamidopyrimidine 20 (Fig. 2.7). When formamidopyrimidine
combines with open-chain ribose 22, a- and B-riboadenosine are formed. The yield of
B-furanose adenosine is 20% and that of a-pyranose adenosine is about 18% (Becker
et al. 2016). Subsequently, Becker et al. (2018) proposed a model of nucleoside
formation under conditions of repeated wetting and drying. When a pond or lake
containing simple organic molecules is dried, such molecules as hydroxyimino mal-
ononitrile and amidine derivatives are concentrated as the water evaporates. Pyrim-
idine derivatives, such as formamidopyrimidine, are formed at around 100 °C. This
process opens the way for the formation of pyrimidine and purine nucleosides as
shown in Fig. 2.7.

Irradiation of liquid formamide with high-energy proton beams, in the presence of
powdered meteorites, produced adenosine, cytidine, thymidine, and uridine besides
amino acids, carboxylic acids, nucleobases, and sugars (Saladino et al. 2015). In the
presence of montmorillonite, sulfide minerals, and magnetite, the yield of prebiotic
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compounds was lower than that obtained with meteorites as catalysts. Likewise, Sal-
adino et al. (2017) have reported that a chondrite meteorite can promote the one-pot
synthesis of ribo- and 2’-deoxy-ribonucleosides from sugars and purine nucleobases
through proton irradiation, mimicking conditions on early Earth fluxed by slow solar
wind protons. Besides being based on a known radical mechanism, the N-glycosidic
bond formation is stereo- and regio-selective.

Wang et al. (2017) used density functional theory to probe the formation of nucleo-
side by reacting 2,4,6-triaminopyrimidine (TAP) with all five conformers of D-ribose.
Interestingly, the open-chain ribose was the most feasible to react with TAP during
which process the ribose structure changed to the furanose form. Water molecules
played an important “H-bridging” role during the formation of a-ribofuranoside.

2.5 Concluding Remarks

We have provided a brief review of the formation of nucleosides and nucleotides,
including that of nucleobases together with the factors controlling the stability of the
conformational isomers (conformers) of ribose. The formation of RNA from its con-
stituent parts (building blocks), however, is problematic (Orgel 2004). In this respect,
a major difficulty relates to the occurrence of different structural isomers of ribose
and the inherent instability of ribose. Ribose can be stabilized and protected from
decomposition, by forming complexes with various anions, cations, and minerals.
The use of borate has received particular attention (Benner et al. 2012). If a solu-
tion of ribose can be enriched with respect to the B-furanose form, the synthesis of
B-furanose nucleosides from nucleobases and ribose would be facilitated. This idea
has prompted investigations into the one-pot synthesis of nucleosides. The overall
reaction, however, is very slow, involving many steps (Xu et al. 2017).

The formation of nucleosides and nucleotides in the presence of metals and min-
erals has also been the subject of much research. Besides improving product yields,
solid catalysts may be capable of controlling the conformation of ribose. The lit-
erature on the role of clay minerals in mediating and promoting prebiotic organic
reactions, including nucleotides, has been summarized by Maurel and Leclerc (2016)
and Theng (2018).
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Chapter 3 ®)
The First Universal Common Ancestor Gissiia
(FUCA) as the Earliest Ancestor

of LUCA’s (Last UCA) Lineage

Francisco Prosdocimi, Marco V. José and Savio Torres de Farias

Abstract The existence of a common ancestor to all living organisms in Earth is a
necessary corollary of Darwin idea of common ancestry. The last universal common
ancestor (LUCA) has been normally considered as the ancestor of cellular organisms
that originated the three domains of life: Bacteria, Archaea and Eukarya. Recent
studies about the nature of LUCA indicate that this first organism should present
hundreds of genes and a complex metabolism. Trying to bring another of Darwin
ideas into the origins of life discussion, we went back into the prebiotic chemistry
trying to understand how LUCA could be originated under gradualist assumptions.
Along this line of reasoning, it became clear to us that the definition of another
ancestral should be of particular relevance to the understanding about the emergence
of biological systems. Together with the view of biology as a language for chemical
translation, on which proteins are encoded into nucleic acids polymers, we glimpse
a point in the deep past on which this translation mechanism could have taken place.
Thus, we propose the emergence of this process shared by all biological systems as
a point of interest and propose the existence of this pre-cellular entity named FUCA,
as the first universal common ancestor. FUCA was born in the very instant on which
RNA-world replicators started to be capable to catalyze the bonding of amino acids
into oligopeptides. FUCA has been considered mature when the translation system
apparatus has been assembled together with the establishment of a primeval, possibly
error-prone genetic code. This is FUCA, the earliest ancestor of LUCA’s lineage.
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3.1 Historical Background

In the mid of the nineteenth century, Charles Darwin proposed a point of unification
for all living beings through the idea of common descent (Darwin 1859). Concomi-
tantly with the Darwin’s postulates, another strong idea was under development:
the cell theory. The explanation power of cell theory established the paradigm that
cells were the most basic units of life. Together, these two powerful theories were
united into the idea of a single organism that should represent the universal ancestor
of all living beings. Named after the last universal common ancestor (LUCA), this
organism would necessarily be composed of a structured cellular unit.

The comprehension about the nature of LUCA was strikingly important and
allowed researchers to better understand the constitution of the first cells that most
likely emerged in Earth about 3.8 billion years ago. LUCA is currently seen as a cel-
lular organism that presents a lipid membrane and a complex metabolism composed
of hundreds of gene families and dozens of biochemical pathways (Penny and Poole
1999; Delaye et al. 2005; Weiss et al. 2016). Although comparative genomics allows
us to have a glimpse about the molecular nature of this important cellular ancestral,
it is clear that some simpler biological system must have preceded and gave rise to
LUCA.

About one century after Darwin, an original and prolific field of biological research
started to develop shortly after the discovery of DNA double-stranded structure by
Rosalind Franklin, James Watson, and Francis Crick (1953). The development of
molecular biology modified our comprehension of the biological world and allowed
scientists to perform experiments using genes and proteins inside and outside the
cell, bringing a deeper understanding about how biological processes operated in the
biochemical level.

In the very same year that Watson and Crick published their paper, a young Amer-
ican researcher named Stanley Miller was inspired by the ideas of Aleksandr Oparin
and JBS Haldane in the 1920s. They had demonstrated that the assembly of basic
chemical molecules under specific physicochemical conditions could produce amino
acids, the building blocks of proteins. Miller’s experiment updated the simulation of
primeval Earth conditions and confirmed the production of amino acids using only
water (H,O), methane (CH4), ammonia (NHj3), and hydrogen (H;) as input (Miller
1953). Thus, a point of view about the initial organization of the biological systems
started as the studies of prebiotic chemistry provided an innovative way to think
about the origins of life.

Then, by the early years of the 1980s, the discovery of catalytic properties of
RNA molecules introduced another element through which the initial organization
of biological systems could be understood (Kruger et al. 1982; Guerrier-Takada et al.
1983). For the first time, these findings made possible the proposition of hypotheses
capable to describe biological entities that did not need cellular structures. This idea
culminated with the proposition of a molecular-based RNA world on which self-
replicative and catalytic molecules of nucleic acids could interact and be target of
natural selection, pushing forward the path into the origins of life (Gilbert 1986).
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3.1.1 The Lineage of LUCA

It has been shortly before the proposal of the RNA world theory, in the late 1970s,
that the American microbiologist Carl Woese started to produce sequences for a
specific RNA molecule known as 16S rRNA, a constituent of the small ribosomal
subunit (Woese and Fox 1977a). Containing about ~1500 nucleotides, Woese found
specific oligonucleotide signatures in the sequences of the rRNAs that were capable
to differentiate molecules coming from either Bacteria or Eukarya organisms.

Woese’s interest in the 16S rRNA was associated with the fact that ribosomes were
abundant in cells and could be easily separated and radiolabeled by the molecular
techniques available. However, when he sequenced for the first time the rRNA from
a methanogen organism named Methanobacterium thermoautotrophicum, he was
unable to find those expected signatures ... But what should this result mean: did he
found an organism that was neither Bacteria nor Eukarya?

By the end of 1976, Woese and George Fox were capable to sequence other
methanogen organisms that could not be classified in these two groups based on
their 16S rRNA sequences, confirming their previous results. On the other hand, this
new group presented a different type of oligonucleotide signature that was observed
to be common among them. Therefore, the 16S rRNA molecule revealed to present a
bipartite diversity in the prokaryotic world. And it then became clear that a completely
unknown group of organisms existed: a new, different, and unexpected clade of
unicellular organisms.

Due to the fact that most members of this new group of prokaryotes lived in
extreme environment, Woese and Fox believed them to be the closest relatives of
LUCA, the most ancient form of life that lived in Earth. In the early days of our
planet, it was known that the atmosphere was completely different, most likely based
on a reductive environment, hot and possibly very dry. They discovered that the 16S
rRNA of a bacteria living in high-salt environments (an halophile) clustered also into
this new group of organisms. The results suggested that most members of the third
group inhabited extreme, prebiotic-like environments. This led the authors to name
the new clade as the Archaebacteria (or simply Archaea) by the use of the Greek
word archae-, meaning ancient. Thus, a new urkingdom of microbes was defined
and it has probably participated closely to the heritage of LUCA.

However, further research on Archaebacteria conducted by Woese himself and
collaborators changed the picture initially proposed (Woese et al. 1990). Actually,
the Archaea could be found not only in extreme but also in typical mesophile envi-
ronments. Studying other phenotypes of this group, it became clear that they were
actually a missing link between Bacteria and Eukarya. It has been found that Archaea
presented characteristics shared with Bacteria, such as (i) prokaryotic ribosomes; (ii)
circular chromosomes; and (iii) lack of membrane-enclosed organelles; but also, oth-
ers shared with Eukaryotes, such as a (i’) DNA associated to histones; (ii’) several
types of RNA polymerases; and (iii’) the use of methionine as the initiator amino
acid from protein synthesis; among others.
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These observations now seemed to indicate that the early cellular ancestor (LUCA)
was probably a population of ancestral organisms that presented more similarities to
Bacteria than to Archaea. Ever since, the origin of life and the origin of LUCA were
coincidently placed in the tree of life as the middle point of a trichotomy in-between
Bacteria, Archaea, and Eukarya domains. More recently, however, LUCA is been
considered as the ancestor of only Bacteria and Archaea, while Eukarya are being
considered as a group that evolved from a lineage inside the archaean superphylum
Asgard (Williams et al. 2012; Raymann et al. 2015; Zaremba-Niedzwiedzka et al.
2017).

The most recent genomic study on the deep nature of LUCA’s genome has
found that this ancestral organism should present at least 355 gene families, being
thermophilic, anaerobic, capable to fix CO, and N, and possibly H-dependent
(Weiss et al. 2016).

3.1.2 LUCA and the Viruses

The questions about the deep lineage of LUCA are complex to approach, once non-
cellular living organisms do not exist in current days. The sole non-cellular biological
systems that exist today are viruses. Viruses are frequently considered as non-living
organisms because they are not free-living entities, as they need to highjack cells
to be able to manifest their metabolism and reproduce. Besides, viruses have been
excluded from deep trees of life by the simple reason that they do not have ribosomes;
and without 16S rRNA molecules they cannot figure in those trees.

However, nowadays there is an emerging view that virus-like biological sys-
tems may have played important roles in pre-cellular living systems (Forterre 2006).
Besides, the evolutionary history of viruses seems to be polyphyletic as there is evi-
dence that some groups were formed by the further simplification of cellular organ-
isms. Thus, virus should be understood much more as a strategy of life rather than
a monophyletic group that share the same evolutionary origin (Nasir and Caetano-
Anolles 2015). Recent researches with giant mimivirus seem to indicate polyphyly,
although there is still much controversy in those grounds (Harish et al. 2016; Forterre
and Gaia 2016). By the way, it is difficult to use the word “life” and “living” to rep-
resent viruses and it seems reasonable to consider that virus-like biological systems
may have existed long before lipid cellular barriers were coopted to be the basis of
life in Earth.

3.2 Life Versus Biological Systems

The suggestion of an alternative view to the origins of life requires that we take a
special attention to the concepts we are working on. The concept of life, as commonly
understood in biology, is normally considered as cellular life. Although there is
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constant matter and new appreciations and proposals about the concept, we cannot
argue against a so-established concept. On the borders of our understanding, however,
there has always been this question about the nature of viruses. Current considerations
under virology often consider that viruses can only be said to be alive when they are
practicing their metabolism inside a cell. Out of cells, viruses are considered to be
non-living crystals of ribonucleoproteins.

Although viruses do not present cells, they do present something that is strikingly
important to any biological system: a well-established genetic code. That code is
actually the key to provide a chemical translation and guarantee that their nucleic acid
information will produce proteins that will allow their metabolism and reproduction.
Viruses may not be cellular, viruses may not be living, but viruses do speak the
language of biology. They do present complex proteins encoded in their genomes
and they do have a plan of existence chemically written in their nucleic acids (being
DNA or RNA).

Though they do not have ways to execute their plans by their own means, it
is possible to consider a world made of non-cellular, virus-like entities that might
deliver their codes into a translation system operating outside them. Thus, it is not
difficult to imagine pre-cellular virus-like particles capable to exist and to attach into
other systems that might translate their information and allow their reproduction.

Even Carl Woese knew that pre-cellular entities were needed to explain the origin
of life in Earth before LUCA. He defined the concept of progenotes as being protocells
that probably presented (i) error-prone genetic codes, (ii) high mutation rates, and
(iii) high exchange of genetic material (Woese and Fox 1977b). These entities were
necessary to accumulate genetic material from different biochemical pathways to be
able to form larger genomes.

Thus, we propose the usage of the term Biological system as an alternative for life.
This decision has proven to be fertile and clarifying in many circumstances, as we
shall see. However, to make a better use of this term, we need to clearly define it. For
us, a biological system is such a system on which its molecular nature is centered in the
controlled interaction between polymers of nucleotides (nucleic acids) and polymers
of amino acids (peptides and/or proteins). In general, the biological system can be
considered a system based in a process of chemical translation, on which information
stored in some chemical polymer can be translated in another chemical polymer.

This view puts the process of protein synthesis in the center of what we consider
biology to be. All biology is based on a process of chemical encoding, a system
of chemical language translation on which a polymer become another by following
specific grammatical rules. Thus, biological systems maturated in the very moment
on which those rules emerged.

3.2.1 Origins Versus Emergence

Another important conceptual issue that must be better understood into this new
view of what are biological systems is the difference between the terms origin and
emergence. The term origin often refers to the first rise of something that has never
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been before. It suggests the occurrence of a very singular, special event that, for the
first time, brings something from non-existence to existence. It is a jump, a rising,
an appearance.

On the other hand, the concept of emergence should be understood as a more
continuous path on which something comes to be. It is not a drastic appearance as
the concept of origin denotes, but a more subtle process on which a system can be
built slowly and persistently over time.

Also, inheriting the concept of emergence from complex systems theory, we aim
to signify a process on which “the whole is greater than the sum of the parts.” This is
clearly what happened at the emergence of biological systems, on which a polymer
of nucleic acids starts to produce peptides initially by nearly random attachments
until the emergence of the genetic code, throughout the history of this early process
that we named as FUCA.

3.3 Biological Systems are Chemical Translators

Although it is possible to wonder the existence of non-cellular biological systems, it
is almost impossible to think in a biological entity harboring a metabolism without
the translation apparatus for protein synthesis. Having (i) proteins encoded in a three-
letter genetic code made of nucleic acids and a (ii) metabolism primarily coordinated
by proteins and enzymes seem to be features that unequivocally define a biological
system.

Both RNA-world advocates and researchers that propose the origin of life by
hypercycles (the theory suggesting that biology started with a protein-based pro-
tometabolism happening without codification mechanisms) have difficulties to go
forward within their theories by adding the other macromolecule into them.

When we consider RNA-world ribozymes capable of both self-replication and
catalysis (Higgs and Lehman 2015), it is difficult to see how a ribozyme-based pro-
tometabolism could further become proteic. It seems more parsimonious to think of
a biological system that already starts together, with peptides interacting with proto-
RNAs or RNA-like polymers. Proteins are the most important molecules to coordi-
nate the cellular metabolism, interacting with compounds, and catalyzing chemical
reactions, even if the importance of RNAs is also enormous. Even nowadays, the
importance of RNAs to the cellular metabolism has been underestimated and new
results from the ENCODE project suggest that three-quarters of the human genomic
DNA should be transcribed at some moment (Djebali et al. 2012).

The molecule of DNA, however, seems to have a very limited importance at the
emergence of biological systems. Actually, it is somewhat consensual that DNA
has been added to the system much time later (Forterre 2002, 2006, 2013). Double
helix polymers of the desoxyribonucleic acid that nowadays compose the genomes of
most organisms can be seen much more like a high-security media to store molecular
information that emerged later and allowed an important stabilization for both hered-
ity and the control of metabolism. Although its importance has been inestimable, it
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was probably absent at the scenario on which the biological systems emerged. The
existence of viruses harboring RNA genomes, even in single strand, can be seen
as evidence that DNA is not essential to biological systems. Being a secure media
to store molecular information, it has been placed in a safe place in the nucleus of
eukaryotic cells, though it seems to have no role in the beginnings.

The emergence of a chemical translation process on which RNA-like molecules
convert their information into peptides seems to be the main characteristic shared by
any biological system and therefore seem to have evolved from a common origin at
the first universal common ancestor (FUCA).

Once we suggest that the most realistic scenario for the emergence of biological
systems would happen on the interaction between RNAs and proteins, the importance
to explain the origins of the ribosome and the genetic code turns key. However,
the ribosomes present today in cells are highly specialized and complex molecular
machines and it is necessary to understand their old history of development.

3.3.1 The Molecular Establishment of the Genetic Code

Chemically speaking, the genetic code on which codons encode amino acids is
molecularly produced by the action of extremely important enzymes named tRNA-
aminoacyl syntethases. There are two different families for these proteins and they
are responsible to bind each amino acid to the transfer RNAs presenting not only
specific anti-codons but also other conserved binding sites on their cloverleaf struc-
ture (Zamudio and José 2018). These enzymes are of paramount importance for the
understanding of the origin and evolution of the genetic code. However, in the very
early time of biology, we should suppose that the translation system did not func-
tioned very well and codon to peptide encoding should have been performed with
no specificity, without a clear system of codification.

In that sense, the birth of biological systems is not at the emergence of the code,
but at the rise of some sort of ribozyme that was capable to bind together amino acids.
FUCA is, therefore, a process that started with no code, but her point of maturation
happened when the code was completely established. Thus, to understand the initial
steps in the emergence of FUCA we need to study deeply the anatomy of ribosomes.

3.3.2 The Anatomy of Ribosomes

The ribosomes of any biological system present two subunits. The smaller one binds
the messenger RNA while the larger presents three sites for the binding of transfer
RNAs bringing specific amino acids to the system.

The exact ribosomal site on which amino acids are bound together is considered
as its catalytic center. This catalytic center has been named as peptidyl transferase
center, or simply PTC. The PTC is part of the 23S rRNA of bacteria and it is known
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to catalyze the binding of two separate amino acids into a dipeptide using an Adenine
as the most important catalytic center. In this synthesis by dehydration, a molecule
of water is jumped out while the C-terminal of an amino acid binds to the N-terminal
of another, starting with the polymerization. Other amino acids can be further added
to this dipeptide, raising the number of amino acids that can be bound together and
allowing the formation of oligopeptides.

In our view, the appearance of a nucleic acid molecule in the early Earth that was
capable to bind together two amino acids, somehow started a process of chemical
symbiosis on which the binding of this nucleic acid to the peptides produced by itself
allowed the system to both (i) stabilize under a self-referential perspective and (ii)
aggregate complexity in layers, probably through the mechanism known as accretion.

3.4 FUCA Is Born at the Proto-PTC

Here, we propose that the biological systems originated in the very moment on which
a macromolecule of nucleic acid containing dozens of nucleotides were capable to
fold in the 3D space and catalyze the junction of two amino acids into a dipeptide.
Thus, FUCA was born when a proto-PTC started to emerge for the first time, allowing
already existing self-replicating nucleic acid polymers to produce random di- and
oligopeptides. These random peptides produced possibly bound back to the single-
strand nucleic acid polymers and allowed a higher stabilization of the system that
got more robust and was further bound to other stabilizing molecules.

Chaos theory advocates might say that a strange attractor should have been formed
at that point. Astrophysics uses the term accretion to explain how planets and other
bodies may be formed by the aggregation of material in overlapping layers, due to the
force of gravity. Here, we also use the idea of accretion to explain how the ribosome
has been assembled from the proto-PTC into a higher-level, multiple layer system.
Although the first peptides were bound randomly, the process itself cannot be seen
as random because there should have been very simple and specific types of amino
acids existing in the primordial pool of molecules. These early amino acids were
most likely Glycine, Serine, Alanine, and others (Miller 1953; Paker et al. 2011).
Their bound together attracted other amino acids and have possibly formed a first
layer of peptides that bound to the proto-PTC and stabilized its interaction to the
proto-tRNAs. After subsequent layers of complexification, these processes would
evolve to the creation of the larger ribosomal subunit with its tRNA sites A, P, and
E. Many works have already tried to understand how this subunit has been clearly
formed; some considering that PTC were at the beginning (Petrov et al. 2015) and
others presenting evidences that the ribosome structure started elsewhere (Caetano-
Anolles 2015). It is consensual; however, that the process of ribosome assembly took
a long time until it could became functional and efficient in its task of amino acid
binding.
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3.5 The Maturation of FUCA

The maturation of FUCA happened when the basis for what we call today the genetic
code has been achieved. With the basis for the code, we aim to describe the three types
of ancestral RNAs working as a system for encoding (mMRNA), decoding (tRNA), and
binding amino acids (rRNA). Recent studies seem to indicate that the same module of
30-70 nucleotides should have operated to produce initially a tRNA-like molecule.
Specific duplications and head-to-tail concatenations of this initial polymeric module
might have produced both the proto-PTC and the proto-messenger (Farias et al.
2014, 2016). And by the further attachment of specific proto-peptides produced by
the own system some polynucleotidic modules formed each time more stable linear
molecules, cloverleaf structures or ribozymes.

The first universal common ancestor (FUCA) is, therefore, an ancestor of LUCA’s
lineage. It was born when self-replicating polymers of RNA-like nucleotides started
to bind amino acids, and its maturation happened with the establishment of the genetic
code.

We understand the birth of FUCA as a (i) process of chemical symbiosis and as a
(ii) revelation about the importance of symbiotic processes to the emergence of the
most fundamental biological process. The idea of an ancestral of LUCA’s lineage is
important for the understanding that FUCA emerged much earlier than LUCA.

The emergence of a proto-PTC has been a contingent moment of enlighten to
the creativity of the universe and to the union of macromolecules. At that time,
molecules could only collaborate by interacting through binding, but never before
by building other collaborator molecules. When these ancient nucleic acids were
capable to domesticate the abundant amino acids and interact with them achieving
more stabilization than each one by itself, a new age has risen and FUCA has been
born.

The molecular nature of the universe has discovered that molecules could col-
laborate and help themselves while helping others. A moral molecular imperative
has become truth. Instead of competing and destructing each other in a RNA-based
world on which replicators destroyed each other to get their monomers and build
their own copies (Dawkins 1978), some other replicators found that binding amino
acid molecules together produced some new form of mutual stabilization. A chemical
symbiotic relationship emerged as one polymeric macromolecule has now helped the
other in a world of chemical war. Together, their stable complex aggregated other ions
and molecules, allowing new layers to be produced and augmenting the interaction
and balance between themselves.

This system had specialized to be the very language and grammar of biology,
the language of chemical interchange that would further evolved to the formation
of the complete ribosome, the genetic code, and the maturation of the molecular
translational process.
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3.6 Conclusions

We do not aim here to convince the readers about the ideas presented here, as our
intention is only to present interesting and inspiring theoretical interpretations about
how the biological systems may have emerged. We still know very few about our
deep molecular origins and we felt that we need to focus in the tentative to explain
how these wonderful, nearly chaotic phenomena that gave rise to the biological
systems might have been originated. Our exploration surely aims to be scientific
and many propositions presented here are being tested in laboratories all over the
world under the scrutiny of modern science. Much more hypotheses can be further
tested experimentally and also by the use of theoretical models to rebuild ancestral
molecules, and empirically resurrect them. In this current essay, our aim was also
to propose fundamentally philosophical and epistemological ideas about the deep
origins of biological systems that would further produce life and suggest interesting
points for research.

The view of (i) life as cellular and the (ii) proposal of the last universal common
ancestor (LUCA) as the branching point on which cellular organisms originated was
very important at their time. The very idea of both LUCA and FUCA are clearly to
be considered as a corollary of Darwin’s core idea regarding the common ancestry
among all living organisms. In one of the most important experiments in the history
of science, the Darwin contemporary Louis Pasteur has demonstrated that biogenesis
could not happen spontaneously and organisms need other organisms to arise. The
chain of life is therefore linked together back to LUCA.

There is an agreement among scholars studying the origins of life that LUCA
should be considered the ancestral of cellular organisms. However, the most recent
proposal about LUCA’s genome reveals a highly complex cellular organism with
about 355 gene families working together to produce life into a cellular organism.

Being enlightened by Darwinian ideas, it has been our aim to bring gradualism
under the theoretical research about the origins of life. This brought us back to
consider the origin of life from the point of prebiotic chemistry and we propose
here that biological systems started to emerge when RNA-like molecules started to
bind amino acids together. This is the place on time when FUCA has been born.
The history of FUCA development, however, has probably taken a long time. We
consider her to be maturated at the moment on which the system known nowadays as
translation has been completely developed; together with a functional genetic code
responsible to translate the information present in a nucleic acid into a peptide under
an organized form.
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Chapter 4 ®
Repeatability and Predictability e
in Experimental Evolution

Peter A. Lind

Abstract Independent populations often use the same phenotypic and genetic
solutions to adapt to a selective challenge, suggesting that evolution is surprisingly
repeatable. This observation has inspired a shift in focus for evolutionary biology
towards predictive studies, but progress is impeded by a lack of insight into the
causes for repeatability, which prevents tests of forecasting models outside the origi-
nal biological systems. Experimental evolution with microbes could provide a way to
identify the causes of repeated evolution, directly test forecasting ability and develop
methodology, but a range of difficulties limits successful prediction. This chapter dis-
cusses the limitations on forecasting of experimental evolution, what can and cannot
be predicted on different biological levels and why predictions will often fail. Focus-
ing on experimental populations of bacteria, the importance of selection, mutational
biases and genotype-to-phenotype maps in determining evolutionary outcomes is
discussed, as well as the potential for including these factors in forecasting models.
The chapter concludes with a discussion on the desired properties of experimental
evolution models suitable for testing forecasting models.

4.1 Introduction

The question of the predictability of evolutionary processes has a long history in
evolutionary biology. Predictability is often described in terms of the relative impor-
tance of deterministic processes, typically natural selection, and stochastic events,
including mutations, fluctuating environments and so-called historical contingen-
cies (Blount et al. 2018; Lissig et al. 2017; Orgogozo 2015). Stephen Jay Gould’s
classic thought experiment of ‘replaying the tape of life’ (Gould 1989) to see if the
results are the same (Gould betted they would not be) are now increasingly being
realized with studies on parallel evolution in both natural and laboratory populations
(Barrick and Lenski 2013; Bennett et al. 2009; Blount et al. 2012, 2018; Flowers et al.
2009; Gerstein et al. 2012; Herron and Doebeli 2013; McDonald et al. 2009; Stern
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2013; Tenaillon et al. 2012; Weinreich et al. 2006; Zhen et al. 2012). These studies
suggest that parallel evolution is quite common and that some aspects of evolution
are surprisingly repeatable in the short term, at least when conditions are identical
(Blount et al. 2018; Orgogozo 2015; Stern 2013). What is less clear is if this high
repeatability could allow us to make forecasts of evolutionary outcomes in terms of
fitness, phenotypes and genetics under similar but non-identical conditions.

If evolutionary processes are often repeatable it might, in theory, be possible to
make forecasts about evolutionary outcomes and perhaps also intervene to produce a
desired outcome (Léssig et al. 2017). This would not only shift evolutionary biology’s
focus from retrospective studies, but also open up possibilities for high-value appli-
cations. These include important problems in medicine, such as predicting antibiotic
resistance, vaccine development and personalized cancer prognosis and treatment,
as well as forecasting the ability of organisms to adapt to rapidly changing climates.
However, high repeatability does not guarantee predictability. Obviously, any predic-
tion will be probabilistic given the stochastic influence of mutational processes and
environmental conditions. But it is also possible that the data required for forecasting
are not available and must be measured in detail to be able to predict outcomes. For
example, a population genetics model that requires knowledge of standing genetic
variation in the population, the rates of new mutations and the fitness effects of all
mutations in a particular environment is unlikely to be suitable for forecasting. Thus,
evolutionary models can be highly predictive and provide an accurate description
of reality without being useful for forecasting. Of course, such models may have
other uses such as in helping to understand complex problems or for retrospective
modelling. Fitness landscapes with differing ruggedness are useful for understanding
adaptation, but realistic fitness landscapes are highly multidimensional and their use
in forecasting would require either detailed fitness measurements or a way to a priori
predict their shape (de Visser et al. 2018; de Visser and Krug 2014). Recent theo-
retical work has proposed the existence of hard fitness landscapes where even local
fitness peaks cannot be found in a moderate number of steps and where fitter mutants
will always be available, which could further limit the use of fitness landscapes in
forecasting (Kaznatcheev 2019).

A way forward could be to use machine learning to process large amounts of
data about the history of an evolutionary process to forecast the next steps. Here, no
explicit model of the underlying evolutionary processes is required, only a degree
of repeatability. This is also a weakness as what happens in the ‘black box’ of, for
example, neural networks does not easily produce an understanding of the underlying
causes, which is required if an intervention is to be possible or in order to produce
predictions for novel situations. Many machine learning methods might also produce
discoveries that are irreproducible, as they cannot assess the uncertainty of their
predictions.

Most progress in forecasting evolutionary outcomes has been achieved for pre-
dominantly asexual processes under strong selection and with high supplies of muta-
tions (Lissigetal. 2017). Examples include fitness models for forecasting of influenza
epitopes (Luksza and Lassig 2014; Neher et al. 2014), immune cell receptors
(Liao et al. 2013) and cancer (Fischer et al. 2014). These types of models provide
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a fertile middle ground between too complex models needing inaccessible infor-
mation and machine learning approaches using only repeatability. However, they
are less well suited to produce predictions outside their specific context or to test
fundamental assumptions about evolutionary processes and combining these models
with more mechanistic models could prove fruitful. Experimental laboratory evo-
lution with microbes has provided many examples of repeatability of evolutionary
processes [reviewed in Blount et al. (2018), Long et al. (2015)] and might provide
a way to determine the causes of repeated evolution. The aim of this chapter is to
explore the potential to use experimental evolution to directly test forecasting mod-
els on different biological levels and identify difficulties and limitations that hinders
progressing from repeatability to predictability.

4.2 Factors Limiting Predictability in Experimental
Evolution

Experimental evolution has long been used to demonstrate the power of evolution
in real time under controlled environmental conditions, but recent developments in
DNA sequencing technologies have led to a renaissance that has provided experimen-
tal support for the repeatability of evolution (Blount et al. 2018; Léssig et al. 2017,
Long et al. 2015). At a first glance, experimental evolution seems perfectly suited to
explore evolutionary predictability and also to determine the underlying causes of
repeated evolution. Evolution in the laboratory can take place under strictly controlled
environmental conditions, population sizes and genetic backgrounds (Van den Bergh
etal. 2018). Although studies have included sexual reproduction in both microbes and
higher organisms (Kawecki et al. 2012), the focus here will be on studies using bacte-
rial populations starting from a clonal population without standing genetic variation,
no horizontal gene transfer or migration and under strong selection for adaptation
in large populations. This limitation allows asking the most fundamental questions
about the possibilities of forecasting evolution and identify what can be predicted, on
what time scales, what we need to know and what is missing? What can we hope to
be able to predict in the future and what are the properties of experimental evolution
model systems that are suitable for testing forecasting ability?

4.2.1 Historical Contingency and Determinism
in Experimental Evolution

The definitive review on determinism and contingency in experimental evolution has
recently been published by Blount et al. (2018) and this review can add little to their
work. Their thorough examination of 51 experimental evolution studies suggest that
in a majority of studies historical contingency matters, at least on the genetic level.
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So what is historical contingency and how does it specifically matter in experimental
evolution to limit our predictive ability? Blount et al. (2018) discuss this in great detail
and concludes that ‘Historical contingency is a complicated notion, but it essentially
means that history matters’. Thus, in order to predict experimental evolution, we must
include history in some way, but simply blaming our failure to predict the outcome
on history will not suffice. The underlying causes must be understood to determine
if and how they can be incorporated into forecasting models.

4.2.2 Influence of Genetic Background

Differences in history lead to accumulation of genetic differences which means that,
in general, evolutionary outcomes of experimental evolution are more likely to differ
with increasing phylogenetic distance. That two strains from distantly related species,
such as Escherichia coli and Staphylococcos aureus, would not respond to an adaptive
challenge in the same way is therefore not surprising. More surprising is that closely
related strains of E. coli often do not evolve mutations in the same genes under similar
conditions even though experimental evolution for each individual strain is highly
repeatable (Wang et al. 2018). Clearly history matters. History in these cases however
often involves a long time in a laboratory environment, sometimes also including
rounds of chemical or physical mutagenesis (Blattner et al. 1997; Daegelen et al.
2009), leading to arange of adaptive and deleterious mutations fixed in the population.
This means that in many cases, the mutations detected after experimental evolution
are unique to that particular strain simply because they are reversing or compensating
for a mutation that would rarely occur in natural populations. Examples include argR,
mrdA, ybaL, rbsD, hslU, icIR in E. coli REL606, hfg, rph-pyrE in E. coli MG1655
(www.mutationdb.com) (Wang et al. 2018) and malQ, treB in Salmonella enterica
serovar Typhimurium LT2 (Knoppel et al. 2018). This shows that evolution might be
completely repeatable and we can understand the underlying causes, but the outcome
would not contribute to a useful forecast for another related strain.

4.2.3 Environmental Influence

Even if experimental evolution is often highly repeatable under identical conditions,
this does not necessarily allow us to predict evolution in a slightly different context,
which is required for development of useful applications. For example, adaptation
to different temperatures in the same medium produced largely divergent mutational
patterns (Deatherage et al. 2017). Partly, this might be due to different requirements
to compensate for deleterious mutations at different growth rates or simply that
the relative fitness effects vary between environments so that the probable order of
mutations is likely to be different. If such environmental sensitivity is common, it
will severely limit direct tests of evolutionary forecasts. For example, if evolutionary
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outcomes vary depending on minor differences in growth medium composition,
temperature, pH, time between bottlenecks or population size (Bailey et al. 2017),
there is little hope to move beyond simple repeatability.

At this point, it seems that successful forecasting of experimental evolution will
only be possible when there is a dominant selective pressure that can be recognized
beforehand. One obvious example is high-level antibiotic resistance. As all sensitive
bacteria die and only resistant mutants survive, the prediction on the phenotypic level
is trivial and often the mutational target can also be predicted if it is already well
known from other strains or species. Under many other experimental conditions, the
dominant selective pressure is much more difficult to identify beforehand. Adaptation
to new growth media or to a different temperature can be achieved by a large number
of phenotypes, which prevents detailed forecasts beyond that of increased fitness
and perhaps types of mutations. There might also be arising ecological complexities.
Adaptation in a serial transfer experiment can proceed by multiple adaptive path-
ways that might also lead to several ecological types coexisting over long timescales.
This was found by Herron and Doebeli (2013) in a study where E. coli populations
diverged into one ecotype specializing on growing fast on glucose and another grow-
ing rapidly on acetate after glucose was depleted. Unintended differences in selection
can also be introduced by the growth dynamics in serial transfer experiments. If one
environmental condition allows the bacteria to reach stationary phase faster than
the other, the difference in outcome can reflect not only adaptation to the intended
condition, but also longer time for mutants with increased growth during stationary
phase to increase in frequency.

4.2.4 Complexity and Diversity in Experimental Evolution

As exemplified above, prediction of for example high-level antibiotic resistance to
certain antibiotics such as rifampicin can be successful and often predict a handful
of likely mutations. However, the prediction would be identical for all species and is
based solely on the molecular phenotype of the rifampicin binding site in the RNA
polymerase subunit (Goldstein 2014). There is nothing surprising about the success
of our forecast, even if it can be extended between species, as there is no known
diversity in possible solutions. A useful forecast would need to combine reliance of
known information with an ability to make novel predictions in some way and this
requires the existence of diverse adaptive outcomes. A related difficulty is how to
show that there are alternative phenotypic or genotypic solutions if only one outcome
is ever observed (Lind et al. 2015).

Related to the issue of diversity is the level of complexity of the expected adap-
tive solutions. For rifampicin resistance, the model system is too simple, but media
adaptation involves a plenitude of possible adaptive phenotypes and an even greater
diversity of mutational paths. In many cases, adaptive mutations occur in global regu-
lators of gene expression, such as RNA polymerase subunits, sigma factors, RNAases,
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ribosomal proteins, topoisomerases or DNA-binding proteins that change the expres-
sion of hundreds of genes (Good et al. 2017; Tenaillon et al. 2012; Wang et al. 2018).
Therefore, it is often difficult to determine the cause of the fitness increase on the
molecular or cellular level and thus to define a particular adaptive phenotype. In many
cases, mutations in global regulators are also likely to be compensatory mutations
restoring gene expression after previous laboratory-induced mutations where a sim-
ple reversal or directly related compensatory mutation is unable to restore cellular
function as discussed above. This could explain why core genes was found to evolve
rapidly in the long-term evolution experiment with E. coli (Maddamsetti et al. 2017)
in contrast to what is observed in natural populations.

4.2.5 Relevance to Natural Populations

The strength of the simple controlled environments used in experimental evolution
studies is also one of its weaknesses. It is debatable how relevant findings will be
to natural populations that experience changing environments and ecological inter-
actions and with structured populations that are orders of magnitudes larger (Bailey
and Bataillon 2016). What is clear is that the absolute fitness values obtained in
laboratory experiments will mean little in natural populations. However, it might
be possible to select for ecologically relevant traits that are likely to be correlated
with fitness also in natural contexts, which could provide a link between laboratory
models and clinical and environmental strains.

In cases where very strong selection for a new function in a particular gene is
possible, the potential for a direct link to natural populations is greater. This includes
antibiotic resistance studies where the same mutations found after experimental evo-
lution is detected in nature (Hughes and Andersson 2017) although there can also
be large differences in the spectrum of mutations found (Thulin et al. 2015). Fit-
ness effects of resistance mutations have also found to be correlated with natural
prevalence (O’Neill et al. 2006; Sommer et al. 2017; Thulin et al. 2015).

4.3 Causes of Repeated Experimental Evolution

Forecasts of experimental evolution can range from the binary prediction of whether
an adaptation will occur in a defined time to detailed probabilistic models of defined
mutational trajectories. In bacterial model systems without standing genetic variation
and horizontal gene transfer, the phenotypic variation that natural selection acts upon
is produced solely by mutation. This means that in addition to fitness, the outcome
will in many cases also depend on the rate of phenotypic production by mutation
(Bailey et al. 2017; Lind et al. 2015, 2019; Stern 2013; Yampolsky and Stoltzfus
2001). Origin-fixation models have long been used to describe these dynamics and
provide a rational starting point for determining the relative influence of mutation
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and selection in experimental evolution studies (McCandlish and Stoltzfus 2014). It
is less clear if they are useful for forecasting. This would require us to either measure
the fitness of different adaptive mutants and their mutation rates or predict them a
priori. In the first case, these parameters would be often inaccessible and when such
data could be obtained, it would not be in the spirit of forecasting. In the second
case, predictions of either fitness effects of mutations and rates of mutations remain
unsolved problems at the heart of biology. Still, the origin-fixation framework points
to the underlying causes of repeatability in experimental evolution and might provide
a way forward by dividing the forecasting problem into several sub-problems. These
processes work at different biological levels and thus no grand theory or general
forecasting model is ever expected to be possible.

Consider a simple case of perfectly repeatable experimental evolution (Fig. 4.1).
Each time evolution is replayed the same phenotype evolves and a mutation is found
in the same gene. Unless the underlying cause of repeatability is understood no
prediction can be made outside this specific context as discussed above. The simplest
explanation is that only mutations in this particular gene can produce the phenotype
and thus repeatability is explained by a lack of alternatives. In a related organism
with similar gene content, a reasonable prediction is that the same mutational solution
will be used. The more commonly invoked explanation, at least for more complex
adaptive scenarios, is that mutations repeatedly occur in the same gene because it
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Fig. 4.1 Repeated experimental evolution is caused by the interplay of natural selection and the
origin of phenotypic variation by mutation. If there are several adaptive solutions (green, yellow,
blue and red), but only one (green) is observed in the evolved population the underlying causes
for this is often unclear. a Repeated phenotypic and genetic evolution is often interpreted solely in
terms of natural selection. Although there are many adaptive mutations, some have higher fitness
and as the population grows they outcompete other mutants. b There might also be several equally fit
adaptive mutants, but they are produced by mutation at different rates so that some phenotypes and
genotypes are more frequent. Differences in rates for origin of phenotypic variation can be caused
by mutational biases. Alternatively, the genotype-to-phenotype map can bias evolution towards the
pathways with the largest target size for adaptive mutations
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produces the phenotype with the highest fitness even though there are other adaptive
mutations that originate at similar rates (Fig. 4.1a).

An alternative explanation for the repeated evolution is that although mutations in
many genes can produce phenotypes of equal adaptive value they occur in a particular
gene because it produces phenotypic variation at a higher rate (Fig. 4.1b) (Lind et al.
2015, 2019; Stern 2013; Yampolsky and Stoltzfus 2001). Simply put: they are more
frequent. This can be due either to a higher mechanistic mutation rate or a higher
capacity to translate genetic variation into phenotypic variation, i.e. target size. These
two factors are commonly included together in origin-fixation models, but as will
be discussed below the methods for trying to predict them will be fundamentally
different. Fitness, mutation rate and mutational target size will in most systems all
influence the outcome, but depending on circumstances one may be completely dom-
inant. Each of these factors can also either decrease or increase forecasting potential
depending on our ability to understand and predict them. Perfectly deterministic out-
comes can be impossible to predict if, for example, it is caused by mutational hot
spots that cannot be detected beforehand.

4.4 Potential for Forecasting on Different Biological Levels

Forecasts of experimental evolution can be made at different biological levels
(Fig. 4.2) and it is generally assumed that higher-order traits such as fitness will be
more easily predicted than specific phenotypes (Lissig et al. 2017). On the genetic
levels, a similar assumption is that mutational targets will be increasingly difficult to
predict starting with gene networks, operons, genes and down to specific mutations
(Lassig et al. 2017). In order to make forecasts on different levels, mapping between
genotype and molecular systems in the cell, molecular systems to phenotypes and
phenotypes to fitness must be accomplished (Fig. 4.2). The universal conclusion
from decades of experimental evolution studies is that fitness increases over time
and that it continues to increase for many generations (Good et al. 2017). Depending
on the experimental system, the rate of increase and the distribution of fitness effects
of beneficial mutations appears to vary considerably (Good et al. 2012; Kassen and
Bataillon 2006; MacLean and Buckling 2009; McDonald et al. 2011; Orr 2003; Per-
feito et al. 2007; Rokyta et al. 2008). Nonetheless, the rational starting point for
making an a priori evolutionary forecast of a new experimental evolution study is
fitness.

4.4.1 Prediction of Fitness

In experimental evolution studies of adaptation with bacteria, the majority of muta-
tions rising to high frequencies in the population will increase fitness. Large pop-
ulation sizes eliminate genetic drift and hitchhiking neutral or slightly deleterious
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Fig.4.2 Evolutionary forecasts can be made at different levels, from mutations in specific positions
to an increase in fitness. Forecasting on several levels require the ability to connect fitness to spe-
cific phenotypes, phenotypes to specific cellular/molecular states in parameter space or connecting
genotypic variation to changes in parameter space. The causes of repeated experimental evolution
(Fig. 4.1) operate at different levels with natural selection in fitness space, mutational target size in
the translation of genotypic variation into phenotypic variation, i.e. parameter space, and mutational
biases at the genotype level. Adapted from Lind (2018)

mutations are likely to play a minor part in future adaptation. Much progress has been
made in examining the distribution of fitness effects of beneficial mutations both
experimentally and through sequence analysis (Eyre-Walker and Keightley 2007;
Good et al. 2012; Kassen and Bataillon 2006; Keightley and Eyre-Walker 2010;
MacLean and Buckling 2009; McDonald et al. 2011; Orr 2003; Perfeito et al. 2007,
Rokyta et al. 2008). The general conclusion is that the large majority of beneficial
mutations increase fitness only slightly, with a tail of rare high-fitness mutants, and
it has been suggested that the shape is best described by an exponential distribution
(Orr 2010) (Fig. 4.3a). But as mutants with higher fitness are more likely to become
fixed in the population, the fitness effects of the observed adaptive mutants is much
larger than average and adaptation will be dominated by large-effect mutations in
most bacterial experimental evolution studies where population sizes are large (Good
et al. 2012).

When experimental evolution continues for long enough to allow fixation of sev-
eral consecutive mutations [or increase in frequency of several mutations as in clonal
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Fig. 4.3 a The distribution of fitness effects of beneficial mutations is often assumed to be expo-
nential, based on extreme value theory (Orr 2003). b Fitness in experimental evolution increases
most rapidly early on and typically continues to increase until the experiment is ended (Good et al.
2017). ¢ The increase in fitness over time can been described by a power law where log (fitness)
increases linearly with log (time) (Wiser et al. 2013). d Even in cases where distinct phenotypic
adaptive solutions can be predicted, there is generally no way to predict which solution will be
superior and when experimental data are available, it is often unclear to what degree fitness depends
on environment and genetic background

interference (Gerrish and Lenski 1998)] the rate of fitness increase can be analysed.
For populations adapting to constant environments, such as a new growth medium
or increased temperature, the rate is rapid in the beginning and the rate of fitness
increase then declines but fitness typically continues to increase until the end of
the experiment (Fig. 4.3b). This increase in fitness can be described by a power
law where log fitness increases linearly in log time (Wiser et al. 2013) (Fig. 4.3c).
Even in cases when there is little parallelism on the genetic level convergence on
the level of fitness is common (Blount et al. 2018). Unfortunately, there is currently
no possibility to connect forecasts of fitness effects for growth media or temperature
adaptation to that of particular phenotypes or particular genes, although mutations
in global regulators are common (Fig. 4.2).

Many types of experimental evolution set-ups select for a more specific phenotype
that is strongly correlated to fitness in the particular environment, which may limit
their generalizability (Van den Bergh et al. 2018). However, by reducing the size of
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the relevant phenotype space, they may provide more potential for forecasting not
only of fitness effects, but also the mutational targets. Examples include antibiotic
resistance, biofilm formation, swarming and evolution of new metabolic activities
(Blank et al. 2014; Gullberg et al. 2011; Kovacs and Dragos 2019; Nasvall et al. 2012;
Rainey and Travisano 1998; Steenackers et al. 2016; Van den Bergh et al. 2018; van
Ditmarsch et al. 2013; Wong et al. 2012). Directly comparing the distributions of
beneficial fitness effects for these model systems are difficult due to the difference
in fitness assays used. Nevertheless, it is apparent that a limited number of possible
phenotypic and genetic solutions to a particular problem mean that no particular
distribution is likely to be found. For example, if two different phenotypes can solve
an adaptive problem, they will each have a distinct distribution of fitness effects and
the mode of the distribution will be completely dependent on the selective challenge.
Or using a fitness landscape analogy: if there are only two peaks in the landscape we
have no way of telling a priori how high they will be (Fig. 4.3d).

4.4.2 Prediction of Phenotypes

The complexity of adaptation to new growth media or temperature and the com-
monly observed large-scale changes in gene expression brought about by mutations
in global regulators means that there is currently little hope to connect fitness to
specific phenotypes or molecular consequences (Fig. 4.2). Therefore, forecasts will
often be stuck on the fitness level. Of course, this does not reduce the usefulness of
such studies in general, but they are less well suited for testing evolutionary forecasts.
Selecting for solutions to more specific adaptive problems comes at a cost of lost
generalizability, but also affords the possibility to predict which specific molecular
or cellular phenotypes will increase fitness. This opens up possibilities to also pre-
dict genetic targets in cases where the genotype-to-phenotype map is at least partly
understood or can be predicted in some way.

A priori prediction of adaptive phenotypes relies on previous experimental data
and knowledge of cellular and molecular biology as well as the ability to select for a
dominant phenotype. For antibiotic resistance, several different general mechanisms
are known, including target modification, enzymatic degradation and modification,
reduced uptake and increased efflux. It is thus conceivable that is might become
possible to predict not only the existence of resistance mechanisms to a novel antibi-
otic, but also the mutation rate and in which genes mutations would occur and also
the molecular changes required. Previous knowledge of fitness effects of mutations
in, for example, porins, limiting uptake of an antibiotic, or mutations that activate
efflux pumps, may then be used to provide a risk assessment for future resistance
that would also need to be complemented by an assessment of resistance by hori-
zontal gene transfer using other methods. In similar ways, specific phenotypes, such
as biofilm formation or increased motility, can be directly linked to their structural
components, in these cases production of exopolysaccharides or flagella, but also
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to the regulatory genes controlling these processes. If the underlying genetic archi-
tecture is well understood, this opens the door for parameterization and modelling
(Lind et al. 2019; Savageau and Fasani 2009; Valderrama-Gomez et al. 2018).

4.4.3 Origin of Adaptive Mutants

In experimental evolution studies that select for specific phenotypes, several possi-
ble molecular solutions are likely to be possible. Although it is often assumed that
the solutions commonly found corresponds to the highest fitness phenotypes, it is
increasingly recognized that the rate of production of phenotypic variation, the origin
process, can also greatly influence the outcome (Lind et al. 2015; McCandlish and
Stoltzfus 2014; Yampolsky and Stoltzfus 2001). If we assume that mutations in two
genes can produce equally fit phenotypes in the experimental environment, yet only
mutations in one gene are ever observed this could have two explanations that are
not mutually exclusive. Either there are more mutation sites that can produce the
phenotype in one of the genes or the mechanistic mutation rate is higher for one gene
(Fig. 4.1b).

4.4.3.1 Mutational Biases

While much effort has been made to elucidate the distribution of fitness effects
of new mutations, the importance of the distribution of mutation rates has been
less explored (Harpak et al. 2016; Hodgkinson et al. 2009; Johnson and Hellmann
2011). Average mutation rates are available from experimental estimates or sequence
analysis for a large number of organisms (Lynch et al. 2016), but just as knowledge
of average fitness effects of mutations would help little with predicting the effects of
fixed mutations, there is a possibility that a wide distribution of mutation rates could
have a major impact on forecasting. If mutation rates at different sites in a genome
vary over several orders of magnitude in ways that cannot be predicted, this could
completely dominate the outcomes in experimental evolution studies and thwart our
attempts to forecast evolution. It is also not known how conserved mutational biases
are between strains and species at nucleotide, genic and genomic levels.

There are many ways in which mutation rates vary. The simplest is that different
types of mutations have different rates. For example, transitions are more common
than transversions in many organisms, which could bias adaptation (Stoltzfus and
McCandlish 2017), but given a similar distribution of nucleotides between different
genes this is unlikely to bias evolution heavily towards a particular gene or region. The
rate of gene duplications has been shown to be very high, up to 103 per cell per gen-
eration in S. typhimurium LT2 (Reams et al. 2014), and there appears to be a range of
several orders of magnitude for duplication rates at different genomic regions, often
with specific recombinational hot spots with long sequence homologies making a
significant contribution (Reams and Roth 2015). Once a duplication has occurred,
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higher copy number amplifications are produced at even higher rates, given the newly
formed long identical sequence homologies, but these are also inherently unstable
and are typically lost at high rates when not under selection (Andersson and Hughes
2009; Reams and Roth 2015). Deletions and inversions between long homologies also
occur at high rates while deletions that are formed by non-homologous end-joining
are orders of magnitude less common (Koskiniemi and Andersson 2009; Lovett et al.
2002). Mobile genetic elements can produce not only insertional inactivation at high
rates (Sousa et al. 2013), but can also contribute to deletions and duplications at very
high rates when they are present in several copies given their long identical sequence
homologies provide substrates for recombination. For example, deletion of rbs in
E. coli occur at high rates (~5 x 107> per cell generation) due to a IS150 element
upstream of the operon that provides sequence homology for recombinational dele-
tion when a new copy is introduced into the rbs operon (Cooper et al. 2001). Given
the mobility of these types of sequences their location, copy number and transpo-
sition activity differs to a large degree even between closely related strains, which
could introduce strong strain-specific variations in mutation rates and therefore also
in the rates of production of phenotypic variation and the paths taken by evolution.

Mutational hot spots are also caused by replication slippage leading high muta-
tion rates at homonucleotide tracts, quasipalindromes or deletions between short
sequence homologies that are in close proximity (Levinson and Gutman 1987; Lovett
2004; Viswanathan et al. 2000). In addition to these mutational processes that are
linked to the local properties of DNA, the molecular processes of the cells could
make a significant contribution to mutational biases. Examples of this include tran-
scription—replication collisions that were found to elevate mutations by orders of
magnitude at some positions, strand-specific biases in transcription and replication
and the possible influence of DNA-binding proteins (Hudson et al. 2003; Lind and
Andersson 2008; Sankar et al. 2016).

The spectra of mutations and rates across genomes are also heavily influenced by
environmental conditions (Krasovec et al. 2017; Maharjan and Ferenci 2017; She-
waramani et al. 2017) and is expected to vary between different species depending on
the complement of DNA repair proteins (Lind and Andersson 2008). Given all these
potential biases in mutation rates it is not surprising that no computational approaches
to predicting mutation rates for specific nucleotides, genes of genomic regions have
been described even though it is acknowledged that biases can contribute to adapta-
tion and the distribution of allele differences observed in a population (Harpak et al.
2016; Stoltzfus and McCandlish 2017). High-throughput sequencing in combination
with machine learning is likely to partially fill this gap, but it is not clear to what
degree such models will be transferable between different environments or different
species.

4.4.3.2 Mutational Target Size

Why would some genes have a higher capacity to translate genotypic variation into
phenotypic variation? One simple explanation is that loss-of-function mutations in a
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gene are generally assumed to be much more common than gain-of-function muta-
tions. This explains why loss-of-function mutations dominate in many experimental
evolution studies (Long et al. 2015). Inactivating mutations does not necessarily
mean simply losing something that is not useful in a particular environment, such
as flagella or virulence traits, but they can also lead to changes in gene expression
and thereby activation of other genes. If an adaptive phenotype can be reached by
complete loss-of-function of a gene product or increase in function of another, the
expectation would be that the former would have a much larger mutational target
than the latter simply on account of loss-of-function mutations being more common
than gain-of-function mutations. Gene products have a variety of different functions,
including catalysis, transport, structural roles and signalling, but they are all regulated
in some way, either through local regulation, for example by a transcription factor,
but also through global regulatory systems or a general connection with the cellular
physiology or growth rate. The genetic architecture underlying adaptive traits are
often complex, requiring the concerted action of many gene products. In such cases,
increase or decrease in function of a single gene product is unlikely to have a signif-
icant effect on fitness. A simple example would be a bacterial operon where several
genes are transcribed as a single unit that encodes proteins needed for growth on a
particular carbon source. Only an increase in expression of the entire operon would
suffice and increasing the activity or amount of a single gene product will only mat-
ter if it is limiting for growth. Molecular networks are however usually much more
complex than single operons and shifting the output often requires mutations in key
regulator genes. This probably accounts for the high proportion of adaptive muta-
tions found in global regulatory genes such as RNA polymerase subunits, sigma
factors and stringent response signalling in experimental evolution studies (Blount
et al. 2018; Good et al. 2017; Long et al. 2015). Unfortunately, understanding the
molecular/cellular cause of the fitness increase in such cases remains challenging
due to its complexity, i.e. mapping of large changes in parameter space to that of
specific phenotypes and fitness (Fig. 4.2).

With an ever-increasing number of experimental and bioinformatics studies, there
is a growing potential for mechanistic modelling of genotype-to-phenotype maps.
Knowledge of the interaction between gene products and how they produce pheno-
typic variation allow parameterization and could provide methods for contributing
to evolutionary forecasting (Lind et al. 2019; Rainey et al. 2017). The Pseudomonas
fluorescens SBW25 wrinkly spreader model system represents a well understood
(Lind et al. 2015, 2019; McDonald et al. 2009; Rainey and Travisano 1998; Spiers
et al. 2002) and intermediate complexity model system that provides an opportunity
to explore the relative influences of selection, mutational biases and target size (Lind
et al. 2019). Static incubation of the wild type P. fluorescens SBW25 selects for
mutants that colonize the air-liquid interface in order to gain access to oxygen that
is rapidly depleted from the growth medium (Fig. 4.4a). Although other adaptive
mutants are possible, the ecotypes with highest fitness all colonize the air-liquid
interface by increased cell-cell adhesion and/or adhesion to the tube wall and have
distinct colony morphologies on agar plates (Ferguson et al. 2013; Lind et al. 2017b).
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Fig. 4.4 Pseudomonas fluorescens SBW25 wrinkly spreader system. a The wild type strain has
smooth colony morphology on agar plate and when inoculated into static microcosms there is
strong selection for colonization of the air-liquid interface where the oxygen concentration is
high. Adaptive mutants have increased cell-to-cell or cell-to-wall contact mediated by expression
of exopolysaccharides, modification of lipopolysaccharides or cell chaining caused by incomplete
cell division. The most successful of these types is the wrinkly spreader that overproduces cellulose
and appears wrinkly on agar. b The wrinkly spreader phenotype evolves by multiple pathways, all
involving mutational activation of diguanylate cyclases that overproduce the second messenger c-di-
GMP, which is a conserved signal for biofilm formation, resulting in increased cellulose production.
Phenotypically similar mutants, sometimes with mutations in the same genes have been found in
clinical isolates of the important pathogen Pseudomonas aeruginosa suggesting these types are
relevant in natural populations (Malone 2015). Adapted from Lind (2018)

(a) Ancestor Static experimental evolution

The highest fitness phenotype is the wrinkly spreader that overproduces a cellu-
losic polymer (Spiers et al. 2003) that functions as glue and that gives it a wrinkly
appearance on agar plate. Mutations causing the phenotype have been found to pre-
dominantly occur in three loci (McDonald et al. 2009), all encoding a diguanylate
cyclase that produce the second messenger c-di-GMP, which is a conserved signal
for biofilm formation. Mutations cause activation of c-di-GMP production resulting
in overproduction of cellulose (Fig. 4.4b). The majority of mutations are believed to
be disabling mutations that disrupt negative regulation by loss of an intermolecular
interaction (Lind et al. 2019; McDonald et al. 2009).

Detailed knowledge of the genotype-to-phenotype map underpinning the WS
phenotype allowed development of mathematical models (Fig. 4.5a) that can make
predictions about the relative rates that the three pathways with differently wired
regulation produce wrinkly spreaders (Fig. 4.5b) as well as the genetic targets within
each network (Lind et al. 2019). Models were then compared with experimental
data (Fig. 4.5¢), where mutation was decoupled from selection using a reporter con-
struct, to show that genetic targets could be predicted, including previously unknown
mutations (Lind et al. 2019). However, predicted relative mutation rates to the WS
phenotype for each pathway did not agree with models due to a mutational hot spot
in the awsX gene, again demonstrating the importance of mutational biases (Lind
et al. 2019). This information was included in a revised model leading to improved
predictions (Fig. 4.5d).
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Fig. 4.5 Genotype-to-phenotype map biases evolution of wrinkly spreaders because different
diguanylate cyclases have different regulatory networks. a Modelling of the reaction networks
for the three main pathways to wrinkly spreaders has been described (here only the Wsp network is
shown) (Lind et al. 2019). Yellow circles represent proteins (with different modifications for exam-
ple * is a phosphorylation) and grey circles represent reaction rates. Arrows show the direction in
terms of products and reactants. The orange circle R* represent the active form of the diguanylate
cyclase and increase of this component after mutational changes to reaction rates was assumed to
lead to a wrinkly spreader. For example, mutations that reduce rg or 1 or increase r5 can all produce
a wrinkly spreader. WspF (represented by F and its phosphorylated from F*) can produce wrinkly
spreaders by changes in r; (reduced demethylation of WspA by loss of enzymatic activity or loss
of interaction with WspABD) and rg (loss of phosphorylation site or loss of interaction with WspE)
(see Fig. 4.6a). b Assuming that disabling reactions are more common than enabling reactions and
modelling of each network (Wsp, Aws, Mws) produce a null prediction for the relative rates that each
pathway will be used. ¢ Experimental data on mutation rates to wrinkly spreaders obtained without
the biasing influence of natural selection by use of a reporter construct. d When a mutational hot
spot in one component of the Aws pathway was discovered this information was incorporated into
models, which increased predictive ability. e In addition to the three main pathways that account for
>98% of wrinkly spreaders there are at least 13 additional pathways (Lind et al. 2015). These are
used at different rates depending on the types of mutations required to activate diguanylate cyclase
activity

There are many examples where regulatory mutations contribute to adaptation in
experimental evolution studies focusing on specific phenotype. For example hyper-
swarming in Pseudomonas aeruginosa was repeatedly caused by mutations in the
flagellar regulator gene fleN, which locks the bacterium in a multiflagellated state
(van Ditmarsch et al. 2013), and adaptation to ciprofloxacin by repeated inactivating
mutations in the transcription factor nfxB that results in overactivation of the efflux
pump MexCD-Opr]J (Wong et al. 2012).

Disruption of negative regulation provides a likely explanation for why evolution
repeatedly uses the three main pathways in the wrinkly spreader system due to the
large target sizes. To explore if there are alternative pathways, the three main pathways
were deleted and experimental evolution repeated,