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From Rainer for Marcus

As far as my eyes can see
There are shadows approaching me
And to those I left behind
I wanted you to know
You’ve always shared my deepest thoughts
I’ll miss you when I go
And oh! when I’'m old and wise
Bitter words mean little to me
Like autumn winds will blow right
through me
And someday in the mist of time
When they asked me if I knew you
I'd smile and say you were a friend of mine
And the sadness would be lifted from
my eyes
Alan Parsons



Preface to the Fourth Edition

Writing a new edition of a book is similar to making an extension to a house: if you
don’t respect the original intent of the writer (or architect), the result might turn out
to be less attractive than the original. This becomes even more true as the number
of editions grow. We have paid attention to this observation in each of the editions
of this book, including this fourth edition. In particular, although the mathematical
theory of inverse scattering for acoustic and electromagnetic waves has grown far
beyond its modest beginning when we wrote the first edition of our book, we have
continued to maintain our focus on the nonlinear and ill-posed nature of the inverse
scattering problem in the frequency domain. We hope that this new edition expands
upon ideas of earlier editions and will continue to serve as a basic introduction to
inverse scattering theory rather than a comprehensive treatise on the subject.

In this fourth edition, we have made a number of significant additions. Perhaps
the most important of these is a new chapter on transmission eigenvalues. A
further substantial addition is a new section on the impedance boundary condition,
where we have paid particular attention to the generalized impedance boundary
condition and to nonlocal impedance boundary conditions. We have also added
brief discussions on the generalized linear sampling method, the method of recursive
linearization, anisotropic media, and the use of target signatures in inverse scattering
theory.

Last, but not least, we would like to acknowledge the support of the Mathematical
Institute at Oberwolfach for allowing us to participate in the Research in Pairs
Program, where the final modifications on the fourth edition were made in a relaxing
research environment in the beautiful surrounding of the Black Forest.

Newark, DE, USA David Colton
Gottingen, Germany Rainer Kress
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Preface to the Third Edition

Since the second edition of our book appeared 14 years ago, the field of inverse
scattering theory has continued to be an active and growing area of applied
mathematics. In this third edition, we have tried to bring our book up to date by
including many of the new developments in the field that have taken place during
this period. We again have made no effort to cover all of the many new directions
in inverse scattering theory but rather have restricted ourselves to a selection of
those developments that we have either participated in or are a natural development
of material discussed in previous editions. We have also continued to emphasize
simplicity over generality, e.g., smooth domains instead of domains with corners,
isotropic media rather than anisotropic media, and standard boundary conditions
rather than more generalized ones. By so doing, we hope that our book will continue
to serve as a basic introduction to the field of inverse scattering theory.

In order to bring our book up to date, considerable changes have been made
to the second edition. In particular, new sections have been added on the linear
sampling and factorization methods for solving the inverse scattering problem as
well as expanded treatments of iteration methods and uniqueness theorems for the
inverse obstacle problem. These additions have also required us to expand our
presentation on both transmission eigenvalues and boundary integral equations in
Sobolev spaces. These changes in turn suggest a more integrated view of inverse
scattering theory. In particular, what was previously referred to as the Colton—
Monk and Kirsch—Kress methods, respectively, are now viewed as two examples
of what are called decomposition methods. From this point of view, the techniques
of iteration, decomposition, and sampling form a natural trilogy of methods for
solving inverse scattering problems. Although a few results from the second edition
have been removed due to the fact that we now consider them to be obsolete, for
historical reasons we have tended to do so sparingly.

We hope that this new edition of our book will continue to serve readers who are
already in the field of inverse scattering theory as well as to attract newcomers to
this beautiful area of applied mathematics.

Newark, DE, USA David Colton
Gottingen, Germany Rainer Kress
ix



Preface to the Second Edition

In the 5 years since the first edition of this book appeared, the field of inverse
scattering theory has continued to grow and flourish. Hence, when the opportunity
for a second edition presented itself, we were pleased to have the possibility of
updating our monograph to take into account recent developments in the area. As in
the first edition, we have been motivated by our own view of inverse scattering
and have not attempted to include all of the many new directions in the field.
However, we feel that this new edition represents a state-of-the-art overview of the
basic elements of the mathematical theory of acoustic and electromagnetic inverse
scattering.

In addition to making minor corrections and additional comments in the text
and updating the references, we have added new sections on Newton’s method for
solving the inverse obstacle problem (Sect. 5.3), the spectral theory of the far field
operator (Sect. 8.4), a proof of the uniqueness of the solution to the inverse medium
problem for acoustic waves (Sect. 10.2), and a method for determining the support of
an inhomogeneous medium from far field data by solving a linear integral equation
of the first kind (Sect. 10.7).

We hope that this second edition will attract new readers to the beautiful and
intriguing field of inverse scattering.

Newark, DE, USA David Colton
Gottingen, Germany Rainer Kress
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Preface to the First Edition

It has now been almost 10 years since our first book on scattering theory appeared
[104]. At that time, we claimed that “in recent years the development of integral
equation methods for the direct scattering problem seems to be nearing completion,
whereas the use of such an approach to study the inverse scattering problem has
progressed to an extent that a ‘state of the art’ survey appears highly desirable,”
Since we wrote these words, the inverse scattering problem for acoustic and
electromagnetic waves has grown from being a few theoretical considerations with
limited numerical implementations to a well-developed mathematical theory with
tested numerical algorithms. This maturing of the field of inverse scattering theory
has been based on the realization that such problems are in general not only
nonlinear but also improperly posed in the sense that the solution does not depend
continuously on the measured data. This was emphasized in [104] and treated with
the ideas and tools available at that time. Now, almost 10 years later, these initial
ideas have developed to the extent that a monograph summarizing the mathematical
basis of the field seems appropriate. This book is our attempt to write such a
monograph.

The inverse scattering problem for acoustic and electromagnetic waves can
broadly be divided into two classes: the inverse obstacle problem and the inverse
medium problem. In the inverse obstacle problem, the scattering object is a
homogeneous obstacle with given boundary data, and the inverse problem is to
determine the obstacle from a knowledge of the scattered field at infinity, i.e., the
far field pattern. The inverse medium problem, in its simplest form, is the situation
when the scattering object is an inhomogeneous medium such that the constitutive
parameters vary in a continuous manner and the inverse problem is to determine
one or more of these parameters from the far field pattern. Only the inverse obstacle
problem was considered in [104]. In this book, we shall consider both the inverse
obstacle and the inverse medium problem using two different methods. In the first
method, one looks for an obstacle or parameters whose far field pattern best fits
the measured data, whereas in the second method one looks for an obstacle or
parameters whose far field pattern has the same weighted averages as the measured
data. The theoretical and numerical development of these two methods for solving

xiii



Xiv Preface to the First Edition

the inverse scattering problem for acoustic and electromagnetic waves is the basic
subject matter of this book.

We make no claim to cover all the many topics in inverse scattering theory for
acoustic and electromagnetic waves. Indeed, with the rapid growth of the field,
such a task would be almost impossible in a single volume. In particular, we have
emphasized the nonlinear and improperly posed nature of the inverse scattering
problem and have paid only passing attention to the various linear methods which
are applicable in certain cases. This view of inverse scattering theory has been
arrived at through our work in collaboration with a number of mathematicians over
the past 10 years, in particular Thomas Angell, Peter Hahner, Andreas Kirsch, Ralph
Kleinman, Peter Monk, Lassi Piivirinta, Lutz Wienert, and Axel Zinn.

As with any book on mathematics, a basic question to answer is where to begin,
i.e., what degree of mathematical sophistication is expected of the reader? Since
the inverse scattering problem begins with the asymptotic behavior of the solution
to the direct scattering problem, it seems reasonable to start with a discussion of
the existence and uniqueness of a solution to the direct problem. We have done
this for both the Helmholtz and the Maxwell equations. Included in our discussion
is a treatment of the numerical solution of the direct problem. In addition to a
detailed presentation of the direct scattering problem, we have also included as
background material the rudiments of the theory of spherical harmonics, spherical
Bessel functions, operator-valued analytic functions and ill-posed problems (this
last topic has been considerably expanded from the brief discussion given in [104]).
As far as more general mathematical background is concerned, we assume that the
reader has a basic knowledge of classical and functional analysis.

We have been helped by many people in the course of preparing this book.
In particular, we would like to thank Wilhelm Grever, Rainer Hartke, and Volker
Walther for reading parts of the manuscript and Peter Héhner for his many valuable
suggestions for improvements. Thanks also go to Ginger Moore for doing part of the
typing. We would like to acknowledge the financial support of the Air Force Office
of Scientific Research and the Deutsche Forschungsgemeinschaft, both for the long-
term support of our research as well as for the funds made available to us for regular
visits between Newark and Gottingen to nurture our collaboration. Finally, we want
to give special thanks to our friends and colleagues Andreas Kirsch and Peter Monk.
Many of the results of this book represent joint work with these two mathematicians
and their insights, criticism, and support have been an indispensable component of
our research efforts.

Newark, DE, USA David Colton
Gottingen, Germany Rainer Kress
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Chapter 1 )
Introduction Check for

The purpose of this chapter is to provide a survey of our book by placing what we
have to say in a historical context. We obviously cannot give a complete account of
inverse scattering theory in a book of only a few hundred pages, particularly since
before discussing the inverse problem we have to give the rudiments of the theory
of the direct problem. Hence, instead of attempting the impossible, we have chosen
to present inverse scattering theory from the perspective of our own interests and
research program. This inevitably means that certain areas of scattering theory are
either ignored or given only cursory attention. In view of this fact, and in fairness to
the reader, we have therefore decided to provide a few words at the beginning of our
book to tell the reader what we are going to do, as well as what we are not going to
do, in the forthcoming chapters.

Scattering theory has played a central role in twentieth century mathematical
physics. Indeed, from Rayleigh’s explanation of why the sky is blue, to Rutherford’s
discovery of the atomic nucleus, through the modern medical applications of
computerized tomography, scattering phenomena have attracted, perplexed, and
challenged scientists and mathematicians for well over a 100 years. Broadly
speaking, scattering theory is concerned with the effect an inhomogeneous medium
has on an incident particle or wave. In particular, if the total field is viewed as the
sum of an incident field u’ and a scattered field u*, then the direct scattering problem
is to determine u* from a knowledge of ' and the differential equation governing
the wave motion. Of possibly even more interest is the inverse scattering problem
of determining the nature of the inhomogeneity from a knowledge of the asymptotic
behavior of u®, i.e., to reconstruct the differential equation and/or its domain of
definition from the behavior of (many of) its solutions. The above oversimplified
description obviously covers a huge range of physical concepts and mathematical
ideas, and for a sample of the many different approaches that have been taken in this
area the reader can consult the monographs of Chadan and Sabatier [76], Colton and
Kress [104], Jones [224], Kirsch and Hettlich [244], Lax and Phillips [292], Leis

© Springer Nature Switzerland AG 2019 1
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[297], Martin [312], Miiller [332], Nakamura and Potthast [334], Nédélec [337],
Newton [338], Reed and Simon [373], and Wilcox [430].

1.1 The Direct Scattering Problem

The two basic problems in classical scattering theory (as opposed to quantum
scattering theory) are the scattering of time-harmonic acoustic or electromagnetic
waves by a penetrable inhomogeneous medium of compact support and by a
bounded impenetrable obstacle. Considering first the case of acoustic waves, assume
the incident field is given by the time-harmonic acoustic plane wave
ui ()C, t) — ei(kxdfwl)

where k = w/cq is the wave number, w the frequency, cg the speed of sound, and
d the direction of propagation. Then the simplest scattering problem for the case of
an inhomogeneous medium is to find the total field u such that

Au+kn(xu=0 inR% (1.1)
u(x) = " 4t (), (1.2)
: ou’ .
lim r —iku’ ) =0, (1.3)
r—00 ar
where r = |x|, n = c(z) /c? is the refractive index given by the ratio of the square

of the sound speeds, ¢ = cp in the homogeneous host medium, and ¢ = c(x) in
the inhomogeneous medium and (1.3) is the Sommerfeld radiation condition which
guarantees that the scattered wave is outgoing. It is assumed that 1 — » has compact
support. If the medium is absorbing,  is complex valued and no longer is simply the
ratio of the sound speeds. Turning now to the case of scattering by an impenetrable
obstacle D, the simplest problem is to find the total field u# such that

Au+ku=0 inR>\D, (1.4)
u(x) = k¥4 48 (x), (1.5)
u=0 onadD, (1.6)

a s
lim r( " —ikuS> —0, (1.7)
r—00 or
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where the differential equation (1.4) is the Helmholtz equation and the Dirichlet
boundary condition (1.6) corresponds to a sound-soft obstacle. Boundary conditions
other than (1.6) can also be considered, for example the Neumann or sound-hard
boundary condition or the impedance boundary condition

9
M e ikau=0 ondD
Jv

where v is the unit outward normal to d D and A is a positive constant. Although
problems (1.1)—(1.3) and (1.4)—(1.7) are perhaps the simplest examples of physi-
cally realistic problems in acoustic scattering theory, they still cannot be considered
completely solved, particularly from a numerical point of view, and remain the
subject matter of much ongoing research.

Considering now the case of electromagnetic waves, assume the incident field is
given by the (normalized) time-harmonic electromagnetic plane wave

E'(x,t) = = curl curl p &/ ® 4= — ik (d x p) x d ' kxd=en)

i(kx-d—owt) — i(kx-d—owt)

Hi(x,t)=curlpe ikd x pe
where k = w.,/eono is the wave number, w the frequency, ¢o the electric
permittivity, (o the magnetic permeability, d the direction of propagation, and p the
polarization. Then the electromagnetic scattering problem corresponding to (1.1)—
(1.3) (assuming variable permittivity but constant permeability) is to find the electric
field E and magnetic field H such that

curlE —ikH =0, curlH+ikn(x)E =0 in ]R3, (1.8)

E(x) = % curlcurl p &4 + ES(x), H(x) =curl pe**4 + H*(x), (1.9)

lim (H® x x —rE®) =0, (1.10)

r—00
where n = ¢/¢gg is the refractive index given by the ratio of the permittivity ¢ =
£(x) in the inhomogeneous medium and &( in the homogeneous host medium and
where (1.10) is the Silver—Miiller radiation condition. It is again assumed that 1 —n
has compact support and if the medium is conducting then n is complex valued.
Similarly, the electromagnetic analogue of (1.4)—(1.7) is scattering by a perfectly
conducting obstacle D which can be mathematically formulated as the problem of
finding an electromagnetic field E, H such that

cul E —ikH =0, curl H +ikE=0 inR*\ D, (1.11)

E(x):l% curlcurl p e* 4L E5(x),  H(x) = curl p e**4 4 H®(x), (1.12)
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and
vx E=0 onadD, (1.13)
lim (H* x x —rE®) =0, (1.14)
r—00

where (1.11) are the time-harmonic Maxwell equations and v is again the unit
outward normal to dD. As in the case of (1.4)—(1.7), more general boundary
conditions than (1.13) can also be considered, for example the impedance boundary
condition

vxcurl E—iA(vx E)yxv=0 ondD

where X is again a positive constant.

This book is primarily concerned with the inverse scattering problems associated
with the direct scattering problems formulated above. However, before we can
consider the inverse problems, we must say more about the direct problems. The
mathematical methods used to investigate the direct scattering problems for acoustic
and electromagnetic waves depend heavily on the frequency of the wave motion. In
particular, if the wavelength A = 2 /k is very small compared with the smallest
distance which can be observed with the available apparatus, the scattering obstacle
produces a shadow with an apparently sharp edge. Closer examination reveals
that the edge of the shadow is not sharply defined but breaks up into fringes.
This phenomenon is known as diffraction. At the other end of the scale, obstacles
which are small compared with the wavelength disrupt the incident wave without
producing an identifiable shadow. Hence, we can distinguish two different frequency
regions corresponding to the magnitude of ka where a is a typical dimension of the
scattering object. More specifically, the set of values of k such that ka >> 1 is called
the high frequency region whereas the set of values of k such that ka is less than or
comparable to unity is called the resonance region. As suggested by the observed
physical differences, the mathematical methods used to study scattering phenomena
in the resonance region differ sharply from those used in the high frequency region.
Because of this reason, as well as our own mathematical preferences, we have
decided that in this book we will be primarily concerned with scattering problems
in the resonance region.

The first question to ask about the direct scattering problem is that of the
uniqueness of a solution. The basic tools used to establish uniqueness are Green’s
theorems and the unique continuation property of solutions to elliptic equations.
Since Egs. (1.4) and (1.11) have constant coefficients, the uniqueness question for
problems (1.4)—(1.7) and (1.11)—(1.14) are the easiest to handle, with the first
results being given by Sommerfeld in 1912 for the case of acoustic waves [397].
Sommerfeld’s work was subsequently generalized by Rellich [374] and Vekua
[414], all under the assumption that Im k > 0. The corresponding uniqueness result
for problem (1.11)—(1.14) was first established by Miiller [328]. The uniqueness
of a solution to the scattering problems (1.1)—(1.3) and (1.8)—(1.10) is more
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difficult since use must now be made of the unique continuation principle for
elliptic equations with variable, but nonanalytic, coefficients. The first results in
this direction were given by Miiller [328], again for the case Imk > 0. When
Imk < O then for each of the above problems there can exist values of k for
which uniqueness no longer holds. Such values of k are called resonance states and
are intimately involved with the asymptotic behavior of the time dependent wave
equation. Although we shall not treat resonance states in this book, the subject is of
considerable interest and we refer the reader to Dolph [133], Lax and Phillips [292],
Melrose [316], and Taylor [405, Vol. II] for further information.

Having established uniqueness, the next question to turn to is the existence and
numerical approximation of the solution. The most popular approach to existence
has been through the method of integral equations. In particular, for problem (1.1)—
(1.3), it is easily verified that for all positive values of k the total field u is the unique
solution of the Lippmann—Schwinger equation

u(x) = ekrd — k2/3 @ (x, ym(Mu(y)dy, xeR>, (1.15)
R

where m := 1 —n and

is the fundamental solution to the Helmholtz equation. The corresponding integral
equation for (1.8)—(1.10) is also easily obtained and is given by

E(x) = L curl curl p ¥ ¥4 — k2/ D(x, y)m(y)E(y)dy
k R} (1.16)

1
+grad/ —— gradn(y)- E() @(x, y)dy, xe€R>,
Rr3 n(y)

where again m := 1 — n and, if E is the solution of (1.16), we define
1
H(x) = 7 curl E(x).
i

The application of integral equation methods to problems (1.4)—(1.7) and (1.11)—
(1.14) is more subtle. To see why this is so, suppose, by analogy to Laplace’s
equation, we look for a solution of problem (1.4)—(1.7) in the form of a double-
layer potential

u’(x) = / M o(y)ds(y), x¢€ R3 \ D, (1.17)
ap  9v(y)
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where ¢ is a continuous density to be determined. Then, letting x tend to the bound-
ary 9D, it can be shown that ¢ must be a solution of a boundary integral equation
of the second kind in order to obtain a solution of (1.4)—(1.7). Unfortunately, this
integral equation is not uniquely solvable if k> is a Neumann eigenvalue of the
negative Laplacian in D. Similar difficulties occur if we look for a solution of
problem (1.11)—(1.14) in the form

ES(x) = curl/ D(x,y)a(y)ds(y), H'(x)= ik curl E*(x), x e R\ D,
aD l
(1.18)

where a is a tangential density to be determined. These difficulties in acoustic and
electromagnetic scattering theory were first resolved by Vekua [414], Weyl [426],
and Miiller [330]. A more satisfying approach to this problem was initiated by
Werner [422] who suggested modifying the representations (1.17) and (1.18) to
include further source terms. This idea was further developed by Brakhage and
Werner [44], Leis [296], Panich [346], Knauff and Kress [256], and Kress [260]
among others. Finally, we note that the numerical solution of boundary integral
equations in scattering theory is fraught with difficulties and we refer the reader to
Sects. 3.6 and 3.7 of this book and the monograph by Rjasanow and Steinbach [376]
for more information on this topic.

Of particular interest in scattering theory is the far field pattern, or scattering
amplitude, of the scattered acoustic or electromagnetic wave. More specifically, if
u® is the scattered field of (1.1)—(1.3) or (1.4)—(1.7), then u® has the asymptotic
behavior

ikr
u'(x) =

1
Uoo(f,d) + O <—2) r=lx| - oo,
r r

where X = x/|x| and u is the far field pattern of u*. Similarly, if E*, H® is the
scattered field of (1.8)—(1.10) or (1.11)—(1.14), then E* has the asymptotic behavior

ikr

e
E'(x) = "

Ex(x,d)p+ O (%) , r=|x|] — oo,

where the 3 by 3 matrix E is the electric far field pattern of E®. The interest
in far field patterns lies in the fact that the basic inverse problem in scattering
theory, and, in fact, the one we shall consider in this book, is to determine either
n or D from a knowledge of uq, or Ex for X and d on the unit sphere. Until the
1980s, very little was known concerning the mathematical properties of far field
patterns, other than the fact that they are analytic functions of their independent
variables. However, in the past two decades results have been obtained concerning
the completeness properties of far field patterns considered as functions of x in
L*(S?) where L?(S?) is the space of square integrable functions on the unit sphere
S?. Since these results are of particular relevance to methods developed for solving
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the inverse scattering problem, we shall now briefly consider some of the ideas
involved in this investigation.

The problem of completeness of far field patterns was first considered by Colton
and Kirsch [90] for the case of problem (1.4)—(1.7). In particular, they showed that
if {d, : n = 1,2,...} is a dense set of vectors on the unit sphere S? then the
set {uoo(-,dy) : n = 1,2,...} is complete in L2(S?) if and only if k% is not an
eigenvalue of the interior Dirichlet problem for the negative Laplacian in D or, if
k2 is an eigenvalue, none of the eigenfunctions is a Herglotz wave function, i.e., a
solution v of the Helmholtz equation in R? such that

1
sup — |v(x)|2dx < 00.
R>0 |[x|<R

This result was extended to the case of problem (1.11)—(1.14) by Colton and Kress
[97] who also introduced the concept of electromagnetic Herglotz pairs which
are the analogue for the Maxwell equations of Herglotz wave functions for the
Helmbholtz equation. The completeness of far field patterns for problem (1.1)—(1.3)
is more complicated and was first studied by Kirsch [232], Colton and Monk [113],
and Colton, Kirsch, and Piivirinta [95]. The result is that the far field patterns
are complete provided there does not exist a nontrivial solution of the inferior
transmission problem

Aw+kKn(x)w=0, Av+k*v=0 inD, (1.19)
3 3

w=v, L% onoD, (1.20)
av av

such that v is a Herglotz wave function where D := {x € R> : m(x) # 0} and again
m := 1 —n. Values of k > 0 for which a nontrivial solution to (1.19), (1.20) exist are
called transmission eigenvalues. The generalization of this result to problem (1.8)—
(1.10) was given by Colton and Péivirinta [121, 122], whereas the inverse spectral
problem associated with (1.19) and (1.20) has been considered by numerous authors
(cf. the references in Sect. 10.4). Initially research on the transmission eigenvalue
problem mainly focused on showing that transmission eigenvalues form at most
a discrete set. From a practical point of view the question of discreteness was
important to answer since the sampling methods discussed in the next section for
reconstructing the support of an inhomogeneous medium fail if the interrogating
frequency corresponds to a transmission eigenvalue. On the other hand, due to the
non-self-adjointness of (1.19) and (1.20), the existence of transmission eigenvalues
for non-spherically stratified media remained open for more than 20 years until
Paivarinta and Sylvester [345] showed the existence of at least one transmission
eigenvalue provided that the contrast m in the medium is large enough. The story
of the existence of transmission eigenvalues was completed by Cakoni, Gintides,
and Haddar [62] where the existence of an infinite set of transmission eigenvalues
was proven only under the assumption that the contrast m in the medium does
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not change sign and is bounded away from zero. It was then shown by Cakoni,
Colton, and Haddar [54] that transmission eigenvalues could be determined from
the scattering data and since they provide information about the material properties
of the scattering object can play an important role in a variety of problems in target
identification.

Values of the wave number k for which the far field patterns are not complete can
be viewed as a value of k for which the far field operator F : L*(S*) — L*(S?)
defined (in the case of acoustic waves) by

(Fg)(x) :== f2 Uso(x,d)g(d)ds(d), x¢€ S?, (1.21)
S

has zero as an eigenvalue, that is, F is not injective. The question of when the far
field operator has nonzero eigenvalues and where they lie in the complex plane has
been investigated by Colton and Kress [100, 101] for the scattering of acoustic and
electromagnetic waves by both an obstacle and an inhomogeneous medium.

1.2 The Inverse Scattering Problem

As indicated above, the direct scattering problem has been thoroughly investigated
and a considerable amount of information is available concerning its solution. In
contrast, the inverse scattering problem has only since the 1980s progressed from
a collection of ad hoc techniques with little rigorous mathematical basis to an area
of intense activity with a solid mathematical foundation. The reason for this is that
the inverse scattering problem is inherently nonlinear and, more seriously from the
point of view of numerical computations, improperly posed. In particular, small
perturbations of the far field pattern in any reasonable norm lead to a function which
lies outside the class of far field patterns and, unless regularization methods are used,
small variations in the measured data can lead to large errors in the reconstruction of
the scatterer. Nevertheless, the inverse scattering problem is basic in areas such as
radar, sonar, geophysical exploration, medical imaging, and nondestructive testing.
Indeed, it is safe to say that the inverse problem is at least of equal interest as the
direct problem and, armed with a knowledge of the direct scattering problem, is
currently in the foreground of mathematical research in scattering theory [78].

As with the direct scattering problem, the first question to ask about the inverse
scattering problem is uniqueness. The first result in this direction was due to Schiffer
(see Lax and Phillips [292]) who showed that for problem (1.4)—(1.7) the far field
pattern uoo (%, d) for all £,d € S* and k fixed uniquely determines the scattering
obstacle D. The corresponding result for problem (1.1)—(1.3) was obtained by
Nachman [333], Novikov [340], and Ramm [370]. Uniqueness theorems for the
electromagnetic problems (1.8)—(1.10) and (1.11)—(1.14) were first presented in the
first edition of this book (cf. Sect.7.1) and by Colton and Piivérinta [123], Ola,
Pidivirinta, and Somersalo [341], and Ola and Somersalo [342]. Closely related
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to the uniqueness theorem for the inverse scattering problem is Karp’s theorem
[228], which states for problem (1.4)—(1.7) that if uso (X, d) = uso(Qx, Qd) for all
rotations Q and all £, d € S? then D is a ball centered at the origin. The analogues
of this result for problems (1.1)—(1.3) and (1.11)—(1.14) have been given by Colton
and Kirsch [91] and Colton and Kress [98] (see also Ramm [371]).

Turning to the question of the existence of a solution to the inverse scattering
problem, we first note that this is the wrong question to ask. This is due to the
observations made above that the inverse scattering problem is improperly posed,
i.e., in any realistic situation the measured data is not exact and hence a solution to
the inverse scattering problem does not exist. The proper question to ask is how can
the inverse problem be stabilized and approximate solutions found to the stabilized
problem. (However, for a different point of view, see Newton [339].) Initial efforts
in this direction attempted to linearize the problem by reducing it to the problem
of solving a linear integral equation of the first kind. The main techniques used to
accomplish this were the Born or Rytov approximation for problems (1.1)—(1.3) and
(1.8)—(1.10) and the Kirchhoff, or physical optics, approximation to the solution of
problems (1.4)—(1.7) and (1.11)—(1.14). While such linearized models are attractive
because of their mathematical simplicity, they have the defect of ignoring the
basic nonlinear nature of the inverse scattering problem, e.g., multiple reflections
are essentially ignored. For detailed presentations of the linearized approach to
inverse scattering theory, including a glimpse at the practical applications of such
an approach, we refer the reader to Bleistein [33], Chew [81], Devaney [132], and
Langenberg [289].

The earliest attempts to treat the inverse scattering problem without linearizing
it were due to Imbriale and Mittra [202] for problem (1.4)—(1.7) and Weston
and Boerner [425] for problem (1.11)—(1.14). Their methods were based on
analytic continuation with little attention being given to issues of stabilization.
Then, beginning in the 1980s, a number of methods were given for solving the
inverse scattering problem which explicitly acknowledged the nonlinear and ill-
posed nature of the problem. In particular, the acoustic inverse obstacle problem
of determining dD in (1.1)—(1.3) from a knowledge of the far field data u,, was
considered. Fither integral equations or Green’s formulas were used to reformulate
the inverse obstacle problem as a nonlinear optimization problem that required the
solution of the direct scattering problem for different domains at each step of the
iteration procedure used to arrive at a solution. In this framework, Roger [379]
was the first to employ Newton type iterations for the approximate solution of
inverse obstacle problems and was followed by Angell, Colton and Kirsch [11],
Hanke, Hettlich and Scherzer [181], Hettlich [189], Hohage [193], Ivanyshyn and
Kress [212], Johansson and Sleeman [222], Kirsch [237], Kress [266], Kress and
Rundell [273], Monch [318], Potthast [353], and many other researchers.

Approaches which avoid the problem of solving a direct scattering problem
at each iteration step and, furthermore, attempt to separate the ill-posedness and
nonlinearity of the inverse obstacle problem were introduced and theoretically and
numerically analyzed by Kirsch and Kress in [245-247] and Colton and Monk in
[110-112]. A method that is closely related to the approach suggested by Kirsch and
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Kress was also introduced by Angell, Kleinman, and Roach [15]. These methods
are collectively called decomposition methods and their main idea is to break up
the inverse obstacle scattering problem into two parts: the first part deals with the
ill-posedness by constructing the scattered wave from its far field pattern and the
second part deals with the nonlinearity by determining the unknown boundary of the
scatterer as the location where the boundary condition for the total field is satisfied
in a least-squares sense. We shall now briefly outline the original approach of Kirsch
and Kress.

We assume a priori that enough information is known about the unknown
scattering obstacle D so we can place a surface I” inside D such that k2 is not a
Dirichlet eigenvalue of the negative Laplacian for the interior of I". For fixed wave
number k and fixed incident direction d, we then try to represent the scattered field
u® as a single-layer potential

u* (x) =/F<D(x,y)¢>(y)d8(y) (1.22)

with unknown density ¢ € L2(I") and note that in this case the far field pattern u o
has the representation

R 1 ik gy .
uoo(x,d):E/Fe Kyo(y)yds(y), % eS% (1.23)

Given the (measured) far field pattern u, the density ¢ is now found by solving
the ill-posed integral equation of the first kind (1.23). The unknown boundary 9 D is
then determined by requiring (1.22) to assume the boundary data (1.5) and (1.6) on
the surface 0 D. For example, if we assume that d D is starlike, i.e., x(a) = r(a)a
forx € D and a € S?, then this last requirement means solving the nonlinear
equation

eikr(a)ad +/ ®(r(a)a, y)e(y)ds(y) =0, ac Sz, (1.24)
r

for the unknown function r. Numerical examples of the use of this method in three
dimensions have been provided by Kress and Zinn [282]. The extension of the
method of Kirsch and Kress to the case of the electromagnetic inverse obstacle
problem was carried out by Blohbaum [34] and used by Haas, Rieger, Rucker, and
Lehner [163] for fully three-dimensional numerical reconstructions.

A more recently developed decomposition method is the point source method
of Potthast [361]. The hybrid method suggested by Kress and Serranho [267, 392]
combines ideas of the method of Kirsch and Kress with Newton type iterations as
mentioned above.

The inverse medium problem is to determine n in (1.1)—(1.3) or (1.8)—(1.10)
from a knowledge of the far field pattern us, or Es. As with the inverse obstacle
problem, the scalar problem (1.1)—(1.3) has received the most attention. Essentially
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two methods have been proposed for the determination of n (sampling methods,
which we shall discuss shortly, only determine the support of m := 1 — n). The first
method is based on noting that from (1.15) we have

k2 o
Uoo(X, d) = —Efm} e Y mu(y)dy, % eS?, (1.25)

and then seeking a solution m and u of (1.15) such that the constraint (1.25) is
satisfied. This is done by reformulating (1.15) and (1.25) as a nonlinear optimization
problem subject to a priori constraints on m such that the optimization problem has
a solution that depends continuously on the data. Variations of this approach have
been used by van den Berg and Kleinman [254, 255, 413] in acoustics and Abubakar
and van den Berg [1] in electromagnetics, among others. There are, of course,
important differences in the practical implementation in each of these efforts, for
example the far field constraint (1.25) is sometimes replaced by an analogous near
field condition and the optimization scheme is numerically solved by different
methods, e.g., successive over-relaxation, sinc basis moment methods, steepest
descent, etc. Newton type iterations for the inverse medium problem based on the
Lippmann—Schwinger equation have been considered by Hohage and Langer [195-
197]. It is also possible to work directly with the scattering problem (1.1)—(1.3)
instead of rewriting it as the Lippmann—Schwinger equation and this has been
pursued by Gutman and Klibanov [158—160], Natterer and Wiibbeling [336], and
Vogeler [417].

A second method for solving the acoustic inverse medium problem was intro-
duced by Colton and Monk [114, 115] and can be viewed as a decomposition method
for approaching the inverse medium problem. The first version of this method [114]
begins by determining a function g € L?(S?) such that, for k fixed and p an integer,

A 1 A N 2
/;2 Uso(X,d)g(d)ds(d) = il Yy(%), xe8§%, (1.26)

where u is the far field pattern corresponding to problem (1.1)—(1.3) and Y, is a
spherical harmonic of order p and then constructing the Herglotz wave function v
defined by

v(x) = /2 5 de(dyds(d), xeR. (1.27)
S

The solution of the inverse medium problem is now found by looking for a solution
m and w of the Lippmann—Schwinger equation

w(x) = v(x) — k2/ @(x, ym(y)w(y)dy, xR, (1.28)
]R3
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such that m and w satisfy the constraint
~ K /]R L@ ymywy)dy = hy) (klx]) Yp (@) (1.29)

for |x| = a where a is the radius of a ball B centered at the origin and containing
the support of m and hg,l) is the spherical Hankel function of the first kind of order
p and again X = x/|x|. We note that if m is real valued, difficulties can occur in
the numerical implementation of this method due to the presence of transmission
eigenvalues, i.e., values of k > 0 such that there exists a nontrivial solution of
(1.19) and (1.20). The second version of the method of Colton and Monk [115, 116]
is designed to overcome this problem by replacing the integral equation (1.26) by

p—1
/ (oo (X, d) — hoo(X, d)] g(X) dis(X) = IT Y,d), de§’ (1.30)
S2

where ho is the (known) far field pattern corresponding to an exterior impedance
boundary value problem for the Helmholtz equation in the exterior of the ball B and
replacing the constraint (1.29) by

<aa_u + ik/\) (w(x) —h (klx|) ¥,(#) =0, x€dB, (1.31)

where A is the impedance. A numerical comparison of the two versions of the
method due to Colton and Monk can be found in [117]. Alternate methods of
modifying the method of Colton and Monk than that described above can be
found in [89, 118, 119]. The theoretical basis of this decomposition method for
electromagnetic waves has been developed by Colton and Péivérinta [121], Colton
and Kress [99], and Colton and Hahner [89].

A different approach to solving inverse scattering problems than the use of
iterative methods is the use of sampling methods, cf. [51, 59, 243]. These methods
have the advantage of requiring less a priori information than iterative methods
(e.g., it is not necessary to know the topology of the scatterer or the boundary
conditions satisfied by the total field) and in addition reduces the nonlinear problem
to a non-iterative series of linear problems. On the other hand, the implementation
of such methods often requires more data than iterative methods do and in the case
of a penetrable inhomogeneous medium only recover the support of the scatterer
together with some estimates on its material properties.

The two best known sampling methods are the linear sampling method and the
factorization method. In the case of acoustic waves each of these methods is based
on constructing a linear integral equation using the far field operator F as given by
(1.21). In particular, the linear sampling method looks for a regularized solution of
the far field equation

Fg=®oo(-,2) (1.32)
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where z € R3 and

Poo(0) = — o7 G

47
is the far field pattern of the radiating fundamental solution @ (x, z). Then if g7 is
the solution of (1.32) obtained by Tikhonov regularization and the scatterer is non-
absorbing it can be shown that if vee is the Herglotz wave function with kernel g7,
then, as @ — 0, the sequence vge (z) is bounded if and only if z € D. On the other
hand, the factorization method looks for a solution of the equation of the first kind

(F*F)/%¢ = & (-, 2) (1.33)

where F* is the adjoint of F in L?(S?). It can then be shown that (1.33) has a
solution if and only if z € D and consequently the solution g of (1.33) obtained
by Tikhonov regularization converges as « — O if and only if z € D. Both
these sampling methods have extensions to certain classes of electromagnetic wave
scattering problems, see [59, 243].

For the historic development of the field covered in this book we refer the reader
to the survey paper [105].



Chapter 2 ®
The Helmholtz Equation Qs

Studying an inverse problem always requires a solid knowledge of the theory for the
corresponding direct problem. Therefore, the following two chapters of our book
are devoted to presenting the foundations of obstacle scattering problems for time-
harmonic acoustic waves, i.e., to exterior boundary value problems for the scalar
Helmbholtz equation. Our aim is to develop the analysis for the direct problems to an
extent which is needed in the subsequent chapters on inverse problems.

In this chapter we begin with a brief discussion of the physical background to
scattering problems. We will then derive the basic Green representation theorems
for solutions to the Helmholtz equation. Discussing the concept of the Sommerfeld
radiation condition will already enable us to introduce the idea of the far field pattern
which is of central importance in our book. For a deeper understanding of these
ideas, we require sufficient information on spherical wave functions. Therefore, we
present in two sections those basic properties of spherical harmonics and spherical
Bessel functions that are relevant in scattering theory. We will then be able to derive
uniqueness results and expansion theorems for solutions to the Helmholtz equation
with respect to spherical wave functions. We also will gain a first insight into the
ill-posedness of the inverse problem by examining the smoothness properties of the
far field pattern. The study of the boundary value problems will be the subject of the
next chapter.

2.1 Acoustic Waves

Consider the propagation of sound waves of small amplitude in a homogeneous
isotropic medium in R? viewed as an inviscid fluid. Let v = v(x, 1) be the velocity
field and let p = p(x,t), p = p(x,t) and S = S(x, ) denote the pressure, density,
and specific entropy, respectively, of the fluid. The motion is then governed by
Euler’s equation
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v

1
+ (v-gradyv+ — gradp =0,
at 0

the equation of continuity

dp

di =0,
o + div(pv)

the state equation

p=f(p,S),

and the adiabatic hypothesis

aS

— +v-grad S =0,

or U8

where f is a function depending on the nature of the fluid. We assume that v, p,
p, and § are small perturbations of the static state v9 = 0, pp = constant, py =
constant, and So = constant and linearize to obtain the linearized Euler equation

ov 1
— + — gradp =0,
Py + P grad p

the linearized equation of continuity

ap .
— + ppdivv =0,
o1 po div v

and the linearized state equation

ap  df ap
— = — (po, So) — -
or = p (0, So) 5

From this we obtain the wave equation

2
p
l»2

(o)

! =A
2 a2 - P

where the speed of sound c is defined by

d
A= o (0, So).
ap

From the linearized Euler equation, we observe that there exists a velocity potential
U = U(x,t) such that
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1
v=— gradU
00
and
U
P=""%

Clearly, the velocity potential also satisfies the wave equation

1 92U AU
c? 12 o '
For time-harmonic acoustic waves of the form

U(x,t) = Re {u(x) e—iwt}

with frequency @ > 0, we deduce that the complex valued space dependent part u
satisfies the reduced wave equation or Helmholtz equation

Au+Kku=0

where the wave number k is given by the positive constant k = w/c. This equation
carries the name of the physicist Hermann Ludwig Ferdinand von Helmholtz (1821—
1894) for his contributions to mathematical acoustics and electromagnetics.

In the first part of this book we will be concerned with the scattering of time-
harmonic waves by obstacles surrounded by a homogeneous medium, i.e., with
exterior boundary value problems for the Helmholtz equation. However, studying
the Helmholtz equation in some detail is also required for the second part of our
book where we consider wave scattering from an inhomogeneous medium since we
always will assume that the medium is homogeneous outside some sufficiently large
sphere.

In obstacle scattering we must distinguish between the two cases of impenetrable
and penetrable objects. For a sound-soft obstacle the pressure of the total wave
vanishes on the boundary. Consider the scattering of a given incoming wave u’ by
a sound-soft obstacle D. Then the total wave u = u' + u®, where u® denotes the
scattered wave, must satisfy the wave equation in the exterior R3 \ D of D and a
Dirichlet boundary condition # = 0 on d D. Similarly, the scattering from sound-
hard obstacles leads to a Neumann boundary condition du/dv = 0 on d D where v
is the unit outward normal to d D since here the normal velocity of the acoustic wave
vanishes on the boundary. More generally, allowing obstacles for which the normal
velocity on the boundary is proportional to the excess pressure on the boundary
leads to an impedance boundary condition of the form
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9
M e ikau=0 ondD
Jv

with a positive constant A.

The scattering by a penetrable obstacle D with constant density pp and
speed of sound cp differing from the density p and speed of sound c in the
surrounding medium R3 \ D leads to a transmission problem. Here, in addition
to the superposition # = u' + u* of the incoming wave u’ and the scattered wave
u® in R3 \ D satisfying the Helmholtz equation with wave number k = w/c, we
also have a transmitted wave v in D satisfying the Helmholtz equation with wave
number kp = w/cp # k. The continuity of the pressure and of the normal velocity
across the interface leads to the transmission conditions

1 ou 1 odv
Uu=v, — —=— — onadbD.
p dv  pp dv

In addition to the transmission conditions, more general resistive boundary condi-
tions have been introduced and applied. For their description and treatment we refer
to [14].

In order to avoid repeating ourselves by considering all possible types of
boundary conditions, we have decided to confine ourselves to working out the basic
ideas only for the case of a sound-soft obstacle. On occasion, we will mention
modifications and extensions to the other cases.

For the scattered wave u*, the radiation condition

r—>0o0 r

a N
lim r ( ; —ikus> =0, r=lx|,

introduced by Sommerfeld [397] in 1912 will ensure uniqueness for the solutions to
the scattering problems. From the two possible spherically symmetric solutions

ezklxl e—tk\xl

|x| |x]

to the Helmholtz equation, only the first one satisfies the radiation condition.
Since via

{eikxl—fwf } cos(k|x| — wt)
Re =

x| x|
this corresponds to an outgoing spherical wave, we observe that physically speaking
the Sommerfeld radiation condition characterizes outgoing waves. Throughout the
book by |x| we denote the Euclidean norm of a point x in IR3.

For more details on the physical background of linear acoustic waves, we refer to
the article by Morse and Ingard [326] in the Encyclopedia of Physics and to Jones
[224] and Werner [421].
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2.2 Green’s Theorem and Formula

We begin by giving a brief outline of some basic properties of solutions to the
Helmholtz equation Au + k*u = 0 with positive wave number k. Most of these
can be deduced from the fundamental solution

1 eiklr—yl

x #y. 2.1)

Straightforward differentiation shows that for fixed y € R? the fundamental
solution satisfies the Helmholtz equation in R> \ {y}.

A domain D C ]R3, i.e., an open and connected set, is said to be of class C k
k € IN, if for each point z of the boundary d D there exists a neighborhood V; of
z with the following properties: the intersection V, N D can be mapped bijectively
onto the half ball {x € R3 : |x| < 1, x3 > 0}, this mapping and its inverse are
k-times continuously differentiable and the intersection V; N d D is mapped onto the
disk {x € R? : |x| < 1, x3 = 0}. On occasion, we will express the property of a
domain D to be of class C* also by saying that its boundary 8D is of class C¥. By
Ck(D) we denote the linear space of real or complex valued functions defined on
the domain D which are k-times continuously differentiable. By C*(D) we denote
the subspace of all functions in C¥(D) which together with all their derivatives up
to order k can be extended continuously from D into the closure D.

One of the basic tools in studying the Helmholtz equation is provided by Green’s
integral theorems. Let D be a bounded domain of class C! and let v denote the
unit normal vector to the boundary d D directed into the exterior of D. Then, for
u € CY(D) and v € C?(D) we have Green’s first theorem

/ (uAv + gradu - gradv) dx = / u—ds, 2.2)
D aD v

and foru,v € C 2(l_)) we have Green’s second theorem

av ou
/ (MAv —vAu)dx = / (u — —v —) ds. (2.3)
D aD av av

For two vectors a = (ay, az, a3z) and b = (by, by, b3) in R? or €3 we will denote
by a - b := a;b; + axby + azbs the bilinear scalar product and by |a| := +a -a
the Euclidean norm. For complex numbers or vectors the bar indicates the complex
conjugate. Note that our regularity assumptions on D are sufficient conditions for
the validity of Green’s theorems and can be weakened (see Kellogg [230]).

Theorem 2.1 Let D be a bounded domain of class C? and let v denote the unit
normal vector to the boundary 3 D directed into the exterior of D. Assume that u €
CXD)NC(D)isa function which possesses a normal derivative on the boundary
in the sense that the limit
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0
i (x) = lim v(x)-gradu(x — hv(x)), x € 9D,
v h—+0

exists uniformly on 0 D. Then we have Green’s formula

ou 0D (x,y)
u(x) = / {a— () P(x, y) —u(y) —}dS(y)
aD v

v (y)
(2.4)

—/ [auy) + un| @ pdy. xeD.
D

where the volume integral exists as improper integral. In particular, if u is a solution
to the Helmholtz equation

Au+ku=0 inD,

then

0P (x,y)

ou
u(x)=/w{5(y)¢<x,y>—u<y>m

}ds(y), x € D. 2.5)

Proof First, we assume that u € C2?(D). We circumscribe the arbitrary fixed
point x € D with a sphere S(x; p) := {y € R : |x — y| = p} contained
in D and direct the unit normal v to S(x; p) into the interior of S(x; p). We
now apply Green’s theorem (2.3) to the functions u# and @ (x, -) in the domain
D,:={yeD:|x — y| > p} to obtain

0 0D (x,
/ {—u (V) P(x,y) —u(y) M} ds(y)
aDUS(x:p) | OV v (y)

Z/ [au) +K2um | o, way.

Dy

(2.6)

Since on S(x; p) we have

eikp
D(x, = —
(x, y) anp
and
L\ et
grad, @ (x, y) = (— - lk) P v(y),
P P

a straightforward calculation, using the mean value theorem, shows that
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. 0D(x,y) du _
/}lino s {M y Tovly) av ) @ (x, y)} ds(y) = u(x),

whence (2.4) follows by passing to the limit p — 0 in (2.6). The existence of the
volume integral as an improper integral is a consequence of the fact that its integrand
is weakly singular.

The case where u belongs only to C 2(D) N C(D) and has a normal derivative in
the sense of uniform convergence is treated by first integrating over parallel surfaces
to the boundary of D and then passing to the limit d D. For the concept of parallel
surfaces, we refer to [104, 268, 311]. We note that the parallel surfaces for 0D € C 2
belong to C!. O

In the literature, Green’s formula (2.5) is also known as the Helmholtz represen-
tation. Obviously, Theorem 2.1 remains valid for complex values of k.

Theorem 2.2 If u is a two times continuously differentiable solution to the
Helmholtz equation in a domain D, then u is analytic.

Proof Let x € D and choose a closed ball contained in D with center x. Then
Theorem 2.1 can be applied in this ball and the statement follows from the
analyticity of the fundamental solution for x # y. O

As a consequence of Theorem 2.2, a solution to the Helmholtz equation that
vanishes in an open subset of its domain of definition must vanish everywhere.

In the sequel, by saying u is a solution to the Helmholtz equation we tacitly imply
that u is twice continuously differentiable, and hence analytic, in the interior of its
domain of definition.

The following theorem is a special case of a more general result for partial
differential equations known as Holmgren’s theorem.

Theorem 2.3 Let D be as in Theorem 2.1 and let u € C2(D)NCY (D) be a solution
to the Helmholtz equation in D such that

ou
u=—=0 onl 2.7)
v

for some open subset I' C dD. Then u vanishes identically in D.

Proof In view of (2.7), we use Green’s representation formula (2.5) to extend the
definition of u by setting

0P (x, y)

() }ds(y)

u
u(x) :=f {3— ) @(x,y) —uy)
aD\I" %

for x € (R®\ D) U I'. Then, by Green’s second integral theorem (2.3), applied to
u and @ (x, -), we have u = 0in R? \ D. By G we denote a component of R\ D
with I' N G # @. Clearly u solves the Helmholtz equation in (IR \ 9 D) U I" and
therefore # = 0 in D, since D and G are connected through the gap I"in9dD. O
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Definition 2.4 A solution « to the Helmholtz equation whose domain of definition
contains the exterior of some sphere is called radiating if it satisfies the Sommerfeld
radiation condition

. ou
lim r (— — zku) =0 (2.8)
r—00 ar
where r = |x| and the limit is assumed to hold uniformly in all directions x /|x|.

Theorem 2.5 Assume the bounded set D is the open complement of an unbounded
domain of class C? and let v denote the unit normal vector to the boundary 9D
directed into the exterior of D. Let u € C*(R3\ D) N C(IR* \ D) be a radiating
solution to the Helmholtz equation

Au+kKu=0 inR>\D,

which possesses a normal derivative on the boundary in the sense that the limit
ou .
— (x) = lim v(x)-gradu(x + hv(x)), x €dD,
av h—+0

exists uniformly on 0 D. Then we have Green’s formula

0D 0 _
mm=f {()af;° ;ﬂw¢ayﬂmwx xeR\D. (29

Proof We first show that
/ﬁwwzom,raw, (2.10)
Sr

where S, denotes the sphere of radius » and center at the origin. To accomplish this,
we observe that from the radiation condition (2.8) it follows that

Jii 3
K |u)? + 2k Im(u —)}d —/ "
8v S, 8

2

0
" ds > 0, r — o0,

/{_ %
S, v

ov

where v is the unit outward normal to S,. We take r large enough such that D is
contained in S, and apply Green’s theorem (2.2) in D, := {y e R*\ D : |y| < r}
to obtain

dii di
/ " —”ds=/ ” —”ds—k2/ |u|2dy+/ | grad u|?dy.
s, v ap OV D, D,

We now insert the imaginary part of the last equation into the previous equation and
find that
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du|? dit
lim 2w as = —ok Im/ u 2 gs. 2.11)
r—=00Js, av 9D dav

Both terms on the left-hand side of (2.11) are nonnegative. Hence, they must be
individually bounded as r — oo since their sum tends to a finite limit. Therefore,
(2.10) is proven.

Now from (2.10) and the radiation condition

D (x,y)

1
T a . ~ .k¢ 9 = 0 G 9 ’
) ikd(x,y) <r2> r— 00

which is valid uniformly for y € S, by the Cauchy—Schwarz inequality we see that

I ::/ u(y) {M - ik<1>(x,y)}ds(y) -0, r—o0,
S, v(y)

and the radiation condition (2.8) for u and @ (x, y) = O(1/r) for y € S, yield

I :=/ @(x,y){a—”@)—iku(y)}ds(y)ﬁo, r — oo.
S, Jdv
Hence,

0D (x,y) Ou
/ {u(y) BrTew ——(y)@(x,y)}ds(y):ll -0 -0, r— oo
S, v(y) dv

The proof is now completed by applying Theorem 2.1 in the bounded domain D,
and passing to the limit r — oo. O

From Theorem 2.5 we deduce that radiating solutions u# to the Helmholtz
equation automatically satisfy Sommerfeld’s finiteness condition

ulx)=0 (%) , x| = oo, (2.12)

uniformly for all directions and that the validity of the Sommerfeld radiation condi-
tion (2.8) is invariant under translations of the origin. Wilcox [428] first established
that the representation formula (2.9) can be derived without the additional condition
(2.12) of finiteness. Our proof of Theorem 2.5 has followed Wilcox’s proof. It also
shows that (2.8) can be replaced by the weaker formulation

)

with (2.9) still being valid. Of course, (2.9) then implies that (2.8) also holds.

ou 2

— —iku
r

ds >0, r— oo,
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Solutions to the Helmholtz equation which are defined in all of R? are called
entire solutions. An entire solution to the Helmholtz equation satisfying the radia-
tion condition must vanish identically. This follows immediately from combining
Green’s formula (2.9) and Green’s theorem (2.3).

We are now in a position to introduce the definition of the far field pattern or the
scattering amplitude which plays a central role in this book.

Theorem 2.6 Every radiating solution u to the Helmholtz equation has the asymp-
totic behavior of an outgoing spherical wave

ik|x]| 1
u(x) = {uoo(f) +0 (—)} , x| = oo, (2.13)
x| x|
uniformly in all directions X = x/|x| where the function us defined on the

unit sphere S* is known as the far field pattern of u. Under the assumptions of
Theorem 2.5 we have

—ik x-
Uoo(R) = — /aD {u(y) L (y)e—'“'y} ds(y), xeS%

4 av(y) ov
(2.14)
Proof From
2 2 £ !
x—yl=yxI°=2x-y+|y*=lx|-Xx-y+ O A
we derive
ik|x—y| ik|x| A 1
e _ e {elkx.y +0 <_)} i (215)
lx — vl |x| |x]
and
9 eik\x—y\ eiklx\ ae—ik)?-y 1
= + 0 (—) (2.16)
v (y) Ix =yl |x] v (y) x|
uniformly for all y € dD. Inserting this into Green’s formula (2.9), the theorem
follows. O

One of the main themes of our book will be to recover radiating solutions of
the Helmholtz equation from a knowledge of their far field patterns. In terms of the
mapping A : u — U transferring the radiating solution  into its far field pattern
U0, We want to solve the equation Au = u, for a given u. In order to establish
uniqueness for determining u from its far field pattern u, and to understand the
strong ill-posedness of the equation Au = uy, we need to develop some facts
on spherical wave functions. This will be the subject of the next two sections. We
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already can point out that the mapping A is extremely smoothing since from (2.14)
we see that the far field pattern is an analytic function on the unit sphere.

2.3 Spherical Harmonics

For convenience and to introduce notations, we summarize some of the basic
properties of spherical harmonics which are relevant in scattering theory and briefly
indicate their proofs. For a more detailed study we refer to Lebedev [293].

Recall that solutions u to the Laplace equation Au = 0 are called harmonic
functions. The restriction of a homogeneous harmonic polynomial of degree n to
the unit sphere S? is called a spherical harmonic of order .

Theorem 2.7 There exist exactly 2n + 1 linearly independent spherical harmonics
of order n.

Proof By the maximum—minimum principle for harmonic functions it suffices to
show that there exist exactly 2n 4 1 linearly independent homogeneous harmonic
polynomials H,, of degree n. We can write

n

k
Hy(x1,x2,x3) = Zan—k(xl,xz) X3,
k=0

where the a; are homogeneous polynomials of degree k in the two variables x; and
x3. Then, straightforward calculations show that H,, is harmonic if and only if the
coefficients satisfy

Aay—i+2

e e T
k(k — 1)

an—k =

Therefore, choosing the two coefficients a,, and a,_1 uniquely determines H,, and
by setting

n—j_j .
an(x1,x2) =x; 'x35, ap—1(x1,x2) =0, j=0,...,n,

an(x1, %) =0, @uoi(xi,x) =x]""Ix, j=0,...,n—1,
clearly we obtain 2n 4 1 linearly independent homogeneous harmonic polynomials
of degree n. O

In principle, the proof of the preceding theorem allows a construction of all
spherical harmonics. However, it is more convenient and appropriate to use polar
coordinates for the representation of spherical harmonics. In polar coordinates
(r, 8, ), homogeneous polynomials clearly are of the form

H, =r"Y,00, ),
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and AH,, = 0 is readily seen to be satisfied if

L 9 6 8Y"+ Lo, +n(n+ 1Y, =0. (2.17)
— — SIn _— nn = .
sin® 90 30 ' sin20 9¢? "

From Green’s theorem (2.3), applied to two homogeneous harmonic polynomials
H,, and H,, we have

— 0H 9H _
0:/ {H—  — }dsz(n—n’)/ Y, Y, ds.
2 Br Br S2

Therefore spherical harmonics satisfy the orthogonality relation

/S2 Y, Y,yds=0, n#n'. (2.18)

We first construct spherical harmonics which only depend on the polar angle 6.
Choose points x and y with r = |x| < |y| = 1, denote the angle between x and y
by 6, and set t = cos 8. Consider the function

I 1
|x — ¥ B V1 =2tr +r2
which for fixed y is a solution to Laplace’s equation with respect to x. Since for

fixed r with —1 <t < 1 the right-hand side is an analytic function in r, we have the
Taylor series

(2.19)

P, 2.20
m Z o 220

The coefficients P, in this expansion are called Legendre polynomials and the
function on the left-hand side consequently is known as the generating function
for the Legendre polynomials. For each 0 < r¢p < 1 the Taylor series

1 . 1-3---2n—1 .
- +Z—( D) o gind 2.21)
J1 = rexp(£if) — 24

and all its term by term derivatives with respect to r and 6 are absolutely and
uniformly convergent for all 0 < r < rp and all 0 < 6 < m. Hence, by multiplying
the Eq. (2.21) for the plus and the minus sign, we note that the series (2.20) and all
its term by term derivatives with respect to r and 6 are absolutely and uniformly
convergent forall 0 < r <rgandall —1 <t =cosf < 1. Setting & = 0 in (2.21)
obviously provides a majorant for the series for all 6. Therefore, the geometric series
is a majorant for the series in (2.20) and we obtain the inequality
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|Pa()| <1, —-1<t<1, n=0,1,2,.... (2.22)

Differentiating (2.20) with respect to r, multiplying by 1 — 2¢r 4 r2, inserting
(2.20) on the left-hand side, and then equating powers of r shows that the P, satisfy
the recursion formula

nm+DPyp1(t) —2n+ DtPy(t) +nPy—1(t) =0, n=1,2,.... (2.23)

Since, as easily seen from (2.20), we have Py(¢r) = 1 and P;(¢) = t, the recursion
formula shows that P, indeed is a polynomial of degree n and that P, is an even
function if n is even and an odd function if n is odd.
Since for fixed y the function (2.19) is harmonic, differentiating (2.20) term by
term, we obtain that
o0
3 {ﬁ % $in 6 w T l)P,l(cose)} P2 = 0.

Equating powers of r shows that the Legendre polynomials satisfy the Legendre
differential equation

(1=2)P'@) = 2P.(t) +n(n+ DP,(t) =0, n=0,1,2,..., (2.24)

and that the homogeneous polynomial " P,(cosf) of degree n is harmonic.
Therefore, P,(cos6) represents a spherical harmonic of order n. The orthogonality
(2.18) implies that

1
/ P,()Py(t)dt =0, n#n'.
-1

Since we have uniform convergence, we may integrate the square of the generating
function (2.20) term by term and use the preceding orthogonality to arrive at

1 dt > ! 5 o
_ = [P, ()] dt r".
/;11—21‘74‘}’2 r12=(:)/1 "
On the other hand, we have

1 o
dt 1 1 2
a1l =2tr+r2 r 1-r ;21—02n+1

Thus, we have proven the orthonormality relation

1
2
/;1 Pn(t)Pm(t)dtzzn—_H&,m, n,m=0,1,2,..., (2.25)
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with the usual meaning for the Kronecker symbol §,,,. Since span{Py, ..., P,} =
span{l, ..., t"} the Legendre polynomials P,, n = 0,1,..., form a complete
orthogonal system in L>[—1, 1].

We now look for spherical harmonics of the form

Y0, ¢) = f(cosh)e™?.

Then (2.17) is satisfied provided f is a solution of the associated Legendre
differential equation

2

(=) ") = 2uf (1) + {nm +1) - %} fo=o. (2.26)

Differentiating the Legendre differential equation (2.24) m-times shows that g =
Pn(m) satisfies

1—=2g"(t) —2(m + Ditg @) + (n — m)(n +m + 1)g(r) = 0.

From this it can be deduced that the associated Legendre functions

(2ym/2 d™ Py (1) 7

P (@) =1 - am

m=0,1,...,n, (2.27)

solve the associated Legendre equation for n = 0,1,2,.... In order to make
sure that the functions Y (0, ¢) = P)"(cos8) /™% are spherical harmonics, we
have to prove that the harmonic functions r"Y)" (0, ¢) = r" P)'(cos6) eMe are
homogeneous polynomials of degree n. From the recursion formula (2.23) for the
P, and the definition (2.27) for the P}, we first observe that

P} (cos6) = sin™ 0 ul}' (cos 6)

where u! is a polynomial of degree n — m which is even if n — m is even and odd
if n — m is odd. Since in polar coordinates we have

P sin™ 0 ™ = (x) +ixa)",
it follows that
Y0, ) = (x1 +ix2)" r" 7" uy (cos 6).
For n — m even we can write

%(n—m) %(n—m)
_ _ 1o my—
"Myt (cos @) = rt Z ay cos®* o = Z ai x32k (x%+x%+x§)2 (n—m)—k
k=0 k=0
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which is a homogeneous polynomial of degree n — m and this is also true for n —m
odd. Putting everything together, we see that the r" Y, (6, ¢) are homogeneous
polynomials of degree n.

Theorem 2.8 The spherical harmonics

2n+1 (n — |m|)! :
Y™, Pl (cos 0) ™ 2.28
0,9) = \/4:1 it m |)!n( )e (2.28)
form = —n,...,n, n = 0,1,2,..., form a complete orthonormal system in

L(S?).
Proof Because of (2.18) and the orthogonality of the ¢!”¢, the Y given by (2.28)
are orthogonal. For m > 0 we evaluate

b
=f [P (cos§)]* sinf df
0

by m partial integrations to get

m 1 m
/(1 2)m|:d P(t):| dr =/ P(z)d () dt,

where
d™ P, (1)
_ (42 n
gy =@ —nH" T
Hence
am . (n +m)! "
[— )= —— a,t .
drm & () n—my " *

is a polynomial of degree n with a, the leading coefficient in P,(z) = a,t" + - --.
Therefore, by the orthogonality (2.25) of the Legendre polynomials we derive

(n —m)! m _ : n _ : 2 g _
et A, —/_1%! P"(t)dt_/il[P"(t)] dt =

2n+1"°

and the proof of the orthonormality of the ¥, is finished.
For fixed m the associated Legendre functions P)* forn = m,m + 1, ... are
orthogonal and they are complete in L2[—1, 1] since we have

span{P,’n",.. P,Z’+n}—( —tz)m/2 span{l,...,t"}.
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Writing ¥ := span {Y,:" m=-n,...,n,n=20,1,2,.. } it remains to show
that ¥ is dense in L2(S?). Let g € C(S?). For fixed 6 we then have Parseval’s
equality

0 2
2 Y len®F = [ s, 0P dy (2.29)

for the Fourier coefficients

1 2 .
gm(0) = 2—/ g0, p)e " dy
T Jo

with respect to ¢. Since the g, and the right-hand side of (2.29) are continuous in 6,
by Dini’s theorem the convergence in (2.29) is uniform with respect to 6. Therefore,
given ¢ > 0 there exists M = M (g) € IN such that

/2”
0

for all 0 < 6 < m. The finite number of functions g,,, m = —M, ..., M, can now
be simultaneously approximated by the associated Legendre functions, i.e., there
exist N = N(¢e) and coefficients a;' such that

M

g0, 9)— Y gn®)e™

m=—M

2 2 5 M ) e
= 0, dp-—2 [% —
dp /0 180, ©)|”do—2m E lgm (0)] <1

m=—M

T N 2 &
/0 gm(g) - Z Cl;n P,,llml(COS 9) sinf df < m
n=|m|
forallm = —M, ..., M. Then, combining the last two inequalities with the help of

the Cauchy—Schwarz inequality, we find

2

7 27 M N )
/ f 20, ¢) — Z Z a™ P/™(cos6) ¢™?| sin@ ded6 < e.
0 0

m=—M n=|m|

Therefore, Y is dense in C(S?) with respect to the L? norm and this completes the
proof since C(S?) is dense in L2(S?). O

We conclude our brief survey of spherical harmonics by proving the important
addition theorem.

Theorem 2.9 Let Y)', m = —n,...,n, be any system of 2n + 1 orthonormal

spherical harmonics of order n. Then for all X,y € S* we have
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2n +1
47

Y @ YrG) =

m=—n

Pp(cosb), (2.30)

where 0 denotes the angle between x and 3.

Proof We abbreviate the left-hand side of (2.30) by Y (X, ¥) and first show that
Y only depends on the angle #. Each orthogonal matrix Q in R? transforms
homogeneous harmonic polynomials of degree n again into homogeneous harmonic
polynomials of degree n. Hence, we can write

n
Y™(QR) = Z amYX(®), m=-n,...

k=—n

S

Since Q is orthogonal and the Y," are orthonormal, we have
/ Y (Qx) Y,;”’(Q)?) ds = f Y (%) Y,{"’()?) ds = 8,
§? S?

From this it can be seen that the matrix A = (a,,x) also is orthogonal and we obtain

Y(QR.09) = Y Y am¥f®) Y am¥i() =Y YE®YEG) =Y. §)

m=—nk=—n I=—n k=—n

whence Y (X, y) = f(cos8) follows. Since for fixed y the function Y is a spherical
harmonic, by introducing polar coordinates with the polar axis given by y we see
that f = a, P, with some constant a,. Hence, we have

n
DY@ YE) = anPa(cos ).
m=—n

Setting y = x and using P,(1) = 1 (this follows from the generating function
(2.20)) we obtain

n
an= Y Y@
m=—n

Since the Y)" are normalized, integrating the last equation over S? we finally arrive
at4mwa, = 2n + 1 and the proof is complete. O
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2.4 Spherical Bessel Functions

We continue our study of spherical wave functions by introducing the basic
properties of spherical Bessel functions. For a more detailed analysis we again refer
to Lebedev [293].

We look for solutions to the Helmholtz equation of the form

u(x) = fklx|) Yy <| |>

where Y, is a spherical harmonic of order n. From the differential equation (2.17)
for the spherical harmonics, it follows that u solves the Helmholtz equation provided
f is a solution of the spherical Bessel differential equation

2@ + 2tf' (1) + (12 — n(n + D] f(r) = 0. (2.31)

We note that for any solution f to the spherical Bessel differential equation (2.31)
the function g(t) := /1 f(t) solves the Bessel differential equation with half integer
order n 4+ 1/2 and vice versa. By direct calculations, we see that forn = 0, 1, ...
the functions

0 (_1)ptn+2p

Jn(®) ::[72_(:)21’,;! BTG (2.32)

and

_ ( n) & (=DPerr—-t
Ya(t) == — g 22 pi(—2n 4+ 1)(=2n43)---(=2n+2p —1)

(2.33)

represent solutions to the spherical Bessel differential equation (the first coefficient
in the series (2.33) has to be set equal to one). By the ratio test, the function j, is
seen to be analytic for all 1 € R whereas y, is analytic for all # € (0, co). The
functions j, and y, are called spherical Bessel functions and spherical Neumann
functions of order n, respectively, and the linear combinations

hi2 = o £ iy,
are known as spherical Hankel functions of the first and second kind of order n.

From the series representation (2.32) and (2.33), by equating powers of 7, it is
readily verified that both f,, = j, and f,, = y, satisfy the recurrence relation

2
fortO+ foor )= 2L @0, n=1.2..... (2.34)




2.4  Spherical Bessel Functions 33

Straightforward differentiation of the series (2.32) and (2.33) shows that both f;, =
Jjn and f, = y, satisfy the differentiation formulas

d | _
fart® = =" = (i i) =012, (2.35)
and
n+1 _ i n+1 —
" o) = {t f,,(t)}, n=12 ... (2.36)

Finally, from (2.31), the Wronskian
W (i (), yu (1)) = ju(0)y, (£) = yu (1) jy (1)
is readily seen to satisfy
, 2
W+ n W =0,

whence W (j, (1), y.(t)) = C/t* for some constant C. This constant can be
evaluated by passing to the limit # — O with the result

1
Jn@yp @) = Ju @) ya(t) = - (2.37)

From the series representation of the spherical Bessel and Neumann functions, it
is obvious that

t" 1
()= ——1+0 (-], , 2.38
W0 = 5o (140 (3)) ne 2.38)
uniformly on compact subsets of R and
1-3-.-2n—-1) 1
My —

uniformly on compact subsets of (0, co). With the aid of Stirling’s formula n! =
V2mn (n/e)" (1 + o(1)), n — oo, which implies that

(2n)!
n!

n
= 22+3 (g) (14o0(1)), n— oo,

from (2.39) we obtain

2 n
hfl”(t) =0 (5) . n— 0o, (2.40)

uniformly on compact subsets of (0, 00).
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The spherical Bessel and Neumann functions can be expressed in terms of
trigonometric functions. Setting n = 0 in the series (2.32) and (2.33) we have that

. sin ¢ cost
Jo(®) = 5 yo(t) = -

and consequently
ot

. 2.41
+it ( )

1,2
h"P (1) =

Hence, by induction, from (2.41) and (2.35) it follows that the spherical Hankel
functions are of the form

it

n
h;l)(t) — (_l-)n el_t 1 + Clpn

P
p=1
and

@ e — dpn

ho) =i" — {1 ——

W () — 1+ > pr

p=1

with complex coefficients ay,, ..., a,,. From this we readily obtain the following

asymptotic behavior of the spherical Hankel functions for large argument

1 ymn_x 1
2 @) = - (=5 -%) {1 +0 <?)} . 1= oo,
(2.42)
1 gy 1
A (1) = - e (=) {1 +0 (;>} .t — 0.

Taking the real and the imaginary part of (2.42) we also have asymptotic formulas
for the spherical Bessel and Neumann functions.

For solutions to the Helmholtz equation in polar coordinates, we can now state
the following theorem on spherical wave functions.

Theorem 2.10 Let Y, be a spherical harmonic of order n. Then

Un (x) = ju(klx]) ¥, (i)

|x|

is an entire solution to the Helmholtz equation and
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va(x) = VY (k|x]) Y, (| |)

is a radiating solution to the Helmholtz equation in R> \ {0}.

Proof Since we can write j,(kr) = k"r"w,(r?) with an analytic function w, :
R — R and since r"Y,(x) is a homogeneous polynomial in x1, x3, x3, the product
Jn(kr) Y, (%) for x = x/|x| is regular at x = 0, i.e., u, also satisfies the Helmholtz
equation at the origin. That the radiation condition is satisfied for v, follows from
the asymptotic behavior (2.42) of the spherical Hankel functions of the first kind.

O

We conclude our brief discussion of spherical wave functions by the following
addition theorem for the fundamental solution.

Theorem 2.11 Let Y)", m = —n,...,n,n = 0,1,..., be a set of orthonormal

spherical harmonics. Then for |x| > |y| we have

oiklx=y]

T =k hy! (k Y’”( )nk Y’"<—>. 243
r e =ik 3 KD ) b (o). e

n=0m=—n

The series and its term by term first derivatives with respect to |x| and |y| are
absolutely and uniformly convergent on compact subsets of |x| > |y|.

Proof We abbreviate X = x/|x| and y = y/|y|. From Green’s theorem (2.3) applied
to ul'(z) = ju(k|z]) Y"(2) with Z = z/|z| and @ (x, z), we have

L 0D (x, 2) Bun’" .
/|z=r{ (0 D - 2 , }ds(z>—o, x| > r.

and from Green’s formula (2.9), applied to v}’ (z) = hf,l) (k|z]) Y (2), we have

@ m
/ { mipy 20D By, }ds(z>=v;"(x>, x| > r.
|z|=r

av(z) v

From the last two equations, noting that on |z| = r we have

m

uy (2) = julkr) ¥,;" (2),

= kj, (kr) Y™ (%)

and

m

D .
0 (2) = KD (kr) Y 2), av"j @ = kh (k) Y7 3)

and using the Wronskian (2.37), we see that
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1

ikr2 lz|l=r

Y2 P(x,2)ds(2) = julkr) iV klx) V" (®), Ix] > 1,
and by transforming the integral into one over the unit sphere we get
/S Y@@ D) ds @) = ik jukr) D KIXD Y, x| > (244)

We can now apply Theorem 2.8 to obtain from the orthogonal expansion

D)=y > /Sz Y2 @ (x,r2)ds(2) Y (D)

n=0m=—n

and (2.44) that the series (2.43) is valid for fixed x with |x| > r and with respect to
y in the L? sense on the sphere |y| = r for arbitrary r. With the aid of the Cauchy—
Schwarz inequality, the Addition Theorem 2.9 for the spherical harmonics and the
inequalities (2.22), (2.38), and (2.39) we can estimate

3

m=-—n

RV (k|x]) YIUR) ju (KIYD YD)

|x|"

2n +1 . [y|"
< = P &IxD jnklyD) | = O(y . n— oo,

uniformly on compact subsets of [x| > |y|. Hence, we have a majorant implying
absolute and uniform convergence of the series (2.43). The absolute and uniform
convergence of the derivatives with respect to |x| and |y| can be established

analogously with the help of estimates for the derivatives j, and h,gl)/ corresponding
to (2.38) and (2.39) which follow readily from (2.35). O

Passing to the limit |x| — oo in (2.44) with the aid of (2.15) and (2.42), we arrive
at the Funk—Hecke formula

e 5. 4
/ eIy, (2)ds () = = ju(kr) Ya(R), RS r>0,
S2 l
for spherical harmonics Y,, of order n. Obviously, this may be rewritten in the form

i .5 ~ ~ 47‘[ . X
/Sze kel y,(2)ds(2) = = Ikl Y, (M) , xeR’. (2.45)

Proceeding as in the proof of the previous theorem, from (2.45) and Theorem 2.9
we can derive the Jacobi—-Anger expansion
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o0
ikxd _ Zin(zn + 1) ju(k|x]) Py(cos6), x € R3, (2.46)
n=0

where d is a unit vector, 6 denotes the angle between x and d and the convergence
is uniform on compact subsets of R.

2.5 The Far Field Pattern

In this section we first establish the one-to-one correspondence between radiating
solutions to the Helmholtz equation and their far field patterns.

Lemma 2.12 (Rellich) Assume the bounded set D is the open complement of an
unbounded domain and let u € C 2(]R3 \ D) be a solution to the Helmholtz equation

satisfying

lim lu(x)|?ds = 0. (2.47)

r=>00 Jiy|=r

Thenu = 0inIR?\ D.

Proof For sufficiently large |x|, by Theorem 2.8 we have a Fourier expansion
o0 n
w@) =y Y arxh ¥
n=0m=—n

with respect to spherical harmonics where X = x/|x|. The coefficients are given by
ay(r) = / u(rx)Y™(x) ds(x)
S2

and satisfy Parseval’s equality
o0 n 2
/ @) Pds =r*» " 3" |ar )|
lx|=r n=0m=—n

Our assumption (2.47) implies that
lim 2 |a? (][> =0 (2.48)
r—0o0

for all n and m.

Since u € C*(R?\ D), we can differentiate under the integral and integrate by
parts using Au + k?u = 0 and the differential equation (2.17) to conclude that the
a)} are solutions to the spherical Bessel equation
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d’a" 2 da” , n(m+1)
— kf— ——— = m __
dr? + rodr + ( “n

that is,
ay (r) = ot bV (kr) + B hS? (kr)

where o' and B are constants. Substituting this into (2.48) and using the
asymptotic behavior (2.42) of the spherical Hankel functions yields o} = B! =0
for all n and m. Therefore, u = 0 outside a sufficiently large sphere and hence u = 0
in R\ D by analyticity (Theorem 2.2). O

Rellich’s lemma ensures uniqueness for solutions to exterior boundary value
problems through the following theorem.

Theorem 2.13 Let D be as in Lemma 2.12, let 0 D be of class C 2 yith unit normal
v directed into the exterior of D, and assume u € C2(R3\ D) N C(R>\ D) is a
radiating solution to the Helmholtz equation with wave number k > O which has a
normal derivative in the sense of uniform convergence and for which

Thenu =0in R\ D.

Proof From the identity (2.11) and the assumption of the theorem, we conclude that
(2.47) is satisfied. Hence, the theorem follows from Rellich’s Lemma 2.12. O

Rellich’s lemma also establishes the one-to-one correspondence between radiat-
ing waves and their far field patterns.

Theorem 2.14 Let D be as in Lemma 2.12 and let u € C*(R3 \ D) be a
radiating solution to the Helmholtz equation for which the far field pattern vanishes
identically. Then u = 0 in R\ D.

Proof Since from (2.13) we deduce

1
/ lu(x)|?ds = f luoo(X)%ds + O (—) . — 00,
|x|=r S? r

the assumption us, = 0 on S? implies that (2.47) is satisfied. Hence, the theorem
follows from Rellich’s Lemma 2.12. O

Theorem 2.15 Let u be a radiating solution to the Helmholtz equation in the
exterior |x| > R > 0 of a sphere. Then u has an expansion with respect to spherical
wave functions of the form
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u(x) = Z Z a™ hV (k| x|) Y’”<| |) (2.49)

n=0m=—n

that converges absolutely and uniformly on compact subsets of |x| > R. Conversely,
if the series (2.49) converges in the mean square sense on the sphere |x| = R then
it also converges absolutely and uniformly on compact subsets of |x| > R and u
represents a radiating solution to the Helmholtz equation for |x| > R.

Proof For a radiating solution u to the Helmholtz equation, we insert the addition
theorem (2.43) into Green’s formula (2.9), applied to the boundary surface |y| = R
with R < R < |x|, and integrate term by term to obtain the expansion (2.49).

Conversely, L? convergence of the series (2.49) on the sphere |x| = R, implies
by Parseval’s equality that

o n 2
>3 [PwB)| fay < oc.

n=0m=—n

Using the Cauchy—Schwarz inequality, the asymptotic behavior (2.39) and the
addition theorem (2.30) for R < R; < |x| < Ry and for N € IN we can estimate

hD klx]) a <| I>H2
()]

>y

n=0m=—n

2
Y (k|x)
h" (kR)

n=0

R 2n
<CZ(2n+1)(| |>

for some constant C depending on R, Ry, and R,. From this we conclude absolute
and uniform convergence of the series (2.49) on compact subsets of x| > R.
Similarly, it can be seen that the term by term first derivatives with respect to
|x| are absolutely and uniformly convergent on compact subsets of |x| > R.
To establish that u solves the Helmholtz equation and satisfies the Sommerfeld
radiation condition, we show that Green’s formula is valid for u#. Using the addition
Theorem 2.11, the orthonormality of the Y," and the Wronskian (2.37), we indeed
find that

h(l)(kR)‘ a2

=0m=—n
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0P (x,y) Ou

=ikR*Y " D" ar D klx)) v, (|i—|) kW hDKR), jukR))

n=0m=—n

=> "> arhVklx) vy (i) = u(x)
x|

n=0m=—n

for |x| > R > R. From this it is now obvious that u represents a radiating solution
to the Helmholtz equation. O

Let R be the radius of the smallest closed ball with center at the origin containing
the bounded domain D. Then, by the preceding theorem, each radiating solution
u € C?>(R®\ D) to the Helmholtz equation has an expansion with respect to
spherical wave functions of the form (2.49) that converges absolutely and uniformly
on compact subsets of [x| > R. Conversely, the expansion (2.49) is valid in all of
IR? \ D if the origin is contained in D and if u can be extended as a solution to the
Helmbholtz equation in the exterior of the largest closed ball with center at the origin
contained in D.

Theorem 2.16 The far field pattern of the radiating solution to the Helmholtz
equation with the expansion (2.49) is given by the uniformly convergent series

l 1 <
oo = 7 ZW Z amy”. (2.50)
n=0

m=-—n

The coefficients in this expansion satisfy the growth condition

./ on m 2
Z(E) > ap]” < oo (2.51)
n=0 m=—n

forallr > R.

Proof We cannot pass to the limit x| — oo in (2.49) by using the asymptotic behav-
ior (2.42) because the latter does not hold uniformly in n. Since by Theorem 2.6 the
far field pattern u, is analytic, we have an expansion

o0 n
uoozz Z b y"

n=0m=—n



2.5 The Far Field Pattern 41

with coefficients
by =/ Uoo(X) Y (X) ds ().
SZ

On the other hand, the coefficients a;;' in the expansion (2.49) clearly are given by

ar hV(kr) = /

u(rx) Ym(x)ds(x).
SZ

Therefore, with the aid of (2.42) we find that

b :/s lim re % u@rs) Y (%) ds(X)

2 r—>00
m
_ —ikr ey A Oy
= lim re u(@rx) Y"(x)ds(x) = — ,
r—00 2 n kintl

and the expansion (2.50) is valid in the L? sense.
Parseval’s equation for the expansion (2.49) reads

00 n
FZZ Z |azl|2

n=0m=—n |

W[ = [ eopdseo.

x|=r

From this, using the asymptotic behavior (2.40) of the Hankel functions for
large order n, the condition (2.51) follows. In particular, by the Cauchy—Schwarz
inequality, we can now conclude that (2.50) is uniformly valid on S2. O

Theorem 2.17 Let the Fourier coefficients b))} of us € L?(S?) with respect to the
spherical harmonics satisfy the growth condition

00 m  n
) (é_”R> AR 252

n=0 m=—n

with some R > 0. Then

o0 n
w(x) =k " bR (klx]) ¥ (i) x| > R, (2.53)

n=0 m=—n |x|

is a radiating solution of the Helmholtz equation with far field pattern u .

Proof By the asymptotic behavior (2.40), the assumption (2.52) implies that the
series (2.53) converges in the mean square sense on the sphere |x| = R. Hence, by
Theorem 2.15, u is a radiating solution to the Helmholtz equation. The fact that the
far field pattern coincides with the given function u, follows from Theorem 2.16.
|
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The last two theorems indicate that the equation
At = U (2.54)

with the linear operator A mapping a radiating solution u to the Helmholtz equation
onto its far field u is ill-posed. Following Hadamard [165], a problem is called
properly posed or well-posed if a solution exists, if the solution is unique and if
the solution continuously depends on the data. Otherwise, the problem is called
improperly posed or ill-posed. Here, for Eq.(2.54), by Theorem 2.14 we have
uniqueness of the solution. However, since by Theorem 2.16 the existence of a
solution requires the growth condition (2.51) to be satisfied, for a given function
Uoso in L%(S?) a solution of Eq. (2.54) will, in general, not exist. Furthermore, if a
solution u does exist it will not continuously depend on 1, in any reasonable norm.
This is illustrated by the fact that for the radiating solutions

i (x) = % A (k|x) Y, (1)

|x|

where Y, is a normalized spherical harmonic of degree n the far field patterns are
given by

1

kintlp Yy

Up,oo =

Hence, we have convergence u, oo — 0, n — oo, in the L? norm on S? whereas,
as a consequence of the asymptotic behavior (2.40) of the Hankel functions for large
order n, the u,, will not converge in any suitable norm. Later in this book we will
study the ill-posedness of the reconstruction of a radiating solution of the Helmholtz
equation from its far field pattern more closely. In particular, we will describe stable
methods for approximately solving improperly posed problems such as this one.



Chapter 3 )
Direct Acoustic Obstacle Scattering e

This chapter is devoted to the solution of the direct obstacle scattering problem
for acoustic waves. As in [104], we choose the method of integral equations for
solving the boundary value problems. However, we decided to leave out some of the
details in the analysis. In particular, we assume that the reader is familiar with the
Riesz—Fredholm theory for operator equations of the second kind in dual systems
as described in [104, 268]. We also do not repeat the technical proofs for the jump
relations and regularity properties for single- and double-layer potentials. Leaving
aside these two restrictions, however, we will present a rather complete analysis of
the forward scattering problem. For the reader interested in a more comprehensive
treatment of the direct problem, we suggest consulting our previous book [104] on
this subject.

We begin by listing the jump and regularity properties of surface potentials in the
classical setting of continuous and Holder continuous functions and later present
their extensions to the case of Sobolev spaces. We then proceed to establish the
existence of the solution to the exterior Dirichlet problem via boundary integral
equations and also describe some results on the regularity of the solution. In
particular, we will establish the well-posedness of the Dirichlet-to-Neumann map in
the Holder and Sobolev space settings. We then proceed with a section on classical
and generalized impedance problems to provide some material to be used later on
in the book. Coming back to the far field pattern, we prove reciprocity relations that
will be of importance in the study of the inverse scattering problem. We then use
one of the reciprocity relations to derive some completeness results on the set of far
field patterns corresponding to the scattering of incident plane waves propagating
in different directions. For this we need to introduce and examine Herglotz wave
functions and the far field operator which will both be of central importance later on
for the inverse scattering problem.

Our presentation is in R3. For the sake of completeness, we include a section
where we list the necessary modifications for the two-dimensional theory. We
also add a section advertising a Nystrom method for the numerical solution of
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the boundary integral equations in two dimensions by a spectral method based
on approximations via trigonometric polynomials. Finally, we present the main
ideas of a spectral method based on approximations via spherical harmonics for
the numerical solution of the boundary integral equations in three dimensions that
was developed and investigated by Wienert [427] and by Ganesh, Graham, and
Sloan [143, 153].

3.1 Single- and Double-Layer Potentials

In this chapter, if not stated otherwise, we always will assume that the bounded
set D is the open complement of an unbounded domain of class C 2 that is, we
include scattering from more than one obstacle in our analysis noting that the C?
smoothness implies that D has only a finite number of components.

We first briefly review the basic jump relations and regularity properties of
acoustic single- and double-layer potentials. Given an integrable function ¢, the
integrals

u(x) = /aD 0B (x, ) ds(y), x e R\ D,
and

v(x) :=/ o) 22X 4, x e R\ 9D,
aD av(y)

are called, respectively, acoustic single-layer and acoustic double-layer potentials
with density ¢. They are solutions to the Helmholtz equation in D and in R\ D and
satisfy the Sommerfeld radiation condition. Green’s formulas (2.5) and (2.9) show
that any solution to the Helmholtz equation can be represented as a combination
of single- and double-layer potentials. For continuous densities, the behavior of the
surface potentials at the boundary is described by the following jump relations. By
I - lloc = Il - lloo,c We denote the usual supremum norm of real or complex valued
functions defined on a set G C IR3.

Theorem 3.1 Let 3D be of class C? and let ¢ be continuous. Then the single-layer
potential u with density ¢ is continuous throughout R> and

lullog g3 < Cll@lloc,ap

for some constant C depending on d D. On the boundary we have

u(x) = /au ()P (x,y)ds(y), xe€dD, (3.1)
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ou+

2 (x, y)
S = / o(y) 2200 4 (y)zp o(x), x€aD, (32)
07 T

where

Bu_i (x) := lin;0 v(x) - gradu(x = hv(x))

is to be understood in the sense of uniform convergence on dD and where the
integrals exist as improper integrals. The double-layer potential v with density ¢
can be continuously extended from D to D and from R\ D to R3\ D with limiting
values

e
v (x) =/ o(y) o, )d (v ):|: fP(x) x €adD, (3.3)
aD av(y)

where

v (x) ;= lim v(x & hv(x))
h—+0
and where the integral exists as an improper integral. Furthermore,

[Vloo = Cli¢lloc.ans  IIVllog r3\p < Cli@lloo,ap

for some constant C depending on 0D and

. av v
hl—lﬂo{&_v (x +hv(x)) — 3 (x — hv(x))} =0, xedD, (3.4)

uniformly on dD.

Proof For a proof, we refer to Theorems 2.12, 2.13, 2.19, and 2.21 in [104]. Note
that the estimates on the double-layer potential follow from Theorem 2.13 in [104]
by using the maximum-minimum principle for harmonic functions in the limiting
case k = 0 and Theorems 2.7 and 2.15 in [104]. O

An appropriate framework for formulating additional regularity properties of
these surface potentials is provided by the concept of Holder spaces. A real or
complex valued function ¢ defined on a set G C R3 is called uniformly Holder
continuous with Holder exponent O < a < 1 if there is a constant C such that

lp(x) — (| < Clx —y|* (3.5)

for all x, y € G. We define the Holder space C%%(G) to be the linear space of all
functions defined on G which are bounded and uniformly Holder continuous with
exponent «. It is a Banach space with the norm
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o) — 9
lolla = l@llaG = sup lp()| + sup -t P20 (3.6)
xeG x,y€G |X - y|

x#y

Clearly, for ¢ < B each function ¢ € C%A(G) is also contained in C%%(G).
For this imbedding, from the Arzela—Ascoli theorem, we have the following
compactness property (for a proof we refer to [104, p. 38] or [268, p. 105]).

Theorem 3.2 Let 0 < a < B < 1 and let G be compact. Then the imbedding
operators

15:Cc%(G) - cG), 1*F:C%(G)— ™ (G)

are compact.

For a vector field, Holder continuity and the Holder norm are defined analogously
by replacing absolute values in (3.5) and (3.6) by Euclidean norms. We can then
introduce the Holder space C'%(G) of uniformly Holder continuously differen-
tiable functions as the space of differentiable functions ¢ for which grad ¢ (or the
surface gradient Grad ¢ in the case G = 9 D) belongs to C 0.2(G). With the norm

lolle == l@llec = ¢l + Il grad ¢llo,«

the Holder space C!%(G) is again a Banach space and we also have an imbedding
theorem corresponding to Theorem 3.2.

Extending Theorem 3.1, we can now formulate the following regularity proper-
ties of single- and double-layer potentials in terms of Holder continuity.

Theorem 3.3 Let 3D be of class C* and let 0 < o < 1. Then the single-layer
potential u with density ¢ € C(dD) is uniformly Holder continuous throughout R3
and

lully g3 < Ca ll@lloc,ap-
The first derivatives of the single-layer potential u with density ¢ € C%%(d D) can

be uniformly Holder continuously extended from D to D and from R3\ D to R\ D
with boundary values

1
gradu+(x) = /anﬂ(y) grad, @(x, y)ds(y) F 5 ¢()v(x), x€dD, (3.7

where

gradu4 (x) := hlimo grad u(x £ hv(x))
-+

and we have
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I gradull, 5 < Ca ll@lle.op, Nl gradull, g3\ p = Co @lla0D-
. R\

The double-layer potential v with density ¢ € C O, (3D) can be uniformly Holder
continuously extended from D to D and from R\ D to R> \ D such that

Ivlly 5 < Ca ll@llaon,  lvllyr3\p = Ca ll@lla.oD-
. R\

The first derivatives of the double-layer potential v with density ¢ € C 1’_"‘ (@D) can
be uniformly Holder continuously extended from D to D and from R3\ D to R\ D
such that

lgradvll, 5 < Co ll@llteap, Ilgradvll, g3\ p = Co l@ll1,0,0D-

In all inequalities, Cy, denotes some constant depending on 0D and «.
Proof For a proof, we refer to the Theorems 2.12, 2.16, 2.17, and 2.23 in [104]. O

For the direct values of the single- and double-layer potentials on the boundary
dD, we have more regularity. This can be conveniently expressed in terms of the
mapping properties of the single- and double-layer operators S and K, given by

(S9)(x) =2 /3 0 p)ds(y), x €D, (3.8)
0P (x,

(Ko)(x) =2 / 9P vy ds(y), x e oD, (3.9)
ap  v(y)

and the normal derivative operators K’ and T, given by

/ 0P (x,y)
(K'p)(x) = 2/ — () ds(y), xe€dD, (3.10)
ap 0v(x)
To)a) =2 — / 0PCY) Lyyds(y). xedD 3.11)
PRZ 200 Jap vy PN ' '

Theorem 3.4 Let 3D be of class C2. Then the operators S, K and K’ are bounded
operators from C(3dD) into CY2(3D), the operators S and K are also bounded
from C%%(d D) into C*(3D), and the operator T is bounded from C'*(3 D) into
Cc%* (D).

Proof The statements on S and T are contained in the preceding theorem and proofs
for the operators K and K’ can be found in Theorems 2.15, 2.22, and 2.30 of [104].
O

We wish to point out that all these jump and regularity properties essentially
are deduced from the corresponding results for the classical single- and double-
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layer potentials for the Laplace equation by smoothness arguments on the difference
between the fundamental solutions for the Helmholtz and the Laplace equation.

Clearly, by interchanging the order of integration, we see that S is self-adjoint
and K and K’ are adjoint with respect to the bilinear form

(o, ¥) :=/ oy ds,
aD
that is,

(Sp.¥) = (p.SY¥) and (K¢, ¥)= (¢, K'Y)

for all ¢, € C(AD). To derive further properties of the boundary integral
operators, let u and v denote the double-layer potentials with densities ¢ and ¥
in C1¥(dD), respectively. Then by the jump relations of Theorem 3.1, Green’s
theorem (2.3) and the radiation condition we find that

d d
/ T(pwds=2/ —u(v+—v_)ds=2/ (u+—u_)—vds=/ Ty ds,
9D ap OV aD v aD

that is, T also is self-adjoint. Now, in addition, let w denote the single-layer potential
with density ¢ € C(dD). Then

av ow_ ,
SpTyds =4 w—ds=4] v_ ds=| (K-=Dy(K'+1)eds,
aD aD aD

ap OV av

whence
/ <pSdes=/ o(K* = Dy ds
aD aD

follows for all ¢ € C(dD) and ¢ € C1%(3 D). Thus, we have proven the relation
ST = K>~ 1 (3.12)
and similarly it can be shown that the adjoint relation
TS = K? -1 (3.13)

is also valid. Throughout the book / stands for the identity operator.

Looking at the regularity and mapping properties of surface potentials, we think
it is natural to start with the classical Holder space case. As worked out in detail by
Kirsch [234], the corresponding results in the Sobolev space setting can be deduced
from these classical results through the use of a functional analytic tool provided by
Lax [290], that is, the classical results are stronger. Since we shall be referring to
Lax’s theorem several times in the sequel, we prove it here.
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Theorem 3.5 Let X and Y be normed spaces both of which are equipped with a
scalar product (-, -) and assume that there exists a positive constant ¢ such that

(@, Yl = cliell vl (3.14)

forall o,y € X. Let U C X be a subspace andlet A:U — Y and B :Y — X be
bounded linear operators satisfying

(Ap, ¥) = (¢, BY) (3.15)

forallp € Uand vy € Y. Then A : U — Y is bounded with respect to the norms
induced by the scalar products.

Proof We denote the norms induced by the scalar products by || - [|s. Consider the
bounded operator M : U — X given by M := BA with |M| < ||B]|| ||All. Then,
as a consequence of (3.15), M is self-adjoint, that is, (Mg, ¥) = (¢, M) for all
@, ¥ € U. Therefore, using the Cauchy—Schwarz inequality, we obtain

IM"@|? = (M"p, M"p) = (9, M™¢) < [IM*"¢||,
for all ¢ € U with ||¢||s < 1 and all n € IN. From this, by induction, it follows that
IMolls < IM* |2

By (3.14) we have |l¢|ls < +/c|l¢] for all p € X. Hence,

gl < Ve o)’ < [Veranimi® | = (Ve el imi.

Passing to the limit #» — oo now yields

Molls < IM]l
for all ¢ € U with ||¢||y < 1. Finally, for all ¢ € U with ||¢||; < 1, we again have
from the Cauchy—Schwarz inequality that

1A@I? = (Ag, Ap) = (9, Mg) < [Mg|s < [M].

From this the statement follows. m]

We now use Lax’s Theorem 3.5 to prove the mapping properties of surface
potentials in Sobolev spaces. For an introduction into the classical Sobolev spaces
H'(D) and H! (R®\ D) for domains and the Sobolev spaces H”(dD), p € R,
on the boundary 0D we refer to Adams [2], Kirsch and Hettlich [244], and
McLean [315]. We note that H,} (]R3 \ D) is the space of all functions u : R3 \ D —

loc

C such that u € H'((R3 \ D) N B) for all open balls B containing D. For
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an introduction of the spaces H”(dD) in two dimensions using a Fourier series
approach we also refer to [268].

Theorem 3.6 Let 9D be of class C* and let H' (D) denote the usual Sobolev
space. Then the operator S is bounded from L*(d D) into H' (3 D). Assume further
that 3D belongs to C**. Then the operators K and K’ are bounded from L*(d D)
into H (3 D) and the operator T is bounded from H' (3 D) into L*(3 D).

Proof We prove the boundedness of S : L2(D) - H'(3D).Let X = C%*(3D)
and Y = C1%(dD) be equipped with the usual Hlder norms and introduce scalar
products on X by the L? scalar product and on Y by the H'! scalar product

(U, V) g1ap) = / {@¥ + Grad ¢ - Grad ¥/ } ds.
oD

By interchanging the order of integration, we have

/ S(pl/de:/ @ SV ds (3.16)
oD oD

for all ¢, € C(dD). For ¢ € C%2(3D) and v e C2(D), by Gauss’ surface
divergence theorem and (3.16) we have

/ Grad Sp - Grad ¢ ds = —/ ¢ S(Div Grad ¢) ds. (3.17)
aD aD

(For the reader who is not familiar with vector analysis on surfaces, we refer
to Sect.6.3.) Using again Gauss’ surface divergence theorem and the relation
grad, @ (x, y) = — grad, ®@(x, y), we find that

f @ (x,y)DivGrad ¥ (y)ds(y) = div/ D(x,y)Grady(y)ds(y), x &aD.
oD oD

Hence, with the aid of the jump relations of Theorem 3.1 and 3.3 (see also
Theorem 6.13), for ¢ € C2(3 D) we obtain

S(DivGrad ¢) = S(Grad )

where the bounded operator S:Co@D) — %O D) is given by
(S’a)(x) = ZdiV/ D(x,y)a(y)ds(y), xeadD,
oD

for Holder continuous tangential fields a on d D. Therefore, from (3.17) we have

/ Grad Sp - Grad ¥ ds = —/ @ S(Grad ¥) ds (3.18)
aD aD



3.1 Single- and Double-Layer Potentials 51

for all p € CO*(3D) and ¥ € C%(3D). Since, for fixed ¢, both sides of (3.18)
represent bounded linear functionals on C1%(d D), (3.18) is also true for all ¢ €
C%@D) and ¥ € C1¥(3D). Hence, from (3.16) and (3.18) we have that the
operators S : CO%(dD) — C*(9D) and §* : C"*(3D) — C%¥(dD) given by

S*y = Sy — S Grad ¥
are adjoint, i.e.,
Se, V) mopy = (@ S Y 120p)

for all ¢ € C®%(D) and ¥ € C“*(3D). By Theorem 3.3, both S and S* are
bounded with respect to the Holder norms. Hence, from Lax’s Theorem 3.5 we see
that there exists a positive constant C such that

IS¢l oy = Cllell2p)

for all ¢ € C%*(3D). The proof of the boundedness of S : L2(dD) — H'(dD) is
now finished by observing that C%%(d D) is dense in L*(3 D).

The proofs of the assertions on K, K’, and T are similar in structure and for
details we refer the reader to [234]. O

Corollary 3.7 If 9D is of class C? then the operator S is bounded from
H=Y23D) into H2(3D). Assume further that 0D belongs to C2%9. Then the
operators K and K’ are bounded from H~Y2(3 D) into HY*(d D) and the operator
T is bounded from H'/>(d D) into H~'/?(3 D).

Proof We prove the statement on S. The L? adjoint S* of S has kernel 2& (x, y)
and therefore also is bounded from L2(3D) into H1 (D). By duality, this implies
that S is bounded from H~1(3D) into L*(3D). Now the boundedness of S :
H~'2(3D) — H'/?(3D) follows by the interpolation property of the Sobolev
spaces H 1/2(9 D) (see Theorem 8.13 in [268]). The proofs of the assertions on K,
K’, and T are analogous. |

In view of the compactness of the imbedding operators 179 from H? (0 D) into
H41(dD) for p > ¢, from Corollary 3.7 we observe that the operators S, K, and K’
are compact from H~!/2(3 D) into H~'/?(3 D) and from H'/?(3 D) into H'/2(3 D).
For the following corollary we make use of the frace theorem which states that the
restriction of a function u € C2(D) N C(D) to its boundary values u|yp can be
uniquely extended via a bounded linear operator o : H!(D) — H'/>(3 D) known
as trace operator, i.e.,

loull girzepy = Clullgip (3.19)
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for all u € H'(D) and some positive constant C and ou = ulyp (see [315]). In the
following corollary we say that a linear operator mapping H~'/2(3 D) or H'/?(3 D)
into thc (IR?\ D) is bounded if it is a bounded operator into H'! ((R3\ D) N B) for
all open balls B containing D.

Corollary 3.8 Let 3D be of class C**. The single-layer potential defines bounded
linear operators from H=Y2 D) into HY (D) and into HIE)C(IR3 \ D). The double-
layer potential defines bounded linear operators from H'/2(dD) into H (D) and
into H! _(R®\ D).

Proof Let u be the single-layer potential with density ¢ € C%%(3D). Then, by
Green’s theorem and the jump relations of Theorem 3.3, we have

1 I
/{|gradu|2—k2|u|2}dx=/ ﬁ—ds=—/ Sg (¢ + K'g) ds.
D ap OV 4 Jop

Therefore, by the preceding Corollary 3.7, we can estimate

1
I gradullgo )~k Null g2 ) < IO 20y l0+K @l 1200y <1 191511295

for some positive constant c¢i. In terms of the volume potential operator V as
introduced in Theorem 8.2, interchanging orders of integration we have

(u, M)LZ(D) = ((0, W)LZ(BD)

and estimating with the aid of the trace theorem and the mapping property of
Theorem 8.2 for the volume potential operator V yields

iz(D) = C||§0||H—1/2(aD)||W||H1(D) < alellg-12@p)lullL2py

flucl]
for some positive constant c;. Now the statement on the single-layer potential for
the interior domain D follows by combining the last two inequalities and using
the denseness of C%%(3D) in H~1/2(d D). The proof carries over to the exterior
domain IR? \ D by considering the product yu for some smooth cut-off function x
with compact support.
The case of the double-layer potential v with density ¢ is treated analogously
through using

1
/{lgradv|2—k2|v|2}dx:—/ To(Kp —¢@)ds,
D 4 Jop

which follows from Green’s theorem and the jump relations, and
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0 _
(v, U)LZ(D) = (QD, 3_ |4 v)
v
L2(3D)

which is obtained by interchanging orders of integration. O

In addition to the boundary trace operator for H! solutions to the Helmholtz
equation as described by (3.19) we also need to clarify the meaning of the normal
derivative in this case. For this we define Hi(D) = {u e HY(D): Au € LZ(D)}
with norm

2 2 2
”u”Hi(D) = ”u”Hl(D) + ||Au||L2(D)
where Au must be interpreted as a distributional derivative. For u € C 2(D) and

w € H'(D), by Green’s integral theorem we have

0
/ w —uds:/(wAu—i—gradw-gradu)dx.
op OV D

In view of this, for u € C2(D) we define the normal derivative trace tu by the
duality pairing

(tu, @) g-112py. ' 2(3D) = / (wAu + grad w - grad u) dx (3.20)
D

where w € Hl(D) and ¢ € HI/Z(BD) are such that w = ¢ on dD in the sense
of the trace operator in (3.19). Clearly, the right-hand side of (3.20) has the same
value for all w € H'(D) with boundary trace w = ¢ on 3 D. The well-posedness of
the weak Dirichlet problem for harmonic functions (see [199, 268]) implies that for
w € H'(D) with Aw = 0in D and w = ¢ on D we have that

lwll g1 (py = cllellgirzepy

with some positive constant ¢ independent of ¢. Consequently
|(tu, ©) =120y 1120y | < Cllull gt (py Il 12 () (3.21)

for all ¢ € H'/2(3 D) and some positive constant C. Thus for each u € C2(D) by
(3.20) we have defined a bounded linear functional tu on H'/%(d D) with

ltullg-1209p)y < C||M||HA(D),

ie, v : C3(D) — H~'2(3D) is a bounded linear operator with respect to
-1 H (D) By denseness we can extend t as a bounded linear operator 7 : Hi(D) —

H~Y2(3D) and can understand tu as normal derivative d,u for u € Hi(D). The
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operator T is known as normal derivative trace operator. Note that solutions to the
Helmbholtz equation in D clearly belong to HA(D). From the definition (3.20) it is
obvious that Green’s integral theorem remains valid for functions u € Hi (D) and
w € H'(D). These ideas carry over to the exterior domain IR? \ D by considering
products y u for some smooth cut-off function y with compact support.

Finally we note that the above analysis by denseness arguments also implies
that the jump relations for the boundary trace and the normal derivative trace of
the single- and double-layer potential remain valid in the Sobolev space setting.
For a different approach to proving Theorem 3.6 and its two corollaries we refer to
McLean [315] and to Nédélec [337].

The jump relations of Theorem 3.1 can also be extended through the use of Lax’s
theorem from the case of continuous densities to L? densities. This was done by
Kersten [231]. In the L2 setting, the jump relations (3.1)—(3.4) have to be replaced by

lim 2u(x £ hv(x)) — (S(p)(x)|2ds(x) =0, (3.22)
h—+0 Jop
. du , 2
lim 2 —(xxhv(x)) — (K'@)(x) £ex)| ds(x) =0 (3.23)
h—+0 Jop av

for the single-layer potential u with density ¢ € L>(3 D) and

lim Ru(x £hv(x)) — (K@)(x) F (p(x)|2ds(x) =0, (3.24)
h—+0 Jap

2

lim / ‘8_1) (x 4+ hv(x)) — 8_v (x —hv(x))| ds(x) =0 (3.25)
aD av av

h—+0

for the double-layer potential v with density ¢ € L*(dD). Using Lax’s theorem,
Hahner [171] has also established that

1 2
gradu(- £ hv) — / grad, @(-, y)p(y)ds(y) £ 3 (pv' ds=0
aD
(3.26)
for single-layer potentials u with L?(dD) density ¢, extending the jump
relation (3.7).

lim
h—+0 Jop

3.2 Scattering from a Sound-Soft Obstacle

The scattering of time-harmonic acoustic waves by sound-soft obstacles leads to the
following problem.
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Direct Acoustic Obstacle Scattering Problem Given an entire solution u' to the
Helmholtz equation representing an incident field, find a solution

u=u +u’

to the Helmholtz equation in R3 \ D such that the scattered field u* satisfies the
Sommerfeld radiation condition and the total field u satisfies the boundary condition

u=0 ondD.

Clearly, after renaming the unknown functions, this direct scattering problem is
a special case of the following Dirichlet problem.

Exterior Dirichlet Problem Given a continuous function f on 9D, find a radiat-
ing solution u € C*(R>\ D) N C(R3\ D) to the Helmholtz equation

Au+ku=0 inR*\D,
which satisfies the boundary condition
u=yf onaD.

We briefly sketch uniqueness, existence, and well-posedness for this boundary
value problem.

Theorem 3.9 The exterior Dirichlet problem has at most one solution.

Proof We have to show that solutions to the homogeneous boundary value problem
u = 0 on d D vanish identically. If # had a normal derivative in the sense of uniform
convergence, we could immediately apply Theorem 2.13 to obtain u = 0 in R\ D.
However, in our formulation of the exterior Dirichlet problem we require u only
to be continuous up to the boundary which is the natural assumption for posing the
Dirichlet boundary condition. There are two possibilities to overcome this difficulty:
either we can use the fact that the solution to the Dirichlet problem belongs to
Ch(R?\ D) provided the given boundary data is in C%(d D) (cf. [104] or [303]),
or we can justify the application of Green’s theorem by a more direct argument using
convergence theorems for Lebesgue integration. Despite the fact that later we will
also need the result on the smoothness of solutions to the exterior Dirichlet problem
up to the boundary, we briefly sketch a variant of the second alternative based on an
approximation idea due to Heinz (see [148] and also [419] and [225, p. 144]). It is
more satisfactory since it does not rely on techniques used in the existence results.
Thus, we state and prove the following lemma which then justifies the application
of Theorem 2.13. Note that this uniqueness result for the Dirichlet problem requires
no regularity assumptions on the boundary 9 D. O
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Lemma 3.10 Let u € C%(R3 \ D)N C(R? \ D) be a solution to the Helmholtz
equation in R3 \ D which satisfies the homogeneous boundary condition u = 0 on
dD. Define Dp := {y € R? \D : |yl < R}and Sg := {y € R3 : |y| = R} for
sufficiently large R. Then gradu € L*(Dg) and

.
/ | erad u|? dx —k2/ lu|2dx =f u 22 ds. (3.27)
Dpr Dpg SR v

Proof We first assume that u is real valued. We choose an odd function ¥ € C'(R)
such that () = 0for0 <t < 1,y (t) =t fort > 2 and ¥'(¢) > 0 for all 7, and
set u, := Y (nu)/n. We then have uniform convergence ||u — u,||cc — 0, n — 00.
Since u = 0 on the boundary d D, the functions u,, vanish in a neighborhood of 9 D
and we can apply Green’s theorem (2.2) to obtain

0
f gradu,, - gradu dx = k2/ upu dx +/ Uy et ds.
D Dr sg o Ov

It can be easily seen that
0 < gradu, (x) - grad u(x) = ¥'(nu(x)) | grad u(x)|> — | gradu(x)|*>, n — oo,

for all x not contained in {x € Dg : u(x) = 0, gradu(x) # 0}. Since as a
consequence of the implicit function theorem the latter set has Lebesgue measure
zero, Fatou’s lemma tells us that gradu € L*(Dg).

Now assume u = v + i w with real functions v and w. Then, since v and w also
satisfy the assumptions of our lemma, we have grad v, gradw € L?(Dg). From

gradv, +i gradw, = ¥/ (nv) gradv +i ¥'(nw) gradw
we can estimate
[(grad v, +i gradwy,) - gradit| < 2[|¥ || oo {Igradvl2 + |gradw|2}.

Hence, by the Lebesgue dominated convergence theorem, we can pass to the limit
n — oo in Green’s theorem

9
{(gradv, +i gradwy,) - gradu + (v, + iw,)Au}dx = (v, +1 wy) e ds
Dg Sk v

to obtain (3.27). O

The existence of a solution to the exterior Dirichlet problem can be based on
boundary integral equations. In the so-called layer approach, we seek the solution
in the form of acoustic surface potentials. Here, we choose an approach in the form
of a combined acoustic double- and single-layer potential
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ulx) = / {M —in®(x, y)} o) ds(y), x¢€ R3 \ dD, (3.28)
ap L ov(y)

with a density ¢ € C(dD) and a real coupling parameter n # 0. Then from the
jump relations of Theorem 3.1 we see that the potential u given by (3.28) in R3\ D
solves the exterior Dirichlet problem provided the density is a solution of the integral
equation

o+ Ko —inSep =2f. (3.29)

Combining Theorems 3.2 and 3.4, the operators S, K : C(dD) — C(dD) are seen
to be compact. Therefore, the existence of a solution to (3.29) can be established
by the Riesz—Fredholm theory for equations of the second kind with a compact
operator.

Let ¢ be a continuous solution to the homogeneous form of (3.29). Then the
potential u given by (3.28) satisfies the homogeneous boundary condition u = 0
on 8 D whence by the uniqueness for the exterior Dirichlet problem u = 0in R\ D
follows. The jump relations (3.1)—(3.4) now yield

du_
—u_=g, _5‘—v=in¢ on 3D. (3.30)

Hence, using Green’s theorem (2.2), we obtain

u_
in/ |<p|2ds:/ ﬁ_LdSZ/ {|gradu|2—k2|u|2}dx. (3.31)
aD aD v D

Taking the imaginary part of the last equation shows that ¢ = 0. Thus, we
have established uniqueness for the integral equation (3.29), i.e., injectivity of the
operator [+ K —inS : C(dD) — C(3d D). Therefore, by the Riesz—Fredholm theory,
I + K —inS is bijective and the inverse (I + K —inS)~! : C(dD) — C(dD) is
bounded. Hence, the inhomogeneous equation (3.29) possesses a solution and this
solution depends continuously on f in the maximum norm. From the representation
(3.28) of the solution as a combined double- and single-layer potential, with the
aid of the regularity estimates in Theorem 3.1, the continuous dependence of the
density ¢ on the boundary data f shows that the exterior Dirichlet problem is well-
posed, i.e., small deviations in f in the maximum norm ensure small deviations in
u in the maximum norm on R? \ D and small deviations of all its derivatives in the
maximum norm on closed subsets of R? \ D. We summarize these results in the
following theorem.

Theorem 3.11 The exterior Dirichlet problem has a unique solution and the
solution depends continuously on the boundary data with respect to uniform
convergence of the solution on R3 \ D and all its derivatives on closed subsets
of R*\ D.
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Note that for n = 0 the integral equation (3.29) becomes nonunique if k
is a so-called irregular wave number or internal resonance, i.e., if there exist
nontrivial solutions u to the Helmholtz equation in the interior domain D satisfying
homogeneous Neumann boundary conditions du/dv = 0 on dD. The approach
(3.28) was introduced independently by Brakhage and Werner [44], Leis [296],
and Panich [346] in order to remedy this nonuniqueness deficiency of the classical
double-layer approach due to Vekua [414] and Weyl [426]. For an investigation
on the proper choice of the coupling parameter n with respect to the condition of
the integral equation (3.29), we refer to Kress [259] and Chandler-Wilde, Graham,
Langdon, and Lindner [77].

In the literature, a variety of other devices has been designed for overcoming
the nonuniqueness difficulties of the double-layer integral equation. The combined
single- and double-layer approach seems to be the most attractive method from
a theoretical point of view since its analysis is straightforward as well as from
a numerical point of view since it never fails and can be implemented without
additional computational cost as compared with the double-layer approach.

In order to be able to use Green’s representation formula for the solution of the
exterior Dirichlet problem, we need its normal derivative. However, assuming the
given boundary values to be merely continuous means that in general the normal
derivative will not exist. Hence, we need to impose some additional smoothness
condition on the boundary data.

From Theorems 3.2 and 3.4 we also have compactness of the operators S, K :
cl* D) — C'*(3D). Hence, by the Riesz—Fredholm theory, the injective
operator I + K — inS : cl* D)y - clv@GD) again has a bounded inverse
I+ K —inS)~': ct*@D) — C"%(3D). Therefore, given a right-hand side
£ in C1¥ (3 D), the solution ¢ of the integral equation (3.29) belongs to cl*(D)
and depends continuously on f in the || - || norm. Using the regularity results of
Theorem 3.3 for the derivatives of single- and double-layer potentials, from (3.28)
we now find that u belongs to C1*(IR* \ D) and depends continuously on f.
In particular, the normal derivative du/dv of the solution u exists and belongs to
CcO%@D)if f € C*(3D) and is given by

ou

—
ov !

where

A:=(nl —inK' +T)I+K —insS)~': c*®D) - c** D)

is bounded. The operator A transfers the boundary values, i.e., the Dirichlet data,
into the normal derivative, i.e., the Neumann data, and therefore it is called the
Dirichlet-to-Neumann map.

For the sake of completeness, we wish to show that A is bijective and has a
bounded inverse. This is equivalent to showing that
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inl —inK' +T : C"*©@D) - %% (D)

is bijective and has a bounded inverse. Since 7T is not compact, the Riesz—Fredholm
theory cannot be employed in a straightforward manner. In order to regularize the
operator, we first examine the exterior Neumann problem.

Exterior Neumann Problem Given a continuous function g on 9D, find a radiat-
ing solution u € C*(R>\ D) N C(R®\ D) to the Helmholtz equation

Au+ku=0 inR>\D
which satisfies the boundary condition

ou
— =g ondD
av

in the sense of uniform convergence on 9 D.

The exterior Neumann problem describes acoustic scattering from sound-hard
obstacles. Uniqueness for the Neumann problem follows from Theorem 2.13. To
prove existence we again use a combined single- and double-layer approach. We
overcome the problem that the normal derivative of the double-layer potential
in general does not exist if the density is merely continuous by incorporating a
smoothing operator, that is, we seek the solution in the form

(%wwﬁw@» x e R*\ D,

(3.32)
with continuous density ¢ and a real coupling parameter n # 0. By So we denote the
single-layer operator (3.8) in the potential theoretic limit case k = 0. Note that by
Theorem 3.4 the density Sggo of the double-layer potential belongs to C'**(d D). The
idea of using a smoothing operator as in (3.32) was first suggested by Panich [346].
From Theorem 3.1 we see that (3.32) solves the exterior Neumann problem provided
the density is a solution of the integral equation

. 0D (x,y)
u(x)=/ {¢(x,y)s0(y)+ln —
9D v (y)

¢ — K'g—inTS}p = —2g. (3.33)

By Theorems 3.2 and 3.4 both K’ + inTSg : C(0D) — C(dD) and K’ +
inTSg : CO%(HD) — C%*(3D) are compact. Hence, the Riesz—Fredholm theory
is available in both spaces.

Let ¢ be a continuous solution to the homogeneous form of (3.33). Then the
potential u given by (3.32) satisfies the homogeneous Neumann boundary condition
du4/dv = 0 on d D whence by the uniqueness for the exterior Neumann problem
u = 0in R?\ D follows. The jump relations (3.1)~(3.4) now yield

u_
—u_ = inStp. _au_v ——¢ ondD (3.34)
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and, by interchanging the order of integration and using Green’s integral theorem as
above in the proof for the Dirichlet problem, we obtain

du_
in/ 1Sop|2ds =in/ wS%@ds:/ ﬁ_Lds=/ [|gradu|2—k2|u|2}dx
aD aD ap OV D

whence Spp = 0 on 9D follows. The single-layer potential w with density ¢ and
wave number k = 0 is continuous throughout R?, harmonic in D and in R?\ D and
vanishes on 9D and at infinity. Therefore, by the maximum-minimum principle
for harmonic functions, we have w = 0 in R? and the jump relation (3.2) yields
@ = 0. Thus, we have established injectivity of the operator I — K’ — inTSé and,
by the Riesz—Fredholm theory, (I — K’ — inTSg)_1 exists and is bounded in both
C(3D) and C%¥(3 D). From this we conclude the existence of the solution to the
Neumann problem for continuous boundary data g and the continuous dependence
of the solution on the boundary data.

Theorem 3.12 The exterior Neumann problem has a unique solution and the
solution depends continuously on the boundary data with respect to uniform
convergence of the solution on R®> \ D and all its derivatives on closed subsets
of R*\ D.

In the case when g € C 0.«(3D), the solution @ to the integral equation (3.33)
belongs to C%*(3D) and depends continuously on g in the norm of C%%(dD).
Using the regularity results of Theorem 3.3 for the single- and double-layer
potentials, from (3.32) we now find that u belongs to C1*(IR? \ D). In particular,
the boundary values u on d D are given by

u = Bg,
where
B=(inS; +inkKS;+ S)(K' —I+inTSH~": c**@D) — Cc"*@D)

is bounded. Clearly, the operator 8 is the inverse of ‘A. Thus, we can summarize our
regularity analysis as follows.

Theorem 3.13 The Dirichlet-to-Neumann map A which transfers the boundary
values of a radiating solution to the Helmholtz equation into its normal derivative is
a bijective bounded operator from C Lo gDy onto €% (3 D) with bounded inverse.
The solution to the exterior Dirichlet problem belongs to C“*(R® \ D) if the
boundary values are in C'%(d D) and the mapping of the boundary data into the
solution is continuous from C1%(d D) into C'-* (R3 \ D).

Instead of looking for classical solutions in the spaces of continuous or Holder
continuous functions one can also pose and solve the boundary value problems for
the Helmholtz equation in a weak formulation for the boundary condition either
in an L? sense or in a Sobolev space setting. This then leads to existence results
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under weaker regularity assumptions on the given boundary data and to continuous
dependence in different norms. The latter, in particular, can be useful in the error
analysis for approximate solution methods.

In the Sobolev space setting, the solution to the exterior Dirichlet problem is
required to belong to the energy space HILC (R3\ D) and the boundary condition
u=f on 3D for a given f € H'/?(dD) has to be understood in the sense of
the trace operator. This simplifies the uniqueness issue since the identity (3.27) is
obvious for functions in Hltc (R3 \ D). The existence analysis via the combined
double- and single-layer potential (3.28) with a density ¢ € H'/2(3D) and the
integral equation (3.29) can be carried over in a straightforward manner. For
the exterior Neumann problem the boundary condition du/dv = g on 9D for
g € H™'2(3D) has to be understood in the sense of the normal derivative trace
operator. Again the existence analysis via the combined single- and double-layer
potential (3.32) with a density ¢ € H~'/2(3D) and the integral equation (3.33)
carries over. Corollary 3.7 implies well-posedness in the sense that the mapping
from the boundary values f € H 1723 D) onto the solution u € HILC(]R3 \ D)
is continuous. Further, we note that analogous to Theorem 3.13 the Dirichlet-to-
Neumann map A is a bijective bounded operator from H'/2(3 D) onto H~'/2(3 D)
with a bounded inverse.

Boundary integral equations for obstacle scattering problems can also be
obtained from Green’s representation theorem. The basis of this so-called direct
method can be formulated by the following theorem which follows immediately
from Theorem 2.5 and the jump relations of Theorem 3.1.

Theorem 3.14 Leru € C2(R?\ D) N CY*(R3 \ D) be a radiating solution to the
Helmholtz equation. Then the boundary values and the normal derivative satisfy

u K -§ u
— , (3.35)
ou/ov T —K’ du/dv

i.e., the operator in (3.35) is a projection operator in the product space of the
boundary values and the normal derivatives of radiating solutions to the Helmholtz
equation. This projection operator is known as the Calderén projection.

Obviously, given the Dirichlet data f, any linear combination of the two
equations in (3.35) will lead to an integral equation for the unknown Neumann data
g such as for example

g+K'g—inSg=Tf +in(f — Kf) (3.36)

as an integral equation of the second kind for the unknown g. The operator in
(3.36) is the adjoint of the operator in the equation (3.29). Therefore, by the Riesz—
Fredholm theory (3.36) is uniquely solvable. We refrain from writing down further
examples. However we note that (3.36), in principle, as consequence of Green’s
representation theorem provides only a necessary condition for the unknown
Neumann data. Therefore, for a complete existence analysis based only on (3.36)
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one still has to show that solutions of (3.36) indeed lead to solutions of the exterior
Dirichlet problem.

We note that Theorem 3.14 remains valid for H' solutions to the Helmholtz
equation since Green’s integral theorem and consequently also Green’s representa-
tion formula remain valid for H' solutions.

A major drawback of the integral equation approach to constructively proving
existence of solutions for scattering problems is the relatively strong regularity
assumption on the boundary to be of class C?. It is possible to slightly weaken the
regularity and allow Lyapunov boundaries instead of C? boundaries and still remain
within the framework of compact operators in the spaces of Holder continuous
functions. The boundary is said to satisfy a Lyapunov condition if at each point
x € dD the normal vector v to the surface exists and if there are positive constants
L and « such that for the angle 6(x, y) between the normal vectors at x and y there
holds 6(x,y) < L|x — y|¥ for all x, y € dD. For the treatment of the Dirichlet
problem for Lyapunov boundaries, which does not differ essentially from that for
C? boundaries, we refer to Mikhlin [317].

However, the situation changes considerably if the boundary is allowed to have
edges and corners since this affects the compactness of the double-layer integral
operator in the space of continuous functions. Here, under suitable assumptions
on the nature of the edges and corners, the double-layer integral operator can be
decomposed into the sum of a compact operator and a bounded operator with norm
less than one reflecting the behavior at the edges and corners, and then the Riesz—
Fredholm theory still can be employed. For details, we refer to Sect.3.6 for the
two-dimensional case. Resorting to single-layer potentials in the Sobolev space
setting as introduced above is another efficient option to handle edges and corners
(see Hsiao and Wendland [199] and McLean [315]).

Explicit solutions for the direct scattering problem are only available for special
geometries and special incoming fields. In general, to construct a solution one
must resort to numerical methods, for example, the numerical solution of the
boundary integral equations. An introduction into numerical approximation for
integral equations of the second kind by the Nystrom method, collocation method,
and Galerkin method is contained in [268]. We will describe in some detail Nystrom
methods for the two- and three-dimensional case at the end of this chapter.

For future reference, we present the solution for the scattering of a plane wave

ui(x) — eikx-d
by a sound-soft ball of radius R with center at the origin. The unit vector d describes
the direction of propagation of the incoming wave. In view of the Jacobi—Anger
expansion (2.46) and the boundary condition u’ + u® = 0, we expect the scattered
wave to be given by

]

w(x)=-Y i"Qn+1) InkR)

o AV (k|x]) P,(cosh), (3.37)
n=0 n
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where 6 denotes the angle between x and d. By the asymptotic behavior (2.38) and
(2.39) of the spherical Bessel and Hankel functions for large n, we have

Jn(kR)

— 00,
h" (kR)

n Qn+ D! x|

uniformly on compact subsets of IR> \ {0}. Therefore, the series (3.37) is uniformly
convergent on compact subsets of IR® \ {0}. Hence, by Theorem 2.15 the series
represents a radiating field in IR® \ {0}, and therefore indeed solves the scattering
problem for the sound-soft ball.

For the far field pattern, we see by Theorem 2.16 that

. o0 .n kR
oo (R) = % Y @n+1) % P,(cos6). (3.38)
n=0 n

Clearly, as we expect from symmetry reasons, it depends only on the angle 6
between the observation direction x and the incident direction d.

In general, for the scattering problem the boundary values are as smooth as the
boundary since they are given by the restriction of the analytic function u’ to 3 D. In
particular, for domains D of class C? our regularity analysis shows that the scattered
field u® is in C1*(IR? \ D). Therefore, we may apply Green’s formula (2.9) with the
result

) 0D (x, ou’ _
() =/ {u%y) 9P y) I e, y)} ds(y), x e R\ D.
aD av(y) v

Green’s theorem (2.3), applied to the entire solution u' and @ (x, ), gives

0= / {u"<y> 3Py o ) q>(x,y)} ds(y), xeR\D.
aD a(y) v

Adding these two equations and using the boundary condition u’ + u* = 0 on 9D
gives the following theorem. The representation for the far field pattern is obtained
with the aid of (2.15).

Theorem 3.15 For the scattering of an entire field u' from a sound-soft obstacle D
we have

u(x):ui(x)—/ g—”(y)cp(x,y)ds(y), x € R*\ D, (3.39)
ap dV

and the far field pattern of the scattered field u® is given by

1 9 .
o) = == M e Y ds(y), & e S (3.40)
T JoD av
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In physics, the representation (3.39) for the scattered field through the so-called
secondary sources on the boundary is known as Huygens’ principle.

We conclude this section by briefly giving the motivation for the Kirchhoff
or physical optics approximation which is frequently used in applications as a
physically intuitive procedure to simplify the direct scattering problem. The solution
for the scattering of a plane wave with incident direction d at a plane I" := {x €
R :x v= 0} through the origin with normal vector v is described by

u(x) — ui (x) + uS(x) — eikx~d _ el'kx-éi’

where d = d—2 v-d v denotes the reflection of d at the plane I". Clearly, u’ +u* = 0
is satisfied on I" and we evaluate

9 4 - 4 ou'

M ik -du +v-du'y=2ikv-du =2 2L

av ov
For large wave numbers k, i.e., for small wavelengths, in a first approximation a
convex object D locally may be considered at each point x of 3D as a plane with
normal v(x). This leads to setting
u u’
=
ov ov

on the region dD_ := {x € dD : v(x) - d < 0} which is illuminated by the plane
wave with incident direction d, and

ou

a =
in the shadow region D4 = {x € dD : v(x) - d > 0}. Thus, in the Kirchhoff

approximation for the scattering of a plane wave with incident direction d at a
convex sound-soft obstacle the total wave is approximated by

aeikyd _
@(x,y)ds(y), xeR>\D, (3.41)

u(x) ~ ekxd — 2/
ap_ 0v(y)

and the far field pattern of the scattered field is approximated by

ikyd
HooR) A — 9T ik gs(y), e SP. (3.42)
2 Jap_ v(y)

In this book, the Kirchhoff approximation does not play an important role since
we are mainly interested in scattering at low and intermediate values of the wave
number.
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3.3 Impedance Boundary Conditions

In addition to the two standard boundary conditions for sound-soft and sound-hard
obstacles, the so-called impedance boundary conditions were introduced to model
scattering problems for penetrable obstacles approximately by scattering problems
for impenetrable obstacles. The classical impedance condition for the total wave
u = u' + u*, also known as the Leontovich condition, is given by

9
a—“ +ikiu=0 on.,dD (3.43)
v

where A € C(dD) is a given complex valued function with nonnegative real part.
On occasion we will also call the impedance boundary condition a Robin condition.
The generalized impedance boundary condition is described by

9
a—” + ik Gt — Div u Gradu) =0 on 9D, (3.44)
v

where A € C(dD) and u € C'(3D) are given complex valued functions with
nonnegative real parts. Grad and Div denote the surface gradient and surface
divergence on dD. For their definition and basic properties we refer the reader to
Sect. 6.3. As compared with the Leontovich condition, the wider class of impedance
conditions (3.44) can provide more accurate models, for example, for imperfectly
conducting or coated obstacles (see [135, 168, 389]).

As in the previous section, after renaming the unknowns we consider the
scattering problems as special cases of exterior boundary value problems and
begin with the classical impedance condition. Given a function g € C(dD) the
exterior impedance boundary value problem consists of finding a radiating solution
u € C2(R*\ D) N C(R3\ D) to the Helmholtz equation satisfying the boundary
condition

3
a—“ tikiu=g ondD, (3.45)
Vv

where, as for the exterior Neumann problem, the normal derivative is understood
in the sense of uniform convergence on d D. The uniqueness of a solution follows
from Theorem 2.13. Existence can be shown by seeking a solution in the form of
the modified single- and double-layer potential (3.32) and imitating the proof of
Theorem 3.12. For convenience we formulate the following theorem leaving the
details of the proof to the reader.

Theorem 3.16 The exterior impedance problem has a unique solution and the
solution depends continuously on the boundary data with respect to uniform
convergence of the solution on R® \ D and all its derivatives on closed subsets
of R*\ D.
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We now consider the exterior boundary value problem with the generalized
impedance boundary condition: Given a function g on 9D find a radiating solution
to the Helmholtz equation in IR3 \ D which satisfies the boundary condition

3
a—” 4 ik (hu — Divu Gradu) = g on aD. (3.46)
v

Deviating from the prevailing practice in this book to treat the boundary integral
equations in the classical spaces of continuous and Holder continuous functions, in
order to deal with the differential operator in the boundary condition (3.46) we have
chosen to work in a Sobolev space setting. As in [43], where existence of a solution
is established by a variational approach, for a given g € L2(d D), we seek a solution
u in

Hyg R\ D) i= {u € Hiy R\ D) s ulap € H' D).

Note that the boundary trace of functions in HILC (R3\ D), in general, only belongs
to H'/2(3D), see the trace theorem (3.19). Then the surface gradient Grad u is in
L2(3D) and the surface divergence Div i Grad u has to be understood in the weak

sense of Definition 6.15, i.e., the boundary condition (3.46) means that u has to
satisfy

a
/ (W & + ikAYyu + ikp Grad ¢ - Grad u) ds = Yvgds (3.47)
ap \ OV aD

for all ¥ € H'(dD). The normal derivative in (3.47) has to be understood in the
sense of duality as defined by (3.20).

For a solution u for the homogeneous problem, inserting ¥ = u|3p in the weak
form (3.47) of the boundary condition for g = 0 we obtain that

9
/ﬁ—uds=—ik/ [Alulz—i-/LIGradulz}ds.
ap OV aD

Hence in view of our assumption Re A > 0 and Re u > 0, we can conclude that

_du
Im u—ds <0
ap OV

and from this u = 0 in R? \ D follows again by Theorem 2.13. We note that
Theorem 2.13 remains valid for H' solutions to the Helmholtz equation since its
proof is based on Green’s integral theorem and Green’s representation formula
which also hold for H! solutions as pointed out earlier. Therefore the exterior
boundary value problem with generalized impedance boundary condition has at
most one solution.
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We seek the solution u# in the form of a combined double- and single-layer
potential of the form (3.28) with a density ¢ € H'!(dD). Then, by Theorem 3.6
and Corollary 3.8 we have that u € HIL’CI (R3 \ D). From the jump relations (3.22)
and (3.23) for L? densities we observe that the boundary condition (3.46) is satisfied
provided ¢ solves the integro-differential equation

Ap =2g (3.48)
with the operator A given by
A:=T+in(I —K')+ik (\I —DivuGrad) (I + K —inS). (3.49)

For the differential operator in this equation we provide the following lemma.

Lemma 3.17 The modified Laplace—Beltrami operator given by
Ly := —DivGrad¢ + ¢

is an isomorphism from H' (3 D) onto H~'(3 D).

Proof From the definition (6.39) of the weak surface divergence we have that

(Lo, y) = (Grad g, Grad ¥) + (9. V)

for ¢, ¥ € H'(3D) and consequently

ILelg-1apy = sup  |(Lo,¥)| < Cillglla @) (3.50)
111 5 py =1

and
(Lo, )] = C2ll0ll3, o) (3.51)

forallp € H 1(3D) and some positive constants C1 and C3. From (3.50) we have
that L : H'(dD) — H~'(dD) is bounded and from (3.51) we can conclude
that it is injective and has closed range. Assuming that it is not surjective implies
the existence of some x # O in the dual space (H_l(BD))* = HY9D) that
vanishes on L (H'(dD)), i.e., (Lp, x) = 0 for all ¢ € H'(dD). Choosing ¢ = x
yields (Lx, x) = 0 and from (3.51) we obtain the contradiction y = 0. Hence
L : H'(3D) — H~'(dD) is bijective and by Banach’s open mapping theorem it is
an isomorphism. O

Lemma 3.18 Assume that 3D is of class C3%. Then the operator
A+ikpL : H' (D) - H™'(0D)

is compact.
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Proof By Theorem 3.6 the operators 7 and K’ are bounded from H'!(3D) into
L%(D) and, in extension of Theorem 3.6, it is known that S and K map H'(3D)
into H2(d D) and are bounded provided a D is of class C 3¢ (see [233,315]). Clearly,
L is bounded from H2(dD) into L2(3d D). Therefore, in view of our assumptions
w € CY(@D) and A € C(3D), all terms in the sum defining the operator A are
bounded from H!(3D) into L2(8 D) except the term ¢ +— ik Div i Grad ¢. Then,
observing that in the decomposition

Div u Grad ¢ = u Div Grad ¢ + Grad u - Grad ¢

the second term is also bounded from H'!(d D) into L2(3 D), we can conclude that
the operator A + ikuL : H 1(@D) — L2(3D) is bounded. Hence the statement of
the lemma follows from the compact embedding of L%(3D) into H~1(dD). |

Lemma 3.19 Assume that u(x) # 0 for all x € 3D and that 3D is of class C3°.
Then for each g € L*>(3D) the Eq. (3.48) has a unique solution ¢ € H'(3D) and
this solution depends continuously on g.

Proof Because of Lemmas 3.17 and 3.18 by the Riesz—Fredholm theory it suffices
to show that the operator A is injective. Assume that ¢ € H'(9 D) satisfies Ag = 0.
Then, the combined double- and single-layer potential (3.28) satisfies the homo-
geneous generalized impedance condition on 9D and the above uniqueness result
implies # = 0 in R? \ D. Taking the boundary trace implies ¢ + K¢ — inS¢ =0.
From the existence proof for the exterior Dirichlet problem in Theorem 3.11 we
know that I + K — inS is injective in C(d D). The proof for this remains valid in
H'(3D). Hence, finally we conclude that ¢ = 0 and our proof is finished. O

Now we can summarize our existence analysis in the following theorem. The
continuous dependence follows from Theorem 3.6 and Corollary 3.8.

Theorem 3.20 Assume that (x) # 0 for all x € 0D and that dD is of class
C>9. Then for each g € L*>(3D) the exterior generalized impedance problem has a
unique solution u and the solution depends continuously on g with respect to both
the norm on HY(8D) and the norm on Hl((]R3 \ D) N B) for all open balls B
containing D.

The above impedance conditions (3.43) and (3.46) are local conditions whereas
we now also will briefly discuss nonlocal impedance conditions of the form

3
Au+Ba—”=g on aD (3.52)
v

for solutions u to the Helmholtz equation defined either in R? \ D or in D for
a given function g on dD. Here, one of the two operators A and B will contain
integral operators, or more general pseudo differential operators defined in Sobolev
spaces on d D. In general, these nonlocal impedance conditions have no immediate
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physical interpretation and only will serve us as an analytic tool for the investigation
of mathematical problems related to direct and inverse obstacle scattering.

We have already met a nonlocal impedance condition in the proof of Theo-
rem 3.12. The Cauchy data (3.34) for the modified single- and double-layer potential
u correspond to the nonlocal impedance condition

u_—i-inSg;—v:O ondD

whereas (3.30) corresponds to the classical impedance condition

ou_ .
—— —inu_=0 onaD.
av

We recall from Sect. 2.1 the transmission problem to find the scattered field u* as
a radiating solution to the Helmholtz equation with wave number & in R \ D and
the transmitted field v as a solution to the Helmholtz equation with wave number kp
in D such that the total field u = u’ + u* and v satisfy the transmission conditions

10 1 0
wu=v, - 2_ %% onop. (3.53)
p dv  pp dv

For the sake of simplicity, we only consider the case where pp = p. The extension
of the following analysis to the case pp F# p is straightforward. We also want
to allow absorption, i.e., complex wave numbers kp with nonnegative real and
imaginary part. For an incident field ' = 0, by Green’s integral theorem we find
that
s _
Im u’ ou ds:Im/ va—vds:ZRekD ImkD/ lv]?dx > 0.
op v op OV D

By Theorem 2.13 it follows that #® = 0 in R3 \ D, that is, we have uniqueness for
the solution.

Usually this transmission problem is reduced to a two-by-two system of bound-
ary integral equations over the interface dD for a pair of unknowns, see among
others [97, 272]. This can be done either by the direct method combining the
Calderén projections from Theorem 3.14 and its counterpart for the domain D or by
a potential approach. For a survey on methods for solving the transmission problem
using only a single integral equation over d D we refer to [253]. As an addition to the
selection of available single integral equations for the transmission problem, we will
reduce the transmission problem to a scattering problem in R \ D with a nonlocal
impedance boundary condition in terms of the Dirichlet-to-Neumann operator for
the domain D which then can be solved via one integral equation. To prepare for this
we establish the following theorem on the invertibility of the single-layer boundary
integral operator.
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Theorem 3.21 Assume that k? is not a Dirichlet eigenvalue of —A in D and that
dD is of class C2. Then the single-layer potential operator S : C%*(dD) —
C1*(3 D) is bijective with a bounded inverse.

Proof Let ¢ € C%¥(dD) satisfy Sp = 0. Then the single-layer potential u with
density ¢ has boundary values # = 0 on dD. By the uniqueness for the exterior
Dirichlet problem u vanishes in IR? \ D, and by the assumption on k it also vanishes
in D. Now the jump relations for the normal derivative of single-layer potentials
imply ¢ = 0. Hence S is injective.

To prove surjectivity, we choose a second wave number ky > O such that k(% is not
a Neumann eigenvalue for — A in D and distinguish the fundamental solutions and
the boundary integral operators for the two different wave numbers by the indices k
and ko. Let ¢ € C1*(dD) satisfy Ty, = 0. Then the double-layer potential v with
density ¥ has normal derivative 9, v = 0 on both sides of d D. By the uniqueness
for the exterior Neumann problem v vanishes in R? \ D, and by the assumption
on ko it also vanishes in D. Therefore the jump relations imply ¥ = 0. Hence
Ty, : cl* D) —» C**@HD)is injective.

Then, given f € C1*(3D) the two equations Syp = f and Tiy Sk = Ty, f for
¢ € CO (D) are equivalent. In view of (3.13) we have T, Sy = C — I where

C = Kjp + Ty (Sk — Sky)-

From the first term in the series

0 .
1
47 Grady [ D (x, ) = Pig(x, V)] = Y — (kK" — k') Grady |x — y["~!

m=2

we observe that Grad (S — Sk, ) has the same mapping properties as the single-layer
potential operator. This implies that S — Sy, is bounded from C (9 D) into C Legp)
and therefore compact from C 0.¢(3D) into C1¥(3 D). Then Theorem 3.4 implies
that C : C%*(3D) — C%¥ (D) is compact. Therefore, the Riesz—Fredholm theory
can be applied and injectivity of Ty, Sk implies solvability of Ty, Sk = Ty, f and
consequently also of Sy¢ = f. Hence, we have bijectivity of Sy and the Banach
open mapping theorem implies the boundedness of the inverse S, L. cl D) —
Cc%* D). O

Returning to the transmission problem, we assume that k2D is not a Dirichlet
eigenvalue for —A in D. Then the Dirichlet-to-Neumann operator

Ay, 1 CH¥OD) —» C*¥(D)

is well defined by the mapping taking f € C'*(3D) into the normal derivative
Axp f = dyv of the unique solution v € C1¥(D) of Av + kZDU = 0 satisfying
the Dirichlet condition v = f on dD. Using the preceding Theorem 3.21 and a
single-layer approach for the interior Dirichlet problem the representation
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Ay = T+ Ki)S;,) (3.54)

can be obtained. In particular, this implies that Ay, : C Le@@ap)y - c%2@D) is
bounded. Then, for pp = p, the transmission problem (3.53) can be seen to be
equivalent to the scattering problem for u = u’ + u* in R? \ D with the nonlocal
impedance condition

ou’ P ou' ;
3 — A pu Z_E + A, u’ ondD. (3.55)

Once we have determined the scattered wave u® in R® \ D from (3.55), the
transmitted wave v in D can be obtained via Green’s representation theorem from
its Cauchy data v = u and 9,v = Ak, v = Ay u = dyu on 9D.

The single-layer potential u® with density ¢ € C%®%(3D) and wave number k
satisfies the boundary condition (3.55) provided

i

ou ;
— o+ Ko — A, Sk = —ZE—FZﬂkDul. (3.56)

From the uniqueness for the solution of the transmission problem, and consequently
also for the solution of its equivalent reformulation (3.55), it follows that for a
solution ¢ of the homogeneous form of (3.56) the corresponding potential vanishes
u® = 0in R?\ D. Taking the boundary trace we obtain that Sp¢ = 0. If we assume
that in addition to k%) also k? is not a Dirichlet eigenvalue for —A in D we have
injectivity of S; and therefore ¢ = 0. Hence the operator —I + K; — Ay, Sk is
injective.
With the aid of (3.54) we rewrite

—I + K} — Ay S = =1+ K — 1 — Ki ) — Ay (Sk — Skp)-

From the proof of the preceding Theorem 3.21 we know already that Sy — S, :
CO(D) - ClY@D) is compact. Since the Dirichlet-to-Neumann operator is
bounded from C®(3D) into C**(dD) in addition to K/, K,QD - CO2(HD) —
CO (D) also Ay, (Sk — Sk,) : C*¥(@D) — C*¥(dD) is compact. Thus, finally
the Riesz—Fredholm theory applies to equation (3.56) and we can summarize in the
following theorem.

Theorem 3.22 Under the assumption that both k* and kzD are not Dirichlet
eigenvalues for the negative Laplacian in D the equation (3.56) is uniquely solvable.

To avoid the restriction on kp, instead of using the Dirichlet-to-Neumann
operator, we propose using the Robin-to-Neumann operator Ry, : C LDy —
C%*(3 D) defined by the mapping taking f € C1%(3 D) into the normal derivative
Ry, f = 0,v of the unique solution v € ch¥(D) of Av + k%v = 0 satisfying the
Robin condition
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9
vti 2= F ondD. (3.57)
v

Uniqueness for the solution follows by inserting the homogeneous form of the
boundary condition (3.57) into Green’s integral theorem applied to v and v and
taking the imaginary part. From the single-layer approach for the solution of (3.57)
we observe that

Rip = (I + Kp Sk +i( + K )17 (3.58)
The corresponding nonlocal impedance condition now becomes

aus
av

o . out du' P u’
— Ry, [u +i av] __E_‘_Rk” |:u —HE} ondD. (3.59)
For all wave numbers k and kp we are allowing, this impedance problem can be
dealt with via a uniquely solvable integral equation as derived from the modified
single- and double-layer approach (3.32). We omit working out the details.

In Sect. 10.2 in our analysis of transmission eigenvalues we again will treat a
transmission problem by transforming it equivalently into a boundary value problem
with a nonlocal impedance condition in a Sobolev space setting.

3.4 Herglotz Wave Functions and the Far Field Operator

In the sequel, for an incident plane wave u’ (x) = u' (x, d) = ¢' kxd e will indicate

the dependence of the scattered field, of the total field, and of the far field pattern on
the incident direction d by writing, respectively, u® (x, d), u(x, d), and uqo (X, d).

Theorem 3.23 The far field pattern for sound-soft obstacle scattering satisfies the
reciprocity relation

Uoo(X,d) = uoso(—d, —%), %,d € S°. (3.60)

Proof By Green’s theorem (2.3), the Helmholtz equation for the incident and the
scattered wave and the radiation condition for the scattered wave we find

/ {u"(-,d> R P S P Sl ui(-,d)}ds —0
aD av v
and

f {us('vd)ius('a_-x,\)_us(',_/e)ius(',d)}dszo.
aD v v
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From (2.14) we deduce that
A s 0 i 2 i 2 0 K
Amuco(X, d) = w(,d) —u(,—x)—u'(,=x) —u(,d)ds
aD av av

and, interchanging the roles of £ and d,
A ) a0 . a A
Ao (—d, —X) = / w(,—=x) —u'(,d)—u'(-,d) — u'(-, %) ds.
9D v ov

We now subtract the last equation from the sum of the three preceding equations to
obtain

A {uce (X, d) — uoo(—d, —X)}

) ) (3.61)
=/ {u(-,d)—u(-,—)?)—u(~,—)2)—u(~,d)}ds
aD v v

whence (3.60) follows by using the boundary condition u(-,d) = u(-,—x) = 0
ondD. |

In the derivation of (3.61), we only used the Helmholtz equation for the incident
field in R? and for the scattered field in R? \ D and the radiation condition.
Therefore, we can conclude that the reciprocity relation (3.60) is also valid for
the sound-hard, Leontovich, generalized impedance, and transmission boundary
conditions. It states that the far field pattern is unchanged if the direction of the
incident field and the observation directions are interchanged.

For the scattering of a point source w'(x, z) = ®(x, z) located at z € R> \ D
we denote the scattered field by w®(x, z), the total field by w(x, z), and the far field
pattern of the scattered wave by w3 (X, z).

Theorem 3.24 For obstacle scattering of point sources and plane waves we have
the mixed reciprocity relation

drwi(—d,z) =u'(z,d), zeR*\D, deS. (3.62)
Proof The statement follows by combining Green’s theorems
i I i I
w2 —uw,d—u(,d —w(,z2)pds=0
3D av av
and

/ {ws(~,z) 9 (-, d)—u’(-,d) 9 uS(-,z)} ds =0
aD av v
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and the representations
/ w' (-, 2) 9 u'(-,d)y —u'(-,d) 9 w'(-,2) p ds = dmwi (—d, 2)
D 2 ; d) = ; 0 ;
and
, a : | .
/ w(,d) —w,20)—w(, 2 —u(,dpds=u'(z,d)
aD av av

as in the proof of Theorem 3.23. O

Again the statement of Theorem 3.24 is valid for all boundary conditions. Since
the far field pattern @, of the incident field @ is given by

1 )
Poo(d, 7) = — e 4%, (3.63)
4
from (3.62) we conclude that
1
Weo(d, 2) = — u(z, —d) (3.64)
4

for the far field pattern wo, of the total field w.
The proof of the following theorem is analogous to that of the two preceding
theorems.

Theorem 3.25 For obstacle scattering of point sources we have the symmetry
relation

w'(x,y) =w'(y,x), x,yeR\D. (3.65)

We now ask the question if the far field patterns for a fixed sound-soft obstacle D
and all incident plane waves are complete in L2(S?). We call a subset U of a Hilbert
space X complete if the linear combinations of elements from U are dense in X,
that is, if X = span U. Recall that U is complete in the Hilbert space X if and only
if (u, ¢) = 0 for all u € U implies that ¢ = 0 (see [130]).

Definition 3.26 A Herglotz wave function is a function of the form
v(x) = f X lo(dyds(d), xeR, (3.66)
SZ

where g € L?(S?). The function g is called the Herglotz kernel of v.

Herglotz wave functions are clearly entire solutions to the Helmholtz equation.
We note that for a given g € L?(S?) the function
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v(x):/ e_ikx'dg(d)ds(d), xeR3,
S2

also defines a Herglotz wave function. The following theorem establishes a one-to-
one correspondence between Herglotz wave functions and their kernels.

Theorem 3.27 Assume that the Herglotz wave function v with kernel g vanishes in
all of R3. Then g = 0.

Proof From v(x) = 0 for all x € IR? and the Funk—Hecke formula (2.45), we
see thatfsz g Y, ds = 0 for all spherical harmonics Y, of ordern =0, 1, .... Now
g = 0 follows from the completeness of the spherical harmonics (Theorem 2.8). O

Lemma 3.28 For a given function g € L*(S*) the solution to the scattering
problem for the incident wave

vi(x) = fgz ¥ do(dyds(d), xeR3
is given by
v (x) = /S2 u (x,d)g(d)ds(d), xeR>\D,
and has the far field pattern
Voo (&) = [SZ use(X, d)g(d)ds(d), % eS%.

Proof Multiply (3.28) and (3.29) by g, integrate with respect to d over S?, and
interchange orders of integration. O

Now, the rather surprising answer to our completeness question, due to Colton
and Kirsch [90], will be that the far field patterns are complete in L?(S?) if and only
if there does not exist a nontrivial Herglotz wave function v that vanishes on dD.
A nontrivial Herglotz wave function that vanishes on d D, of course, is a Dirichlet
eigenfunction, i.e., a solution to the Dirichlet problem in D with zero boundary
condition, and this is peculiar since from physical considerations the eigenfunctions
corresponding to the Dirichlet eigenvalues of the negative Laplacian in D should
have nothing to do with the exterior scattering problem at all.

Theorem 3.29 Let (d,) be a sequence of unit vectors that is dense on S* and define
the set F of far field patterns by ¥ = {uco(-,dy) : n = 1,2,...}. Then F is
complete in L>(S?) if and only if there does not exist a Dirichlet eigenfunction for
D which is a Herglotz wave function.

Proof Deviating from the original proof by Colton and Kirsch [90], we make
use of the reciprocity relation. By the continuity of u, as a function of d and
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Theorem 3.23, the completeness condition

/ Uoo(X,d))h(x)ds(X) =0, n=1,2,...
S2
for a function h € L?(S?) is equivalent to the condition
/ Uoo(X,d)g(d)ds(d) =0, x¢€ s?, (3.67)
S2

for g € L%*(S?) with g(d) = h(—d). By Theorem 3.27 and Lemma 3.28, the
existence of a nontrivial function g satisfying (3.67) is equivalent to the existence of
a nontrivial Herglotz wave function v’ (with kernel g) for which the far field pattern
of the corresponding scattered wave v® is voo = 0. By Theorem 2.14, the vanishing
far field voo = 0 on S? is equivalent to v* = 0 in R\ D. By the boundary condition
v' 4+ v® = 0 on D and the uniqueness for the exterior Dirichlet problem, this is
equivalent to v' = 0 on 3D and the proof is finished. O

Clearly, by the Funk-Hecke formula (2.45), the spherical wave functions

U (x) = ju(k|x]) ¥, (i)

|x

provide examples of Herglotz wave functions. The spherical wave functions also
describe Dirichlet eigenfunctions for a ball of radius R centered at the origin with
the eigenvalues k2 given in terms of the zeros j,(kR) = 0 of the spherical Bessel
functions. By arguments similar to those used in the proof of Rellich’s Lemma 2.12,
an expansion with respect to spherical harmonics shows that all the eigenfunctions
for a ball are indeed spherical wave functions. Therefore, the eigenfunctions for
balls are always Herglotz wave functions and by Theorem 3.29 the far field patterns
for plane waves are not complete for a ball D when k? is a Dirichlet eigenvalue.

The corresponding completeness results for the transmission problem were given
by Kirsch [232] and for the resistive boundary condition by Hettlich [186]. For
extensions to Sobolev and Holder norms we refer to Kirsch [233].

We can also express the result of Theorem 3.29 in terms of a far field operator.

Theorem 3.30 The far field operator F : L>(S*) — L*(S?) defined by

(Fg)(®) := /2 Uso(X, d)g(d) ds(d), % €S?, (3.68)
S

is injective and has dense range if and only if there does not exist a Dirichlet
eigenfunction for D which is a Herglotz wave function.

Proof For the L? adjoint F* : L3(S?) — L2(S?) the reciprocity relation (3.60)
implies that
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F*g = RFR3, (3.69)
where R : L?(S?) — L%(S?) is defined by
(Rg)(d) = g(—d). (3.70)

Hence, the operator F is injective if and only if its adjoint F* is injective. Observing

that in a Hilbert space we have N (F #)L = F(L2(S?)) for bounded operators F (see
Theorem 4.6), the statement of the corollary is indeed seen to be a reformulation of
the preceding theorem. O

The far field operator F will play an essential role in our investigations of
the inverse scattering problem in Chap. 5. For the preparation of this analysis we
proceed by presenting some of its main properties.

Lemma 3.31 The far field operator satisfies
27 {(Fg,h) — (g, Fh)} = ik(Fg, Fh), g, h e L*S%), (3.71)

where (-, -) denotes the inner product in L*(S?).

Proof If v* and w* are radiating solutions of the Helmholtz equation with far field
patterns vy, and weo, then from the far field asymptotics and Green’s second integral
theorem we deduce that

P qws .
v — Wy ds = —=2ik Voo Weo dSS. (3.72)
9D av av S2

From the far field representation of Theorem 2.6 we see that if w;l is a Herglotz
wave function with kernel %, then
) ds(x)

) sz
/ v (x) — (x) —
9D v

h(d T mitnd 00 gy st
/SZ ()/ <v ) —— o€ W@)) s(x)ds(d)

:471/ h(d) veo(d) ds(d).
SZ

Now let v}, and vl be the Herglotz wave functions with kernels g, h € L*(S?),
respectively, and let vy and v, be the solutions to the obstacle scattering problem
with incident fields v, and v;, respectively. We denote by vg 00 and vy oo the far
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field patterns corresponding to vg and vy, respectively. Then we can combine the
two previous equations to obtain

—2ik (Fg, Fh) + 47 (Fg, h) — 47 (g, Fh)

= —21'/(/;2 Vg, 00 Un,c0 ds + 41 /;2 Vg, 00 hds — 4w /SZ gUh.ods (3.73)
vy, d
:/ (vg 90 _W&) ds.
3D av av
From this the statement follows in view of the boundary condition. O

Theorem 3.32 The far field operator F is compact and normal, i.e., FF* = F*F,
and has an infinite number of eigenvalues.

Proof Since F is an integral operator with continuous kernel, it is compact. From
(3.71) we obtain that

(8,ikF*Fh) =27 {(g, Fh) — (g, F*h)}
forall g, h € L*(S?) and therefore
ikF*F =2 (F — F*). (3.74)

Using (3.69) we can deduce that (F*g, F*h) = (FRh, FRg) and hence, from
(3.71), it follows that

ik(F*g, F*h) =27 {(g. F*h) — (F*g, h)}
forall g, h € L2(S?). If we now proceed as in the derivation of (3.74), we find that
ikFF* =2n(F — F") (3.75)

and the proof for normality of F' is completed. By the spectral theorem for compact
normal operators (see [375]) there exists a countable complete set of orthonormal
eigenelements of F. By Theorem 3.30 the nullspace of F is finite dimensional and
therefore F has an infinite number of eigenvalues. O

Corollary 3.33 The scattering operator S : L>(S*) — L*(S?) defined by

ik
S=I+-~F (3.76)
2

is unitary.

Proof From (3.74) and (3.75) we see that SS* = §*S = I. O
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In view of (3.76), the unitarity of S implies that the eigenvalues of F lie on the
circle with center at (0, 277/ k) on the positive imaginary axis and radius 27/ k.

The question of when we can find a superposition of incident plane waves such
that the resulting far field pattern coincides with a prescribed far field is answered
in terms of a solvability condition for an integral equation of the first kind in the
following theorem.

Theorem 3.34 Let v* be a radiating solution to the Helmholtz equation with far
field pattern vs. Then the integral equation of the first kind

/ Uoo (X, d)g(d) ds(d) = vao(X), % €S? (3.77)
SZ

possesses a solution g € L*(S?) if and only if v° is defined in R> \ D, is continuous
in R\ D and the interior Dirichlet problem for the Helmholtz equation

AV 4+ k%' =0 inD (3.78)
and
vVi+1 =0 ondD (3.79)

is solvable with a solution v' being a Herglotz wave function.

Proof By Theorem 3.27 and Lemma 3.28, the solvability of the integral equation
(3.77) for g is equivalent to the existence of a Herglotz wave function v’ (with kernel
g) for which the far field pattern for the scattering by the obstacle D coincides with
the given v, i.e., the scattered wave coincides with the given v®. This completes
the proof. O

Special cases of Theorem 3.34 include the radiating spherical wave function
v (x) = h{D (k|x])Y, (i)
|x]
of order n with far field pattern

1
UOOZW Yn.

Here, for solvability of (3.77) it is necessary that the origin is contained in D.

The integral equation (3.77) will play a role in our analysis of the inverse
scattering problem in Sect. 5.6. By reciprocity, the solvability of (3.77) is equivalent
to the solvability of

/ Uoo (R, dYN(X) ds(R) = voo(—d), d €S, (3.80)
S2
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where h(x) = g(—x). Since the Dirichlet problem (3.78) and (3.79) is solvable
provided k2 is not a Dirichlet eigenvalue, the crucial condition in Theorem 3.34 is
the property of the solution to be a Herglotz wave function, that is, a strong regularity
condition. In the special case voc = 1, the connection between the solution to
the integral equation (3.80) and the interior Dirichlet problem (3.78) and (3.79) as
described in Theorem 3.34 was first established by Colton and Monk [111] without,
however, making use of the reciprocity Theorem 3.23.

The original proof for Theorem 3.29 by Colton and Kirsch [90] is based on the
following completeness result which we include for its own interest.

Theorem 3.35 Let (d,) be a sequence of unit vectors that is dense on S*. Then the
normal derivatives of the total fields

0
{—u(~,dn):n:1,2,...}
ov

corresponding to incident plane waves with directions (d,) are complete in L*(3 D).

Proof The weakly singular operators K — i S and K’ — i§ are both compact from
C(dD) into C(d D) and from L2(3 D) into L2(3D) and they are adjoint with respect
to the L2 bilinear form, i.e.,

/(K—i5)¢¢ds=/ oK' —iS)yds
oD aD

for all ¢, ¥ € L?(d D). From the proof of Theorem 3.11, we know that the operator
I + K —iS has a trivial nullspace in C (9 D). Therefore, by the Fredholm alternative
applied in the dual system (C (3 D), L?>(d D)) with the L? bilinear form, the adjoint
operator / + K’ — iS has a trivial nullspace in L*>(3 D). Again by the Fredholm
alternative, but now applied in the dual system (L?(3D), L>(3D)) with the L?
bilinear form, the operator / + K — iS also has a trivial nullspace in L2(8D).
Hence, by the Riesz—Fredholm theory for compact operators, both the operators
I+ K —iS:L*3D) — L*@D)and I + K' —iS : L2(dD) — L%*(3D) are
bijective and have a bounded inverse. This idea to employ the Fredholm alternative
in two different dual systems for showing that the dimensions of the nullspaces for
weakly singular integral operators of the second kind in the space of continuous
functions and in the L? space coincide is due to Hihner [172].

From the representation (3.39), the boundary condition # = 0 on 9D, and the
jump relations of Theorem 3.1 we deduce that

ou ,0u | ou du’ i
—+K ——=iS—=2— —=2iu'.
av av av v

Now let g € L2(dD) satisfy

u(-,d
/ guds=0, n=1,2,....
9D ov
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This, by the continuity of the Dirichlet-to-Neumann map (Theorem 3.13), implies

ou(-,d
/ ¢ ”(’)ds=0
9D av

for all d € S%. Then from

9 u' ‘
Mg+ k —isy 2
Jv ov

we obtain
PR e .
g+ K —iF) —u'(-,d)—iu'(-,d)yds =0
oD ov
for all d € S?, and consequently

/Z;D (0(}’) {%(y) eiky-d _ l-eiky-d} ds(y) — 0

for all d € S? where we have set
o =U+K—-iS 'g.

Therefore, since I + K — i S is bijective, our proof will be finished by showing that
¢ = 0. To this end, by (2.15) and (2.16), we deduce from the last equation that the
combined single- and double-layer potential

1P (x, _
v(x) :=/ o(y) {M —iqb(x,w}ds(y), x e R\ D,
aD ov(y)

has far field pattern

1 3 - -
Voo (£) = E/ @(y) {— e kyE ie_’ky"‘} ds(y) =0, %eS%
oD

By Theorem 2.14, this implies v = 0 in R? \ D, and letting x tend to the boundary
d D with the help of the L? jump relations (3.22) and (3.24) yields ¢+ K ¢ —iS¢ =0,
whence ¢ = 0 follows. O

With the tools involved in the proof of Theorem 3.35, we can establish the
following result which we shall also need in our analysis of the inverse problem
in Chap. 5.

Theorem 3.36 The operator A : C(0D) — _Lz(Sz) which maps the boundary
values of radiating solutions w € C*(R3>\ D) N C(R> \ D) 1o the Helmholtz
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equation onto the far field pattern ws, can be extended to an injective bounded
linear operator A : L*(dD) — L*(S?) with dense range.

Proof From the solution (3.28) to the exterior Dirichlet problem, for £ € S? we
derive

N 0 _ikyk . o—ikyd I
wOO(X)_E/{;D{T(y)E Y¥ ey }((I—I-K—IS) f)(y)ds(y)

with the boundary values w = f on dD. From this, given the boundedness of the
operator (I + K —iS)~! : L2(dD) — L?(d D) from the proof of Theorem 3.35, it
is obvious that A is bounded from L?(d D) — L*(S?). The injectivity of A is also
immediate from the proof of Theorem 3.35.

In order to show that A has dense range we rewrite it as an integral operator. To
this end we note that in terms of the plane waves u' (x,d) = e**? the far field
representation (2.14) for a radiating solution w of the Helmholtz equation can be
written in the form

o b du' (y, —%) iy QW s Q2
W““‘4nAD{_%GT_wU)‘”” wavwﬁdww,xeg.

(See also the proof of Theorem 3.24.) From this, with the aid of Green’s integral
theorem and the radiation condition, using the sound-soft boundary condition for
the total wave u = u' + u® on 9 D we conclude that

AN L au(y’ _)2) A 2
Weo(X) = yp /BD —8v(y) w(y)ds(y), x €S-,

that is,

du(y, —d

_ b ) )
mmw—MADaw)fwww,dw. (3.81)

Consequently the adjoint operator A* : L>(S?) — L?(3D) can be expressed as the
integral operator

N 1 ou(x, —d)
(A% (x) = — —— g(d)ds(d), xe€aD. (3.82)
4 ];2 ov(x)

If for g € L*(S?) we define the Herglotz wave function vé in the form

v;(x)=/ e*"k”d@ds(db/ ul (x, —d)g(d)ds(d), xeR>,
S? S?

then from Lemma 3.28 we have that
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Vg (x) = fszu(x, —d)g(d)ds(d), xeR>,

is the total wave for scattering of v; from D. Hence,

1 v 1 [ov .
Ag=— S = 1_£_ 7 3.83
8= 4 v 477{81) vg|aD} (3:83)

with the Dirichlet-to-Neumann operator A. Now let g satisfy A*g = 0. Then
(3.82) implies that dvg/dv = 0 on dD. By definition we also have v, = 0 on
0D and therefore, by Holmgren’s Theorem 2.3, it follows that v, = 0 in R3\ D.
Thus the entire solution vi, satisfies the radiation condition and therefore must
vanish identically. Thus g = 0, i.e., A* is injective. Hence A has dense range by
Theorem 4.6. O

Theorem 3.37 For the far field operator F we have the factorization

F =-2mAS*A*. (3.84)
Proof For convenience we introduce the Herglotz operator H : L*(S?) —
L*(3D) by
(Hg)(x) :=f e*¥do(d)yds(d), x e dD. (3.85)
S2

Since F'g represents the far field pattern of the scattered wave corresponding to Hg
as incident field, we clearly have

F=—-AH. (3.86)

The L? adjoint H* : L?>(dD) — L?*(S?) is given by
(H*p)(X) =/ e Yo ds(y), feS?
aD

and represents the far field pattern of the single-layer potential with density 4w ¢.
Therefore

H* =27 AS (3.87)
and consequently
H =27S"A". (3.88)

Now the statement follows by combining (3.86) and (3.88). O
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We now wish to study Herglotz wave functions more closely. The concept of the
growth condition in the following theorem for solutions to the Helmholtz equation
was introduced by Herglotz in a lecture in 1945 in Gottingen and was studied further
by Magnus [309] and Miiller [329]. The equivalence stated in the theorem was
shown by Hartman and Wilcox [184].

Theorem 3.38 An entire solution v to the Helmholtz equation possesses the growth
property

1
sup — lv(x)|2dx < oo (3.89)
R>0 R Jixj<r

if and only if it is a Herglotz wave function, i.e., if and only if there exists a function
g€ LZ(SZ) such that v can be represented in the form (3.66).

Proof Before we can prove this result, we need to note two properties for integrals
containing spherical Bessel functions. From the asymptotic behavior (2.42), that is,

from
’(t)—lcos<t ne n) 1+ 0 : t— 00
i) =7 2 2 t ] ’

we readily find that

T—o00

R T S 1
lim — tIjn@®]dt ==, n=0,1,2,.... (3.90)
T Jo 2

We now want to establish that the integrals in (3.90) are uniformly bounded with
respect to T and n. This does not follow immediately since the asymptotic behavior
for the spherical Bessel functions is not uniformly valid with respect to the order 7.
If we multiply the differential formula (2.35) rewritten in the form

LA o NI
Jn+1()——\—/;E Jn()+<n+§);fn()

by two and subtract it from the recurrence relation (2.34), that is, from

2n +1
t

Jn=1(1) + Jny1() = Jn(0),

we obtain

2 d
jn—l([) - jn+1(t) = ﬁ E \/;]n(t)

Hence, from the last two equations we get
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T
[ U OF = Uia R e = @n DT L) F

forn = 1,2,...and all T > 0. From this monotonicity, together with (3.90) for
n =0and n = 1, it is now obvious that

1 r 2r . 2
sup T /0 t[jn(1)]7dt < 0. 3.91)

7>0
n=0,1,2,...

For the proof of the theorem, we first observe that any entire solution v of the
Helmbholtz equation can be expanded in a series

v(x)=47rz Z i"am j,(k|x|)Y" <| |> (3.92)

n=0m=—n

and the series converges uniformly on compact subsets of IR, This follows from
Green’s representation formula (2.5) for v in a ball with radius R and center at
the origin and inserting the addition theorem (2.43) with the roles of x and y
interchanged, that is,

(e, y)=iky Y jn(k|x|>Y:’<| |) D k|l vy (ﬁﬁ) x| < [yl.

n=0m=—n

Since the expansion derived for two different radii represents the same function in
the ball with the smaller radius, the coefficients a;' do not depend on the radius
R. Because of the uniform convergence, we can integrate term by term and use the
orthonormality of the ¥ to find that

2

r2jnkr)Pdr Z |am| .

m=—n

1
— lv(x)?dx =

(3.93)
R [x|<R

Now assume that v satisfies

1
- lu(x)|?dx < C
R [x|<R

for all R > 0 and some constant C > 0. This, by (3.93), implies that

lex* / Ujn (k) 2dr Z la"|* < ¢

m=-—n
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forall R > O and all N € IN. Hence, by first passing to the limit R — oo with the
aid of (3.90) and then letting N — oo we obtain

i Z lam|? < K¢
m2 < .
n=0m=—n 87[2

Therefore,

defines a function g € L*(S?). From the Jacobi—Anger expansion (2.46) and the
addition theorem (2.30), that is, from

o0

n S
ekl — x5 i" ju(klx]) Y" <i> Yr(d)
n=0m=—n |X|

we now derive
(e ds(d) =4 i Z " al ke Y () = v
Szg e s(d) =4n i"a) ju(klx]) Y, N =v(x
n=0m=—n

for all x € R, that is, we have shown that v can be represented in the form (3.66).
Conversely, for a given g € L*(S?) we have an expansion

o0 n
g=y_ > aryy

n=0m=—n

where, by Parseval’s equality, the coefficients satisfy

o0 n
18122y = D D lat[* < o0, (3.94)

n=0m=-—n

Then for the entire solution v to the Helmholtz equation defined by
v(x) = / 5 lg(dyds(d), xeR3,
S2

we again see by the Jacobi—Anger expansion that

v =4r > N it ay ki) ¥ <i> (3.95)

n=0m=—n |x|
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and from (3.91), (3.93), and (3.95) we conclude that the growth condition (3.89) is
fulfilled for v. The proof is now complete. O

With the help of (3.91), we observe that the series (3.93) has a convergent
majorant independent of R. Hence, it is uniformly convergent for all R > 0 and
we may interchange the limit R — oo with the series and use (3.90) and (3.94) to
obtain that for the Herglotz wave function v with kernel g we have

1 82
lim — 2dx = — gl
R—>00 R ‘x|§R|v(X)| X k2 ||g||L2(S2)

3.5 The Two-Dimensional Case

The scattering from infinitely long cylindrical obstacles leads to exterior boundary
value problems for the Helmholtz equation in IR?. The two-dimensional case can be
used as an approximation for the scattering from finitely long cylinders, and more
important, it can serve as a model case for testing numerical approximation schemes
in direct and inverse scattering. Without giving much of the details, we would like
to show how all the results of this chapter remain valid in two dimensions after
appropriate modifications of the fundamental solution, the radiation condition, and
the spherical wave functions.

We note that in two dimensions there exist two linearly independent spherical
harmonics of order n which can be represented by e*"#. Correspondingly, looking
for solutions to the Helmholtz equation of the form

u(x) = f(kr) e="?
in polar coordinates (r, ¢) leads to the Bessel differential equation
2O +1f ) + 12 =n*1f () =0 (3.96)

with integer order n = 0, 1,.... The analysis of the Bessel equation which is
required for the study of the two-dimensional Helmholtz equation, in particular
the asymptotics of the solutions for large argument, is more involved than the
corresponding analysis for the spherical Bessel equation (2.31). Therefore, here
we will list only the relevant results without proofs. For a concise treatment of
the Bessel equation for the purpose of scattering theory, we refer to Colton [86]
or Lebedev [293].

By direct calculations and the ratio test, we can easily verify that for n =
0,1, 2, ... the functions

o0

(=1)P t n+2p
AGEEDY Tt (§> (3.97)

p=0
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represent solutions to Bessel’s equation which are analytic for all # € R and these
are known as Bessel functions of order n. As opposed to the spherical Bessel
equation, here it is more complicated to construct a second linearly independent
solution. Patient, but still straightforward, calculations together with the ratio test
show that

B 2 t 1 n—1 (n—1 —P)! 2 n—2p
Y, (1) = ; {IHE—FC}J,,(I)—;Z— (_>

= p! t
(3.98)
1 & (—1)P ¢ n+2p
D Dy (—) W (p+n)+ ()
it pl(n+p)l \2
forn =0, 1, 2, ... provide solutions to Bessel’s equation which are analytic for all

t € (0, 00). Here, we define ¥ (0) := 0,

P
1
V=Y p=12

m=1

let

m=1

denote Euler’s constant, and if n = 0 the finite sum in (3.98) is set equal to zero. The
functions Y;, are called Neumann functions of order n and the linear combinations

HY = J, +iY,

are called Hankel functions of the first and second kind of order n respectively.
From the series representation (3.97) and (3.98), by equating powers of f, it is
readily verified that both f;, = J,, and f,, = Y,, satisfy the recurrence relation

2
Jnt1(0) + fuo1(0) = Tn fa(®, n=12,.... (3.99)

Straightforward differentiation of the series (3.97) and (3.98) shows that both f,, =
Jn and f;, =Y, satisfy the differentiation formulas

d  _
Farr@) = —1" — [ f0), n=01,2,..., (3.100)

and
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t”fn_l(t)=% {t”fn(t)}, n=1,2,.... (3.101)
The Wronskian
W(Jn (1), Y (1)) := Ty ()Y, (1) — Y, (1) ] (1)
satisfies
, 1
W'+ 7 W =0.

Therefore, W (J,, (), Y,,(¢t)) = C/t for some constant C and by passing to the limit
t — 0 it follows that

Jn@Y () — I, )Y, () = % . (3.102)

From the series representation of the Bessel and Neumann functions, it is

obvious that
t" 1
Ju(t) = 1+0|( - , N — 00, (3.103)

2% p! n

uniformly on compact subsets of R and

Hn(l)(t) — w <1 + 0 (%)) , n— 00, (3.104)

it

uniformly on compact subsets of (0, 00).
For large arguments, we have the following asymptotic behavior of the Hankel
functions

Hrgl,Z)(t) = /i eii(t—%—%) {1 + 0 (1)} . — 00,
Tt t
1,2y 2 +i(t—"Z4T) 1
H (1) = ;e 2 5) 14+ 0 i t = oo,

For a proof, we refer to Lebedev [293]. Taking the real and the imaginary part of
(3.105) we also have asymptotic formulas for the Bessel and Neumann functions.
Now we have listed all the necessary tools for carrying over the analysis of
Chaps.2 and 3 for the Helmholtz equation from three to two dimensions. The
fundamental solution to the Helmholtz equation in two dimensions is given by

(3.105)
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i
Pr.y) = Hy (klx =)D, x#y. (3.106)

For fixed y € RR?, it satisfies the Helmholtz equation in R? \ {y}. From the
expansions (3.97) and (3.98), we deduce that

®(x. y) 11 1 +i llk C+0 | 21 1

,y)=—1In -——In-— — - n

Yy 2 |x—y| 4 2@ 2 2m Y [x — y]
(3.107)

for |[x — y| — 0. Therefore, the fundamental solution to the Helmholtz equation
in two dimensions has the same singular behavior as the fundamental solution of
Laplace’s equation. As a consequence, Green’s formula (2.5) and the jump relations
and regularity results on single- and double-layer potentials of Theorems 3.1 and 3.3
can be carried over to two dimensions. From (3.107) we note that, in contrast to
three dimensions, the fundamental solution does not converge for k — 0 to the
fundamental solution for the Laplace equation. This leads to some difficulties in the
investigation of the convergence of the solution to the exterior Dirichlet problem as
k — 0 (see Werner [424] and Kress [261]).
In R? the Sommerfeld radiation condition has to be replaced by

9
lim /7 (8—” - iku) =0, r=|x| (3.108)
r

uniformly for all directions x/|x|. From (3.105) it is obvious that the fundamental
solution satisfies the radiation condition uniformly with respect to y on compact
sets. Therefore, Green’s representation formula (2.9) can be shown to be valid for
two-dimensional radiating solutions. According to the form (3.108) of the radiation
condition, the definition of the far field pattern (2.13) has to be replaced by

etklx\

u(x) = T {uoo()e) +0 (%)} , x| — oo, (3.109)

and, due to (3.105), the representation (2.14) has to be replaced by

iz —ik X-
loo(R) = —— w0 ek Lasyy 310y
V8mk Jap av(y) v

for | x| = x/|x|. We explicitly write out the addition theorem

o
HyV (klx—yl) = Hg" (k|x]) JotklyD+2 > HO (k|x]) Ju(k|yl) cosnd  (3.111)

n=1

which is valid for |x| > |y| in the sense of Theorem 2.11 and where 6 denotes the
angle between x and y. The proof is analogous to that of Theorem 2.11. We note that
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the entire spherical wave functions in R? are given by J,, (kr)e™"¢ and the radiating
spherical wave functions by H,gl) (kr)etine. Similarly, the Jacobi—Anger expansion
(2.46) assumes the form

o0
ek d = Joklx]) +2) " i" Jy(klx|)cosnd, x € R?, (3.112)

n=1

With all these prerequisites, it is left as an exercise to establish that, with minor
adjustments in the proofs, all the results of Sects. 2.5, 3.2, and 3.4 remain valid in
two dimensions.

3.6 On the Numerical Solution in IR?

We would like to include in our presentation an advertisement for what we
think is the most efficient method for the numerical solution of the boundary
integral equations for two-dimensional problems. Since it seems to be safe to
state that the boundary curves in most practical applications are either analytic
or piecewise analytic with corners, we restrict our attention to approximation
schemes which are the most appropriate under these regularity assumptions. We
begin with the analytic case where we recommend the Nystrom method based
on weighted trigonometric interpolation quadratures on an equidistant mesh. To
support our preference for using trigonometric polynomial approximations we
quote from Atkinson [20]: ...the most efficient numerical methods for solving
boundary integral equations on smooth planar boundaries are those based on
trigonometric polynomial approximations, and such methods are sometimes called
spectral methods. When calculations using piecewise polynomial approximations
are compared with those using trigonometric polynomial approximations, the latter
are almost always the more efficient.

We first describe the necessary parametrization of the integral equation (3.29)
in the two-dimensional case. We assume that the boundary curve 9D possesses a
regular analytic and 2 -periodic parametric representation of the form

x(1) = (x1(), x2(1)), 0=t <2m, (3.113)
in counterclockwise orientation satisfying |x(¢)|> > 0 for all ¢. Then, by straight-

forward calculations using H 1(1) = —Hél)/, we transform (3.29) into the parametric
form

2
w)—/ (L(t.7) +inM(t, D) ¥ (1) dT = g(), 0 <1 <2,
0

where we have set ¥ (¢) := @(x(?)), g(¢t) := 2 f(x(¢)), and the kernels are given by
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HV(k|x (1) — x(0)])
lx (1) —x(7)|

ik
L, 7):= % (X (D) x1(7) = x1 (O] = x] (D [x2(7) —x2 (D]}

3

M(t, 1) = ’5 H" (klx(t) — x(0)]) 1/ (7))

for t # 1. From the expansion (3.98) for the Neumann functions, we see that the
kernels L and M have logarithmic singularities at + = 7. Hence, for their proper
numerical treatment, following Martensen [310] and Kussmaul [284], we split the
kernels into

t—t

L(t,7)=Li(t,7)In (4sin2 )+L2(t, 1),

t—t

M(t, 1) = M(t,7) In (4 sin? ) + My(t, T),

where

Ji(klx () —x(7)])
|x (1) = x(7)]

i

k
Li(t,7):= . (x50 [x1 (1) —x1 (D] = x1 (D [x2(1) — x2(D)]}

L, =T
Ly(t,t):=L(t,t)— Li(t,7)In <451n > ) ,
1
M\(t,7) = 5 Jo(klx(2) — x(0)]) ¥ (7)],
b4

)

The kernels L1, L>, M1, and M, turn out to be analytic. In particular, using the
expansions (3.97) and (3.98) we can deduce the diagonal terms

t
My(t, 7)== M(t,T) — M1(t, T) In <4 sin?

Lyt ) = L(t. 1) = % x]()x) ((;/;)Tzz(t)xl ®)

and
e i _C 1 (ko ,
2(t, 1) = ST, S0 §|x O )¢ lx @I

for 0 < ¢ < 2m. We note that despite the continuity of the kernel L, for numerical
accuracy it is advantageous to separate the logarithmic part of L since the derivatives
of L fail to be continuous at r = t.
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Hence, we have to numerically solve an integral equation of the form
2
v(t) — K@t Oy(r)dr =g(r), 0=<r=<2n, (3.114)
0
where the kernel can be written in the form

r—t

K(t,7) = Ki(t,7)In (4 sin® ) + Ko (t,7) (3.115)

with analytic functions K| and K, and with an analytic right-hand side g. Here we
wish to point out that it is essential to split off the logarithmic singularity in a fashion
which preserves the 2 -periodicity for the kernels K; and K».

For the numerical solution of integral equations of the second kind, in principle,
there are three basic methods available, the Nystrom method, the collocation method,
and the Galerkin method. In the case of one-dimensional integral equations, the
Nystrom method is more practical than the collocation and Galerkin methods
since it requires the least computational effort. In each of the three methods,
the approximation requires the solution of a finite dimensional linear system. In
the Nystrom method, for the evaluation of each of the matrix elements of this
linear system only an evaluation of the kernel function is needed, whereas in the
collocation and Galerkin methods the matrix elements are single or double integrals
demanding numerical quadratures. In addition, the Nystrom method is generically
stable in the sense that it preserves the condition of the integral equation whereas
in the collocation and Galerkin methods the condition can be disturbed by a poor
choice of the basis (see [268]).

In the case of integral equations for periodic analytic functions, using global
approximations via trigonometric polynomials is superior to using local approxima-
tions via low order polynomial splines since the trigonometric approximations yield
much better convergence. By choosing the appropriate basis, the computational
effort for the global approximation is comparable to that for local approximations.

The Nystrom method consists in the straightforward approximation of the
integrals by quadrature formulas. In our case, for the 27 -periodic integrands, we
choose an equidistant set of knots t; := 7j/n, j = 0,...,2n — 1, and use the
quadrature rule

2n—1

2 _
/ In <4 sin? - 5 f) f@dr~ )" R;n)(t)f(tj), 0<t<2r, (3.116)
0 =0

with the quadrature weights given by

n) 1 /g
R™M () := - == — cosm(t —1j) — —
n m n

m=1

cosn(t—tj), j=0,...,2n—1,
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and the trapezoidal rule

27 2n—1

F(rydr ~ % 3 ). (3.117)

j=0

Both these numerical integration formulas are obtained by replacing the integrand
f by its trigonometric interpolation polynomial and then integrating exactly. The
quadrature formula (3.116) was first used by Martensen [310] and Kussmaul [284].
Provided f is analytic, according to derivative-free error estimates for the remainder
term in trigonometric interpolation for periodic analytic functions (see [258, 268]),
the errors for the quadrature rules (3.116) and (3.117) decrease at least exponentially
when the number 2n of knots is increased. More precisely, the error is of order
O (exp(—no)) where o denotes half of the width of a parallel strip in the complex
plane into which the real analytic function f can be holomorphically extended.

Of course, it is also possible to use quadrature rules different from (3.116)
and (3.117) obtained from other approximations for the integrand f. However,
due to their simplicity and high approximation order we strongly recommend the
application of (3.116) and (3.117).

In the Nystrom method, the integral equation (3.114) is replaced by the approxi-
mating equation

2n—1

v 0= Y R oK) + T Ke P =0 3118)

j=0

for 0 < t < 2m. Equation (3.118) is obtained from (3.114) by applying the
quadrature rule (3.116) to f = Ki(¢t,.)¥ and (3.117) to f = Ky(t, ).
The solution of (3.118) reduces to solving a finite dimensional linear system. In
particular, for any solution of (3.118) the values I/f(n) v @),i=0,...,2n—1,
at the quadrature points trivially satisfy the linear system

2n—1
T .
b = YR K ) + T Koy = g, i=0 201,
j=0
(3.119)
where

(n) (n) 2w ! 1 m]rr (—l)JJT
R := R (0) = ——§ — . j=0,....2n—1.
n — m

n2

Conversely, given a solution w(") | = 0,...,2n — 1, of the system (3.119), the
function ¥ defined by
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2n—1
v 0= Y RV OK @ + = K@) v + g0, 0<r<2m,

—0 ’ n ’

! (3.120)
is readily seen to satisfy the approximating equation (3.118). The formula (3.120)
may be viewed as a natural interpolation of the values Ipi(”), i=0,...,2n—1, at
the quadrature points to obtain the approximating function ¥ and goes back to
Nystrom.

For the solution of the large linear system (3.119), we recommend the use of the
fast iterative two-grid or multi-grid methods as described in [268] or, in more detail,
in [164].

Provided the integral equation (3.114) itself is uniquely solvable and the kernels
K1 and K7 and the right-hand side g are continuous, a rather involved error analysis
(for the details we refer to [263, 268]) shows that

1. the approximating linear system (3.119), i.e., the approximating equation
(3.118), is uniquely solvable for all sufficiently large n;

2. as n — oo the approximate solutions ¥ " converge uniformly to the solution v/
of the integral equation;

3. the convergence order of the quadrature errors for (3.116) and (3.117) carries
over to the error ¥ — .

The latter, in particular, means that in the case of analytic kernels K| and K, and
analytic right-hand sides g the approximation error decreases exponentially, i.e.,
there exist positive constants C and o such that

[y (1) — ()] < Ce™, 0<r1<2m, (3.121)

for all n. In principle, the constants in (3.121) are computable but usually they are
difficult to evaluate. In most practical cases, it is sufficient to judge the accuracy of
the computed solution by doubling the number 2n of knots and then comparing the
results for the coarse and the fine grid with the aid of the exponential convergence
order, i.e., by the fact that doubling the number 2n of knots will double the number
of correct digits in the approximate solution.

For a numerical example, we consider the scattering of a plane wave by a cylinder
with a non-convex kite-shaped cross section with boundary 9 D illustrated in Fig. 3.1
and described by the parametric representation

x(t) = (cost +0.65cos2t — 0.65, 1.5sint), 0<t <2m.
From the asymptotics (3.105) for the Hankel functions, analogous to (3.110) it

can be deduced that the far field pattern of the combined potential (3.28) in two
dimensions is given by
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Fig. 3.1 Kite-shaped domain for numerical example

Table 3.1 Numerical results for Nystrom’s method

n Reux(d) Imuso(d) Re uqo (—d) Imuco(—d)
k=1 8 —1.62642413 0.60292714 1.39015283 0.09425130
16 —1.62745909 0.60222343 1.39696610 0.09499454
32 —1.62745750 0.60222591 1.39694488 0.09499635
64 —1.62745750 0.60222591 1.39694488 0.09499635
k=5 8 —2.30969119 1.52696566 —0.30941096 0.11503232
16 —2.46524869 1.67777368 —0.19932343 0.06213859
32 —2.47554379 1.68747937 —0.19945788 0.06015893
64 —2.47554380 1.68747937 —0.19945787 0.06015893

”“(’2)2%/w%v(y)-a%+n}e—'“'yw(y>ds(y>, X =1, (3122

which can be evaluated again by the trapezoidal rule after solving the integral
equation for ¢. Table 3.1 gives some approximate values for the far field pattern
Uso(d) and uso(—d) in the forward direction d and the backward direction —d.
The direction d of the incident wave is d = (1, 0) and, as recommended in [259],
the coupling parameter is n = k. Note that the exponential convergence is clearly
exhibited.

The corresponding quadrature method including its error and convergence
analysis for the Neumann boundary condition has been described by Kress [264].

For domains D with corners, a uniform mesh yields only poor convergence and
therefore has to be replaced by a graded mesh. We suggest to base this grading upon
the idea of substituting an appropriate new variable and then using the Nystrom
method as described above for the transformed integral equation. With a suitable
choice for the substitution, this will lead to high order convergence.

Without loss of generality, we confine our presentation to a boundary curve d D
with one corner at the point x( and assume d D\ {xo} to be C and piecewise analytic.
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We do not allow cusps in our analysis, i.e., the angle y at the corner is assumed to
satisfy 0 < y < 2m.
Using the fundamental solution

1 1
Do(x,y) := o In = ,

X F Y,
to the Laplace equation in IR to subtract a vanishing term, we rewrite the combined
double- and single-layer potential (3.28) in the form

B IP(x,y) . _ 9Po(x, y)
u(x) —/aD H—av(y) m¢(x,y)}<p(y) Tl w(xo)} ds(y)

for x € R?\ D. This modification is notationally advantageous for the corner case
and it makes the error analysis for the Nystrém method work. The integral equation
(3.29) now becomes

9P (x,y)

- 2
@(x) — @(xo) + fap{ )

—in®(x, y)} o(y)ds(y)
(3.123)

- 2/ 90 V) oy ds(y) = 2f(x), x € aD.
ap  0v(y)

Despite the corner at xg, there is no change in the residual term in the jump relations
since the density ¢ — @(xo) of the leading term in the singularity vanishes at the
corner. However, the kernel of the integral equation (3.123) at the corner no longer
remains weakly singular. For a C? boundary, the weak singularity of the kernel of
the double-layer operator rests on the inequality

v(y)-(x —y)| < Llx —y|®>, x,yeaD, (3.124)

for some positive constant L. This inequality expresses the fact that the vector x — y
for x close to y is almost orthogonal to the normal vector v(y). For a proof, we refer
to [104]. However, in the vicinity of a corner (3.124) does not remain valid.

After splitting off the operator Ko : C(0D) — C(dD) defined by

0Dy (x,
(Ko@) (x) =2 /d i %y)y) [o(y) — (x0)]ds(y), x € aD,

from (3.107) we see that the remaining integral operator in (3.123) has a weakly
singular kernel and therefore is compact. For the further investigation of the non-
compact part K, we choose a sufficiently small positive number r and denote the
two arcs of the boundary 9D contained in the disk of radius r and center at the
corner xo by A and B (see Fig. 3.2). These arcs intersect at xo with an angle y and
without loss of generality we restrict our presentation to the case where y < . By
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X0

Fig. 3.2 Domain with a corner

elementary geometry and continuity, we can assume that r is chosen such that both
A and B have length less than 2r and for the angle «(x, B) between the two straight
lines connecting the points x € A\ {xp} with the two endpoints of the arc B we have

1
0<oz(x,B)§n—§y, x € A\ xo,

and analogously with the roles of A and B interchanged. For the sake of brevity,
we confine ourselves to the case where the boundary 0D in a neighborhood of the
corner xq consists of two straight lines intersecting at xo. Then we can assume that
r is chosen such that the function (x, y) — v(y) - (y — x) does not change its sign
for all (x, y) € A x Bandall (x, y) € B x A. Finally, for the two C? arcs A and B,
there exists a constant L independent of r such that the estimate (3.124) holds for
all (x,y) e Ax Aandall (x,y) € B x B.

We now choose a continuous cut-off function ¢ : R?> — [0, 1] such that
Y(x)=1for0 < |x —xg| <r/2, ¥(x) = 0forr < |x — xg| < oo and define
Ko, : C(0D) — C(dD) by

Ko o == Ko(¥o).

Then, the kernel of Ko — Ko, vanishes in a neighborhood of (x¢, x¢) and therefore
is weakly singular.
We introduce the norm

l@lloc,0 := max [¢(x) — @(xo)| + [¢(x0)],
xe€dD

which obviously is equivalent to the maximum norm. We now show that r can be
chosen such that || Ko, ||co,0 < 1. Then, by the Neumann series, the operator I +Kj ,
has a bounded inverse and the results of the Riesz—Fredholm theory are available for
the corner integral equation (3.123).

By our assumptions on the choice of r, we can estimate

4Lr
|(Ko,r@)(x0)| < - l¢lloo,0 (3.125)
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since (3.124) holds for x = xp and all y € AU B. For x € A\ {xo} we split
the integral into the parts over A and over B and evaluate the second one by using
Green’s integral theorem and our assumptions on the geometry to obtain

2/ 9%o(x, y) ds(y) =2 / 9Po(x, y) ds(y)‘ _ a(x, B) C xe A\ (ol
Bl 0v() B 9v(y) T
and consequently
2Lr y
|(Ko,r@)(x)] = {— +1- —} l@lloe,0, (3.1206)
b4 2

which by symmetry is valid for all x € A U B \ {xo}. Summarizing, from the
inequalities (3.125) and (3.126) we deduce that we can choose r small enough such
that || Ko, ||co,0 < 1. For an analysis for more general domains with corners we refer
to Ruland [380] and the literature therein.

The above analysis establishes the existence of a continuous solution to the
integral equation (3.123). However, due to the singularities of elliptic boundary
value problems in domains with corners (see [155]), this solution will have
singularities in the derivatives at the corner. To take proper care of this corner
singularity, we replace our equidistant mesh by a graded mesh through substituting
a new variable in such a way that the derivatives of the new integrand vanish up to a
certain order at the endpoints and then use the quadrature rules (3.116) and (3.117)
for the transformed integrals.

We describe this numerical quadrature rule for the integral f()z” f(t) dt where the
integrand f is analytic in (0, 277) but has singularities at the endpoints t = O and t =
2m. Let the function w : [0, 27w] — [0, 27 ] be one-to-one, strictly monotonically
increasing and infinitely differentiable. We assume that the derivatives of w at the
endpoints t+ = 0 and t = 27 vanish up to an order p € IN. We then substitute
t = w(s) to obtain

27 2
[ rwan = /0 W'(s) f(w(s))ds.

Applying the trapezoidal rule to the transformed integral now yields the quadrature
formula

2T 2n—1

f@ydi~ 23" a; fGsp) (3.127)

j=1

with the weights and mesh points given by

@:w’(ﬂ), sj=w<ﬂ>, j=1,...,2n—1.
n n
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A typical example for such a substitution is given by

[v(s)]”
(1P + w27 — )P’

) 11 7r—s3+1s—7r+1
vs)=|—— = — —
p 2 b4 p 2

and p > 2. Note that the cubic polynomial v is chosen such that v(0) = 0, v(2w) =1
and w’(7r) = 2. The latter property ensures, roughly speaking, that one half of the
grid points is equally distributed over the total interval, whereas the other half is
accumulated towards the two end points.

For an error analysis for the quadrature rule (3.127) with substitutions of the form
described above and using the Euler-MacLaurin expansion, we refer to Kress [262].
Assume f is 2g + 1-times continuously differentiable on (0, 2;r) such that for some
0 <« < 1 withap > 2g + 1 the integrals

2 ¢ m—o
/ |:sin -] | £ (1)) dt
o 2

existform =0, 1,...,2q + 1. The error E(")(f) in the quadrature (3.127) can then
be estimated by

w(s) =27 0<s <2m, (3.128)

where

IE™ ()] <

S (3.129)
with some constant C. Thus, by choosing p large enough, we can obtain almost
exponential convergence behavior.

For the numerical solution of the corner integral equation (3.123), we choose a
parametric representation of the form (3.113) such that the corner x corresponds to
the parameter # = 0 and rewrite (3.123) in the parameterized form

2
Y () — ¥ (0) —/0 K(t, D)y (r)dr

(3.130)
2
- H(t, D)y (0)dtr =g(), 0=<t=<2nm,
0
where K is given as above in the analytic case and where
1 5@ (@) —x1(0)] = x| (Dx2(t) — x2(7)] .
™ lx(1) —x(D)? ’ ’
H(t,7) =
l x5 (0)x] (1) — x1()x5 (1) ’ =1 140,27,
4 /()12
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corresponds to the additional term in (3.123). For the numerical solution of the
integral equation (3.130) by Nystrom’s method on the graded mesh, we also have
to take into account the logarithmic singularity. We set t = w(s) and Tt = w(o) to
obtain

2

2
/0 K, o)y(r)de = A K(w(s), w(o)) w'(e)y(w(o))do

and then write

s —0

K(w(s), w(o)) = Ki(s, o) In <4sin2 ) + Ka(s, o).

This decomposition is related to (3.115) by
Ki(s,0) = Ki(w(s), w(o))

and

Ra(s,0) = K(w(s), w(o)) — K(s,0)In (4 sin? >

o) e
)l

Kz(s, 5) = Ka(w(s), w(s)) +2Inw'(s) Ki(w(s), w(s)).

From

Ka(s,s) = lim [K(s, o) — Ki(s,0)In (4 sin? >

we deduce the diagonal term

Now, proceeding as in the derivation of (3.119), for the approximate values
wi(") = ¢ ™ (s;) at the quadrature points s; fori = 1, ...,2n—1 and wé") =y ™(0)
at the corner s) = 0 we arrive at the linear system

2n—1
- T~
1/f,»(n) - Iﬂén) - E {R‘(?_)ﬂKl(Si,sj) + - Kz(Si,Sj)}aj 1/f](~n)
j=

2n—1

n-l o .
— E ;H(si,sj)ajl/fo =g(s), i=0,...,2n—1.
j=l1

(3.131)
A rigorous error analysis carrying over the error behavior (3.129) to the approximate
solution of the integral equation obtained from (3.131) for the potential theoretic
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Fig. 3.3 Drop-shaped domain for numerical example

Table 3.2 Nystrom’s method for a domain with corner

n Reuoo(d) Imuso(d) Re uq(—d) Imuyo(—d)
k=1 16 —1.28558226 0.30687170 —0.53002440 —0.41033666
32 —1.28549613 0.30686638 —0.53020518 —0.41094518
64 —1.28549358 0.30686628 —0.53021014 —0.41096324
128 —1.28549353 0.30686627 —0.53021025 —0.41096364
k=5 16 —1.73779647 1.07776749 —0.18112826 —0.20507986
32 —1.74656264 1.07565703 —0.19429063 —0.19451172
64 —1.74656303 1.07565736 —0.19429654 —0.19453324
128 —1.74656304 1.07565737 —0.19429667 —0.19453372

case k = 0 has been worked out by Kress [262]. Related substitution methods have
been considered by Jeon [218] and by Elliott and Prossdorf [136, 137].

For a numerical example, we used the substitution (3.128) with order p = 8. We
consider a drop-shaped domain with the boundary curve 9 D illustrated by Fig. 3.3
and given by the parametric representation

t
x() = @2sinZ, —sinn), 0=r=2m

It has a corner at ¢+ = 0 with interior angle y = 7 /2. The direction d of the incoming
plane wave and the coupling parameter 1 are chosen as in our previous example.
Table 3.2 clearly exhibits the fast convergence of the method.

3.7 On the Numerical Solution in IR3

In three dimensions, for the numerical solution of the boundary integral equation
(3.29) the Nystrom, collocation, and Galerkin methods are still available. However,
for surface integral equations we have to modify our statements on comparing the
efficiency of the three methods. Firstly, there is no straightforward simple quadrature
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rule analogous to (3.116) available that deals appropriately with the singularity
of the three-dimensional fundamental solution. Hence, the Nystrom method loses
some of its attraction. Secondly, for the surface integral equations there is no
immediate choice for global approximations like the trigonometric polynomials in
the one-dimensional periodic case. Therefore, local approximations by low order
polynomial splines have been more widely used and the collocation method is the
most important numerical approximation method. To implement the collocation
method, the boundary surface is first subdivided into a finite number of segments,
like curved triangles and squares. The approximation space is then chosen to consist
of low order polynomial splines with respect to these surface elements. The simplest
choices are piecewise constants or piecewise linear functions. Within each segment,
depending on the degree of freedom in the chosen splines, a number of collocation
points is selected. Then, the integrals for the matrix elements in the collocation
system are evaluated using numerical integration. Due to the weak singularity of
the kernels, the calculation of the improper integrals for the diagonal elements of
the matrix, where the collocation points and the surface elements coincide, needs
special attention. For a detailed description of this so-called boundary element
method we refer to Rjasanow and Steinbach [376] and to Sauter and Schwab [385].

Besides these local approximations via boundary elements there are also global
approaches available in the sense of spectral methods. For surfaces which can be
mapped onto spheres, Atkinson [19] has developed a Galerkin method for the
Laplace equation using spherical harmonics as the counterpart of the trigonomet-
ric polynomials. This method has been extended to the Helmholtz equation by
Lin [304]. Based on spherical harmonics and transforming the boundary surface
to a sphere as in Atkinson’s method, Wienert [427] has developed a Nystrom
type method for the boundary integral equations for three-dimensional Helmholtz
problems which exhibits exponential convergence for analytic boundary surfaces.
Wienert’s method has been further developed into a fully discrete Galerkin type
method through the work of Ganesh, Graham, and Sloan [143, 153]. We conclude
this chapter by introducing the main ideas of this method.

We begin by describing a numerical quadrature scheme for the integration of
analytic functions over closed analytic surfaces I" in IR which are homeomorphic
to the unit sphere S? and then we proceed to corresponding quadratures for acoustic
single- and double-layer potentials. To this end, we first introduce a suitable
projection operator Qy onto the linear space Hy_; of all spherical harmonics of
order less than N. We denote by —1 < 11 < o < --- < ty < 1 the zeros of the
Legendre polynomial Py (the existence of N distinct zeros of Py in the interval
(—=1,1) is a consequence of the orthogonality relation (2.25), see [130, p. 236])
and by

2(1 — %)
Olj . J

= —_— j=1,..., N,
NPy ()
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the weights of the Gauss—Legendre quadrature rule which are uniquely determined
by the property

/ p()di = Za,p(t, (3.132)

for all polynomials p of degree less than or equal to 2N — 1 (see [131, p. 89]). We
then choose a set of points x j; on the unit sphere S? given in polar coordinates by

Xjk := (sin@; cos g, sin@; sin gy, cos 0;)

forj=1,...,Nandk =0,...,2N — 1 where §; := arccost; and ¢y = wk/N
and define Qy : C(S?) — Hy_; by

N 2N-1
Onf = Z > a,f(x,k)z Z Y ) X (3.133)
] 1 k=0 n=0 m=—n

where the spherical harmonics Y, are given by (2.28). By orthogonality we clearly
have

N 2N-1

/ OnfY,"ds =~ Z D i fO Y, " (k) (3.134)

/lk()

for |m| < n < N. Since the trapezoidal rule with 2N knots integrates trigonometric
polynomials of degree less than N exactly, we have

2N—-1 27

T ! —m’

= Y,;"<x,-k>Y,,,’"(x,-k>=/0 Y65, ) Y™ (6, 9) do
k=0

for |m|, |m’| < n < N and these integrals, in view of (2.28), vanish if m # m’'.
For m = m’, by (2.27) and (2.28), Y, Y ;™ is a polynomial of degree less than
2N in cos 6. Hence, by the property (3.132) of the Gauss—Legendre quadrature rule,
summing the previous equation we find

o NN

5 > oY) Y () = /2 yry™ ds,
j=1 k=0 S

that is, QnY," = Y] for [m| < n < N and therefore Qy is indeed a projection

operator onto Hy_1. We note that QO is not an interpolation operator since by

Theorem 2.7 we have dim Hy_; = N2 whereas we have 2N2 points x j. Therefore,
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it is also called a hyperinterpolation operator. With the aid of (2.22), the addition
theorem (2.30) and (3.132) we can estimate

2N-—1 —1
1

1OV Flloe = 73 2- 22 @) 2o @n+ Dl flle = NI £l
j=1 k= n=0

whence

ONlloo < N? (3.135)

follows. However, this straightforward estimate is suboptimal and can be improved
into

AN < 1Qnlloo < 2 N2 (3.136)
with positive constants ¢1 < ¢3 (see [153, 395]). For analytic functions f : S? — C,
Wienert [427] has shown that the approximation error f — Qn f decreases

exponentially, that is, there exist positive constants C and o depending on f such
that

If = ONflloos2 < Ce™™ (3.137)

forall N € N.
Integrating the approximation Qy f instead of f we obtain the so-called Gauss
trapezoidal product rule

N 2N-1

/sz fds ~ %Z 3 o fp) (3.138)

j=1 k=0

for the numerical integration over the unit sphere. For analytic surfaces I" which
can be mapped bijectively through an analytic function ¢ : S> — I" onto the unit
sphere, (3.138) can also be used after the substitution

/ ¢(&)ds(&) = / 2(q (), (x) ds(x)
r S2

where J; stands for the Jacobian of the mapping ¢. For analytic functions, the
exponential convergence (3.137) carries over to the quadrature (3.138).

By passing to the limit & — 0 in (2.44), with the help of (2.32) and (2.33),
we find

Y, () 4 2
—d = Y, , e S,
/Sz [x — vyl ) 2n + 1 n(x), X
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for spherical harmonics Y,, of order n. This can be used together with the addition
formula (2.30) to obtain the approximation

f(y) N 2N-1
[gz lx — Z Z ajf(xje) Z Pu(xjk-x), xS
k=0

] 1
which again is based on replacing f by Qy f. In particular, for the north pole xo =
(0, 0, 1) this reads

N 2N-1

/Sz |x§(—y) ds(y)~ ) > Bif @) (3.139)

Yl j=1 k=0

where

N—-1
T .
n=0

The exponential convergence for analytic densities f : S — C again carries

over from (3.137) to the numerical quadrature (3.139) of the harmonic single-layer
potential.

For the extension of this quadrature scheme to more general surfaces I”, we
need to allow more general densities and we can do this without losing the rapid
convergence order. Denote by S? the cylinder

§? .= {(cosgp,sing,0):0<0 <m, 0<¢ <27}

Then we can identify functions defined on S? with functions on S? through the
mapping

(cos g, sing, 6) — (sinf cos @, sin 6 sin ¢, cos H)

and, loosely speaking, in the sequel we refer to functions on S? as functions
on S? depending on the azimuth ¢ at the poles. As Wienert [427] has shown,
the exponential convergence is still true for the application of (3.139) to analytic
functions f : §* — C.

For the general surface I" as above, we write

F(x,
/ g ds(n) = [ x, »f ds(y).
rlgx) —nl s lx =yl

where we have set f(y) := g(g(y))Jy(y) and

lx — yl
F = . 3.140
= —e s YT (3.140)
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Unfortunately, as can be seen from simple examples, the function F in general
cannot be extended as a continuous function on S? x S%. However, since on the
unit sphere we have |x — y|> = 2(1 — x - y) from the estimate (see the proof of
Theorem 2.2 in [104])

cilx —y1? < lgx) —qg* < calx — yP?

which is valid for all X,y € S? and some constants 0 < ¢; < ¢; it can be seen that
F (xo, -) is analytic on S?.
For ¢ € R, we define the orthogonal transformations

cosy —sinyr 0 cosr 0 —sinyr
Dp(y) == | siny cosy 0O and Dry) = 0 1 0
0 0 1 sinyr 0 cosyr

Then for x = (sin6 cos ¢, sin @ sin ¢, cos ) € S? the orthogonal transformation
T := Dp(¢)Dr(0)Dp(—¢)

has the property Ty x = (0, 0, 1) for x € S?. Therefore

N 2N-1

ds() ~ Y > BiF@ T g £(T ) (3.141)

j=1 k=0

/ Fx, ) f)
S2

|x — ¥l

is exponentially convergent for analytic densities f in the sense of (3.137) since x
is the north pole for the set of quadrature points Tx’lx jk- It can be shown that the
exponential convergence is uniform with respect to x € S%.

By decomposing

Ml cosk|x —y| . sink|x —y|
lx — ¥l lx — ¥l lx — ¥l

3

we see that the integral equation (3.29) for the exterior Dirichlet problem is of
the form

h C(E —
g(g)_/ { 1Eu) | v € ) hz(é,ﬂ)+h3(§,n)}g(n)ds(n)zw@)
rlE=al Tl

for £ € I' with analytic kernels k1, h2 and h3. For our purpose of exposition, it
suffices to consider only the singular part, that is, the case when hy = h3 = 0.
Using the substitution £ = g(x) and n = ¢g(y), the integral equation over I" can be
transformed into an integral equation over S? of the form

fx) = /gz MF;}T” fds(y) =v(x), xeS?, (3.142)

lx —
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with the functions f, k and v appropriately defined through g, 1 and w and with F
given as in (3.140). We write A : C(S?) — C(S?) for the weakly singular integral
operator

k(x, V) F(x,y)

fds@y), xeS?
|x — I

(Af)(x) = /
S2

occurring in (3.142). By using the quadrature rule (3.141), we arrive at an
approximating quadrature operator Ay : C(S?) — C(S?) given by

N 2N-1

(Ay ) (x) i= Z Z Bik(x, T x ) Fx, T i) (T x 1), x e S2
j=1 k=0
(3.143)

We observe that the quadrature points Tx_lx ik depend on x. Therefore, we cannot
reduce the solution of the approximating equation

fv—Anfy =v (3.144)

to a linear system in the usual fashion of Nystrom interpolation. A possible remedy
for this difficulty is to apply the projection operator Q y a second time. For this, two
variants have been proposed. Wienert [427] suggested

N —ANONfN =V (3.145)

as the final approximating equation for the solution of (3.144). Analogous to the
presentation in the first edition of this book, Graham and Sloan [153] considered
solving (3.144) through the projection method with the final approximating equation
of the form

fn — ONANfn = Onv. (3.146)

As observed in [153] there is an immediate one-to-one correspondence between
the solutions of (3.145) and (3.146) via fy = Onfy and fy = v + Anfn.
Therefore, we restrict our outline on the numerical implementation to the second
variant (3.146). Representing

N—-1 n
=) aryy

n=0 m=—n

and using (3.134) and (3.143) we find that solving (3.146) is equivalent to solving
the linear system

N
’ ’ b _
a,':' — RZ;:’;‘ a:} = N E Oljv(xjk)Yn m(x]'k) (3147)
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forn=0,...,N—1, m = —n,...,n, where
o N 2N-1 N 2N
mm' . _ . B. ) . —mg,. . m' =1
R, = N Z Z Z i B K (xjikys Xjoko) Yy ™ (X k) Yy (Tx,-lklszkz)
J1=1 k1=0 ja=1 k=0

and
K(x,y) = ke, T ) F G, T ).
Since orthogonal transformations map spherical harmonics of order n into spherical

harmonics of order n, we have

n/

Y (Dr(—0)y) = Y Zo('.m', pn.0)Y)(y)

pu=—n’

with
Zotw' ' . 0) = [ VD1 ¥, 0 ds(r)
and from (2.28) we clearly have
Y1 (Dp(=p)y) = e "Y1 (7).

From this we find that the coefficients in (3.147) can be evaluated recursively
through the scheme

2N—1
Z1(j1, k1, o, ) = Z ﬂjzelu(%ﬂpk])l((xj]kl ’ szkz)’
ko=0

N
Z5(j1, ki1, n, n) = Z Y,l,/;(ijO)Zl (1, k1, jo, ),
=1
n’ '
Zy(rkron'om'y =y 0 ZoGlm' s, 0j) ZaGin k' ™ O
w=—n’
2N—1

ZyGromon' m'y == Y e Z3 (i kyn' m),
k1=0

N
’ T _ . ’ ’
Ry = N Z oy Y, " (xj.0)Za(jr, m,n',m")
J1=1
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by O(N?) multiplications provided the numbers Zo(n', m’, i, 0 ;1) (which do not
depend on the surface) are precalculated. The latter calculations can be based on

Zo(n',m', 1, 6) = fS QNI 0 D=0 V" () ds ()

N 2N-1
T ’ —
- ﬁz > oY (Dr(=0)xj1) Yo (xe).
=1 k=

For further details we refer to [143,427]. To obtain a convergence result, a further
modification of (3.145) and (3.146) was required by using different orders N and
N’ for the projection operator Q y and the approximation operator A s such that

N =«kN (3.148)

for some « > 1. Under this assumption Graham and Sloan [153] established
superalgebraic convergence. We note that for the proof it is crucial that the exponent
in the estimate (3.136) is less than one.

Table 3.3 gives approximate values for the far field pattern in the forward and
backward direction for scattering of a plane wave with incident direction d =
(1, 0, 0) from a pinched ball with representation

r0, ¢) = \/1.44 4+ 0.5cos2¢p(cos20 — 1), 6O €[0,x], ¢ €[0,27]

in polar coordinates. (For the shape of the pinched ball see Fig. 5.3.) The results were
provided to us by Olha Ivanyshyn and obtained by using the combined double- and
single-layer potential integral equation (3.29) with coupling parameter n = k and
applying the Graham and Sloan variant (3.146) of Wienert’s method with N’ = 2N.
The rapid convergence behavior is clearly exhibited. For further numerical examples
we refer to [143].

Table 3.3 Numerical results for Wienert’s method

N Re uoo (d) Imuoo (d) Re uxo(—d) Imuco(—d)
k=1 8 —1.43201720 1.40315084 0.30954060 0.93110842
16 —1.43218545 1.40328665 0.30945849 0.93112270
32 —1.43218759 1.40328836 0.30945756 0.93112274
64 —1.43218759 1.40328836 0.30945756 0.93112274
k=5 8 —1.73274564 5.80039242 1.86060183 0.92743363
16 —2.10055735 5.86052809 1.56336545 1.07513529
32 —2.10058191 5.86053941 1.56328188 1.07513840

64 —2.10058191 5.86053942 1.56328188 1.07513841



Chapter 4 )
I11-Posed Problems Chock or

As previously mentioned, for problems in mathematical physics Hadamard [165]
postulated three requirements: a solution should exist, the solution should be unique,
and the solution should depend continuously on the data. The third postulate is
motivated by the fact that in all applications the data will be measured quantities.
Therefore, one wants to make sure that small errors in the data will cause only small
errors in the solution. A problem satisfying all three requirements is called well-
posed. Otherwise, it is called ill-posed.

For a long time, research on ill-posed problems was neglected since they were
not considered relevant to the proper treatment of applied problems. However, it
eventually became apparent that a growing number of important problems fail to
be well-posed, for example, Cauchy’s problem for the Laplace equation and the
initial boundary value problem for the backward heat equation. In particular, a large
number of inverse problems for partial differential equations turn out to be ill-posed.
Most classical problems where one assumes the partial differential equation, its
domain, and its initial and/or boundary data completely prescribed are well-posed
in a canonical setting. Usually, such problems are referred to as direct problems.
However, if the problem consists in determining part of the differential equation or
its domain or its initial and/or boundary data, then this inverse problem quite often
will be ill-posed in any reasonable setting. In this sense, there is a close linkage and
interaction between research on inverse problems and ill-posed problems.

This chapter is intended as an introduction into the basic ideas on ill-posed
problems and regularization methods for their stable approximate solution. We
mainly confine ourselves to linear equations of the first kind with compact operators
in Hilbert spaces and base our presentation on the singular value decomposition.
From the variety of regularization concepts, we will discuss only the spectral cut-
off, Tikhonov regularization, the discrepancy principle, and quasi-solutions. At the
end of the chapter, we will include some material on nonlinear problems.

For a more comprehensive study of ill-posed problems, we refer to Baumeis-
ter [27], Engl, Hanke, and Neubauer [138], Groetsch [156], Kabanikhin [226],
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Kaltenbacher, Neubauer, and Scherzer [227], Kirsch [238], Kress [268], Louis
[308], Morozov [324], Tikhonov and Arsenin [408], and Wang, Yagola, and
Yang [418].

4.1 The Concept of Ill-Posedness

We will first make Hadamard’s concept of well-posedness more precise.

Definition 4.1 Let A : U C X — V C Y be an operator from a subset U of a
normed space X into a subset V of a normed space Y. The equation

Alp) = f “.1)

is called well-posed or properly posed if A : U — V is bijective and the inverse
operator A~ : V — U is continuous. Otherwise the equation is called ill-posed or
improperly posed.

According to this definition we may distinguish three types of ill-posedness. If
A is not surjective, then Eq. (4.1) is not solvable for all f € V (nonexistence). If A
is not injective, then Eq. (4.1) may have more than one solution (nonuniqueness).
Finally, if A~! . V — U exists but is not continuous, then the solution ¢ of
Eq. (4.1) does not depend continuously on the data f (instability). The latter case of
instability is the one of primary interest in the study of ill-posed problems. We note
that the three properties, in general, are not independent. For example,if A : X — Y
is a bounded linear operator mapping a Banach space X bijectively onto a Banach
space Y, then by the inverse mapping theorem the inverse operator A~! : ¥ — X
is bounded and therefore continuous. Note that the well-posedness of a problem is
a property of the operator A together with the solution space X and the data space
Y including the norms on X and Y. Therefore, if an equation is ill-posed one could
try and restore stability by changing the spaces X and Y and their norms. But, in
general, this approach is inadequate since the spaces X and Y including their norms
are determined by practical needs. In particular, the space Y and its norm must be
suitable to describe the measured data and the data error.

The typical example of an ill-posed problem is a completely continuous operator
equation of the first kind. Recall that an operator A : U C X — Y is called
compact if it maps bounded sets from U into relatively compact sets in ¥ and that A
is called completely continuous if it is continuous and compact. Since linear compact
operators are always continuous, for linear operators there is no need to distinguish
between compactness and complete continuity.

Theorem 4.2 Let A : U C X — Y be a completely continuous operator from
a subset U of a normed space X into a subset V of a normed space Y. Then the
equation of the first kind Ap = f is improperly posed if U is not of finite dimension.
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Proof Assume that A~! : V — U exists and is continuous. Then from / = A~'A
we see that the identity operator on U is compact since the product of a continuous
and a compact operator is compact. Hence U must be finite dimensional. O

The ill-posed nature of an equation, of course, has consequences for its numerical
treatment. We may view a numerical approximation of a given equation as the
solution to perturbed data. Therefore, straightforward application of the classical
methods for the approximate solution of operator equations to ill-posed problems
usually will generate numerical nonsense. In terms of condition numbers, the fact
that a bounded linear operator A does not have a bounded inverse means that
the condition numbers of its finite dimensional approximations grow with the
quality of the approximation. Hence, a careless discretization of ill-posed problems
leads to a numerical behavior which at a first glance seems to be paradoxical.
Namely, increasing the degree of discretization, i.e., increasing the accuracy of the
approximation for the operator A will cause the approximate solution to the equation
Ap = f to become less and less reliable.

4.2 Regularization Methods

Methods for constructing a stable approximate solution of an ill-posed problem are
called regularization methods. We shall now introduce the classical regularization
concepts for linear equations of the first kind. In the sequel, we mostly will assume
that the linear operator A : X — Y is injective. This is not a significant loss
of generality since uniqueness for a linear equation always can be achieved by a
suitable modification of the solution space X. We wish to approximate the solution
¢ to the equation Ap = f from a knowledge of a perturbed right-hand side f® with
a known error level

If2 = fll < 6. 4.2)

When f belongs to the range A(X) := {A¢ : ¢ € X} then there exists a
unique solution ¢ of Ap = f. For a perturbed right-hand side, in general, we
cannot expect f® € A(X). Using the erroneous data f°, we want to construct a
reasonable approximation ¢° to the exact solution ¢ of the unperturbed equation
Ap = f. Of course, we want this approximation to be stable, i.e., we want (,0‘S to
depend continuously on the actual data f%. Therefore, our task requires finding an
approximation of the unbounded inverse operator A~! : A(X) — X by a bounded
linear operator R : ¥ — X.

Definition 4.3 Let X and Y be normed spaces and let A : X — Y be an injective
bounded linear operator. Then a family of bounded linear operators Ry : ¥ — X,
a > 0, with the property of pointwise convergence
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lim RyAp = ¢ 4.3)
a—0

for all ¢ € X is called a regularization scheme for the operator A. The parameter «
is called the regularization parameter.

Of course, (4.3) is equivalent to Ry f — A_lf, o — 0, forall f € A(X). The
following theorem shows that for regularization schemes for compact operators this
convergence cannot be uniform.

Theorem 4.4 Let X and Y be normed spaces, let A : X — Y be a compact linear
operator, and let dim X = oo. Then for a regularization scheme the operators Ry
cannot be uniformly bounded with respect to « and the operators Ry A cannot be
norm convergent as o — Q.

Proof For the first statement, assume ||Ry| < C for all @ > 0 and some constant
C. Then from Ry f — A~ f,a — 0, forall f € A(X) we deduce |[A~! f|| <
Clfl,ie., A" : A(X) — X is bounded. By Theorem 4.2 this is a contradiction to
dim X = oc.

For the second statement, assume that we have norm convergence. Then there
exists @ > 0 such that || Ry A — I|| < 1/2. Now for all f € A(X) we can estimate

_ _ _ 1
IAT FIl < IA7" f — ReAAT fIl + I Ro £ <5 la LEIL+ IR AL

whence ||A_1f|| < 2||Ry |l I || follows. Therefore, Al A(X) > X is bounded
and we have the same contradiction as above. O

The regularization scheme approximates the solution ¢ of Ap = f by the
regularized solution
@) = Ry f°. (4.4)

Then, for the approximation error, writing
¢o —¢ = Raf’ = Raf + RaAp — ¢,
by the triangle inequality we have the estimate
lpy — @Il < 8l Rall + [ Re Ag — @] 4.5

This decomposition shows that the error consists of two parts: the first term reflects
the influence of the incorrect data and the second term is due to the approximation
error between R, and A~ Under the assumptions of Theorem 4.4, the first term
cannot be estimated uniformly with respect to o and the second term cannot be
estimated uniformly with respect to ¢. Typically, the first term will be increasing
as « — 0 due to the ill-posed nature of the problem whereas the second term
will be decreasing as « — 0 according to (4.3). Every regularization scheme
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requires a strategy for choosing the parameter « in dependence on the error level
8 and on the given data f? in order to achieve an acceptable total error for the
regularized solution. On one hand, the accuracy of the approximation asks for a
small error | R, Ap—g||, i.e., for a small parameter . On the other hand, the stability
requires a small | R, ||, i.e., a large parameter «. An optimal choice would try and
make the right-hand side of (4.5) minimal. The corresponding parameter effects a
compromise between accuracy and stability. For a reasonable regularization strategy
we expect the regularized solution to converge to the exact solution when the error
level tends to zero. We express this requirement through the following definition.

Definition 4.5 A strategy for a regularization scheme R,, « > 0, that s, the choice
of the regularization parameter = (8, f°) depending on the error level § and on
18 is called regular if for all f € A(X) and all f® € Y with || f® — || < 8 we have

Rys iy f° — A7 f, 80,

In the discussion of regularization schemes, one usually has to distinguish
between an a priori or an a posteriori choice of the regularization parameter o.
An a priori choice would be based on some information on smoothness properties
of the exact solution which, in practical problems, in general will not be available.
Therefore, a posteriori strategies based on some considerations of the data error
level § are more practical.

A natural a posteriori strategy is given by the discrepancy or residue principle
introduced by Morozov [322, 323]. Its motivation is based on the consideration that,
in general, for erroneous data the residual ||Ag — f|| should not be smaller than the
accuracy of the measurements of f, i.e., the regularization parameter o should be
chosen such that

AR £ — f2Il = 8

with some fixed parameter y > 1 multiplying the error level §. In the case of a
regularization scheme R, with a regularization parameter m = 1,2, 3, ... taking
only discrete values, m should be chosen as the smallest integer satisfying

IAR f2 — £21 < vs.

Finally, we also need to note that quite often the only choice for selecting the
regularization parameter will be trial and error, that is, one uses a few different
parameters « and then picks the most reasonable result based on appropriate
information on the expected solution.

4.3 Singular Value Decomposition

We shall now describe some regularization schemes in a Hilbert space setting. Our
approach will be based on the singular value decomposition for compact operators



116 4 T1llI-Posed Problems

which is a generalization of the spectral decomposition for compact self-adjoint
operators.

Let X be a Hilbert space and let A : X — X be a self-adjoint compact
operator, that is, (Ag, ¥) = (¢, AY) for all ¢, € X. Then all eigenvalues of
A are real. A # 0 has at least one eigenvalue different from zero and at most a
countable set of eigenvalues accumulating only at zero. All nonzero eigenvalues
have finite multiplicity, that is, the corresponding eigenspaces are finite dimensional,
and eigenelements corresponding to different eigenvalues are orthogonal. Assume
the sequence (A,) of the nonzero eigenvalues is ordered such that

A1l = [A2| = A3 = -+,

where each eigenvalue is repeated according to its multiplicity and let (¢,) be a
sequence of corresponding orthonormal eigenelements. Then for each ¢ € X we
can expand

9= @ o)pn+ Q.9 (4.6)

n=1

where Q : X — N(A) denotes the orthogonal projection operator of X onto the
nullspace N(A) :={p € X : Ap =0} and

Ap =" 2@, 0n) . (4.7)

n=1

For a proof of this spectral decomposition for self-adjoint compact operators see for
example [268], Theorem 15.12.

We will now describe modified forms of the expansions (4.6) and (4.7) for
arbitrary compact operators in a Hilbert space. Recall that for each bounded linear
operator A : X — Y between two Hilbert spaces X and Y there exists a uniquely
determined bounded linear operator A* : ¥ — X called the adjoint operator of A
such that (Ag, ¥) = (p, A*y) forallp € X and ¢ € Y.

Occasionally, we will make use of the following basic connection between the
nullspaces and the ranges of A and A*. Therefore, we include the simple proof.

Theorem 4.6 For a bounded linear operator we have
AX)T =NAY and N(AH' = AX).

Proof g € A(X)' means (Ap,g) = O for all ¢ € X. This is equivalent to
(p, A*g) = 0 for all ¢ € X, which in turn is equivalent to A*g = 0, that is,
g € N(A*). Hence, A(X)-=N(A*). We abbreviate U = A(X) and, trivially, have
U C (UT)'. Denote by P : Y — U the orthogonal projection operator. Then
for arbitrary ¢ € (U1)" we have orthogonality Pp — ¢ L U. But we also have
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Pp—¢ LU L since we already know that U c (UYL, Therefore, it follows that
¢ = Py e U,whence U = (UL, ie., A(X) = N(A")" . O

Now let A : X — Y be a compact linear operator. Then its adjoint operator
A* : 'Y — X is also compact. The nonnegative square roots of the eigenvalues of
the nonnegative self-adjoint compact operator A*A : X — X are called singular
values of A.

Theorem 4.7 Let (iu,) denote the sequence of the nonzero singular values of the
compact linear operator A (with A # 0) ordered such that

H1 = 2= u3 = -

and repeated according to their multiplicity, that is, according to the dimension of
the nullspaces N (,u,%l — A*A). Then there exist orthonormal sequences (¢,) in X
and (gn) in Y such that

AQn = Ungn, A*gn = MUn®n 4.8)

for alln € IN. For each ¢ € X we have the singular value decomposition

9= (0. 0n)¢n + Qp (4.9)

n=1

with the orthogonal projection operator Q : X — N(A) and

A9 =" 1n(@. p)2n- (4.10)

n=1

Each system (W, ©n, gn), n € IN, with these properties is called a singular system
of A. When there are only finitely many singular values the series (4.9) and (4.10)
degenerate into finite sums.

Proof Let (¢,) denote an orthonormal sequence of the eigenelements of A*A, that
is,

A*A(pn = Mﬁ%

and define a second orthonormal sequence by

1
8n = — A¢n.
i
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Straightforward computations show that the system (u,, ¢, g,), n € IN, satisfies
(4.8). Application of the expansion (4.6) to the self-adjoint compact operator A* A
yields

¢ =Y (¢, o)+ Qp

n=1

for all ¢ € X where Q denotes the orthogonal projection operator from X onto
N(A*A). Let y € N(A*A). Then (Ay, AY) = (Y, A*Ayr) = 0 and this implies
that N(A*A) = N(A). Therefore, (4.9) is proven and (4.10) follows by applying A
to (4.9). ]

Note that the singular value decomposition implies that for all ¢ € X we have

o
el =" 1. o> + 1 Q9lI1%, (4.11)
n=1
o
1A@I> =" url(e, on)l*. (4.12)
n=1

In the following theorem, we express the solution to an equation of the first kind
with a compact operator in terms of a singular system.

Theorem 4.8 (Picard) Ler A : X — Y be a compact linear operator with singular
system (Wn, ©n, gn)- The equation of the first kind

Ap=f 4.13)
is solvable if and only if f belongs to the orthogonal complement N(A*)* and
satisfies

o
1 2
Y 5 (gl < oo, (4.14)
— M
n=1
In this case a solution is given by
1
o= — (f&n)n (4.15)

n
n=1

Proof The necessity of f € N(A*)* follows from Theorem 4.6. If ¢ is a solution
of (4.13), then

Un (@, @n) = (@, A*gn) = (A, g1) = ([, gn)
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and (4.11) implies

oo o0

1
> 2 | g’ =Y 1@, o)l < llgl,

n=1 "1 n=1

whence the necessity of (4.14) follows.

Conversely, assume that f € N(A*)* and (4.14) is fulfilled. Then, by consider-
ing the partial sums of (4.14), we see that the series (4.15) converges in the Hilbert
space X. We apply A to (4.15), use (4.9) with the singular system (w,, g, ¢n) of
the operator A*, and observe f € N(A*)" to obtain

Ap = Z(f’ gn)&n = f.

n=1

This ends the proof. O

Picard’s theorem demonstrates the ill-posed nature of the equation Ap = f. If we
perturb the right-hand side by setting f® = f + 8g, we obtain a perturbed solution
@® = ¢ + 8¢, /1n. Hence, the ratio ||¢® — ¢/l f® — fIl = 1/u, can be made
arbitrarily large due to the fact that the singular values tend to zero. The influence of
errors in the data f is obviously controlled by the rate of this convergence. In this
sense, we may say that the equation is mildly ill-posed if the singular values decay
slowly to zero and that it is severely ill-posed if they decay very rapidly.

Coming back to the far field mapping introduced in Sect. 2.5, we may consider
it as a compact operator A : L%(Sg) — L3%(S?) transferring the restriction of a
radiating solution # to the Helmholtz equation to the sphere Sg with radius R and
center at the origin onto its far field pattern u,. From Theorems 2.15 and 2.16 we
see that ¢ € L2(S r) with the expansion

p(x) = Z Z amY’"( ) x| =
n=0m=—n
is mapped onto

(Ap)(R) = Z Z

n om=—nt

Y"%), xeS
”“h(l)(kR)

Therefore, the singular values of A are given by

1
kR kR

and from (2.39) we have the asymptotic behavior
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(ekR)"
mn =0 2— , n—> 00,
n

indicating severe ill-posedness.

As already pointed out, Picard’s Theorem 4.8 illustrates the fact that the ill-
posedness of an equation of the first kind with a compact operator stems from the
behavior of the singular values u, — 0, n — oo. This suggests to try to regularize
the equation by damping or filtering out the influence of the factor 1/u, in the
solution formula (4.15).

Theorem 4.9 Let A : X — Y be an injective compact linear operator with
singular system (W, ¢n, gn), 1 € IN, and let g : (0,00) x (0, |Al]] — R be a
bounded function such that for each o« > 0 there exists a positive constant c(o) with

lg (e, Wl < cl)p, 0<p=|Al, (4.16)

and

liﬂ%ﬂ(a, w =1 0<p<=<]Al (4.17)
a—

Then the bounded linear operators R, : Y — X, a > 0, defined by

21
Rof =) 4 ) (f g, S €Y. (4.18)

n=1

describe a regularization scheme with
IR« < (). (4.19)

Proof From (4.11) and (4.16) we have

o 1 o
IRa f17 =) 7 lae )P 1 g < [e@)PY I g < [e@)PILfII?

n=1 n=1

for all f € Y, whence the bound (4.19) follows. With the aid of

1
(RoA@, on) = . q(o, wy) (Ap, gn) = q(a, n) (@, @n)

n

and the singular value decomposition for Ry A¢ — ¢ we obtain

IReAQ — @l> =Y [(ReAp — 9, 0> =Y lq(er, tn) — 112 (¢, pu) .

n=1 n=1
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Here we have used the fact that A is injective. Let ¢ € X with ¢ % 0 and ¢ > 0 be
given and let M denote a bound for ¢g. Then there exists N(¢) € IN such that

e @]

&
Yo el < s——s
ol 2(M +1)

By the convergence condition (4.17), there exists «g(¢) > 0 such that

[g(c, ) = 117 < =———
2]

forallm = 1,..., N and all 0 < o < «p. Splitting the series into two parts and
using (4.11), it now follows that

N

& &
IReAp — olI* < Aol Dl gl +5 <
n=1

for all 0 < o < «g. Thus we have established that Ry, Ap — ¢, « — 0, for all
¢ € X and the proof is complete. O

We now describe two basic regularization schemes, namely the spectral cut-off
and the Tikhonov regularization, obtained by choosing the damping or filter function

q appropriately.

Theorem 4.10 Let A : X — Y be an injective compact linear operator with
singular system (W, ¢n, gn), 1 € IN. Then the spectral cut-off

1
Rufi= Y — (f2)¢n (4.20)

Mn=m n

describes a regularization scheme with regularization parameter m — 00 and
IRmll = 1/ ttm.

Proof The function g with g(m, u) = 1 for u > w,,, and g(m, u) = 0 for . < Wy,
satisfies the conditions (4.16) and (4.17). For the norm, by Bessel’s inequality, we
can estimate

1 1 1

RufIP= > —IfedlP=— Y I(f.el < — IfI%
HnZm — N in > Hin

whence || Ry, || < 1/u,. Equality follows from Ry, 8m = ©m/tm- O

The regularization parameter m determines the number of terms in the sum
(4.20). Accuracy of the approximation requires this number to be large and stability
requires it to be small. In particular, the following discrepancy principle turns out to
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be a regular a posteriori strategy for determining the stopping point for the spectral
cut-off.

Theorem 4.11 Let A : X — Y be an injective compact linear operator with dense
range in Y, let f € Y, and let § > 0. Then there exists a smallest integer m such
that

”ARmf - f” = 8.

Proof By Theorem 4.6, the dense range A(X) = Y implies that A* is injective.
Hence, the singular value decomposition (4.9) with the singular system (i, gn, ¢n)
for the adjoint operator A*, applied to an element f € Y, yields

o0
f=> (f 8nen @21
n=1
and consequently
IARy = DFIP= Y I(fren))* >0, m— oo. (4.22)
Mn <Um

From this we conclude that there exists a smallest integer m = m(8) such that
IARn f — fIl <. m

From (4.21) and (4.22), we see that

IARwf = FIP = 1£17 = D I el

Mn=m

which allows a stable determination of the stopping parameter m (§) by terminating
the sum when the right-hand side becomes smaller than or equal to 82 for the first
time.

The regularity of the discrepancy principle for the spectral cut-off described
through Theorem 4.11 is established in the following theorem.

Theorem 4.12 Let A : X — Y be an injective compact linear operator with dense
range in Y. Let f € A(X), f® € Y satisfy | f® — f|l <8 withs > Oand lety > 1.
Then there exists a smallest integer m = m(8) such that

IARu) f° — f2ll < vé (4.23)
is satisfied and

Rui)fP— A1 f, 8§ —0. (4.24)
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Proof In view of Theorem 4.11, we only need to establish the convergence (4.24).
We first note that (4.22) implies ||/ — AR, || = 1 for all m € IN. Therefore, writing

(ARwf* = f°) = (ARwf = f) = (ARw = D(f* = [)
we have the triangle inequalities
IARWf = [l <8+ I1ARnf* = £°I. (4.25)
IAR f* = 2l <8+ AR f — fII. (4.26)
From (4.23) and (4.25) we obtain
IARn@) f = fIl <8+ 1ARue) f* = f2ll < 1 +)8 >0, §—0.
Therefore, from the expansion (4.22), we conclude that either the number of terms

in the sum (4.20) tends to infinity, m(6) — oo, § — 0, or the expansion for f
degenerates into a finite sum

f= Y (fgnam

M= Moy

and m(8) > my. In the first case, from ||ARm(5)_1f‘S — f3| > 68 and the triangle
inequality (4.26), we conclude

¥8 <8+ IARu@) -1 f — A7 D

whence

§ <

7 1ARne-1 = ol

follows. In order to establish the convergence (4.24), in this case, from (4.5) it
suffices to show that

IRl 1A(Ry—1Ap — @)| > 0, m — oo,
for all ¢ € X. But the latter property is obvious from
1
IRnIZ AR Ap =P = — Y wml@ o> < Y (g, o)l

2
Fin Mn<Um—1 Mn=Mm

In the case where f has a finite expansion, then clearly
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1 1
AT f= > — (f.g)¢n=Ruf
,unZ/lmO n

for all m > m(. Hence
IARw £& — £l = (AR — D(f° — A < 12 — fll <8 < ys,

and therefore m(5) < mg. This implies equality m(§) = mq since m(8) > mg as
already noted above. Now observing

_ )
IRm@s) 2 — A Fll = IRmo(fP — Al < — — 0, 80,
mo

the proof is finished. O

4.4 Tikhonov Regularization

We continue our study of regularization methods by introducing Tikhonov’s [406,
407] regularization scheme first as a special case of Theorem 4.9 and then also as a
penalized residual minimization.

Theorem 4.13 Let A : X — Y be a compact linear operator. Then for each
a > 0 the operator al + A*A : X — X is bijective and has a bounded inverse.
Furthermore, if A is injective, then

Ry := (al + A*A)~1A* 4.27)

describes a regularization scheme with | Ry | < 1/2./c.

Proof From
allol® < (@p + A*Ag, ¢) (4.28)
for all ¢ € X we conclude that for @ > 0 the operator «/ + A*A is injective. Let

(Uns ©n, gn), n € IN, be a singular system for A and let Q : X — N(A) denote the
orthogonal projection operator. Then the operator 7 : X — X defined by

To=3" — (e onen+ L 06p)
(p.—n=1 oz—l—,u,% @5 On)Pn o @

can be easily seen to be bounded and to satisfy (¢l + A*A)T = T(al + A*A) =1,
ie, T = (al +A*A)~".
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If A is injective, then for the unique solution ¢, of
agy + A*Ap, = A f (4.29)
we deduce from the above expression for («f +A*A) ™' and (A* f, ¢,) = wn(f, gn)

that

[e.¢]

Z + 2(f &n)¢n- (4.30)

=1

Hence, Ry can be brought into the form (4.18) with

2

o, = —
q(a, 1) ot 2

This function g is bounded by 0 < g(«, n) < 1 and satisfies the conditions (4.16)
and (4.17) with

cla) = [

because of the arithmetic—geometric mean inequality

The proof of the theorem now follows from Theorem 4.9. O

The following theorem presents another aspect of the Tikhonov regularization
complementing its introduction via Theorems 4.9 and 4.13.

Theorem 4.14 Let A : X — Y be a compact linear operator and let « > 0. Then
foreach f €Y there exists a unique ¢, € X such that

I Age — fIP +ecllgel? = inf {1Ag — fI + el . (431)

The minimizer ¢, is given by the unique solution of (4.29) and depends continuously
on f.

Proof From the equation
IAp — fI? +allol® = 1Age — FI* + allgell?

+2Re(p — @u, 0@y + A*(Apy — 1)) + 1A(@ — 0)I* + allo — @all?,
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which is valid for all ¢ € X, we observe that the condition (4.29) is necessary and
sufficient for ¢, to minimize the Tikhonov functional defined by (4.31). The theorem
now follows from the Riesz—Fredholm theory or from the first part of the statement
of the previous Theorem 4.13. O

We note that Theorem 4.14 remains valid for bounded operators. This follows
from the Lax—Milgram theorem since by (4.28) the operator ol + A*A is strictly
coercive (see [268]).

By the interpretation of the Tikhonov regularization as minimizer of the
Tikhonov functional, its solution keeps the residual ||Agy, — f||*> small and is
stabilized through the penalty term o|/¢,||>. Although Tikhonov regularization
itself is not a penalty method, such a view nevertheless suggests the following
constrained optimization problems:

(a) For given § > 0, minimize the norm ||¢|| subject to the constraint that the defect
is bounded by ||A¢ — f|| <.

(b) For given p > 0, minimize the defect ||Ap — f|| subject to the constraint that
the norm is bounded by |l¢|| < p.

The first interpretation leads to the discrepancy principle and the second to the
concept of quasi-solutions. We begin by discussing the discrepancy principle.

Theorem 4.15 Let A : X — Y be an injective compact linear operator with dense
rangeinY andlet f € Y with0 < § < || f||. Then there exists a unique parameter
o such that

IARLf — f]| = 6. 4.32)
Proof We have to show that the function F : (0, c0) — IR defined by
F(@):=||ARy f — fII* = &

has a unique zero. From (4.21) and (4.30) we find

]

2
Fa)=)Y (H“W I/, gn)l> — 82

n=1

Therefore, F is continuous and strictly monotonically increasing with the limits
F(a) > =82 <0, a — 0, and F(a) — || f||*> — 8% > 0, « — oo. Hence, F has
exactly one zero o = «(§). |

In general, we will have data satisfying || f|| > 4, i.e., data exceeding the
error level. Then the regularization parameter satisfying (4.32) can be obtained
numerically by Newton’s method for solving F(«) = 0. With the unique solution
Qo Of (4.29), we can write F(a) = ||Agy — f||> — 8% and get
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d
F'(a) = 2Re <A P
do

7A(pa_f>

from which, again using (4.29), we deduce that

d
F'(@) = —2aRe ( L (pa> .
da
Differentiating (4.29) with respect to the parameter « yields

doy dog
AA = = —
do + do P

o

as an equation for d¢, /da which has to be solved for the evaluation of F’'(«).
The regularity of the discrepancy principle for the Tikhonov regularization is
established through the following theorem.

Theorem 4.16 Let A : X — Y be an injective compact linear operator with dense
range inY. Let f € A(X) and f° € Y satisfy

172 = fl =8 <10
with § > 0. Then there exists a unique parameter o = o(8) such that
IARa) f* = f°1l =8 (4.33)
is satisfied and
RusyfP — A7V, s§—0. (4.34)
Proof In view of Theorem 4.15, we only need to establish the convergence (4.34).

Since ¢° = Ro) f % minimizes the Tikhonov functional for the right-hand side f?,
we have

S +ale’l? = 14¢° — fP1* +ale’|?
< |AAT F = A2+ af| AT F)2
<8 +al AT FI2
whence
el < 1A7 £l (4.35)

follows. Now let g € Y be arbitrary. Then we can estimate
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1(A® — .9 < {I1A@® — £+ 1F° = flI} gl < 28llgll = 0, 8 — 0.

This implies weak convergence ¢® — A~! f, § — 0, since for the injective operator
A the range A*(Y) is dense in X by Theorem 4.6 and ¢° is bounded by (4.35). Then,
again using (4.35), we obtain

led — A7 FII> = ll@®|I> — 2Re(g?, A7) + |A7L £?
<2IA7 > —Re(¢?, A1 f)} > 0, §—0,

which finishes the proof. O

The principal idea underlying the concept of quasi-solutions as introduced by
Ivanov [205, 206] is to stabilize an ill-posed problem by restricting the solution set
to some subset U C X exploiting suitable a priori information on the solution of
A@ = f. For perturbed right-hand sides, in general we cannot expect a solution
in U. Therefore, instead of trying to solve the equation exactly, we minimize the
residual. For simplicity, we restrict our presentation to the case where U is a ball of
radius p for some p > 0.

Theorem 4.17 Let A : X — Y be a compact injective linear operator and let
p > 0. Then for each f € Y there exists a unique element o € X with ||@oll < p

satisfying
[Apo — fll = lAp — [

forall p € X with |l¢|| < p. The element ¢ is called the quasi-solution of Ap = f
with constraint p.

Proof Note that ¢ is a quasi-solution with constraint p if and only if Agy is a best
approximation to f with respect to the set V := {A¢ : ||¢|| < p}. Since A is
linear, the set V is clearly convex. In the Hilbert space Y there exists at most one
best approximation to f with respect to the convex set V. Since A is injective this
implies uniqueness of the quasi-solution.

To prove existence of the quasi-solution, let (¢, ) be a minimizing sequence, that
is, [l¢nll < p and

lim |[Ag, — f|| = inf [[Ap — f].
n—00 lell<p

Without loss of generality, for the bounded sequence (¢,) we may assume weak
convergence ¢, — ¢g, 1 — 00, for some ¢y € X. Since A is compact this implies
convergence ||[Agp, — Agyll — 0, n — o0, and therefore

lApo — fIl = inf [[Ap — f].
llell<p
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From
llpoll® = Tim (¢, 90) < plgol
n—0o0
we obtain ||¢g|| < p and the proof is complete. |

The connection of the quasi-solution to Tikhonov regularization is described
through the following theorem.

Theorem 4.18 Let A : X — Y be a compact injective linear operator with dense
range in Y and assume [ ¢ V = {A¢ : ||l¢|| < p}. Then the quasi-solution ¢g
assumes the constraint

looll = o, (4.36)

and there exists a unique parameter o > 0 such that
agy + A*Agpy = A* f. (4.37)
Proof 1f g satisfies (4.36) and (4.37), then

Ap — f1I* = Ao — fII* + 2 Re(go — @, ¢0) + | Alg — o) I* = | Ago — fII?

for all ||¢|| < p and therefore ¢g is a quasi-solution of A¢ = f with constraint
p. Therefore, in view of the preceding Theorem 4.17, the proof is established by
showing existence of a solution to Egs. (4.36) and (4.37) with o > 0.

For this we define the function G : (0, o00) — R by

G(@) = llgall* —

where ¢, denotes the unique solution of (4.29), and show that G(«) has a unique
zero. From (4.30) we obtain

]

Ga) = Z 2)2 (£, g — P

Therefore, G is continuous and strictly monotonically decreasing with
G(a) —> —p2 <0, a— o0,

and

e ¢]

1
Gl)— ) 2 10, g’ —p°, a—0,

n=1 "1
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where the series may diverge. The proof is now completed by showing that the latter
limit is positive or infinite. Assume, to the contrary, that

[e.0]

1
> L gn)l* < p%.

n=1 "N

Then by Picard’s Theorem 4.8 (note that N (A*) = {0} by Theorem 4.6) the equation
A@ = f has the solution

o=y Lt gnen
n=1

Hn
with
1
lel> =" — 1(f. gn)l* < 07,
n=1 Hin
which is a contradictionto f & V. O

In the sense of Theorem 4.18, we may view the quasi-solution as a possibility of
an a posteriori choice of the regularization parameter in the Tikhonov regularization.
We also note that Theorems 4.15—4.18 remain valid for injective linear operators
which are merely bounded (see [268]).

We conclude this section with considering a generalized discrepancy principle
due to Morozov that also allows erroneous operators in the Tikhonov regularization.
We begin with an analogue of Theorem 4.15.

Theorem 4.19 Let A : X — Y be an injective compact linear operator with dense
range and let f € Y with f % 0. Then there exists a unique parameter o such that

ARy f — flIl =8l Ra [l (4.38)
Proof We show that the function H : (0, co) — R defined by
H(@) = [ARof — fII* = 8*|Ra 1

has a unique zero. From the continuity and monotonicity of the functions F and G
used in the proofs of the Theorems 4.15 and 4.18 we observe that H is continuous
and strictly monotonically increasing with limits

H(a) > —82sup |Ro fII*> <0, & — 0,

a>0

and
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H@) — |fI?>0, a— oo.

Hence, H has exactly one zero o = «(8). |

Theorem 4.20 Let As : X — Y, 8 > 0, be a family of injective compact linear
operators with dense range and ||As — Aoll < § for all § > 0. Furthermore, let
f €Y with f #0and let (a5, ¢°) € RY x X be the Tikhonov regularized solution
of Asp = f subject to the generalized discrepancy principle, i.e.,

asg’ + AjAse® = Ajf (4.39)
and

1As9° — f1l = 8l¢°I. (4.40)

Then

(a) if the equation Agp = f has a solution ¢ € X, then ¢° — ¢ as § — 0,
(b) if the equation Agp = f has no solution, then ||¢°| — oo as § — 0.

Proof We begin by observing that for any null sequence (§,) with corresponding
¢n = ¢* boundedness of the sequence (¢,) implies that

Aopn — f, n — o0, “4.41)

as a consequence of ||As — Agll < § and (4.40).

(a) Since @3 minimizes the Tikhonov functional for Ag, in view of Agp = f we

have
0% + )l 1> = 14s¢° = fII* + asll@’ |2
< [ Ase — Aogll* + asllel?
< X +ay)llel?,
whence

%1l < ol (4.42)

follows for all § > 0. Now assume that the assertion of (a) is not valid. Then
there exists a null sequence (8,) such that ¢, := ¢® does not converge to ¢ as
n — 00. Because of (4.42) we may assume weak convergence ¢, — ¢o € X
as n — oo. The compactness of Ag implies norm convergence Aop, — Ao@o
as n — oo. Hence, in view of (4.41) we have that Agpg = f whence g = ¢
follows by the injectivity of Ag. With the aid of (4.42) we can estimate
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0 < llgn — @lI> < 2Re(g — ¢, @)

and passing to the limit yields a contradiction to our assumption that ¢, does
not converge to ¢ as n — oQ.
(b) Assume that for f ¢ Ag(X) the assertion (b) is not valid. Then there exists a
null sequence (,,) such that ¢, := <p‘3" is bounded. Again we may assume ¢, —
@o € X as n — oo and compactness of Ag implies Agp, — Ao@o as n — o0.
From this (4.41) now implies Agpp = f which contradicts f ¢ Ap(X).
O

4.5 Nonlinear Operators

We conclude our introduction to ill-posed problems by making a few comments on
nonlinear problems. We first show that the ill-posedness of a nonlinear problem is
inherited by its linearization. This implies that whenever we try to approximately
solve an ill-posed nonlinear equation by linearization, for example by a Newton
method, we obtain ill-posed linear equations for which a regularization must be
enforced, for example by one of the methods from the previous sections.

Theorem 4.21 Let A : U C X — Y be a completely continuous operator from
an open subset U of a normed space X into a Banach space Y and assume A to be
Fréchet differentiable at v € U. Then the derivative A:// is compact.

Proof We shall use the fact that a subset V of a Banach space is relatively compact
if and only if it is totally bounded, i.e., for every ¢ > 0O there exists a finite system
of elements ¢y, ..., ¢, in V such that each element ¢ € V has a distance smaller
than & from at least one of the ¢y, ..., ¢,. We have to show that

vi={a,@ e X, ol <1

is relatively compact. Given ¢ > 0, by the definition of the Fréchet derivative there
exists 6 > 0 such that for all ||¢|| < § we have ¥ + ¢ € U and

AW + ) — A@) — Ay (@)l < g lell- (4.43)

Since A is compact, the set

(AW +ép)rp e X, ol =1}

is relatively compact and hence totally bounded, i.e., there are finitely many
elements ¢1, ..., ¢, € X with norm less than or equal to one such that for each
¢ € X with ||¢]| < 1 there exists j = j(¢) such that
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&b

IAG +d¢) — A( + 39l < =~ (4.44)

By the triangle inequality, using (4.43) and (4.44), we now have
SIIAY (@) — Ay (@Il < 1AW + 8p) — AW + 8¢))l

+IAW +8¢) — A(W) — Ay Bo) | + AW +8¢)) — A(Y) — Ay ()l < e

and therefore V is totally bounded. This ends the proof. O

In the following, we will illustrate how the classical concepts of Tikhonov
regularization and quasi-solutions can be directly applied to ill-posed nonlinear
problems. We begin with the nonlinear counterpart of Theorem 4.14.

Theorem 4.22 Let A : U C X — Y be a weakly sequentially closed operator from
a subset U of a Hilbert space X into a Hilbert space Y, i.e., for any sequence (¢p,)
from U weak convergence ¢, — ¢ € X and A(p,) — g € Y implies ¢ € U and
A(p) = g. Let o > 0. Then for each f € Y there exists o € U such that

1) — FIP +ealleul’ = inf {IAG) — FI7 +ealol?]. (4.45)
Proof We abbreviate the Tikhonov functional by
e 2 2
n(p, a) = |Alp) — fI* +al¢l
and set
m(a) ;= inf u(e, ).
pelU
Let (¢,) be a minimizing sequence in U, i.e.,
lim pu(py, @) = m(a).
n—od
Since o > 0, the sequences (¢,) and (A(g,)) are bounded. Hence, by selecting
subsequences and relabeling, we can assume weak convergence ¢, — ¢y asn — 00
for some ¢, € X and A(p,) — g asn — oo for some g € Y. Since A is assumed
to be weakly sequentially closed ¢, belongs to U and we have g = A(¢,). This
now implies
1A@n) = A + llgn — ¢all® = m(@) — p(ga, @), n— o0,

whence m(«) > u(pq, o) follows. Now observing that trivially m (o) < u(@qy, @),
we have shown that m(«) = u(@y, o) and the proof is complete. O
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We continue with the following result on quasi-solutions in the nonlinear case.

Theorem 4.23 Let A : U C X — Y be a continuous operator from a compact
subset U of a Hilbert space X into a Hilbert space Y. Then for each f € Y there
exists a oo € U such that

14 = f17 = inf {1460 - f17}. (4:46)
pelU

The element ¢y is called the quasi-solution of Ap = f with respect to U.

Proof This is an immediate consequence of the compactness of U and the continuity
of Aand || - ||. O

We conclude with a short discussion of some concepts on the iterative solution
of the ill-posed nonlinear equation

Alp) = f (4.47)

from a knowledge of an erroneous right-hand side f 8 with an error level || f4— f|| <
8 where we assume that A is completely continuous and Fréchet differentiable. The
classical Newton method applied to the perturbed equation Ag® = f? consists in
solving the linearized equation

Buhy = f° — Algy) (4.48)
for h, to update the approximation (pz into (pfZ = <p2 + h, where we have set

B, = A:p -
Since by Theorem 4.21 the linearized equation (4.48) inherits the ill-posedness from
(4.47) regularization is required. For this, in principle, all the methods discussed
in the three previous sections can be applied. For brevity here we only consider
Tikhonov regularization assuming that A : X — Y is a nonlinear operator between
Hilbert spaces X and Y. In this case, the regularized solution of (4.48) is given by

h = (anl + BBy 'BE (f° — A(g))) . (4.49)

By Theorem 4.14 the update ,, is the unique solution of the minimization problem

1Buha + AGgl) = I + calliall® = inf {1Buh + A = £12 +anllnl2}
(4.50)
This method is known as the Levenberg—Marquardt algorithm. Its convergence was
first analyzed by Hanke [179] who proposed to choose the regularization parameter
o, such that
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I Buhn + A@S) — o117 = T A0D) — £2]] (4.51)

for some t < 1, i.e., the Newton equation is only satisfied up to a residual of size
r||A(<p2) — f3)|. Therefore the method is also referred to as an inexact Newton
method. In addition to choosing the regularization parameter for each iteration step
a stopping rule is also required since for erroneous data the approximations will
start deteriorating after a certain number of iterations. Here again a natural strategy
is provided by the discrepancy principle, i.e., the iterations are stopped at the first
index N = N (8, f°) such that

IA@Y) — £l <vs 4.52)

with some fixed parameter y > 1. Under the assumption that (4.47) has a unique
solution ¢ and that A satisfies the condition

IAGO — A@W) — A O = ¥) < cllx — ¥ IHIAG) — AWl (4.53)

for some ¢ > 0 and all x and ¥ in some neighborhood of ¢, the Levenberg—
Marquardt algorithm with the regularization parameter determined by (4.51) and
the stopping rule (4.52) with yt > 1 terminates after finitely many iterations
N* = N*(, %) and <p;sv* — @ as § — 0, ie., this strategy is regular in the
sense of Definition 4.5 (extended to nonlinear problems).

Changing the penalty ||/2]|? in the penalized minimization formulation (4.50) for
equation (4.48) leads to the iteratively regularized Gauss—Newton iteration in the
form

hy = (@l + BB (BE (P — A9D)) + an(go — ¢0)) (4.54)

with a priori guess ¢g. Substituting g = h+ (p,‘z — @9, by straightforward calculations
it follows from Theorem 4.14 that gog 4= (pﬁ + hy is the unique solution of the
minimization problem

I Buhn + A@S) — fPUI* + anlln + ¢} — @oll*
(4.55)
o ) 5112 S 2
= inf {I1B:h+ A@D) = 1 + el + ¢} — w0l *}

The modified penalty term in (4.55) as compared with (4.50) has an additional
regularization effect by preventing the iterations to move too far away from the
initial guess. This also allows the incorporation of a priori information on the true
solution into the iteration scheme. Furthermore the convergence analysis for (4.54)
turns out to be slightly easier than for (4.49).

This method was first proposed and analyzed by Bakushinksii [23] who sug-
gested an a priori choice of the regularization parameters ¢, such that
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pt1 <oy < Tapyy  and nlingoan =0

for some t > 1. In particular, these conditions are satisfied for the choice
a, =1 "o (4.56)

and for this case it can again be shown that under an appropriate nonlinearity
assumption on A the regularized Gauss—Newton iterations with the discrepancy
principle (4.52) terminate after finitely many iterations N* = N*(8, f?) and that
(p?v* — ¢ as § — 0 (see Blaschke (Kaltenbacher), Neubauer, and Scherzer [32]).

Another possibility to obtain iterative methods for the nonlinear ill-posed
operator equation (4.47) is to apply gradient methods to the minimization of the
defect

! 2
5 1A = fII°.

The negative gradient of this functional is given by [A;;]*( f— A((p)) and therefore
gradient or steepest descent methods are of the form

Ont+1 = @n + ,U«n[A/n]*(f - A(wn))

with a step size parameter u,, > 1. Keeping u, = p constant during the iteration
we obtain the nonlinear Landweber iteration in the form

Ghat = P+ HIALT (= Al))) (4.57)

for inexact data f°. The parameter . now must be understood as a scaling factor
to be chosen such that u ||Afp|| < 1 in a neighborhood of the solution of (4.47).
The Landweber iteration has been studied and applied extensively for the solution
of linear ill-posed equations [268]. For results on the regularity of the discrepancy
principle for the nonlinear Landweber iteration we refer to Hanke, Neubauer, and
Scherzer [182].

For an extensive study on nonlinear Tikhonov regularization, regularized Newton
iterations, nonlinear Landweber iterations, and related topics we refer to the
monographs [138, 227] and the survey [47].



Chapter 5 ®
Inverse Acoustic Obstacle Scattering Qs

With the analysis of the preceding chapters, we now are well prepared for studying
inverse acoustic obstacle scattering problems. We recall that the direct scattering
problem is, given information on the boundary of the scatterer and the nature of
the boundary condition, to find the scattered wave and in particular its behavior at
large distances from the scatterer, i.e., its far field. The inverse problem starts from
this answer to the direct problem, i.e., a knowledge of the far field pattern, and asks
for the nature of the scatterer. Of course, there is a large variety of possible inverse
problems, for example, if the boundary condition is known, find the shape of the
scatterer, or, if the shape is known, find the boundary condition, or, if the shape
and the type of the boundary condition are known for a penetrable scatterer, find the
space dependent coefficients in the transmission or resistive boundary condition, etc.
Here, following the main guideline of our book, we will concentrate on one model
problem for which we will develop ideas which in general can also be used to study
a wider class of related problems. The inverse problem we consider is, given the far
field pattern for one or several incident plane waves and knowing that the scatterer
is sound-soft, to determine the shape of the scatterer. We want to discuss this inverse
problem for frequencies in the resonance region, that is, for scatterers D and wave
numbers k such that the wavelengths 277/ k is less than or of a comparable size to
the diameter of the scatterer. This inverse problem turns out to be nonlinear and
improperly posed. Although both of these properties make the inverse problem hard
to solve, it is the latter which presents the more challenging difficulties. The inverse
obstacle problem is improperly posed since, as we already know, the determination
of the scattered wave u® from a given far field pattern u, is improperly posed. It is
nonlinear since, given the incident wave u! and the scattered wave u®, the problem
of finding the boundary of the scatterer as the location of the zeros of the total wave
u' + u® is nonlinear.

We begin this chapter with results on uniqueness for the inverse obstacle
problem, that is, we investigate the question whether knowing the far field pattern
provides enough information to completely determine the boundary of the scatterer.
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In the section on uniqueness, we also include an explicitly solvable problem in
inverse obstacle scattering known as Karp’s theorem.

We then proceed to briefly describe a linearization method based on the physical
optics approximation and indicate its limitations. After that, we shall provide a
detailed analysis of the dependence of the far field mapping on variations of the
boundary. Here, by the far field mapping we mean the mapping which for a given
incident wave maps the boundary of the scatterer onto the far field of the scattered
wave. In particular, we will establish continuity and differentiability of this mapping
by using both weak solution and boundary integral equation techniques. This
provides the necessary prerequisites for iterative methods for solving the inverse
problem that will be the next theme of this chapter. Iterative methods, in principle,
interpret the inverse obstacle scattering problem as a nonlinear ill-posed operator
equation in terms of the above boundary to far field map and apply iterative schemes
such as regularized Newton methods for its solution.

A common feature of these methods is that their iterative numerical implemen-
tation requires the numerical solution of the direct scattering problem for different
domains at each iteration step. In contrast to this, the second group of reconstruction
methods that we are going to discuss, i.e., decomposition methods, circumvent this
problem. These methods, in principle, separate the inverse scattering problem into
an ill-posed linear problem to reconstruct the scattered wave from its far field and
the subsequent determination of the boundary of the scatterer from the boundary
condition.

In numerical tests, all of the above methods have been shown to yield satisfactory
reconstructions. However, in general, their successful numerical implementation
requires sufficient a priori information on the scatterer. This drawback is avoided
by the more recently developed sampling methods that we are going to present in
the last section of this chapter. These methods, in principle, develop and evaluate
criteria in terms of indicator functions obtained from solutions to certain ill-posed
linear operator equations that decide on whether a point lies inside or outside the
scatterer.

Although a wealth of reconstruction methods in inverse obstacle scattering is
now available, there is still work to be done on the improvement of their numerical
performance, particularly for three-dimensional problems. In this sense, we provide
only a state of the art survey on inverse obstacle scattering in the resonance region
rather than an exposition on a subject which has already been brought to completion.

5.1 Uniqueness

In this section, we investigate under what conditions an obstacle is uniquely
determined by a knowledge of its far field patterns for incident plane waves. We
note that by analyticity the far field pattern is completely determined on the whole
unit sphere by only knowing it on some surface patch. We first give a uniqueness
result for sound-soft obstacles based on the ideas of Schiffer (see [292]).
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Theorem 5.1 Assume that D1 and Dy are two sound-soft scatterers such that the
far field patterns coincide for an infinite number of incident plane waves with
distinct directions and one fixed wave number. Then D1 = D;.

Proof Assume that D1 # D;. Since by Rellich’s lemma, i.e., Theorem 2.14 the
far field pattern uniquely determines the scattered field, for each incident wave
u' (x) = e’ ¥4 the scattered wave u® for both obstacles coincides in the unbounded
component G of the complement of D; U D, and the total wave vanishes on
dG. Without loss of generality, we can assume that D* := (R>\ G) \ D; is
nonempty. Then u* is defined in D* since it describes the scattered wave for D,
that is, u = u' + u® satisfies the Helmholtz equation in D* and the homogeneous
boundary condition # = 0 on dD*. Hence, u is a Dirichlet eigenfunction for
the negative Laplacian in the domain D* with eigenvalue k2. From Lemma 3.10
and the approximation technique used in its proof, we know that u belongs to
the Sobolev space H(}(D*) without needing any regularity requirements on D*
(besides the assumption that the solution to the scattering problem exists, that is,
the scattered wave is continuous up to the boundary). The proof of our theorem is
now completed by showing that the total fields for distinct incoming plane waves
are linearly independent and that for a fixed wave number k there exist only finitely
many linearly independent Dirichlet eigenfunctions in HO1 (D*).

Recall that we indicate the dependence of the scattered wave and the total wave
on the incident direction by writing u* (x, d) and u(x, d). Assume that

N
Y catt(- dy) =0 (5.1)
n=1

in D* for some constants ¢, and N distinct incident directions d,, n = 1, ..., N.

Then, by analyticity (Theorem 2.2), Eq. (5.1) is also satisfied in the exterior of some
sphere containing D and D,. Writing

u(x,d,) = elkxdn 4 u®(x,d,)

and using the asymptotic behavior u*(x, d,,) = O(1/|x]), from (5.1) we obtain

. 1
elk)C'(dn*dm)ds(_x) =0 (E)’ R — oo, (52)

form =1, ..., N. Now we apply the Funk—Hecke theorem (2.45), that is,

4 R sin(kR|d, — dy))
kldy, — dp|

/ eikX'(dn*dm)ds(x) — 5 n ;é m,
x|=R

to see that
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1 e 1
F ch /x|_R elkx (dn dm)ds(_x) = 47‘[Cm + 0 (E) s R — o0.
n=1 -
Hence, passing to the limit R — oo in (5.2) yields ¢;;, = Oform =1,..., N, i.e.,
the functions u(-,d,),n =1, ..., N, are linearly independent.

We now show that there are only finitely many linearly independent eigenfunc-
tions u, possible. Assume to the contrary that we have infinitely many. Then, by the
Gram-Schmidt orthogonalization procedure, we may assume that

Uy dX = S,
D*

where §,,, denotes the Kronecker delta symbol. From Green’s theorem (2.2) we
observe that

/ | grad u, |>dx = kZ/ lun|>dx = k2,
D* D*

that is, the sequence (u,) is bounded with respect to the norm in HO] (D*). By the
Rellich selection theorem, that is, by the compactness of the imbedding of the
Sobolev space H& (D*) into L%*(D*), we can choose a convergent subsequence
of (u,) with respect to the norm in L?(D*). But this is a contradiction to
Ny — upm ”i%D*) = 2 for all n # m for the orthonormal sequence (uy). O

According to the following theorem (see Colton and Sleeman [126]), the scatterer
is uniquely determined by the far field pattern of a finite number of incident plane
waves provided a priori information on the size of the obstacle is available. For
n =0,1,..., we denote the positive zeros of the spherical Bessel functions j, by
tu, 1 =0,1,...,1e., ju(tn) =0.

Theorem 5.2 Let D and D be two sound-soft scatterers which are contained in
a ball of radius R, let

N = Z 2n + 1),

th<kR

and assume that the far field patterns coincide for N + 1 incident plane waves with
distinct directions and one fixed wave number. Then D1 = D;.

Proof We proceed as in the previous proof, recalling the definition of D*. As a
consequence of the Courant maximum—minimum principle for compact symmetric
operators, the eigenvalues of the negative Laplacian under Dirichlet boundary con-
ditions have the following strong monotonicity property (see [297, Theorem 4.7]):
the n-th eigenvalue for a ball B containing the domains D; and D, is always
smaller than the n-th eigenvalue for the subdomain D* C B where the eigenvalues
are arranged according to increasing magnitude and taken with their respective
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multiplicity. Hence, if A| < Ay <--- <Ay = k2 are the eigenvalues of D* that are
less than or equal to k2 and w1 < pug < --- < u,, are the first m eigenvalues of the
ball of radius R, then p,, < A, = k2. In particular, the multiplicity M of A,, is less
than or equal to the sum of the multiplicities of the eigenvalues for the ball which
are less than k2. However, from the discussion of the example after Theorem 3.29,
we know that the eigenfunctions for a ball of radius R are the spherical wave
functions j, (k|x|) ¥,,(X) with the eigenvalues given in terms of the zeros of the
spherical Bessel functions by p,; = t,%l /R?. By Theorem 2.7, the multiplicity of the
eigenvalues (1,7 is 2n + 1 whence M < N follows with N as defined in the theorem.
Since D* is nonempty, this leads to a contradiction because the N + 1 different
incident waves yield N + 1 linearly independent eigenfunctions with eigenvalue k>
for D*. Hence, we can now conclude that D = D;. m]

Essentially the same arguments as in the proof of Theorem 5.1 show that a
sound-soft scatterer is uniquely determined by the far field patterns for an infinite
number of incident plane waves with distinct wave numbers that do not accumulate
at infinity and one fixed incident direction. There is also an analogue of Theorem
5.2 for a finite number of wave numbers with one fixed incident direction.

A challenging open problem is to determine if the far field pattern for scattering
of one incident plane wave at one single wave number completely determines
the scatterer. However, under additional geometric assumptions uniqueness for
one incident plane wave can be established. As a corollary of Theorem 5.2 we
immediately have a uniqueness result for one incident plane wave under an a priori
assumption on the size of the scatterer.

Corollary 5.3 Let Dy and D> be two sound-soft scatterers which are contained in
a ball of radius R such that kR < w and assume that the far field patterns coincide
for one incident plane wave with wave number k. Then D1 = D;.

Proof From (2.36) and Rolle’s theorem, we see that between two zeros of j,, there
lies a zero of j,_;. Since j,(0) = 0forn =1, 2, ..., this implies that the sequence
(tn0) s strictly monotonically increasing and therefore the smallest positive zero of
the spherical Bessel functions is given by the smallest zero of jy, that is, fo0 = 7
since jo(t) = sint/z. O

Exploiting the fact that the wave functions are complex-valued and consequently
the corresponding eigenvalue is of multiplicity larger than one, Gintides [150] was
able to improve the bound in Corollary 5.3to kR < 19 ..., thatis,tokR < 4.49....
A sound soft scatterer D is also uniquely determined if instead of assuming that D
is contained in a ball of sufficiently small radius it is assumed that D is close to a
given obstacle as shown by Stefanov and Uhlmann [398].

Uniqueness can also be established under a priori assumptions on the shape of the
scatterer. If it is known a priori that the scatterer is a ball, uniqueness for one incident
wave was first established by Liu [305] and can be proven as follows with the aid of
a translation property of the far field pattern for a general domain D. For the shifted
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domain Dy, := {x+h : x € D} withh € R3 andboundary_ oD = {x+h:x € dD}
the scattered field u;, for plane wave incidence u' (x) = e xd is given by

us (x) = e*dys(x —h), x e R\ Dy,

in terms of the scattered field u* for D as can be seen by checking the boundary
condition uj, + u' = 0 on dDy. In view of (2.15), the corresponding far field
pattern is

Uoon(R) = e* M=y (3), % e, (5.3)

in terms of the far field pattern u, for D.

Theorem 5.4 A sound-soft ball is uniquely determined by the far field pattern for
one incident plane wave.

Proof Assume that two balls D and D, with centers z; and zp have the same
far field pattern uso,1 = Ueo,2 for scattering of one incident plane wave. Then by
Rellich’s lemma, i.e., Theorem 2.14, the scattered waves coincide in R> \ (D1UDy)
and we can identify ¥* = u}] = uj in R2 \ (D1 U D). Now assume that z; # z5.
Then from the explicit solution (3.37) we observe that u] has an extension into
R3 \ {z1} and u}, an extension into R3 \ {z2}. Therefore, u® can be extended from
R3 \ (D1 U D3) into all of R3, that is, #® is an entire solution to the Helmholtz
equation. Consequently, since u® also satisfies the radiation condition it must vanish
identically in all of IR®. Then the total field coincides with the incident field and this
leads to a contradiction since the plane wave cannot satisfy the boundary condition.

Therefore the two balls D; and D, must have the same center. From (3.38) we
observe that the far field pattern for scattering from a ball centered at the origin only
depends on the angle between the incident and the observation direction. Therefore,
in view of (5.3), coincidence of the far field patterns for scattering from the two balls
D; and D, with the same center for one incident plane wave implies coincidence
of the far field patterns for all incident directions. Now the statement of the theorem
follows from Theorem 5.1. m|

In [269] it has been shown that a disc together with its constant generalized
impedance coefficients A and u is uniquely determined by the far field pattern for
one incident plane wave. The corresponding result for a dielectric disc obtained
in [8] has as interesting feature a proof that exploits some facts on transmission
eigenvalues that will be one of our topics later on in this book.

Finally, if it is assumed that D is a polyhedron, then a single incident plane wave
is sufficient to uniquely determine D as established by Cheng and Yamamoto [80],
by Alessandrini and Rondi [7], and by Liu and Zou [307]. For convenience we only
present a proof for the special case of a convex polyhedron, since the general case
is technically more involved.



5.1 Uniqueness 143

Theorem 5.5 A sound-soft convex polyhedron is uniquely determined by the far
field pattern for one incident plane wave.

Proof Assume that two convex polyhedrons D; and D; have the same far field
pattern uso,1 = Uoo,2 for scattering of one incident plane wave. As in the proof of
the previous theorem, by Rellich’s lemma the total waves coincide in R3\ (D; U D5)
and we can identify u = u; = us in R?2 \ (D1 U Dy). Now assume that D # D».
Then, because of convexity, there exists a corner z of one of the polyhedrons, let’s
say D1, and an open neighborhood V of z such that V does not intersect with the
closure of the other polyhedron D,. Consider an open face I" of D that has z as
one of its corners and denote the plane containing I” by A. Then u; is analytic on
V N A as the total field for the obstacle D, and u; is analytic on A \ T as the total
field for the obstacle D;. Since u vanishes on V NI as the total field for the obstacle
D the analyticity of u» implies # = 0 in V N A. From this and the analyticity of
u1 we finally obtain # = 0 on all of the plane A. However this is a contradiction to
lu’(x)| = 1 forall x € R? and u*(x) — 0 as x — oo. O

We note that for other than the Dirichlet boundary condition there is no analogue
to Theorem 5.2 and Corollary 5.3 since there is no monotonicity property for the
eigenvalues of the negative Laplacian with respect to the domain for other boundary
conditions. However, Theorems 5.4 and 5.5 can be extended to other boundary
conditions, for the latter see [307].

Difficulties arise in attempting to generalize Schiffer’s approach to other bound-
ary conditions. This is due to the fact that the finiteness of the dimension of
the eigenspaces for eigenvalues of —A for the Neumann or impedance boundary
condition requires the boundary of the intersection D* from the proof of Theorem
5.1 to be sufficiently smooth. Therefore, a different approach is required for estab-
lishing uniqueness for the inverse obstacle scattering problem for other boundary
conditions. Assuming two different scatterers producing the same far field patterns
for all incident directions, Isakov [203, 204] obtained a contradiction by considering
a sequence of solutions with a singularity moving towards a boundary point of one
scatterer that is not contained in the other scatterer. He used weak solutions and
the proofs are technically involved. Later on, Kirsch and Kress [248] realized that
these proofs can be simplified by using classical solutions rather than weak solutions
and by obtaining the contradiction by considering pointwise limits of the singular
solutions rather than limits of L? integrals. Only after this new uniqueness proof was
published, it was also observed by the authors that for scattering from impenetrable
objects it is not required to know the boundary condition of the scattered wave on
the boundary of the scatterer. Furthermore, as stated in the following theorem, one
can conclude that in addition to the shape d D of the scatterer the boundary condition
is also uniquely determined by the far field pattern for infinitely many incident plane
waves (see also Alves and Ha-Duong [10], Cakoni and Colton [50], and Kress and
Rundell [276]).

We consider boundary conditions of the form Bu = 0 on 0D, where Bu = u
for a sound-soft scatterer and Bu = du/dv + ikAu for the impedance boundary
condition. In the latter case, the real-valued function A is assumed to be continuous
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and have nonnegative real part to ensure well-posedness of the direct scattering
problem by Theorem 3.16.

In the proof of the uniqueness theorem, in addition to scattering of plane waves,
we also need to consider scattering of point sources @ (-, z) with source location z in
R\ D. As in the mixed reciprocity relation we denote the corresponding scattered
wave by w(-, z) and its far field pattern by woo (-, 2)-

Theorem 5.6 Assume that D1 and D, are two scatterers with boundary conditions
By and Bj such that the far field patterns coincide for an infinite number of incident
plane waves with distinct directions and one fixed wave number. Then D1 = D, and
B = B.

Proof Following Potthast [361] we simplify the approach of Kirsch and Kress
through the use of the mixed reciprocity relation (3.62). Let uso,1 and us2 be the
far field patterns for plane wave incidence and let w} and w?, be the scattered waves
for point source incidence corresponding to Dy and D, respectively. With (3.62)
and two applications of Theorem 2.14, first for scattering of plane waves and then
for scattering of point sources, from the assumption o, 1 (X, d) = U0 2(x, d) for all
%,d € S? it can be concluded that wy(x, z) = w3(x, z) forall x, z € G. Here, as in
the proof of Theorem 5.1, G denotes the unbounded component of the complement
of D U Dj.

Now assume that D; # D;. Then, without loss of generality, there exists x* €
dG such that x* € 9D; and x* ¢ D,. In particular we have

1
Zn;:x*—l——v(x*)EG, n=1,2,...,
n

for sufficiently large n. Then, on one hand we obtain that

lim Byw3(x*, z,) = Bjwj(x*, x¥),
n—>0oo

since w3 (x*, -) is continuously differentiable in a neighborhood of x* ¢ D, due
to the reciprocity Theorem 3.25 and the well-posedness of the direct scattering
problem with boundary condition B> on 9 D;. On the other hand, we find that

lim B]wi(.x*, Zn) = 00,
n— o0

because of the boundary condition Bywj(x*,z,) = —B1®(x", z,) on dDj. This
contradicts w} (x*, z,) = wj(x*, z,,) for all sufficiently large n, and therefore Dy =
D,.

Finally, to establish that A; = A, for the case of two impedance boundary
conditions By and B; we set D = D| = D; and assume that A1 # A;. Then from
Rellich’s lemma, i.e., Theorem 2.14, and the boundary conditions (considering one
incident field) we have that
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9 9
M it =2 4 ikiu=0 ondD
ov Jv

for the total wave u = u; = u,. Hence, (A; — Ap)u on dD. From this, in view of
the fact that A; # A, by Holmgren’s Theorem 2.3 and the boundary condition we
obtain that # = 0 in R? \ D. This leads to the contradiction that the incident field
must satisfy the radiation condition. Hence, A1 = X,. The case when one of the
boundary conditions is the sound-soft boundary condition is dealt with analogously.

O

The above method has been employed by Kirsch and Kress [248] to prove an
analogue of Theorem 5.6 for the transmission problem and by Hettlich [187] and
by Gerlach and Kress [147] for the conductive boundary condition. More recently,
this method has been used by Bourgeois, Chaulet, and Haddar [42] to show that
both the shape and the two impedance functions A and w of an obstacle with
generalized impedance condition are uniquely determined by the far field patterns
for an infinite number of plane waves with different incident directions and one
fixed wave number. Later on in Sect. 5.6 we will see that Potthast’s [359, 361, 363]
singular source method for solving the inverse obstacle scattering problem can be
viewed as a straightforward numerical implementation of the uniqueness proof for
Theorem 5.6 whereas the probe or needle method as suggested by Ikehata [200, 201]
follows the uniqueness proof of Isakov.

Returning to the question whether a finite number of far field patterns guarantee
uniqueness for the inverse problem we consider the following theorem on the
generalized impedance condition in two dimensions which has the form

ou . d du
— 4 iklAu——u—)=0 ondD 5.4
av s

for the total wave u = u’ +u*, where A € C(3D) and u € C'(3 D) have nonnegative
real parts. Here, d/ds denotes differentiation with respect to arc length and the
existence analysis for the two-dimensional case was done in [68].

Theorem 5.7 For scattering with a generalized impedance boundary condition in
two dimensions, given the shape 0D, the far field patterns corresponding to three
incident plane waves u’l , ué, u’3 with different incident directions and the same wave
number uniquely determine the impedance functions A and L.

Proof Denote the total waves by uy, uz, u3 and assume that oy, oz, 3 € C are
such that for u := aju; + aruy + ozu3 we have u = 0 on d D. Then the boundary
condition (5.4) implies that also d,u = 0 on D whence u = 0 in R\ D follows by
Holmgren’s theorem. From this as in the proof of Theorem 5.1 we can conclude that
a1 = ap = a3 = 0, i.e., the restrictions of the total waves uilyp, u2l5p , U3lyp
onto d D are linearly independent.
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From this it follows that for j, £ = 1, 2, 3 with j # £ the Wronskians

W( ) du Vi du j
Wj,Ug) == Uj —— — Uy ——
A I ds Cds

do not vanish on open subsets of 9 D. Multiplying the impedance condition for u;
by u; and the impedance condition for u; by u1 and subtract we obtain

ik — — — Uy — | =u] — —up — oD. 5.5
! dsu ds "2 ds “ av "2 ov on (5-5)

d ( dus duy ) ouy ouq

uj
From this we observe that due to the constant occurring in the integration of (5.5)
the coefficient u, in general, cannot be recovered from only two far field patterns.
In particular, the difference of two coefficients p and [ that are compatible with the
two far field patterns us 1 and us 2 is given by

o
= 5.6
B = W u) (50

for some constant «. Now assume that 4 and g are two different impedance
functions that are compatible with all three far field patterns oo 1, Uoo,2 and oo 3.

Then from (5.6), applied to the three possible combinations of far field patterns we
find that there exist constants a1, oy and a3 with ajopa3 % 0 such that

. T
Wui,up) Wz, uz) Wz, uy)

that is,
azW(uz, u3z) = a1 Wuy,uz) and oazW(uz, uy) = oaoWuy, uz). (5.7)

Multiplying the first equation in (5.7) by u; and the second equation by u» and
adding we obtain

oju] +orupy +azuz =0 ondD

in contradiction to the linear independence of u1|yp , u2l5p » #3lsp-

Hence, the impedance function p is uniquely determined by three far field
patterns. Once we know u, the remaining coefficient function A can be obtained
from the impedance condition (5.4) for any of the three waves u1, us, and u3 since
by Holmgren’s theorem neither of them can vanish on open subsets of 9 D. O

The following counter example illustrates the nonuniqueness issue using two far
field patterns. Let D be a disc of radius R centered at the origin, let ; and A be
positive constants, and consider the two incident waves given in polar coordinates
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by u' (r, 8) = J,(kr) e*"% in terms of the Bessel function J,, of order n € N. Then
the corresponding total wave is given by

u(r,0) = (Jakr) — ay B (k) ) 7

with the Hankel function H,gl) of the first kind of order n and

kR%J!(kR) + ik(n*u + AR?)J,(kR) 5.8)
a, = . .
" kR2HY (KR) + ik(n2 + AR H (kR)

Clearly, there are infinitely many combinations of positive real numbers @ and
A giving the same value for g, that is, the same two linearly independent total
fields. The corresponding example in R? indicates that there is no analogue for
Theorem 5.7 in three dimensions since for each n in IN there exist 2n + 1 spherical
wave functions of order n (see Theorems 2.7 and 2.8).

The above proof of Theorem 5.7 is constructive as we will briefly discuss. As
other solution methods for inverse scattering problems that arise from uniqueness
proofs we mention Potthast’s singular source method and Ikehata’s probe method
that we will consider in Sect. 5.6. In a first step, knowing the boundary d D and given
the far field pattern uo, we can try to represent the scattered wave u® as a single-
layer potential with density ¢ on dD. In order to attain the known far field pattern
the density has to satisfy

S0 = Ueo 5.9

with the operator Sy, : L2(dD) —: L?(S") given by

» T
e's

B V8mk Jap

representing the far field pattern of the single-layer potential (see Eq. 3.122). Once
the density ¢ is known, the values of u and d,u, i.e., the Cauchy data of u on the
boundary can be obtained from the jump relations

(So) (%) : e Yoy ds(y), £eS,

. 1
ulpp =”l|BD+§S§0 (5.10)
and
0 ou! 1 1
il B L Y (5.11)
v |yp o ;p 2 2

For a discussion of the solution of the ill-posed equation (5.9) via Tikhonov
regularization we refer to the upcoming Sect.5.5. For the evaluation of (5.10)
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and (5.11) the approximations of the integral operators described in Sect. 3.6 are
available. The derivative of u|yp with respect to arc length s can be obtained by
trigonometric differentiation (see [268]).

Knowing the Cauchy data on d D, in a second step we can obtain the impedance
functions p and X by a least squares approach mimicking the steps of the uniqueness
proof. Using the notations introduced in the above proof and integrating (5.5) we
obtain that

ik,uW(ul,uz)zf{ul——uz— +Cip onadD (5.12)
v

where Cj; is a complex constant and 7 denotes integration over d D from a fixed
xo € 0D to x € 90D. Proceeding the same way with the two other possible
combinations of u, and u3 and of 3 and u| we obtain two analogous equations with
two more constants Co3 and C3;. We approximate the unknown (parameterized)
impedance function p by a trigonometric polynomial of degree J and collocate
the parameterized three equations of the form (5.12) at 2n equidistant collocation
points. The resulting linear system of 6n equations for the (2J + 1) Fourier
coefficients of fapprox and the three integration constants Ciz, C23, C3; then is
solved in the least squares sense.

Having reconstructed p, the remaining coefficient function A can be obtained
from the impedance condition for any of the three functions ui, us, or us.
For symmetry, approximating the unknown function A also by a trigonometric
polynomial of degree J we collocate the boundary condition (5.4) for all three
functions and solve the resulting linear system of 6n equations for the (2J + 1)
Fourier coefficients of Aapprox in the least squares sense.

For an example we choose an ellipse with parameterization

x(t) = (cost,0.5sint) (5.13)
as boundary curve and impedance functions given by

1 i
M) = T T — ) M RO = R (5-14)

for 0 < ¢t < 2m. The wave number is k = 1 and the three incident directions
are d = (1,0) and d = (cos2m/3, £sin2m/3). The number of quadrature and
collocation points is 2n = 64. The integration 7 is approximated by trigonometric
interpolation quadrature. The degree of the polynomials for the approximation of
the impedance functions is chosen as J = 3. We approximate the density ¢ via H>
Tikhonov regularization of (5.9) by a trigonometric polynomial of degree J, = 24.
The regularization parameter « is chosen by trial and error as dexaet = 10710 and
Qnoise = 1074,

Figure 5.1 shows the reconstructions: The exact u is given as dotted curve and
the reconstruction as full curve, the exact A is dashed-dotted and the reconstruction
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Fig. 5.1 Reconstruction of the impedance functions for the ellipse (5.13) for exact data (left) and
2% noise (right)

dashed. In general, the example and further numerical experiments indicate that the
simultaneous reconstruction of both impedance functions is very sensitive to noise.
This method does not have an extension to three dimensions. For an alternative
method based on boundary integral equations and optimization we refer to [209].

Closely related to the uniqueness question is the following example which gives
an explicit solution to the inverse obstacle problem. If the sound-soft scatterer D is
a ball centered at the origin, then in the proof of Theorem 5.4 we have already used
the fact that in view of (3.38) the far field pattern only depends on the angle between
the incident and the observation direction. Hence, we have

Uoo (X, d) = uso(QX, Qd) (5.15)

forall £, d € S? and all rotations, i.e., all real orthogonal matrices Q withdet Q = 1.
Karp’s theorem [228] says that the converse of this statement is also true. We shall
now show how the approach of Colton and Kirsch [91] to proving this result can
be considerably simplified. For this, in view of the Funk—Hecke formula (2.45), we
consider the superposition of incident plane waves given by

A . 47 sink
Vi (x) = /sz ¢* 5 ds(dy = %Hx' . (5.16)

Then, by Lemma 3.28, the corresponding scattered wave v® has the far field pattern
eld) = [ i) dsta),
S?

and the condition (5.15) implies that v, (X) = ¢ for some constant c. Hence,
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etklx\

v'(x) =c (5.17)

x|

follows. From (5.16) and (5.17) together with the boundary condition v’ + v* = 0
on d D we now have

ke .
sinklx| 4+ — ¢kl = o
4

for all x € 3 D. From this we conclude that |x| = constant for all x € D, i.e., D is
a ball with center at the origin.

5.2 Physical Optics Approximation

From the boundary integral equation approach to the solution of the direct scattering
problem, it is obvious that the far field pattern depends nonlinearly on the boundary
of the scatterer. Therefore, the inverse problem to determine the boundary of the
scatterer from a knowledge of the far field pattern is a nonlinear problem. We begin
our discussion on the solution of the inverse problem by presenting a linearized
method based on the Kirchhoff or physical optics approximation.

In the physical optics approximation for a convex sound-soft scatterer D for large
wave numbers k, by (3.42) the far field pattern is approximately given by

ik . .
Uoo(X,d) = _2l_n / v(y) -d eIV gs(y), £ eS?,
aD_

where 0D_ :={y € dD : v(y) - d < 0} denotes the part of the boundary which is
illuminated by the plane wave with incident direction d. In particular, for X = —d,
i.e., for the far field in the back scattering direction we have

1 9 .
Uoo(—d,d) = —— —— 2Ry gg(y).
> 4n v(y)-d<0 av(y)
Analogously, replacing d by —d, we have

1 0 .
Uoo(d, —d) = —— — 7 HkdY gg(y.
> a7 Juiy-aso Iv(y)

Combining the last two equations we find

- 1 0 . )
Uoo(—d,d) +Uoo(d, —d) = —— | —— ¥ IV ds(y)
dm Jap v (y)
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whence by Green’s theorem

- 1 . k> .
uoo(_d’ d) +uoo(d, —d) — _E f Aez:kd-y dy — ; / eZIkd-y dy
D D

follows. Denoting by x the characteristic function of the domain D, we rewrite this
equation in the form

T

/}R3 X (y)e2ikdy gy — 5 {uoo(—d, d) + o, —d)] (5.18)

which is known as the Bojarski identity [35, 36]. Hence, in the physical optics
approximation the Fourier transform of the characteristic function of the scatterer,
in principle, can be completely obtained from measurements of the back scattering
far field for all incident directions d € S? and all wave numbers & > 0. Then,
by inverting the Fourier transform (which is a bounded operator from L2(IR®)
onto L2(IR3) with bounded inverse) one can determine x and therefore D. Thus,
the physical optics approximation leads to a linearization of the inverse problem.
For details on the implementation, we refer to Bleistein [33], Devaney [132],
Langenberg [289], and Ramm [368].

However, there are several drawbacks to this procedure. Firstly, we need the
far field data for all wave numbers. But the physical optics approximation is
valid only for large wave numbers. Therefore, in practice, the Fourier transform
of x is available only for wave numbers k > ko for some ky > 1. This means
that we have to invert a Fourier transform with incomplete data. This may cause
uniqueness ambiguities and it leads to severe ill-posedness of the inversion as
is known from corresponding situations in the inversion of the Radon transform
in computerized tomography (see Natterer [335]). Thus, the ill-posedness which
seemed to have disappeared through the inversion of the Fourier transform is back
on stage. Secondly, and particularly important in the context of the scope of this
book, the physical optics approximation will not work at all in situations where far
field data are available only for frequencies in the resonance region. Therefore, after
this brief mentioning of the physical optics approximation we turn our attention to
a solution of the full nonlinear inverse scattering problem.

5.3 Continuity and Differentiability of the Far Field
Mapping

The solution to the direct scattering problem with a fixed incident plane wave u’
defines an operator

F :0D — us
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which maps the boundary d D of the sound-soft scatterer D onto the far field pattern
U Of the scattered wave. In terms of this operator, given a far field pattern u o, the
inverse problem just consists in solving the nonlinear and ill-posed equation

FOD) = uco (5.19)

for the unknown surface dD. Hence, it is quite natural to try some of the
regularization methods mentioned at the end of the previous chapter. For this we
need to establish some properties of the operator ¥ .

So far, we have not defined the solution and data space for the operator . Having
in mind that for ill-posed problems the norm in the data space has to be suitable for
describing the measurement errors, our natural choice is the Hilbert space L?(S?)
of square integrable functions on the unit sphere. For the solution space we have to
choose a class of admissible surfaces described by some suitable parametrization
and equipped with an appropriate norm. For the sake of simplicity, we restrict
ourselves to the case of domains D which are starlike with respect to the origin,
that is, we assume that 9 D is represented in the parametric form

aD = {r(;e))e fe 82} (5.20)

with a positive function » € C'(S?). Then we may view the operator ¥ as a mapping
from C!(S?) into L*(S?). We also will write ¥ (r) synonymously for (3 D).

The main question we wish to address in this section is that of continuity,
differentiability and compactness of the operator ¥ . For this, we have to investigate
the dependence of the solution to the direct problem on the boundary surface.
In principle, this analysis can be based either on the boundary integral equation
method described in Sect.3.2 or on weak solution methods. In both approaches,
in order to compare the solution operators for different domains, we have to
transform the boundary value problem for the variable domain into one for a fixed
reference domain. Since each method has its merits, we will present them both.
We postpone the presentation of the continuous dependence and differentiability
results via integral equation methods until the end of this section and first follow
Pironneau [352] in using a weak solution approach. In doing this, as in Sects. 3.1
and 3.2, we expect the reader to be familiar with the basic theory of Sobolev
spaces. For an introduction to Sobolev spaces, we refer to Adams [2], Gilbarg and
Trudinger [149], McLean [315], and Treves [409].

Theorem 5.8 For a fixed incident wave u', the operator ¥ : 3D > uno which
maps the boundary 3D onto the far field pattern ux, of the scattered wave u® is
continuous from CY(S?) into L*(S?).

Proof Due to the unbounded domain and the radiation condition, we have to couple
the weak solution technique either with a boundary integral equation method or
with a spectral method. Our proof consists of two parts. First, for a fixed domain,
we will establish that the linear operator which maps the incident field u’ onto the
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normal derivative du®/dv of the scattered field is bounded from the Sobolev space
H 2(SR) into its dual space H -1/ 2(SR). Here, Sg is a sphere of radius R centered at
the origin where R is chosen large enough such that D is contained in the interior of
Sg /2. In the second step, we will show that this mapping depends continuously on the
boundary d D whence the statement of the theorem follows by using Theorem 2.6.
We denote Dg := {x e R? \ D : x| < R} and introduce the Sobolev space
H}(Dg) := {v € H'(Dg) : v = 0o0n 3D} where the boundary condition v = 0
on 9D has to be understood in the sense of the trace operator. As in the proof of
Theorem 5.1, from Lemma 3.10 we see that the solution u to the direct scattering
problem belongs to Flol (Dpg). Then, by Green’s theorem (2.2), we see that u satisfies

9
/ {gradu . grad s — kzuﬁ} dx = | 2 5as (5.21)
Dgr Sk av

forallv € I:IO1 (Dg) where v denotes the exterior unit normal to Sg.

We recall the Dirichlet to Neumann map A for radiating solutions w to the
Helmbholtz equation in the exterior of Sg as introduced in Theorem 3.13. It
transforms the boundary values into the normal derivative on the boundary

ow
A:wr— —  on Sg.
ov

As pointed out after the proof of Theorem 3.13, the operator A is bounded from
H'/2(Sg) into H~1/2(Sg) and has a bounded inverse. However, for the simple shape
of the sphere this result and further properties of A can also be established by
expansion of w with respect to spherical wave functions as we will briefly indicate.

From the expansion (2.49) of radiating solutions to the Helmholtz equation with
respect to spherical wave functions, we see that A maps

oo n
— m m
v=Y Y @y
n=0m=—n
with coefficients a;;' onto
oo n
Aw=Ym 3 v
n=0 m=—n
where

1y
k" (kR

yn:%, n=0,1,.... (5.22)
hy " (kR)

The spherical Hankel functions and their derivatives do not have real zeros since
otherwise the Wronskian (2.37) would vanish. From this we observe that A is
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bijective. In view of the differentiation formula (2.35) and the asymptotic formula
(2.39) for the spherical Hankel functions, we see that

cin+1) < |yl <c2m+1)

for all n and some constants 0 < ¢; < c¢3. From this the boundedness of A :
H'2(Sg) — H~/2(Sg) is obvious since for p € R the norm on H”(Sg) can be
described in terms of the Fourier coefficients by

o0 n
w2 =Y a+0> 3 |ar.
n=0

m=—n

For the limiting operator Ay : H'/?(Sg) — H~'/?(Sg) given by

1 o0 n
ﬂow:—E Zo(n—i—l) Z ay Yy,
n=

m=—n

we clearly have

1 o0 n
— | Apwwds = — n+1 a™?
| o R,,X:(:)( ) > lay|

m=—n

with the integral to be understood as the duality pairing between H'/2(Sg) and
H~Y2(Sg). Hence,

_ 2
— | FAowwds = clwllys g,
Sr

for some constant ¢ > 0, that is, the operator —Aj is strictly coercive. Finally, from
the power series expansions (2.32) and (2.33) for the spherical Hankel functions, for

fixed k we derive
1 1
v = -1t {1+0<—)}, n - oo.
R n

This implies that A — Ay is compact from H'/2(Sg) into H~1/>(Sg) since it is
bounded from H!/?(Sg) into H'/?(Sg) and the imbedding from H!/?(Sg) into
H~1/2(Sg) is compact.

For the following transformation of the scattering problem into a sesquilinear
equation we follow Kirsch [236] who simplified our analysis from the first edition
of this book. From (5.21) it can be deduced that if u is the solution to the scattering
problem, then u € I:IO1 (Dp) satisfies the sesquilinear equation
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ul

{gradu~grad6—k2u6}dx—f .?Iul_)ds:/ {——ﬂui}ﬁds (5.23)
Sg

Sg ov

Dg
forall v € 1:101 (DR). The sesquilinear form 7 on 1':[01 (Dp) defined by the left-hand
side of (5.23) can be written as T = V + V| where

Vo(u, v) := {gradu - grad v + uv} dx — Aov vds
Dpr Sk

and

Viw,v) i=—k>+ 1) | uvdx — | (A—Apuvds.
Dpr Sr

Note that Vj and V; are well defined since by the trace theorem the restriction of
u on Sg belongs to HY2(Sp) ifu € I-NI(}(DR). Clearly, as a consequence of the
boundedness of A : H!/ 2(SR) — HV 2(SR) and the trace theorem, Vj) is bounded,
and since

2 _ - 2 2 2
Votu, u) =l e /S Aguiids = Nullyy o+ el = el

forall u € I:I(; (Dgr) we have that Vj is strictly coercive. By the compactness of
A— Ay : HY2(Sg) — H1/2(Sg) and the Rellich selection theorem, that is, the
compact imbedding of I:I01(D r) into L2(Dpg), the term V; is compact. Through the
Riesz representation theorem we can write

T(u,v) = (Lu,v) (5.24)

with a bounded linear operator L mapping I:IOI(DR) into itself. Corresponding to
T = Vp+Vi,wehave L = Ko+ K where K| is strictly coercive and K is compact.
Hence, by the Lax—Milgram theorem (see [268]) and the Riesz—Fredholm theory
for compact operators, in order to establish unique solvability of the sesquilinear
equation (5.23) and continuous dependence of the solution on the right-hand side,
that is, the existence of a bounded inverse L™! to L, it suffices to prove uniqueness
for the homogeneous form of (5.23).

This can be shown as a consequence of the uniqueness for the direct scattering
problem. Assume that u € FNIé (Dpg) satisfies

T(u,v) =0

forall v I-NIO1 (Dg), that is,
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/ {gradu - grad § — k%“')} dx — | Auvds =0 (5.25)
Dpr Sk

forallv e 1':10l (DR). Substituting v = u into (5.25) and taking the imaginary part
we obtain

Im Auunds =0,
Sg

that is,

o n
Y Imy, Y la* =0
n=0

m=-—n

for

From this we deduce u = 0 on Sg since from (5.22) and the Wronskian (2.37) we
have that

1
Imy,=————->0

2
kR? ’hfll)(kR)‘

for all n. Now (5.25) reads
/ {gradu -gradv — kzuﬂ} dx =0,
Dpg

i.e., u is a weak solution to the Helmholtz equation in Dp satisfying weakly a
homogeneous Dirichlet condition on 9D and a homogeneous Neumann condition
on Sg. In addition we have u = 0 on Sg. By the classical regularity properties of
weak solutions to elliptic boundary value problems (see [149]), it follows that u
also is a classical solution. Then by Holmgren’s Theorem 2.3 the vanishing Cauchy
data on Sk implies that u = 0 in Dg. This completes the uniqueness proof for the
sesquilinear equation (5.23).

We now wish to study the dependence of the sesquilinear form 7" on the shape of
the domain D. For this we map Dg onto a fixed reference domain Bg. We represent
the starlike boundary surface 9 D in the parametric form (5.20) with a positive radial
function r € C!(S?). Without loss of generality, we may assume that r () > 1 for
all £ € S?. After setting R = 2||7 | o0, the mapping v/, defined by

() =y+h (), Iyl=1 (5.26)
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where

2
) 5 o
he(y) := Iyl R—1 [yl

s R < |yl <00,
is a diffeomorphism from the closed exterior of the unit sphere onto R3 \ D such

that Bg := {y € R®: 1 < |y| < R} is mapped onto Dg. We denote its Jacobian by
¥/ and substitute x = ¥, (y) to transform

/ {gradu -gradv — kzuﬁ} dx = T,(u, v)
Dg

where it = u oW, v = v o ¥,, and the sesquilinear form 7, on 1:101 (Bpg) is defined
by

T, (u, v) :=/ {[w,’]—lgradu @/ grad @ —kzuﬁ}detlpr’ dy  (5.27)
Br

for u,v € I:IO1 (BR). After this transformation we can consider the sesquilinear
equation on HOI(BR) with the fixed domain Bpr independent of the boundary.
Obviously, in any matrix norm on ]R3, we can estimate

[ o = o™ < allglere
and
det#, () — det /)] < etllalere

for all y € Bg, all g sufficiently small and some constant ¢; > 0 depending on r.
From this we can conclude that

sup | Trgqu,v) = T (u, v)|| < c2llhllcr g2
lull, o)l <1

for ¢ sufficiently small and some constant ¢; > 0 depending on r. Using (5.24), in
terms of the operator L this can be written as

|Lr+q = Li|| < asllgller sy (5.28)

with some constant c3. Therefore, a perturbation argument based on the Neumann
series shows that the inverse operator also satisfies an estimate of the form
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[, - 17! = caldllerer (5.29)

for g sufficiently small and some constant ¢4 > 0 depending on r. Through the
sesquilinear equation (5.23) this inequality carries over to the scattered waves on
Sk, that is, we have

for sufficiently small ¢ and some constant cs5 depending on r. The theorem
now follows from the boundedness of the Dirichlet to Neumann operator A :
H'2(Sg) — H~?(Sg) and the integral representation of the far field pattern in
Theorem 2.6 applied in the exterior of Sg. O

Upyg — Uy = csligllers?)

H1/2(Sg)

We actually can pursue the ideas of the preceding proof one step further and
show that ¥ : 3D — u has a Fréchet derivative. To this end, denoting by &, the
Jacobian of 4, and exploiting the affine linearity of 4, with respect to r, from (5.26)
we observe that

1 1! = O+ 1 O OO < esllali2ag,
and
[det () = det /() = div g1 = b (B0, By )| = eslalis e,

for all y € Bg, all g sufficiently small and some constant c5 > 0 depending on r.
Here, b denotes a bilinear form which we refrain from writing down explicitly. From
this after setting

G i= [ feradi-gradn = 2u} vy o (100 )|

Br

— [y T [[Wr’]_lh;ﬂ + R ! ] [w/1~" gradu - grad v dy

we obtain that

sup || T (u, v) = T, v) = (/@) @, )| < c6llqlIr g2,

el vl <1

for all y € Bpg, all g sufficiently small and some constant ¢4 > 0 depending on r,
that is, the mapping » — T, is Fréchet differentiable. By the Riesz representation
theorem, this implies that there exists a bounded linear operator L| from cl(s?)

into the space of bounded linear operators £ (I:IO1 (D R)) from 1:101 (Dpg) into itself
such that
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|Lrtqg = Le = Liq]| < e7llg 1 g2, (5.30)

that is, the mapping r +— L, from C!(S?) into L(ﬁol (DR)) is also Fréchet
differentiable. Then from

L, [L:i,, —L; +L;‘L;qL;‘}Lr = (Lrg—L) Ly} (Lryg=L)~(Lyg—L—L}q)

and (5.28)—(5.30) we see that

|

for some constant cg > 0 depending on r, that is, the mapping r +— L,‘1 is also
Fréchet differentiable with the derivative given by

Loty = L7+ 17 gL < csllgl e

g~ —L7 'L gL (5.31)

As in the previous proof, this now implies that the mapping D +— u* is Fréchet
differentiable from C! into H/2(Sg). Since u* > uoo is linear and bounded from
H'/2(Sg) into L?(S?), we have established the following result.

Theorem 5.9 The mapping ¥ : 9D > uyo is Fréchet differentiable from C'(S?)
into L2(S?).

Kirsch [236] has used the above weak solution approach to characterize the
Fréchet derivative through a Dirichlet boundary condition. Here, we will derive this
characterization by the boundary integral equation approach (see Theorem 5.15).
For the Neumann boundary condition Fréchet differentiability of the boundary
to far field operator via the above Hilbert space method has been established by
Hettlich [188].

The following theorem indicates that solving the equation ¥ (r) = us is
improperly posed.

Theorem 5.10 The mapping F : D + ux is locally compact from C'(S?) into
L?(S?), that is, foreachr € cl(s? (describing 0 D) there exists a neighborhood
U of r such that ¥ : U — L*(S?) is compact.

Proof From the proof of Theorem 5.8 we know that the mapping r — u) is
continuous from C'(S?) into H'/2(Sg). This implies that for each r € C! (S?) there
exists a neighborhood U and a constant C such that

||’4;||H1/2(5R) <C

for all g € U. The statement of the theorem now follows from the boundedness
of the Dirichlet to Neumann operator A : H 1/2(8p) > H ’I/Z(SR) and the
analyticity of the kernel in the integral representation of the far field pattern in
Theorem 2.6. O
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Differentiability of the far field mapping ¥ via boundary integral equations was
first established by Potthast [353, 354]. In this approach, as a first and major step, the
differentiability of the boundary integral operators has to be established. As in the
weak solution approach, the operators need to be transformed onto a fixed reference
surface. Again we assume that the boundary surface is starlike with respect to the
origin and represented in the form (5.20) with a positive function in r € C 2(S).
For notational convenience we associate with each scalar function ¢ on S? a vector
function p; on S? by setting

pe(®) = q@) %, xeS% (5.32)

We note that the function p, maps S? bijectively onto 3 D. Substituting x = p, (%)
and y = p,(9) into the expressions (3.8)—(3.10) for the single- and double-layer
operators S and K and the normal derivative operator K’, we obtain the transformed
operators S, K,, K : C(S?) — C(S?) given by

(SY)(X) = 2/ ¥ (pr(X) = prM) DY () ds (@),

SZ

(Kry)(x) = 2/82 vr(9) - grad ¥ (pr (9) — pr (D) (DY () ds (),

(K (F) = 2/3)2 v (%) - grad ¥ (p, (2) — pr (M) DY () ds ()

for £ € S2. Here, we have set

elk|Z|

1
47 |z|

W(z) = , zeR*\ {0},

and straightforward calculations show that the determinant J, of the Jacobian of the
transformation and the normal vector v, are given by

— Grad
Jo =rJr2 4+ |Gradr? and v, = 22T (5.33)
r2 + | Gradr|?

For the further analysis we need the following two technical results.

Lemma 5.11 The inequality
1{pr(®) — Gradr(£)} - {p, (&) — pr (D} < ClIrllf 412 — $I' (5.34)

is valid for all r € CY*(S?), all X, § € S and some constant C.
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Proof Using Gradr(X) - X = 0, we can write

{r(x)x — Gradr(x)} - {r(X)x —r() y} =a; +az + a3

where
ap = Gradr (%) - {§ — X} {r(3) —r(®)},
ay :=r(X){r&) —r@) + Gradr (%) - (§ — 1)},
az :=r®r() x - {£ -y
By writing

R . or . .
r(y)—r(x)=/ 7 @dseo
r S

where I' denotes the shorter great circle arc on S? connecting £ and §, we can
estimate

0
r$) — r®)] = ‘ / —ar () ds()| < || Grad rl|oof.
r S

where 0 is the angle between X and y. With the aid of the elementary inequality
20 < m|y — x| we now have

. T PO
() —r@)] = 5 | Gradrfeoly — X| (5.35)

and consequently

T 298 22 _ T 2 8 a2
|a1|55||Gradr||oo|y—x| §§||r||1,a|y_x|-

We can also write

r(y)—r(x)—Gradr(x)-(y—X) = /

ar . or . . . or .
{— @ —— (X)} ds(z)+(0—sin0) — (x).
r | 0s as as

From this, using the definition of the Holder norm and |6 — sinf| < 62 /2 which
follows from Taylor’s formula, we can estimate

r(3) — r(®) — Gradr (%) - (§ — 2)| < cllrlliold — £

for some constant ¢, whence
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2 5 A1
laz| < cllrllf 13 — &'

follows. Finally, since on the unit sphere 2% - (£ — §) = | — |, we have

82

1 2 s A2
las| < 3 7!y — XI

1 2 ~
=3 Il o1y — X7

We can now sum our three inequalities to obtain the estimate (5.34). |

Note that for our analysis of the Fréchet differentiability of the boundary integral
operators S, K, and K the limiting case « = 1 of Lemma 5.11 would be sufficient.
However, we shall need the more general form for a closely related result which is
required for the analysis of two reconstruction methods in Sect. 5.5.

Lemma 5.12 The inequalities
A . . PR
5 minfr@fx =3 = 1pr&) = prNI = 7 Irllersy ¥ = Y (5.36)
2e§?

are valid for allr € C'(S*) and all %, 3 € S.
Proof The first inequality in (5.36) follows from

Ir()E = NI = 1pr(®) = prDI+ 1{r(3) — r(X)}y]

and the triangle inequality |r(9) — r (X)| < |p,(X) — pr(9)|. The second inequality
follows with (5.35) from

lpr(X) = pr(M| = {r(X) = r(MIX] + [r(M{x — 3}

and the proof is finished. O

In particular, the estimates (5.34) and (5.36) ensure that the kernels of the integral
operators ., K, and K" are weakly singular if r € C%(S?), ie., S, K, and K} are
compact operators from C(S?) into C(S?).

We are now ready to establish the differentiability of the boundary integral
operators with respect to r. Formally, we obtain the derivatives of the operators
by differentiating their kernels with respect to r. Clearly, the mapping r — J; is
Fréchet differentiable from C'(S?) into C(S?) with the derivative given by

Grad r - Grad
g = q\[r? + | Grad r2 4 14 0MA7 - Dradq (5.37)
Vr?2 + | Gradr|?

since r is positive.

Theorem 5.13 The mapping r — S is Fréchet differentiable from C*(S?) into the
space of bounded linear operators L (C (S?), C (S2)) of C(S?) into itself
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Proof Let r € C2(S?) be fixed but arbitrary such that » > 0. We denote the kernel
of the integral operator S by

sr(%,9) =20 (pr(®) = pr (D) (D), &9 €S & #3.
Its derivative with respect to r is given by
[s7q1(%, §) = 2grad ¥ (p, (X) — pr () - (pg(X) — pg(3)) Jr (D)

20 (pr () — pr () L))

From (5.36) it follows that the kernel sﬁq is weakly singular, i.e.,

|ls;q1(E, D) <y lgllc 2

X — 3

for all £, $ € S? with £ # $ and some constant y depending on r. Therefore
([SqI)R) = 2/SZ[S;61]()?, DY P ds@). £ S (5.38)

defines a bounded operator from C(S?) into itself with norm

I1Sqllco < Cligllcr sz (5.39)

where C is some constant depending on r. In particular, the estimate (5.39)
implies that the mapping g +— S.g is a bounded linear operator from C 2(S?) into
L(CS?), C(S?).

Provided O ¢ {z + A¢ : A € [0, 1]}, by Taylor’s formula we have that

1
V(E+¢)—Y(@) —grad¥(z)- ¢ = / A= (z+r0)¢-cdr (5.40)
0

where ¥” denotes the Hessian. Elementary estimates show that there exists a
constant ¢ such that

2
"¢ ¢ <c % (5.41)
|z]

forall ¢ € R? and z € R3 \ {0} with |z] < 4|7 |c0. By setting z = p,(X) — p,(§)
and ¢ = py(X) — py(P) in (5.40), from (5.36) and (5.41) it follows that
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[V (Pr4g(®) = Prag D) — ¥ (pr (%) — pr (D))

) ) ) ) gl
—grad ¥ (p,(X) — pr () - (pg(X) — pg(M)| < Ci |x+(y|)

for all sufficiently small g € C1*(S?), all £, § € S? with £ # 3 and some positive
constant C1 depending on r. From this, proceeding as in the derivation of the product
rule in differentiation and using the Fréchet differentiability of J, and (5.37), it can
be deduced that

117 g
Isr1g (%, $) = 5, (%, 9) — [5/q1&, )] < C r;l)

for all sufficiently small ¢ € C?(S?), all £,y € S? with £ # 3 and some positive
constant C, depending on r. Integrating this inequality with respect to ¥, we obtain
that

1S+4 =S = Salloc < MlaliZs ) < Mlgligae (5.42)

for all sufficiently small ¢ € C?(S*) and some constant M depending on r. This
completes the proof. O

Theorem 5.14 The mappingsr — K, andr +— K} are Fréchet differentiable from
C%(S?) into the space of bounded linear operators L (C ($?), C(Sz)).

Proof We proceed analogously to the previous proof. After introducing the func-
tions

1 eiklz\

¥(z) == ~a o (1 —klz]), zeR3\ {0},

and
M, (%, §) = {pr(}) = Gradr (D)} - {pr () = pr (D)}, £, 5 €S2,
we can write the kernel of the operator K, in the form
ke(£,3) = 2M, (3, )¥ (pr () — pr()) r(P). £, €S & #3.
The derivative of &, is given by
k(8,957 q) = 2M, (%, 9) grad ¥ (p, (%) — pr () - (g (R) — pg (D) r(P)

+2(Mq) R, ) (pr(X) — pr(3)) r(P) +2M, (&, DT (pr () — pr(3)) 4 ().
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The derivative of the quadratic mapping r — M, is given by
(M{q)(X,3) = {pqg(§) — Gradg(M} - {pr () — pr(D)}
+pr(3) — Gradr(3)} - {pg(§) — pg(¥)}
and satisfies the relation
Myyg — M, — Mg = M,. (5.43)

In view of (5.34), the equality (5.43) implies that
(M) G = 7 {11 o+ gl o 1 = 511 (5.44)

for all £, § € S? and some constant y. With the aid of (5.34), (5.36) and (5.44) it
can be seen that

(K ql¥)(R) == 2/82[k;q]()%, NG ds(P), *eS

defines a bounded operator from C (S?) into itself with norm
1K qlloo < Cligll1.e (5.45)

where C is some constant depending on r. In particular, the estimate (5.45) implies
that the mapping ¢ + K/ q is a bounded linear operator from C?(S?) into
L(CS?), C(S?).

Corresponding to (5.41) we have an estimate

2
" @) ¢ ¢| <c % (5.46)
|z

forall ¢ € R3 and z € R? \ {0} with |z] < 4||r|lco. Proceeding as in the previous
proof for the function ¥, using (5.46) it can be seen that there exists a positive
constant C| depending on r such that

|‘i/(pr+q()2) - pr+q(}A’)) - li/(pr()e) - pr()A’))

2
lal?,

—gradlf/(pr()?) — Pr(f’)) : (Pq(f) - pq(f’))| =G % — 32

for all sufficiently small ¢ € C1%(S?) and all £, $ € S? with £ # . From this with
the help of (5.34) and (5.43) it can be deduced that



166 5 Inverse Acoustic Obstacle Scattering

. . . lgl?
krq(X,9) — ke (X, 9) — [k.q](X, )| < C G ;[I

for all sufficiently small g € C1*(S?), all %, § € S? with £ # $ and some positive
constant C. As in the proof of Theorem 5.13, this now implies that

IKr+qg — Kr — Klqlloo < Nligli} o < NliglZoe (5.47)
C2(S?)

for all sufficiently small ¢ € C?(S?) and some constant N depending on r. This
finishes the proof for the operator K. The differentiability of the operator K* can be
proven analogously. o

We also need to_transform the single-layer potential into the operator P, :
C(S?) — C%(R?\ D) defined by

(P)() = /S W (x = pr () H G ds(). x € R\ D.

For each compact set U C R? \ D the mapping r > P, is Fréchet differentiable
from C(S?) into £ (C(S?), C(U)) with the derivative given by

([P/q1¥)(x)

=/S2 {grad ¥ (p, (9) = x) - pg () Jr (MW (x = pr (D)D)} ¥ () ds(F)

for x € IR® \ D. This follows by a straightforward application of Taylor’s formula
applied to the kernel of P, which is smooth on S? x U. Obviously [ P/q]1 represents
a radiating solution to the Helmholtz equation.

After defining the restriction operator R, : C(R?\ D) — S? by

(Rrw)(®) == wr(D)H), e
we have the relation
S, =2R, P, (5.48)
for the boundary values of the single-layer potential. To derive an expression for the
boundary values of P/q, we view [P/g]y as a linear combination of derivatives of
single-layer potentials. With the aid of the jump relations of Theorem 3.3 and the
expression (5.38) for the derivative S;, it follows that

[S.q1¥ = 2R, [Plq1 +2 p, - R, grad P,y (5.49)

for all € C%*(S?).
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Theorem 5.15 The far field mapping ¥ : r — uso is Fréchet differentiable from
C%(S?) into L*(S?). The derivative is given by

ﬁq:voo

where voo denotes the far field pattern of the solution v to the Helmholtz equation in
R3 \ D satisfying the Sommerfeld radiation condition and the boundary condition

a
V= —v- (pq ) pr_l) 8_1Lj ondD. (5.50)

Proof From the representation (3.39), by using the boundary condition # = 0 on
d D and the jump relations of Theorem 3.1, we deduce that the normal derivative

V(@) = z—z (r(®3), ieS§
satisfies the integral equation
S = 2Roul’ (5.51)
of the first kind and the integral equation
Vr + KXy, —iSy, =2v, - R, gradu’ — 2i R, u’ (5.52)

of the second kind. Since the inverse operator (/ + K — iS)7':Cc(S?H —» (S
exists (see the proof of Theorem 3.35), proceeding as above for the operator L, in
the derivation of (5.31), it can be seen that the inverse (I + K — i S)~! is Fréchet
differentiable with respect to r. Hence, from (5.52) we can conclude that the normal
derivative v, is Fréchet differentiable with respect to r since the right-hand side of
(5.52) is.

In view of (3.39), for the scattered wave u® = u} we now write

us = —Poy, (5.53)

and observe from the above that the mapping r — u; is Fréchet differentiable from
C%(S?) — C(U) for each compact U C R3 \ D. By the chain rule, the derivative
v = ul'q is given by

v=—Pylq — [Plqly, (5.54)

and describes a radiating solution to the Helmholtz equation. Using (5.48) and
(5.49), from (5.53) and (5.54) we obtain the boundary values
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—2R,v = Sr‘/fr/q + [S;Q]wr —2pg - Ry grad Py, = (Srwr)/q +2pg - Ry gradu’.

Differentiating the integral equation (5.51) with respect to r yields
(Svr)'q =2pg - R, grad u'.

Now the boundary condition (5.50) for v follows by combining the last two
equations and noting that u = O on d D.
The Fréchet differentiability of r > u°® as expressed above means that

. 1 N s
lim ————— ||uly, — u} — vlcw) = 0.

q=0 llgllc2(s2y

Choosing U = {x € R® : |x| = a} with sufficiently large a > 0, by the
well-posedness of the exterior Dirichlet problem (Theorem 3.11) and the far field
representation (2.14) for the Helmholtz equation the above limit implies that for the
far field patterns we have that

lim — |[F(r+¢q) —F ) — voll 2(g2) = O.
a0 llgllc2(s2y e

This finishes the proof. O

In his original proof Potthast in [353, 354] used the integral equation (3.28) from
the combined double- and single-layer potential approach. Here we applied the
boundary integral equations from the representation theorem in order to simplify
the verification of the boundary condition for v. Note, that (5.50) of course can
be obtained formally by differentiating the boundary condition u, o p, = 0 with
respect to r by the chain rule. Proceeding this way, (5.50) was initially obtained by
Roger [379] who first employed Newton type iterations for the approximate solution
of inverse obstacle scattering problems.

The above results can be carried over to arbitrary C? boundary surfaces (see [353,
354]). For our presentation we restricted ourselves to starlike boundaries in order
to be consistent with the analysis of the two inverse methods of Sect.5.5. The
investigations on Fréchet differentiability have also been extended to the Neumann
boundary condition and to electromagnetic scattering from a perfect conductor by
Potthast [354-356]. For the Neumann problem in two dimensions we also refer
to [318]. Fréchet differentiability with respect to scattering from two-dimensional
cracks has been investigated by Kress [265] and by Monch [319]. Here the analysis
has to be based on boundary integral equations of the first kind via a single-layer
approach. Alternative approaches to differentiation of the far field pattern with
respect to the boundary were contributed by Kress and Piivirinta [271] based on
Green’s theorems and a factorization of the difference of the far field pattern for
the two domains with radial functions r and r + ¢, and by Hohage [194] and
Schormann [388] via the implicit function theorem.
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Theorem 5.16 The linear operator ¥, is injective and has dense range.

Proof Assume that /g = 0. Then the solution v to the Dirichlet problem with
boundary condition (5.50) has a vanishing far field pattern. Hence, by Rellich’s
lemma we have v = 0 in IR? \ D and consequently v = 0 on dD. By the form
of the boundary condition (5.50) this in turn implies v o p, - p, = O since the
normal derivative du/dv cannot vanish on open subsets of 9 D as a consequence of
Holmgren’s Theorem 2.3 and the boundary condition # = 0 on dD. By (5.33) the
condition (v o p;) - p, = 0 implies that g = 0.

The above arguments also imply that the set

Ju
{(wpr)~pq SooPriqE Lz(Sz)}

is dense in L?(S?). Therefore, writing

7761=—A(v-(pq°p71)2—3>

in terms of the boundary data to far field operator A : L>(dD) — L*(S?) from
Theorem 3.36, the dense range of the latter implies dense range of . O

Theorem 5.15 may be viewed as an extension of a continuous dependence
result due to Angell, Colton, and Kirsch [11]. An L? version of this result will be
needed in the convergence analysis of the inverse methods described in Sect.5.5.
For its formulation we consider the set of all surfaces A which are starlike
with respect to the origin and represented in the form (5.20) with a positive
function r from the Holder space C1%(S?) with 0 < a < 1. For a sequence
of such surfaces, by convergence A, — A, n — 0o, we mean the convergence
lr, — rll1,a = 0, n— oo, of the representing functions in the C L@ Holder norm
on S%. We say that a sequence of functions f,, from L?(A,) is L? convergent to a
function f in L?(A) if

im 1 fa(rn () X) = fr@ B)Pds(E) =0.
S

n—oo

We can now state the following convergence theorem. (In the theorem we can
replace C? surfaces by C surfaces. However, for consistency with the rest of
our book, we have used the more restrictive assumption of C? surfaces.)

Theorem 5.17 Let (A,) be a sequence of starlike C? surfaces which converges
with respect to the C* norm to a C? surface A as n — oo and let u, and
u be radiating solutions to the Helmholtz equation in the exterior of A, and A,
respectively. Assume that the continuous boundary values of u, on A, are L?
convergent to the boundary values of u on A. Then the sequence (u,), together
with all its derivatives, converges to u uniformly on compact subsets of the open
exterior of A.
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Proof For the solution to the exterior Dirichlet problem, we use the combined
double- and single-layer potential approach (3.28), that is, we represent u in the
form

u<x>=/ {M—w(x,y)}w(y)ds(y)
RS

with a density ¢ € C(A) and, analogously, we write u, as a combined potential
with density ¢, € C(A,). Transformation of the integral equation (3.29) onto S?
leads to

1//r + Kr‘pr - iSr‘pr = fr
where we have set ¥, (X) := ¢(r(x) X) and f,(X) := 2u(r(x) X). The corresponding
integral equations for the densities ¢, representing u,, are obtained by replacing r

by r,. For abbreviation we write A, := K, — i .. From (5.39), (5.42), (5.45), and
(5.47) we have that

IAr, = Arlloo = Clirn =71«

for some constant C depending on r. The same inequality can also be established
for the L2 adjoint of A,. Therefore, by Lax’s Theorem 3.5 it follows that

IAr, = Arllp2s2y < Cllrn — rllie- (5.55)

A Neumann series argument now shows that ||(/ + Arn)’1|| 12(s?) is uniformly
bounded. From

I+ A )W, =Vr) = fr, = fr = (Ar, — A Yy
we then derive
I, = ¥rllraey < Cllifon = Frllaey + 1As, — Arll 2@ 1Vl 22
for some constant C whence L2 convergence of the densities ¢, — ¢, n — 00,
follows. The convergence of (u,) on compact subsets of the exterior of A is now

obtained by substituting the densities into the combined double- and single-layer
potentials for u,, and u and then using the Cauchy—Schwarz inequality. O

5.4 Iterative Solution Methods

The analysis of Sect. 5.3 on the continuity, differentiability, and compactness of the
far field mapping may be considered as the theoretical foundation for the application
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of Newton’s method and related schemes for the approximate solution of (5.19). In
this method, given a far field pattern u .., the nonlinear equation

Fr) =t
is replaced by the linearized equation
F(r)+Fq = oo (5.56)

which has to be solved for ¢ in order to improve an approximate boundary given
by the radial function r into the new approximation given by ¥ = r + ¢. In the
usual fashion, Newton’s method consists in iterating this procedure (see Sect. 4.5).
The question of uniqueness for the linear equation (5.56) is settled through
Theorem 5.16. In view of Theorem 4.21, a regularization has to be incorporated in
the solution of (5.56) since by Theorems 5.9 and 5.10 the operator ¥ is completely
continuous. Of course, the compactness of the derivative 7—',’ can also be deduced
from Theorem 5.15. Dense range of ¥, as a prerequisite for regularization schemes
is guaranteed by Theorem 5.16.

For practical computations ¢ is taken from a finite dimensional subspace Wy
of C%(S?) with dimension N and Eq. (5.56) is approximately solved by projecting
it onto a finite dimensional subspace of L?(S?). The most convenient projection is
given through collocation at M points %1, ..., X3 € S>. Then writing

N
q=) ajq
j=1
where g1, ..., gy denotes a basis of Wy, one has to solve the linear system

N
> aj (Fl @) = too(Ri) — (F()) ), i=1..... M, (5.57)

j=1

for the real coefficients ay, ..., ay. In general, i.e., when 2M > N, the system
(5.57) is overdetermined and has to be solved approximately by a least squares
method. In addition, since we have to stabilize the ill-posed linearized equation
(5.56), we replace (5.57) by the least squares problem of minimizing the penalized
defect

M N 2 N
DD aiFapG) —uE) + (F) G| +a ) a; (5.58)
i=1|j=1 j=I1

with some regularization parameter « > 0, that is, we employ a Tikhonov
regularization in the spirit of the Levenberg—Marquardt algorithm that we briefly
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discussed in Sect. 4.5. Assuming that the basis functions qy, . . ., g are orthonormal
in L>(S?), for example spherical harmonics, the penalty term in (5.58) corresponds
to L? penalization. However, numerical evidence strongly suggests to replace the
L? penalization by a Sobolev penalization, that is, by considering 7' as an operator
from H™(S?) into L%(S?) form = 1 orm = 2.

In order to compute the right-hand sides of the linear system (5.57), in each
iteration step the direct problem for the boundary d D given by the radial function
has to be solved for the evaluation of (T (r))()?i). For this, we suggest numerically
solving the integral equation (5.52) for the normal derivative and evaluating
the corresponding far field expression (3.40). Using (5.52) has the advantage of
immediately yielding approximate values for the normal derivative of the total
field, which enters the boundary condition (5.50) for the Fréchet derivatives.
To compute the matrix entries (7/g;)(x;) we need to solve N additional direct
problems for the same boundary 0D and different boundary values given by
(5.50) for the basis functions ¢ = g, j = 1,..., N. For this we suggest using
the combined double- and single-layer potential approach (3.28), i.e., the integral
equation (3.29), and evaluating the corresponding far field expression. If here we
used the integral equation derived from the Green’s representation formula we
would be faced with the problem that the corresponding right-hand sides require
the numerical computation of the normal derivative of a combined double- and
single-layer potential (see [104, p. 103]). Note that the same problem would come
up in the computation of the boundary values in (5.50) if we used (3.29) instead
of (5.52) for the evaluation of (T(r))()?,-). To avoid the need to set up the matrix
for the numerical evaluation of the normal derivative of the combined double-
and single-layer potential, we think it is legitimate to pay the cost of having to
solve two different linear systems by using two adjoint integral equations (which
simply lead to transposed matrices in the approximating linear systems). The second
linear system has to be solved simultaneously for N different right-hand sides
corresponding to setting g = ¢, j = 1,..., N. Of course, any boundary element
method for the numerical solution of the two adjoint boundary integral equations
(3.29) and (5.52) can be employed in this procedure. However, we recommend using
the spectral methods described in Sects. 3.6 and 3.7.

For the details on possible implementations of this regularized Newton method
in two dimensions, with various choices for the approximating subspace Wy and
also more sophisticated regularizations than indicated above, we refer to [193, 236,
266, 267] for sound-soft obstacles and to [318] for sound-hard obstacles and the
references therein. Inverse scattering problems for two-dimensional cracks have
been solved using Newton’s method in [265, 319]. For numerical examples in three
dimensions we refer to Farhat et al. [141] and to Harbrecht and Hohage [183]. We
also refer to Kress and Rundell [273] who investigated a frozen Newton method
where an explicit expression for the Fréchet derivative for the unit circle is used
and kept fixed throughout the Newton iterations. Kress and Rundell also have used
Newton’s method for successful reconstructions of obstacles from the amplitude
of the far field pattern only [274], from backscattering data [275] and for the
simultaneous reconstruction of the shape and impedance of a scatterer [276]. For
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second degree Newton iterations in inverse obstacle scattering we refer to Hettlich
and Rundell [190].

In closing our analysis on Newton iterations for the boundary to far field
operator ¥ we note as main advantages that this approach is conceptually simple
and, as numerical examples indicate, leads to highly accurate reconstructions with
reasonable stability against errors in the far field pattern. On the other hand, it
should be noted that for the numerical implementation an efficient forward solver
is needed for the solution of the direct scattering problem for each iteration step.
Furthermore, good a priori information is required in order to be able to choose
an initial guess that ensures numerical convergence. In addition, on the theoretical
side, although some progress has been made through the work of Hohage [194] and
Potthast [360] the convergence of regularized Newton iterations for the operator
has not been completely settled. At the time this is being written it remains an open
problem whether the convergence results on the Levenberg—Marquardt algorithm
and the iteratively regularized Gauss—Newton iterations as mentioned in Sect. 4.5
are applicable to inverse obstacle scattering or, more generally, to inverse boundary
value problems.

Numerical implementations of the nonlinear Landweber iteration as explained
in Sect. 4.5 for the two-dimensional inverse scattering problem have been given by
Hanke, Hettlich, and Scherzer [181] for sound-soft obstacles and by Hettlich [189]
for sound-hard obstacles.

For modified Newton type iterations with reduced computational costs we
recall Huygens’ principle from Theorem 3.15. In view of the sound-soft boundary
condition, from (3.39) we conclude that

ui(x)zf g—u(y)fb(x,y)ds(y), x €dD. (5.59)
9D oV

Now we can interpret (5.59) and (3.40), that is,

ou

el (e * 5V ds(y), %eS? (5.60)

Moo(i) = -

as a system of two integral equations for the unknown boundary 9 D of the scatterer
and the unknown normal derivative

ou
¢:=—— ondD
av
of the total field. For the sequel it is convenient to call (5.60) the data equation since
it contains the given far field for the inverse problem and (5.59) the field equation
since it represents the boundary condition. Both equations are linear with respect to
¢ and nonlinear with respect to d D. Equation (5.60) is severely ill-posed whereas
(5.59) is only mildly ill-posed.
Obviously there are three options for an iterative solution of (5.59) and (5.60). In
a first method, given an approximation for the boundary o D one can solve the mildly
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ill-posed integral equation of the first kind (5.59) for ¢. Then, keeping ¢ fixed, equa-
tion (5.60) is linearized with respect to d D to update the boundary approximation. In
a second approach, one also can solve the system (5.59) and (5.60) simultaneously
for 3D and ¢ by Newton iterations, i.e., by linearizing both equations with respect
to both unknowns. Whereas in the first method the burden of the ill-posedness and
nonlinearity is put on one equation, in a third method a more even distribution of
the difficulties is obtained by reversing the roles of (5.60) and (5.59), i.e., by solving
the severely ill-posed equation (5.60) for ¢ and then linearizing (5.59) to obtain the
boundary update. We will consider a slight modification of the latter alternative in
the following section on decomposition methods.

For a more detailed description of these ideas, using the parameterization
(5.20) for starlike 0D and recalling the mapping p, from (5.32), we introduce
the parameterized single-layer operator and far field operators A, Ao : C2(S?) x
L*(S?) — L*(S?) by

=

A(r, ) (X) = /sz @(pr(®), pr(M)Y () ds (), €s?,
and
1 P
Acc(r, ) (R) i= — / MOy (5yds(§), X eS
4 S2
Then (5.59) and (5.60) can be written in the operator form
Ar, ) =—u' o p; (5.61)
and
Aco(r, V) = uo (5.62)
where we have incorporated the surface element into the density function via
Yi:=Jrpopr (5.63)
with the determinant J,. of the Jacobian of the mapping p, given in (5.33). The
linearization of these equations requires the Fréchet derivatives of the operators A

and A, with respect to r. Analogously to Theorem 5.13 these can be obtained by
formally differentiating their kernels with respect to r, i.e.,

(A'(r¥)q) () =/S2 grad, @(p, (), pr($))-[pg ®)—pg MY () ds($), £ €S,

and

(Al 1) (2) = = fgf WO 5 5GP ds(). & eS



5.4 Tterative Solution Methods 175

Note that as opposed to the Fréchet derivative of the boundary to far-field operator
¥ as given in Theorem 5.15 the derivatives of the integral operators are available in
an explicit form which offers computational advantages.

For convenience and also for later use in Sect. 5.6, we include the outline of a
proof for the invertibility of the single-layer potential operator in a Sobolev space
setting (see also Theorem 3.21).

Theorem 5.18 Assume that k* is not a Dirichlet eigenvalue of the negative Lapla-
cian in D. Then the single-layer potential operator S : H='/2(dD) — H'Y*(3D)
is bijective with a bounded inverse.

Proof Let ¢ € H™'/2(3D) satisfy S¢ = 0. Then the single-layer potential u with
density ¢ belongs to H'(D) and ngc (R3 \ D) and has vanishing trace on 9 D. By
Rellich’s lemma, i.e., uniqueness for the exterior Dirichlet problem, u vanishes in
IR? \ D and by the assumption on k2 it also vanishes in D. Now the jump relations
for the single-layer potential for the normal derivative, which remain valid in the
trace sense for H~!/? densities, imply ¢ = 0. Hence S is injective.

To prove surjectivity, we choose a second wave number kg > 0 such that k(% is
not a Neumann eigenvalue for the negative Laplacian in D and distinguish boundary
integral operators for the two different wave numbers by indices k and kg. By
Rellich’s lemma and the jump relations it can be seen that T, : H'/2(dD) —
H~'2(3D) is injective. Consequently, given f € H'/2(d D) the equations S ¢ = f
and Ty Sk = Ti,y f for ¢ € H=Y23D) are equivalent. In view of (3.13) we have
Ty S = C — I where

C =K — Tiy (S — S)-

From the increased smoothness of the kernel of § — &, as compared with that
of S analogous to the proof of Theorem 3.21 it follows that § — §, is compact
from H~'/2(3 D) into H'/?(3 D) and consequently C : H'/2(dD) — H~/*(3D)
is compact (see Corollary 3.7 and note that due to [315] the assumption that
dD belongs to C22(3D) is dispensable). Therefore, the Riesz—Fredholm theory
can be applied and injectivity of T, S implies solvability of T, S&¢ = T, f and
consequently also of S¢ = f. Hence, we have bijectivity of § and the Banach
open mapping theorem implies the boundedness of the inverse S, : H'/2(dD) —
H 2@ D). O

Transforming this theorem to the operator A, provided k2 is not a Dirichlet
eigenvalue of the negative Laplacian in the corresponding D, for fixed r the operator
A(r, ) : H7/2(S?) — H'/2(S?) is bijective. In this case, given an approximation
to the boundary parameterization r, the field equation (5.61) can be solved for the
density vr. Then, keeping i fixed, linearizing the data equation (5.62) with respect
to r leads to the linear equation

AL () = ttoo — Aso(r, V) (5.64)
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for ¢ to update the radial function » via r + ¢. This procedure can be iterated. For
fixed r and ¢ the operator A/_(r, ¥) has a smooth kernel and therefore is severely
ill-posed. This requires stabilization, for example via Tikhonov regularization. For
corresponding results on injectivity and dense range as prerequisites for Tikhonov
regularization we refer to [216].

This approach for solving the inverse obstacle scattering problem has been
proposed by Johansson and Sleeman [222]. It can be related to the Newton iterations
for the boundary to far field operator . In the case when k2 is not a Dirichlet
eigenvalue of the negative Laplacian in D we can write

F(r) = —Aos (1. [AG, )17 (W 0 ).

By the product and chain rule this implies
Fia = A (nAC ) (W o pr)) g
oo (1 [AG T A (114G T (0 0 pr) ) ) (5.65)

A (r, [A(r, )] (grad ' o p,) - pq) .

Hence, the iteration scheme proposed by Johansson and Sleeman can be interpreted
as Newton iterations for (5.19) with the derivative of ¥ approximated by the first
term in the representation (5.65). As to be expected from this close relation, the
quality of the reconstructions via (5.64) can compete with those of Newton iterations
for (5.19) with the benefit of reduced computational costs.

Following ideas first developed for the Laplace equation by Kress and Run-
dell [277], our second approach for iteratively solving the system (5.61) and
(5.62) consists in simultaneously linearizing both equations with respect to both
unknowns. In this case, given approximations r and ¥ both for the boundary
parameterization and the density, the system of linear equations

A'(r,¥)q + (gradu’ o py) - pg + A(r, x) = —A(r, ¥) —u' o p, (5.66)

and

A Y)g + Aso (g, ) = —Aco(r, Y1) + oo (5.67)

has to be solved for ¢ and x in order to obtain updates r + g for the boundary
parameterization and v + x for the density. This procedure again is iterated and
coincides with traditional Newton iterations for the system (5.61) and (5.62). It has
been analyzed and tested by Ivanyshyn and Kress, see for example [208, 212, 214].
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Due to the smoothness of the kernels in the second equation the system (5.66)
and (5.67) is severely ill-posed and requires regularization with respect to both
unknowns. For corresponding results on injectivity and dense range again we refer
to [216]. In particular, as in the Newton iterations for ¥, for the parameterization
update it is appropriate to incorporate Sobolev penalties.

The simultaneous iterations (5.66) and (5.67) again exhibit connections to the
Newton iteration for (5.19) as expressed through the following theorem which is
proven in [216].

Theorem 5.19 Assume that k* is not a Dirichlet eigenvalue of the negative
Laplacian in D and set ¢ := —[A(r, )] (ul ) pr). If q satisfies the linearized
boundary to far field equation (5.56) then q and

x = A1 (A6 g+ (gradul o pr) g

satisfy the linearized data and field equations ( 5.66) and (5.67). Conversely, if q
and x satisfy (5.66) and (5.67), then q satisfies (5.56).

Theorem 5.19 illustrates the difference between the iteration method based on
(5.66) and (5.67) and the Newton iterations for (5.19). In general when performing
(5.66) and (5.67) in the sequence of updates the relation A(r, ¥) = —(u' o p)
between the approximations r and i for the parameterization and the density will
not be satisfied. This observation also indicates a possibility to use (5.66) and (5.67)
for implementing a Newton scheme for (5.19). It is only necessary to replace the
update ¥ + x for the density by —[A(r+q, )17 (u’ o (p,+ py)), i-€., at the expense
of throwing away x and solving the field equation for the updated boundary with
representation r + g for a new density.

We present two examples for reconstructions via (5.66) and (5.67) that were
provided to us by Olha Ivanyshyn. In both cases, the synthetic data were obtained by
applying the spectral method of Sect. 3.7 for the combined double- and single-layer
method from (3.28) and consisted of 128 values of the far field. Correspondingly,
for the reconstruction the number of collocation points for the far field on S* also
was chosen as 128. For the discretization of the weakly singular integral equation
(5.66) the version of the spectral method described by (3.146) with the modification
(3.148) was used whereas for the smooth kernels of (5.66) the Gauss trapezoidal
rule (3.138) was applied. For both discretizations the number of quadrature points
was 242 corresponding to N’ = 10 in (3.148) and spherical harmonics up to order
N =7 as approximation spaces for the density. For the approximation space for the
radial function representing the boundary of the scatterer spherical harmonics up to
order six were chosen.

The wave number was k = 1 and the incident direction d = (0,1,0) is
indicated in the figures by an arrow. The iterations were started with a ball of radius
3.5Y(§) = 0.9873 centered at the origin. Both for regularizing the density update and
the surface update H'! penalization was applied with the regularization parameters
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selected by trial and error as o, = ay” and B, = By” depending on the iteration
number n with witha = 107%, 8 = 0.5 and y = 2/3. Both to the real and imaginary
part of the far field data 2% of normally distributed noise was added, i.e.,

8
Uso — U

lluoo ||L2(SZ)
In terms of the relative data error

luoo — Mr,oo||L2(§2)
€ 1=

oo ||L2(S2)

with the given far field data u, and the far field u, o corresponding to the radial
function r, a stopping criterion was incorporated such that the iteration was carried
on as long as €, > €,44. The figures show the exact shape on the left and the
reconstruction on the right.

The first example is a cushion shaped scatterer that is starlike with radial function

r0, ) = \/0.8 4 0.5(cos2¢p — 1)(cos46 — 1), 6 €[0,n], ¢ €[0,2m].

Figure 5.2 shows the reconstruction after 12 iteration steps with the final data error
€, = 0.020. The second example is a pinched ball with radial function

r0, ) = \/1.44+O.5 cos2¢p(cos20 — 1), 6 €[0,m], ¢ €10,2x].

Figure 5.3 shows the reconstruction after 13 iteration steps with data error €, =
0.019.

The method of simultaneous linearization (5.61) and (5.62) has been extended
to the case of sound-soft [213] and sound-hard [295] cracks in two dimensions. In
addition, it has been also applied to reconstructions of sound-soft or sound-hard
scatterers from the modulus of the far field pattern [207, 214]. In order to avoid the

Fig. 5.2 Reconstruction of a cushion from noisy data
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Fig. 5.3 Reconstruction of a pinched ball from noisy data

exceptional values for k2, modifications using combined single- and double-layer
potentials in the spirit of the existence analysis of Theorem 3.11 were suggested
in [211]. The numerical performance of the simultaneous linearizations has been
compared with the method of Johansson and Sleeman in [210].

In two dimensions, for inverse scattering from penetrable obstacles with constant
refractive index two variants of the method of simultaneous linearization have
also been applied. Two boundary integral equations obtained by a single-layer
potential approach to the transmission conditions have been combined with the far
field equation in [9]. The solution of the transmission problem via its equivalent
reformulation as a scattering problem with a nonlocal impedance condition as
described in Sect. 3.3, together with the far field equation, has been employed for
the inverse problem in [270].

Also in two dimensions, for scattering from an obstacle with a generalized
impedance condition the method of Johansson and Sleeman was applied in [269]
under the assumption of known impedance functions. For the classical impedance
condition the solution of the full inverse problem to recover both the shape and
the impedance function via simultaneous linearization was considered in [278]. For
the solution of the full inverse problem with generalized impedance condition by
simultaneous linearization so far only a related problem in the static case k = 0
has been considered in [65]. At this point we also mention the work of Bourgeois,
Chaulet, and Haddar [41-43] who solved the full inverse problem for the shape
and the coefficients in the generalized impedance condition by a least squares
optimization technique in a variational approach.

Since there are no explicit solutions of the direct scattering problem available,
as in the above examples numerical tests of approximate methods for the inverse
problem usually rely on synthetic far field data obtained through the numerical
solution of the forward scattering problem. Here we take the opportunity to put up
a warning sign against inverse crimes. In order to avoid trivial inversion of finite
dimensional problems, for reliably testing the performance of an approximation
method for the inverse problem it is crucial that the synthetic data be obtained by a
forward solver which has no connection to the inverse solver under consideration.
Unfortunately, not all of the numerical reconstructions which have appeared in
the literature meet with this obvious requirement. To be more precise about our
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objections, consider a m-parameter family G,, of boundary surfaces and use a
numerical method M for the solution of the direct problem to obtain a number
n of evaluations of the far field pattern u.,, for example, point evaluations or
Fourier coefficients. This obviously may be considered as defining some function
g : R™ — (C". Now use the method M to create the synthetic data for a boundary
surface 9D € G, that is, evaluate g for a certain parameter ag € IR™. Then,
for example in Newton’s method, incorporating the same method M in the inverse
solver now just means nothing else than solving the finite dimensional nonlinear
problem g(a) = g(aop). Hence, it is no surprise, in particular if m and n are not too
large, that the surface d D is recovered pretty well.

We conclude this subsection on iterative solution methods for solving the inverse
obstacle scattering problem by mentioning the use of level set methods. These were
introduced in the 1980s by Osher and Sethian [344] as a numerical method for the
approximation of surfaces in R? (or curves in IR?) and their movement. Instead
of relying on parameterizations, level set methods represent the surfaces as the set
of zeros I' = {x € R? : ¥(x) = 0} of a function ¥ defined in IR*> which has
positive values on one side of the surface and negative values on the other side. For
a surface changing with time a partial differential equation, the so-called Hamilton—
Jacobi equation, is used for the evolution of ¥ and, in principle, all computations
are performed in Cartesian coordinates in IR3. In particular, in the level set methods
the topology of the obstacle, i.e., the number of connected components, need not
be known in advance and may change during the computation. On the other hand,
by basing the computations on a Cartesian grid, no parameterization is available
and therefore the spectral methods for boundary integral equations for smooth
surfaces can no longer be used. In 1996 Santosa [383] suggested applying level set
methods to the solution of inverse problems, including inverse obstacle scattering
problems, and since then level set techniques for inverse problems have continued
to be investigated [46, 134].

5.5 Decomposition Methods

The main idea of the decomposition methods that we are considering in this chapter
is to break up the inverse obstacle scattering problem into two parts: the first part
deals with the ill-posedness by constructing the scattered wave u* from a knowledge
of its far field pattern u,, and the second part deals with the nonlinearity by
determining the unknown boundary dD of the scatterer as the location where the
boundary condition for the total field u’ + u* is satisfied. Since the nonlinearity
and ill-posedness of the inverse scattering problem are of central importance,
decomposition methods serve the purpose of bringing into focus these two salient
features of the inverse problem. We begin with a detailed analysis of the method
introduced in a series of papers by Kirsch and Kress [245-247] that we outlined
already in the introduction. We confine our analysis to inverse scattering from a
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three-dimensional sound-soft scatterer. However, we note that the method can be
carried over to the two-dimensional case and to other boundary conditions.

For the first part, we seek the scattered wave in the form of a surface potential.
We choose an auxiliary closed C? surface I contained in the unknown scatterer D.
The knowledge of such an internal surface I" requires weak a priori information
about D. Since the choice of I is at our disposal, without loss of generality we may
assume that it is chosen such that the Helmholtz equation Au + k*>u = 0 in the
interior of I" with homogeneous Dirichlet boundary condition # = 0 on I" admits
only the trivial solution u = 0, i.e., k> is not a Dirichlet eigenvalue for the negative
Laplacian in the interior of I". For example, we may choose I" to be a sphere of
radius R such that kR does not coincide with a zero of one of the spherical Bessel
functions j,,n =0,1,2,....

Given the internal surface I", we try to represent the scattered field as an acoustic
single-layer potential

u® (x) =/F<P(x,y)s0(y)dS(y) (5.68)
with an unknown density ¢ € L?(I"). From (2.15) we see that the asymptotic

behavior of this single-layer potential is given by

. 1 eiklxl
u(x) = P ]

f TRV (y)ds(y) + O <i> . x| = oo,
r

|x|2

uniformly for all directions * = x/|x|. Hence, given the far-field pattern uo, we
have to solve the integral equation of the first kind

Soo = Uoo (5.69)

for the density ¢ where the integral operator Sy, : L>(I") — L?(S?) is defined by

1 A
($e0) () 1= 1 / Koy ds(y), & e S (5.70)
T Jr

The integral operator S has an analytic kernel and therefore Eq. (5.69) is severely
ill-posed. We first establish some properties of Sx.

Theorem 5.20 The far field integral operator Sx, defined by (5.70), is injective and
has dense range provided k* is not a Dirichlet eigenvalue for the negative Laplacian
in the interior of I.

Proof Let Sx¢ = 0 and define the acoustic single-layer potential by (5.68). Then
u® has far field pattern uoo = 0, whence u® = 0 in the exterior of I" follows
by Theorem 2.14. Analogous to (3.10), we introduce the normal derivative of the
single-layer operator K’ : L>(I") — L*(I'). By the L? jump relation (3.23), we
find that
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o —K'o=0.

Employing the argument used in the proof of Theorem 3.35, by the Fredholm

alternative we see that the nullspaces of I — K’ in L%(I") and in C(I") coincide.

Therefore, ¢ is continuous and by the jump relations for continuous densities u*

represents a solution to the homogeneous Dirichlet problem in the interior of I".

Hence, by our assumption on the choice of I", we have u® = 0 everywhere in R.

The jump relations of Theorem 3.1 now yield ¢ = 0 on I", whence S is injective.
The adjoint operator S, : L?(S?) — L?(I") of S is given by

1 N
(558 = 4—/ K Ve(R)ds(R), yel. (5.71)
T JSs2

Let S5 g = 0. Then

o(y) = /S @ ds(@). y e R

defines a Herglotz wave function which vanishes on I, i.e., it solves the homoge-
neous Dirichlet problem in the interior of I". Hence, it vanishes there by our choice
of I" and since v is analytic in R? it follows that v = 0 everywhere. Theorem 3.27
now yields g = 0 on S?, whence S is injective and by Theorem 4.6 the range of
S is dense in L2(S?). O

For later use we state a corresponding theorem for the acoustic single-layer
operator S : L?(I") — L?(A) defined by

(Sp)(x) := /Fq)(x,yﬁp(y) ds(y), xe€A, (5.72)

where A denotes a closed C? surface containing I” in its interior. The proof is similar
to that of Theorem 5.20 and therefore is left as an exercise for the reader.

Theorem 5.21 The single-layer operator S, defined by (5.72), is injective and has
dense range provided k* is not a Dirichlet eigenvalue for the negative Laplacian in
the interior of I'.

Also for later use, recalling (3.85) we introduce the Herglotz operator H :
L%(S*) — L?(A) as the restriction of the Herglotz function with kernel g to a
closed surface A by

(Hg)(x) := /2 5 lo(dyds(d), x e A. (5.73)
S

Theorem 5.22 The Herglotz operator H, defined by (5.73), is injective and has
dense range provided k* is not a Dirichlet eigenvalue for the negative Laplacian in
the interior of A.
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Proof Up to a factor of 47, the operator H is the adjoint of the far field integral
operator given by (5.70). Therefore, the statement of the theorem is equivalent to
Theorem 5.20. |

We note that if H is viewed as an operator from L?(S?) into the space of solutions
to the Helmholtz equation in H'(G) where G is the interior of A, then H (L%(S?))
is dense in this space without any restriction on the wave number [102, 127], see
also Corollary 5.32.

We now know that by our choice of I" the integral equation of the first kind
(5.69) has at most one solution. Its solvability is related to the question of whether
or not the scattered wave can be analytically extended as a solution to the Helmholtz
equation across the boundary d D. Clearly, we can expect (5.69) to have a solution
¢ € L2%(I") only if us is the far field of a radiating solution to the Helmholtz
equation in the exterior of I" and by Theorem 3.6 the boundary data must belong
to the Sobolev space H'(I"). Conversely, it can be shown that if 1., satisfies these
conditions then (5.69) is indeed solvable. Hence, the solvability of (5.69) is related
to regularity properties of the scattered field which, in general, cannot be known in
advance for an unknown obstacle D.

We wish to illustrate the degree of ill-posedness of Eq. (5.69) by looking at the
singular values of Sy in the special case where I" is the unit sphere. Here, from the
Funk-Hecke formula (2.45), we deduce that the singular values of Sy are given by

:u'n=|]n(k)|, n=0,1,....

Therefore, from the asymptotic formula (2.38) and Stirling’s formula, we have the
extremely rapid decay

k n
hy = O (§—> . n— oo, (5.74)
n

indicating severe ill-posedness.
We may apply the Tikhonov regularization from Sect. 4.4, that is, we may solve

APy + S5 SooPa = Sioltco (5.75)

with regularization parameter « > 0 instead of (5.69). Through the solution ¢, of
(5.75) we obtain the approximation

U, (x) =/ D (x, Nl + 8§ 80) " S oo ds (5.76)
r

for the scattered field. However, by passing to the limit @ — 0 in (5.75), we observe
that we can expect convergence of the unique solution ¢, to the regularized equation
only if the original equation (5.69) is solvable. Therefore, even if u, is the exact far
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field pattern of a scatterer D, in general u}, will not converge to the exact scattered
field u® since, as mentioned above, the original equation (5.69) may not be solvable.

Given the approximation u,, we can now seek the boundary of the scatterer D
as the location of the zeros of u! + u), in a minimum norm sense, i.e., we can
approximate d D by minimizing the defect

' + ulll 24 (5.77)

over some suitable class U of admissible surfaces A. Instead of solving this
minimization problem one can also visualize d D by color coding the values of the
modulus |u| of the total field u ~ u' + u? on a sufficiently fine grid over some
domain containing the scatterer. For the minimization problem, we will choose U
to be a compact subset (with respect to the C18 norm, 0 < B < 1,) of the set of all
starlike closed C? surfaces, described by

a=lrdiies?], rec’@, (5.78)
satisfying the a priori assumption
0 <ri(®) <r@®) <r.(x), xeS? (5.79)

with given functions r; and r, representing surfaces A; and A, such that the internal
auxiliary surface I" is contained in the interior of A; and the boundary 9D of the
unknown scatterer D is contained in the annulus between A; and A.. We recall
from Sect. 5.3 that for a sequence of surfaces we understand convergence A, —
A, n — 00, in the sense that ||r,, — ’””C'J‘(S2) — 0, n — oo, for the functions r,
and r representing A, and A via (5.78).

For a satisfactory reformulation of the inverse scattering problem as an opti-
mization problem, we want some convergence properties when the regularization
parameter « tends to zero. Therefore, recalling the definition (5.72) of the single-
layer operator S, we combine the minimization of the Tikhonov functional for (5.69)
and the defect minimization (5.77) into one cost functional

1@, A @) = 1S9 = ool oy + @l@l7apy + v’ +Spl7a - (5.80)

Here, « > 0 denotes the regularization parameter for the Tikhonov regularization
of (5.69) represented by the first two terms in (5.80) and y > 0 denotes a coupling
parameter which has to be chosen appropriately for the numerical implementation
in order to make the first and third term in (5.80) of the same magnitude. In the
sequel, for theoretical purposes we always may assume y = 1.

Definition 5.23 Given the incident field u’, a (measured) far field uo, € L2(S?)
and a regularization parameter « > 0, a surface A from the compact set U is called
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optimal if there exists ¢ € L2(I") such that ¢ and A minimize the cost functional
(5.80) simultaneously over all ¢ € L*(I') and A € U, that is, we have

w(po, Ag; o) = m(a)
where

m(a) = inf ulp, A; ).
peLl?(I'), AcU

For this reformulation of the inverse scattering problem into a nonlinear opti-
mization problem, we can now state the following results. Note that in the existence
Theorem 5.24 we need not assume that u, is an exact far field pattern.

Theorem 5.24 For each o > 0 there exists an optimal surface A € U.

Proof Let (¢,, A;) be a minimizing sequence in LZ(F) x U,i.e.,
lim p(pn, An; ) = m(a).
n—>oo
Since U is compact, we can assume that A, - A € U, n — 0o. From
2
a”(/’n”LZ(p) S M(‘an An; CV) - m(a), n — 00,

and o > 0 we conclude that the sequence (¢, ) is bounded, i.e., [ 2y < ¢ for
all n and some constant c¢. Hence, we can assume that it converges weakly ¢, — ¢
in LE(I') as n — o0. Since Sy : L2(I") — L3(S?) and S : L3(I') —» L%*(A)
represent compact operators, it follows that Sx¢, — So¢ and S¢, — S¢ as
n — oo. We indicate the dependence of S : LYX(I') — L*(A,) onn by writing S,.
With functions r,, and r representing A, and A via (5.78), by Taylor’s formula we
can estimate

1D (ra(®) X, y) — @ (r(®) £, Y| < L&) —r®)]
forall £ € S? and all y € I'. Here, L denotes a bound on grad, @ on W x I" where

W is the closed annular domain between the two surfaces A; and A,. Then, using
the Cauchy—Schwarz inequality, we find that

/F{¢(rn()?))?,y)—¢(r()?))?,y)}<pn(y)dS(y) < cL I rp(X) —r(X)]

for all # € S2. Therefore, from ||S¢, — S<p||iz(A) — 0, n — 00, we can deduce
that

i 2 ] 2
”Ml + Sz‘ﬁn”LZ(An) g ”Ml + S(P”Lz(A), n — 00.
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This now implies

allgnllFa ) = m@) = 1S9 — tooll2ge) = U + S@l7a 4 < @llllzap

forn — oo. Since we already know weak convergence ¢, — ¢, n — 00, it follows
that

. 2 ot 2 2
Jm llgn —@llo ) = Hm lleallys = lell2 ) =0,
i.e., we also have norm convergence ¢, — ¢, n — oo. Finally, by continuity
(e, Aso) = Lm p(gn, Ans @) = m(a),
n—oo

and this completes the proof. O
Theorem 5.25 Let uso be the exact far field pattern of a domain D such that 0 D

belongs to U. Then we have convergence of the cost functional

lim m(«x) = 0. (5.81)

a—0

Proof By Theorem 5.21, given ¢ > 0 there exists ¢ € L>(I") such that
ISp + u' 22Dy < &

Since by Theorem 5.17 and the far field representation (2.14) the far field pattern of a
radiating solution of the Helmholtz equation depends continuously on the boundary
data, we can estimate

[So0@ — tooll2(s2) < cllS@ — u’ |l 125 py
for some constant c. From u! + u® = 0 on 9 D we then deduce that

1(p. 0D ) < (1+cHe” +allpllls - = (1+cHe”,  a— 0.

(I
Since ¢ is arbitrary, (5.81) follows. |
Based on Theorem 5.25, we can state the following convergence result.

Theorem 5.26 Let (v,) be a null sequence and let (A,) be a corresponding
sequence of optimal surfaces for the regularization parameter o,. Then there exists
a convergent subsequence of (Ay). Assume that u is the exact far field pattern of
a domain D such that 0D is contained in U. Then every limit point A* of (Ap)
represents a surface on which the total field vanishes.

Proof The existence of a convergent subsequence of (A,) follows from the
compactness of U. Let A* be a limit point. Without loss of generality, we can
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assume that A, — A*, n — oo. Let u* denote the solution to the direct scattering
problem with incident wave u' for the obstacle with boundary A*, i.e., the boundary
condition reads

u*4+u' =0 on A*, (5.82)
Since A, is optimal for the parameter «,, there exists ¢, € LZ(F ) such that

w(@n, An; oy) = m(ay)

forn = 1,2,.... We denote by u,, the single-layer potential with density ¢, and
interpret u, as the solution to the exterior Dirichlet problem with boundary values
S,¢, on the boundary A,. By Theorem 5.25, these boundary data satisfy

lun +u'll2a,) = 0, 1 — oo. (5.83)

By Theorem 5.17, from (5.82) and (5.83) we now deduce that the far field patterns
Sco@n of u, converge in L%(S?) to the far field pattern u, of u*. By Theorem 5.25,
we also have || Ssopn —Uooll2(s2) — 0, n — 00. Therefore, we conclude uoo = u3,,
whence u® = u* follows. Because of (5.82), the total field u® + u’ must vanish
on A*. O

Since we do not have uniqueness either for the inverse scattering problem or
for the optimization problem, in the above convergence analysis we cannot expect
more than convergent subsequences. In addition, due to the lack of a uniqueness
result for one wave number and one incident plane wave, we cannot assume that we
always have convergence to the boundary of the unknown scatterer. However, if we
have the a priori information that the diameter of the unknown obstacle is less than
27/ k, then by Corollary 5.3 we can sharpen the result of Theorem 5.26 and, by a
standard argument, we have convergence of the total sequence to the boundary of
the unknown scatterer.

Before we turn to related decomposition methods, we wish to mention some
modifications and extensions of the Kirsch—Kress method. We can try to achieve
more accurate reconstructions by using more incident plane waves u"], .o, ul with
different directions dy, . . ., d, and corresponding far field patterns usc 1, - - -, Uoo.n-
Then we have to minimize the sum

n

> {150 — oo 122, +llgf 12y + vl + Spil2a ) (584
j=1
over all ¢1,...,¢, € LZ(F ) and all A € U. Obviously, the results of the three

preceding theorems carry over to the minimization of (5.84). Of course, the use of
more than one wave will lead to a tremendous increase in the computational costs.
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These costs can be reduced by using suitable linear combinations of incident plane
waves as suggested by Zinn [433].

In addition to the reconstruction of the scatterer D from far field data, we also
can consider the reconstruction from near field data, i.e., from measurements of the
scattered wave u® on some closed surface [pneys containing D in its interior. By
the uniqueness for the exterior Dirichlet problem, knowing #* on the closed surface
Ineas implies knowing the far field pattern u, of u®. Therefore, the uniqueness
results for the reconstruction from far field data immediately carry over to the case of
near field data. In particular, since the measurement surface /e, trivially provides
a priori information on the size of D, a finite number of incident plane waves will
always uniquely determine D. In the case of near field measurements, the integral
equation (5.69) has to be replaced by

(5.85)

where in a slight abuse of notations analogous to (5.72) the integral operator S :
L>(I") = L*(I'meas) is given by

(Se)(x) 2=/F¢(x,y)<p(y)dS(y), X € Ineas- (5.80)

N

Correspondingly, for given u’ and Upneas»

modified into minimizing the sum

the optimization problem has to be

1S9 = uneas 2y + @@l o py + VU + Sl ) (5.87)

simultaneously over all ¢ € L>(I") and A € U. The results of Theorems 5.24-5.26
again carry over to the near field case.

The integral operator S given by (5.86) has an analytic kernel and therefore
Eq. (5.85) is ill-posed. In the special case where I" is the unit sphere and where
I'neas 1S @ concentric sphere with radius R, from the addition theorem (2.43) we
deduce that the singular values of S are given by

tn = kR jn (k)]

hf,l)(kR)‘, n=0,1,....

Therefore, from the asymptotic formulas (2.38) and (2.39) we have

R—n
l’l’l’l:O<2n+l>v n_)oov

indicating an ill-posedness which is slightly less severe than the ill-posedness of
the corresponding far field case as indicated by the asymptotics (5.74). However,
numerical experiments (see [282]) have shown that unfortunately this does not lead
to a highly noticeable increase in the accuracy of the reconstructions.
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So far we have assumed the far field to be known for all observation directions
X. Due to analyticity, for uniqueness it suffices to know the far field pattern on a
subset £2 C S? with a nonempty interior. Zinn [433] has shown that after modifying
the far field integral operator S, given by (5.70) into an operator from L?(I") into
L?(£2)) and replacing S* by £2 in the Tikhonov part of the cost functional  given
by (5.80) the results of Theorems 5.24-5.26 remain valid. However, as one would
expect, the quality of the reconstructions decreases drastically for this so-called
limited-aperture problem. For two-dimensional problems the numerical experiments
in [433] indicate that satisfactory reconstructions need an aperture not smaller than
180 degrees and more than one incident wave.

We also want to mention that, in principle, we may replace the approximation
of the scattered field u® through a single-layer potential by any other convenient
approximation. For example, Angell, Kleinman, and Roach [15] have suggested
using an expansion with respect to radiating spherical wave functions. Using a
single-layer potential approximation on an auxiliary internal surface I has the
advantage of allowing the incorporation of a priori information on the unknown
scatterer by a suitable choice of I". Furthermore, by the addition theorem (2.43),
from a theoretical point of view we may consider the spherical wave function
approach as a special case of the single-layer potential with I" a sphere. We also
want to mention that the above methods may be considered as having some of their
roots in the work of Imbriale and Mittra [202] who described the first reconstruction
algorithm in inverse obstacle scattering for frequencies in the resonance region (see
also [394]).

For the numerical solution, we must of course discretize the optimization
problem. This is achieved through replacing L>(I") and U by finite dimensional
subspaces. Denote by (X,) a sequence of finite dimensional subspaces X,_1 C
X, C L2(F) such that U;ozl X, is dense in Lz(F). Similarly, let (U,) be a
sequence of finite dimensional subsets U,_; C U, C U such that U;’;l U, is
dense in U. We then replace the optimization problem of Definition 5.23 by the finite
dimensional problem where we minimize over the finite dimensional set X, x U,
instead of L2(I'") x U.

The finite dimensional optimization problem is now a nonlinear least squares
problem with dim X,, 4+ dim U,, unknowns. For its numerical solution, we suggest
using a Levenberg—Marquardt algorithm [321] as one of the most efficient nonlinear
least squares routines. It does not allow the imposition of constraints but we found
in practice that the constraints are unnecessary due to the increase in the cost
functional as A approaches I” or tends to infinity. Note that, as opposed to Sect. 5.3,
to implement this approach it is not necessary to solve a forward scattering problem
at each step of the iterations.

The numerical evaluation of the cost functional (5.80), including the integral
operators S and S, in general requires the numerical evaluation of integrals with
analytic integrands over analytic surfaces S?, I and A. The integrals over the unit
sphere can be numerically approximated by the Gauss trapezoidal product rule
(3.138) described in Sect. 3.7. The integrals over I" and A can be transformed into
integrals over S? through appropriate substitutions and then again approximated via
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(3.138). Canonical subspaces for the finite dimensional optimization problems are
given in terms of spherical harmonics as follows. Denote by Z,, the linear space of
all spherical harmonics of order less than or equal to n. Let p : I' — S? be bijective
and choose X,, C L2(I") by

X, ={p=Yop:YeZ,}.

Choose U, to be the set of all starlike surfaces described through (5.78) and (5.79)
with r € Z,. Then, by Theorem 2.7, the degree of freedom in the optimization
problem is 2(n + 12

The above convergence analysis requires to combine the minimization of the
Tikhonov functional for (5.69) and the defect minimization (5.77) into one cost
functional (5.80). However, numerical tests have shown that satisfactory results can
also be obtained when the two steps are carried out separately in order to reduce the
computational costs.

For further details on the numerical implementation and examples for recon-
structions we refer to [245-247, 249] for two dimensions and to [282] for three
dimensions including shapes which are not rotationally symmetric. Instead of a
single-layer potential on an auxiliary internal surface, of course, also a double-layer
potential can be used. Corresponding numerical reconstructions were obtained by
Haas and Lehner [162].

Note that the potential approach of the Kirsch—-Kress method can also be
employed for the inverse problem to recover the impedance given the shape of the
scatterer. In this case the far field equation (5.69) is solved with I" replaced by
the known boundary d D. After the density ¢ is obtained via (5.75) the impedance
function A can be determined in a least-squares sense from the impedance boundary
condition after evaluating the trace and the normal derivative of the single-layer
potential (5.76) on 9D (see [4, 215]).

A hybrid method combining ideas of the above decomposition method and
Newton iterations of the previous section has been suggested and investigated in
a series of papers by Kress and Serranho [267, 279, 280, 391, 392]. In principle, this
approach may be considered as a modification of the Kirsch—Kress method in the
sense that the auxiliary surface I is viewed as an approximation for the unknown
boundary of the scatterer. Then, keeping the potential «}, resulting via (5.76) from
a regularized solution of (5.69) fixed, I" is updated via linearizing the boundary
condition u’ + u%, = 0 around I".

If we assume again that I” is starlike with radial function » and look for an update
I" that is starlike with radial function r + ¢ the update is found by linearizing the

boundary condition (u’ + )|z = 0, that is, by solving

(ui + ui)

|+ erad(’ +ul)| - (pq o p;l) -0 (5.88)

for g. Recall the notation introduced in (5.32). In an obvious way, the two steps
of alternatingly solving (5.69) by Tikhonov regularization and solving (5.88) in
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the least squares sense are iterated. For the numerical implementation, the terms
ugy | and grad ufx} r in (5.88) are evaluated with the aid of the jump relations
and the update g, for example, as above in the Kirsch—Kress method is taken
from the linear space Z,, of all spherical harmonics of order less than or equal to
some appropriately chosen 7. From numerical examples in two [267, 279, 391] and
three dimensions [392] it can be concluded that the quality of the reconstructions is
similar to that of Newton iterations.

On the theoretical side, in [392] Serranho obtained results analogous to The-
orems 5.24-5.26 and in [391] he achieved a convergence result in the spirit of
Potthast’s analysis [360]. Furthermore, this iterative variant of the Kirsch—Kress
method is closely related to the third alternative pointed out in the previous section
for an iterative solution of the system (5.59) and (5.60) by first solving the ill-posed
data equation (5.60) for the density and then solving the linearized field equation
(5.59) to update the boundary. Alternating the solutions of (5.69) and (5.88) can
be seen to coincide with alternating the solutions of (5.60) and the linearization
of (5.59) where the derivative of A with respect to r is replaced by a derivative
where one linearizes only with respect to the evaluation surface for the single-layer
potential but not with respect to the integration surface [216]. A second degree
method where (5.88) is replaced by a Taylor formula up to second order has been
investigated in [281].

We now proceed with a brief description of the point source method due to
Potthast [357, 358, 361] as our second example of a decomposition method. For
this we begin with a few comments on the interior Dirichlet problem. The classical
approach for solving the interior Dirichlet problem is to seek the solution in the form
of a double-layer potential

0P (x,
u<x>=/ 9P vy ds(y), x e D,
N A5

with a continuous density ¢. Then, given a continuous function f on 9D, by the
jump relations of Theorem 3.1 the double-layer potential u satisfies the boundary
condition u = f on dD if the density solves the integral equation

¢ —Kop=-2f

with the double-layer integral operator K defined by (3.9). If we assume that k?
is not a Dirichlet eigenvalue for D, i.e., the homogeneous Dirichlet problem in D
has only the trivial solution, then with the aid of the jump relations it can be seen
that / — K has a trivial null space in C(dD) (for details see [104]). Hence, by
the Riesz—Fredholm theory / — K has a bounded inverse (I — K Y~ from C(3D)
into C(dD). This implies solvability and well-posedness of the interior Dirichlet
problem. In particular, we have the following theorem. For our discussion below on
the point source method it would be sufficient to require norm convergence of the
boundary data. The stronger result will be needed later on in the presentation of the
Colton—Monk method.
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Theorem 5.27 Assume that k? is not a Dirichlet eigenvalue for the bounded domain
D. Let (uy,) be a sequence of C2(D) N C(D) solutions to the Helmholtz equation in
D such that the boundary data f, = u, on 3D are weakly convergent in L*(d D).
Then the sequence (u,) converges uniformly (together with all its derivatives) on
compact subsets of D to a solution u of the Helmholtz equation.

Proof Following the argument used in Theorem 3.35, the Fredholm alternative can
be employed to show that (I — K)~! is bounded from L2(3D) into L%(3 D). Hence,
the sequence ¢, = 2(K — D7, converges weakly to ¢ = 2(K — I)7'f
as n — oo provided (f;) converges weakly towards f. Substituting this into
the double-layer potential, we see that the sequence (u,) converges pointwise in
D to the double-layer potential u with density ¢. Applying the Cauchy—Schwarz
inequality to the double-layer potential, we see that

~ e |8Gy) A
un (x1)—un(x2)| < [3D| yseua% 0y 0y 12K =D fallz25p)
for all x1, xo € D. From this we deduce that the u,, are equicontinuous on compact
subsets of D since weakly convergent sequences are bounded. This, together with
the pointwise convergence, implies uniform convergence of the sequence (u,) on
compact subsets of D. Convergence of the derivatives follows in an analogous
manner. =

Our motivation of the point source method is based on Huygens’ principle from
Theorem 3.15, i.e., the scattered field representation

u'(x) = —/ 3_u () D(x,y)ds(y), x¢€ R? \ D, (5.89)
ap OV

and the far field representation

1 9 o
o) = —— | L e v as(y), £eS? (5.90)
47 9D av

As in the Kirsch-Kress method we choose an auxiliary closed C? surface A.
However, we now require that the unknown scatterer D is contained in the interior
of A. We try to approximate the point source @ (x, -) for x in the exterior of A by a
Herglotz wave function such that

D (x,y) ~ % /S2 5y g (d)ds(d) (5.91)

for all y in the interior of A and some g, € L?(S?). Under the assumption that
k? is not a Dirichlet eigenvalue for the negative Laplacian in the interior of A, by
Theorem 5.22 the Herglotz wave functions are dense in L>(A). Consequently, by
Theorem 5.27 the approximation (5.91) can be achieved uniformly with respect to
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y up to derivatives of second order on compact subsets of the interior of A. We can
now insert (5.91) into (5.89) and use (5.90) to obtain

W () ~ f gx (dttoo (—d) ds(d) (5.92)
SZ

as an approximation for the scattered wave u*®. The expression on the right-hand
side of (5.92) may be viewed as a backprojection of the far field pattern by a weight
function g. Knowing an approximation for the scattered wave, in principle, the
boundary 9 D can be found as above in the Kirsch—Kress method from the boundary
condition u’ 4+ u* =0 on dD.

The approximation (5.91) can be obtained in practice by solving the ill-posed
linear integral equation

/ ekrdg (d)ds(d) =4n®(x,y), ye€A, (5.93)
SZ

via Tikhonov regularization and Morozov’s discrepancy principle Theorem 4.16.
Note that although the integral equation (5.93) is in general not solvable, the approx-
imation property (5.92) is ensured through the denseness result of Theorem 5.22 on
Herglotz wave functions.

Since the concept of the point source method requires the unknown scatterer D
to be contained in the interior of A and the source point x is located in the exterior of
A, in order to obtain approximations for the scattered field at locations close to the
boundary 9D in the numerical implementation it is necessary to solve (5.93) for a
number of surfaces A, associated with a grid of source points x. The computational
effort for doing this can be substantially reduced by fixing a reference surface A not
containing the origin in its interior, for example a sphere, and then choosing

Ay =MA+x

that is, first apply an orthogonal matrix M to the reference surface A and then
translate it. Straightforward calculations show that if the Herglotz wave function
with kernel g approximates the point source @ (0, -) located at the origin with error
less than & with respect to L2(A) then the Herglotz wave function with kernel

gx(d) — e—ikx-dg(M*d)

approximates the point source @ (x, -) located at x with error less than ¢ with respect
to L?(A,). Hence, it suffices to solve (5.93) via Tikhonov regularization only once
for x = 0 and A.

In the practical implementation for a grid of points x¢, £ = 1,...,L, the
above procedure is carried out for a finite number of matrices M;, j = 1,..., J,
representing various directions that are used to move the approximating domain
around. As an indicator to decide whether the crucial condition that D is contained
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in the interior of A, is satisfied, one can use two different error levels in the solution
of the integral equation (5.93), that is, two different regularization parameters in the
Tikhonov regularization and keep the approximation obtained via (5.92) only if the
two results are close. For more details on the mathematics and numerics of the point
source method we refer to [361-363].

Here we conclude our short discussion of the point source method by pointing
out a duality to the Kirsch—Kress method as observed by Potthast and Schulz [364].
In view of (5.71) we rewrite (5.93) in the operator form § g, = @ (x, -) and obtain
via Tikhonov regularization and (5.92) the approximation

Ul (x) = f2 Ruo(@] + S$085) " S @ (x, ) ds (5.94)
S

for the scattered field with the reflection operator R from (3.70). Using the relations
Sl + SS0) 7 = (ol + S5,5%) 7S and S Sog = S S and S5 Ritno =
S Uso We can transform

/ Rutoo (@l + $085) " S0 ®(x, ) ds
S2

= (@] 4 S0 8) 'SP (x, ), Riloo) 1252

= (D (x, ), (@] + §i80) ™ S Ritoo) 124

= / D (x, )@l + 5, 8x) " Stuoo ds,
A

i.e., the approximations (5.76) and (5.94) for the scattered field coincide.

We conclude this section on decomposition methods with an approximation
method that was developed by Colton and Monk [110-112]. We will present this
method in a manner which stresses its close connection to the method of Kirsch
and Kress. Its analysis is related to the completeness properties for far field patterns
of Sect. 3.4. In the first step of this method we look for superpositions of incident
fields with different directions which lead to simple far field patterns, for example
to far fields belonging to radiating spherical wave functions. To be more precise, we
consider as incident wave v’ a superposition of plane waves of the form

vi(x)=/ 5 lg(dyds(d), xeR3, (5.95)
S2

with weight function g € LZ(SZ), i.e., the incident wave is a Herglotz wave function.
By Lemma 3.28, the corresponding far field pattern

voo()?)zf uso(X, d)g(d) ds(d), % €S2,
SZ
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is obtained by superposing the far field patterns u (- , d) for the incoming directions
d. We note that by the Reciprocity Theorem 3.23 we may also consider (5.95) as
a superposition with respect to the observation directions instead of the incident
directions. Therefore, if we fix d and superpose with respect to the observation
directions, we can view this method as one of determining a linear functional having
prescribed values on the set of far field patterns. Viewed in this way the method of
Colton and Monk is sometimes referred to as a dual space method.

If we now want the scattered wave to become a prescribed radiating solution
v¥ to the Helmholtz equation with far field pattern v, given the far field patterns
Uso (-, d) for all incident directions d we need to solve the integral equation of the
first kind

Fg = veo (5.96)

where the far field operator F : L?(S?) — L*(S?) is defined by (3.68). Since F has
an analytic kernel, Eq. (5.96) is ill-posed. Once we have constructed the incident
field v’ by (5.95) and the solution of (5.96), in the second step we determine the
boundary as the location of the zeros of the total field v’ + v*.

We have already investigated the operator F in Sect.3.4. In particular, by
Corollary 3.30, we know that F is injective and has dense range if and only if there
does not exist a Dirichlet eigenfunction for D which is a Herglotz wave function.
Therefore, for the sequel we will make the restricting assumption that k2 is not a
Dirichlet eigenvalue for the negative Laplacian in the unknown scatterer D.

Now we assume that IR \ D is contained in the domain of definition for v*. In
particular, if we choose radiating spherical waves for v*® this means that the origin
is contained in D. We associate the following uniquely solvable interior Dirichlet
problem

AV + k%' =0 in D, (5.97)
with boundary condition
V' 4+v*=0 ondD (5.98)

to the inverse scattering problem. From Theorem 3.34 we know that the solvability
of the integral equation (5.96) is connected to this interior boundary value problem,
i.e., (5.96) is solvable for g € L2(S?) if and only if the solution v’ to (5.97) and
(5.98) is a Herglotz wave function with kernel g. Therefore, the solvability of (5.96)
depends on the question of whether or not the solution to the interior Dirichlet
problem (5.97) and (5.98) can be analytically extended as a Herglotz wave function
across the boundary 9 D and this question again cannot be answered in advance for
an unknown obstacle D.

We again illustrate the degree of ill-posedness of Eq.(5.96) by looking at the
singular values in the special case where the scatterer D is the unit ball. Here, from
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the explicit form (3.38) of the far field pattern and the addition theorem (2.30), we
find that the singular values of F are given by

_dr bl

ko nP o)

with the asymptotic behavior

ek 2n
un=0(2—> , n — 0Q.
n

This estimate is the square of the corresponding estimate (5.74) for the singular
values of § in the Kirsch—Kress method.

We can again use Tikhonov regularization with regularization parameter o to
obtain an approximate solution g, of (5.96). This then leads to an approximation
v!, for the incident wave v’ and we can try to find the boundary of the scatterer D
as the set of points where the boundary condition (5.98) is satisfied. We do this by
requiring that

vh 40 =0 (5.99)

is satisfied in the minimum norm sense. However, as in the Kirsch—Kress method,
for a satisfactory reformulation of the inverse scattering problem as an optimization
problem we need to combine a regularization for the integral equation (5.96)
and the defect minimization for (5.99) into one cost functional. If we use the
standard Tikhonov regularization as in Definition 5.23, i.e., if we use as penalty
term || g ||i2 2y then it is easy to prove results analogous to those of Theorems 5.24
and 5.25. However, we would not be able to obtain a convergence result correspond-
ing to Theorem 5.26. Therefore, we follow Blohbaum [34] and choose a penalty
term for (5.96) as follows. We recall the description of the set U of admissible
surfaces from p. 184 and pick a closed C? surface I', such that A, is contained in
the interior of I',. In addition, without loss of generality, we assume that k2 is not a
Dirichlet eigenvalue for the negative Laplacian in the interior of I,. Then we define
the combined cost functional by

(g, A5 @) = 1Fg = Voollzea) + @l HEl o) + Y IHE + 0" 2y (5:100)

The coupling parameter y is again necessary for numerical purposes and for the
theory we set y = 1. Since the operator H in the penalty term does not have a
bounded inverse, we have to slightly modify the notion of an optimal surface.

Definition 5.28 Given the (measured) far field uo, € L2(S? x S?) for all incident
and observation directions and a regularization parameter o > 0, a surface Ao from
the compact set U is called optimal if
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inf  u(g, Ao; o) = m(w),
geLX($?)

where

m(a) = inf u(g, A; a).
geL2(S?), AcU

Note that the measured far field u, enters in the operator F through (3.68). For
this reformulation of the inverse scattering problem into a nonlinear optimization
problem, we have results similar to those for the Kirsch—Kress method. We note
that in the original version of their method, Colton and Monk [110, 111] chose the
cost functional (5.100) without the penalty term and minimized over all g € Lz(Sz)
with || g|| 22 < P i.e., the Tikhonov regularization with regularization parameter
o — 0 was replaced by the quasi-solution with regularization parameter p — 00.

Theorem 5.29 For each o > 0 there exists an optimal surface A € U.

Proof Let (g,, A,) be a minimizing sequence from L3(S?) x U, ie.,
lim w(gn, An; @) = m(a).
n—>oo

Since U is compact, we can assume that A, — A € U, n — 0. Because of the
boundedness

allHenll o, < 14(8ns Ans @) = m(@), n— oo,

we can assume that the sequence (Hg,) is weakly convergent in L>(I}). By
Theorem 5.27, applied to the interior of I, the weak convergence of the boundary
data Hg, on I, then implies that the Herglotz wave functions v, with kernel g,
converge to a solution v of the Helmholtz equation uniformly on compact subsets
of the interior of I,. This, together with A, — A € U, n — oo, implies that
(indicating the dependence of H : L3(S?) — L%(Ap) onn by writing H,))

. s T s
Jm (| Hygn + vl 24, = UM THE, + v L204)s

whence
lim (g, Ap; @) = lim u(gn, A; @)
n—oo n—od
follows. This concludes the proof. O

For the following, we assume that u, is the exact far field pattern and first give
a reformulation of the integral equation (5.96) for the Herglotz kernel g in terms of
the Herglotz function Hg. For this purpose, we recall the operator A : L?(d D) —
L?(S?) from Theorem 3.36 which maps the boundary values of radiating solutions
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onto their far field pattern and recall that A is bounded and injective. Clearly, by the
definition of A, we have Av® = vy and, by (3.86), we conclude that AHg = —Fg
for exact far field data u~. Hence

Voo — Fg = A(Hg + ). (5.101)

Theorem 5.30 For all incident directions d, let ux(-,d) be the exact far field
pattern of a domain D such that d D belongs to U. Then we have convergence of the
cost functional

lim m(a) = 0.
a—0

Proof By Theorem 5.22, given ¢ > 0 there exists g € L?(S?) such that
||Hg + US||L2(3D) < €.
From (5.101) we have

1Fg —veoll 22y < NANIHE + v |l 1205 p)-

Therefore, we have

n(g, aD; @) < (1 + [AIP)e? + allHgl o ) — (L + AP, a =0,
and the proof is completed as in Theorem 5.25. O

Theorem 5.31 Let (v,) be a null sequence and let (A,) be a corresponding
sequence of optimal surfaces for the regularization parameter o,. Then there exists
a convergent subsequence of (Ay,). Assume that for all incident directions uso (-, d)
is the exact far field pattern of a domain D such that 0D belongs to U. Assume
further that the solution v' to the associated interior Dirichlet problem (5.97) and
(5.98) can be extended as a solution to the Helmholtz equation across the boundary
d D into the interior of I, with continuous boundary values on I',. Then every limit
point A* of (A,) represents a surface on which the boundary condition (5.98) is
satisfied, i.e., v' +v* =0 on A*.

Proof The existence of a convergent subsequence of (A,) follows from the
compactness of U. Let A™ be a limit point. Without loss of generality we can assume
that A, — A*, n — oo.

By Theorem 5.22, there exists a sequence (g;) in Lz(Sz) such that

IHgj — Ui”LZ(Q) -0, j— o0
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By Theorem 5.27, this implies the uniform convergence of the Herglotz wave
functions with kernel g; to v' on compact subsets of the interior of I, whence
in view of the boundary condition for v* on d D we obtain

IHgj +v'llL29p) = 0, J — o0.
Therefore, by passing to the limit j — oo in
m(@) < |1Fgj = vasll3ago) + @l Hgj 172, + 1HE) + " 7205
with the aid of (5.101) we find that

m(a) < allv’7, (5.102)

(Ie)
forall o > 0.
By Theorem 5.29, for each n there exists g, € L2(S?) such that

I1Fgn — vooll o) + nll Hgnll 7oy + 1 Hen + 01170, ) < mlewm) + o

From this inequality and (5.102), we conclude that
1Hgn 22 ) < 101721, +

for all n and therefore we may assume that the sequence (Hg,) converges weakly
in L2(T,). Then, by Theorem 5.27, the Herglotz wave functions v,, with kernels g,
converge uniformly on compact subsets of the interior of I, to a solution v* of the
Helmbholtz equation. By Theorem 5.30, we have convergence of the cost functional
m(a,) — 0, n — oo. In particular, using (5.101), this yields

1A + V)17 22) = IFgn = Vecll a2y < mlen) + oy — 0, 1 — oo,

whence A(v*+4v%) = 0 follows. Since, by Theorem 3.36, the operator A is injective
we conclude that v* + v° = 0 on 8D, that is, v’ and v* satisfy the same boundary
condition on 8 D. Since k2 is assumed not to be a Dirichlet eigenvalue for D, v’ and
v* must coincide. Finally, from

112 2
”vn + vs”LZ(An) S m(an) +an - 01 n — 0o,

we see that v/ + v* = 0 on A* and the proof is finished. O

For details on the numerical implementation and examples we refer to [110-112].
A comparison of the numerical performance for the methods of Kirsch and Kress
and of Colton and Monk in two dimensions is contained in [249].
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5.6 Sampling Methods

The iterative and decomposition methods discussed in the two previous sections,
in general, rely on some a priori information for obtaining initial approximations
to start the corresponding iterative procedures or to place auxiliary surfaces in the
interior of the obstacle. In this final section of this chapter we will outline the main
ideas of the so-called sampling methods that do not need any a priori information on
the geometry of the obstacle and its physical nature, i.e., on the boundary condition.
However, these methods require the knowledge of the far field pattern for a large
number of incident waves, whereas the methods of the previous sections, in general,
work with one incident field. In this section we will confine ourselves to the case of
a sound-soft scatterer, i.e., the Dirichlet boundary condition. But we emphasize that
the analysis carries over to other boundary conditions in a way that the numerical
implementation of the sampling methods do not require the boundary condition to
be known in advance.

Roughly speaking, sampling methods are based on choosing an appropriate
indicator function f on R? such that its value f(z) decides on whether z lies inside
or outside the scatterer D. For Potthast’s [359, 361] singular source method this
indicator function is given by f(z) := w*(z, z) through the value of the scattered
wave w’ (-, z) for the singular source @ (-, z) as incident field evaluated at the source
point z. The values w®(z, z) will be small for points z € IR®> \ D that are away
from the boundary and will blow up when z approaches the boundary due to the
singularity of the incident field. Clearly, the singular source method can be viewed
as a numerical implementation of the uniqueness proof for Theorem 5.6.

Assuming the far field pattern for plane wave incidence to be known for all
incident and observation directions, the indicator function w®(z, z) can be obtained
by two applications of the backprojection (5.92) and the mixed reciprocity principle
(3.62). Combining (3.62) and (5.92) we obtain the approximation

1 1
Weo(—d,2) = —u'(z,d) = —/ 8: (Moo (—%, d) ds(%).
4 4 Js2

Inserting this into the backprojection (5.92) as applied to w* yields the approxima-
tion

wy(z,2) ~ / / 22 (Dttoe (=2, ) ds(®) ds(d). (5.103)
4 Js2 Je2

We explicitly mention that, as opposed to the point source method described in the
previous section, for the singular source method the boundary condition does not
need to be known. We also note that if we use the reflection operator R from (3.70)
the approximation (5.103) can be expressed in terms of the far field operator F by
the L2(S?) inner product



5.6 Sampling Methods 201

1 _
wS(Zs Z) ~ E (Fng Rgz)

The probe method as suggested by Ikehata [200, 201] uses as indicator function
an energy integral for w®(-, z) instead of the point evaluation ws(z, z). In this
sense, it follows the uniqueness proof of Isakov whereas the singular source method
mimics the uniqueness proof of Kirsch and Kress.

The linear sampling method was first proposed by Colton and Kirsch [94]. Its
basic idea is to find a Herglotz wave function v’ with kernel g, i.e., a superposition
of plane waves, such that the corresponding scattered wave v* coincides with a
point source @ (-, z) located at a point z in the interior of the scatterer D. Hence,
the decomposition method of Colton and Monk from the previous section may be
considered as predecessor to the linear sampling method (see [103]).

In terms of the far field operator F' we have to find the kernel g, as a solution to
the integral equation of the first kind

Fg; = ®Po(-,2) (5.104)

with the far field
I 1 —ik Xz
Doo(X,2) = ym e (5.105)
T

of the fundamental solution @ (-, z). From Theorem 3.34 we conclude that for any
solution g of (5.104) the Herglotz wave function

1(x)::/1eWngAd)dsQD, x e R3,
SZ

solves the interior Dirichlet problem
Av+kv=0 inD (5.106)
with boundary condition
v+@(¢,z2)=0 onadD. (5.107)

Conversely, if the Herglotz wave function v solves (5.106)—(5.107), then its kernel
g; is a solution of (5.104). Hence, if a solution to the integral equation (5.104) of
the first kind exists for all z € D, then from the boundary condition (5.107) for
the Herglotz wave function we conclude that ||g || 2(s2y — 00 as the source point
z approaches the boundary d D. Therefore, in principle, the boundary d D may be
found by solving the integral equation (5.104) for z taken from a sufficiently fine
grid in IR? and determining 8D as the location of those points z where || g, || L2(S?)
becomes large.
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However, in general, the solution to the interior Dirichlet problem (5.106)—
(5.107) will have an extension as a Herglotz wave function across the boundary
oD only in very special cases (for example if D is a ball with center at z).
Hence, the integral equation of the first kind (5.104), in general, will have no
solution. Nevertheless, by making use of denseness properties of the Herglotz wave
functions, the following mathematical foundation of the linear sampling method can
be provided.

To this end, we first present modified versions of the denseness results of
Theorems 5.22 and 3.36.

Corollary 5.32 The Herglotz operator H : L*>(S*) — H'/?>(3 D) defined by
(Hg)(x) := / e*¥dg(dyds(d), x e dD, (5.108)
S2

is injective and has dense range provided k* is not a Dirichlet eigenvalue for the
negative Laplacian for D.

Proof In view of Theorem 5.22 we only need to be concerned with the denseness of
H(L*(S?)) in H'/2(3 D). From (5.108) in view of the duality pairing for H'/2(d D)
and its dual space H ~!/2(3 D) interchanging the order of integration we observe that
analogous to (3.87) for ¢ € L2(8 D) the dual operator H': H—I/Z(a D) — LZ(SZ)
of H is given by

H'¢ =27AS¢, ¢ e HV?OD), (5.109)

in terms of the boundary data to far field operator A : H 123D) — L*(S?) and
the single-layer operator S : HY2(D) — HY2(3D). Since L2(3D) is dense
in H~Y2(3D) and A and S are bounded, (5.109) represents the dual operator on
H~'/2(3D). Both A and S are injective, the latter because of our assumption on
k. Hence H' is injective and the dense range of H follows by the Hahn—Banach
theorem. O

Corollary 5.33 The operator A : H'/?(3D) — L%(S%) which maps the boundary
values of radiating solutions u € HILC (R3\ D) to the Helmholtz equation onto the
far field pattern uoo is bounded, injective, and has dense range.

Proof In view of Theorem 3.36 again we only need to be concerned with the
denseness of A(H/2(3D)) in Lz(Sz). To this end, from the representation (3.81)
of A as an integral operator, we observe that analogous to (3.83) the dual operator
AT . L*(S*) — HY2(3D) of A is given by

ATg =A%, gelLX®),
in terms of the L? adjoint A*. From the proof of Theorem 3.36 we know that A* is

injective. Consequently A" is injective and therefore the dense range of A follows.
O
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We recall the far field pattern (5.105) of the fundamental solution @ (-, z) with
source point z. Then we have the following lemma.

Lemma 5.34 @, (-,z) € A(HY?(3D)) ifand only if z € D.

Proof If z € D, then clearly @ (-,2) = A(®@(,2)|sp) and @ (-, 2)|sp €
H'/2(3D). Conversely, let z ¢ D and assume there exists f € H'/?(3D) such
that Af = @ (-, z). Then by Rellich’s lemma and analyticity the solution u to
the exterior Dirichlet problem with boundary trace u|3p = f must coincide with
@(-,z) in (R3\ D)\ {z}. If z € R3\ D this contradicts the analyticity of u. If
z € 9D from the boundary condition it follows that @ (-, z)|3p € H'/?(d D) which
is a contradiction to @ (-, z) & H{(D) for z € dD. O

Theorem 5.35 Assume that k* is not a Dirichlet eigenvalue of the negative
Laplacian in D and let F be the far field operator (3.68) for scattering from a
sound-soft obstacle. Then the following hold:

1. Forz € D and a given & > (O there exists a function g € L?(S?) such that
IFg; — Pool-, D)l 2s2) < & (5.110)

and the Herglotz wave function vge with kernel g& converges to the solution w €

HY(D) of the Helmholtz equation with w + ®@(-,z) =0on dD as e — 0.
2. Forz & D every gf € L%(S?) that satisfies (5.110) for a given & > 0 is such that

lim [|vee || g1 = 0.
1im [lvge 1)

Proof We note that under the assumption on k well-posedness of the interior
Dirichlet problem in the H'! (D) setting can be concluded from Theorem 5.18. Given
& > 0, by Corollary 5.32 we can choose g, € L*(S?) such that

1HGE + @ Dl girp) < niW
where A denotes the boundary data to far field operator from Corollary 5.33. Then
(5.110) follows from F = —AH, see (3.86). Now if z € D, then by the well-
posedness of the Dirichlet problem the convergence Hgf + @(-,z) — Oase — 0
in H'/2(3D) implies convergence vee — w as ¢ — 0 in H!'(D) and the first
statement is proven. N

In order to prove the second statement, for z ¢ D assume to the contrary that
there exists a null sequence (e,) and corresponding Herglotz wave functions vy,
with kernels g, = g&" such that ||v,|| H1(p) remains bounded. Then without loss
of generality we may assume weak convergence v, — v € H'(D) asn — oo.
Denote by v* € Hll)c (R3 \ D) the solution to the exterior Dirichlet problem for the
Helmholtz equation with v* = v on 9D and by v its far field pattern. Since Fg, is
the far field pattern of the scattered wave for the incident field —v;, from (5.110) we
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conclude that veo = —®Poo (-, z) and therefore @ (-, z) in A(H/2(3D)). But this
contradicts Lemma 5.34. O

From Theorem 5.35 it can be expected that solving the integral equation (5.104)
and scanning the values for ||g || ;2(s2) will yield an approximation for 9 D through
those points where the norm of g is large. A possible procedure with noisy data

”uoo,é - uoo”LZ(SZXSZ) <

with error level § is as follows. Denote by Fs the far field operator F with the
kernel u, replaced by the data u, s. Then for each z from a grid in R3 determine
g% = ¢%(-, z) by minimizing the Tikhonov functional

1F38° (-, 2) = Pool-, D72y + @l D7),

where the regularization parameter « is chosen according to Morozov’s generalized
discrepancy principle for noisy operators as opposed to noisy right-hand sides (cf.
Theorem 4.20), i.e., « = a(z) is chosen such that

1Fs58° (. 2) = Poo (. D22y ~ 8118°C. D 252

Then the unknown boundary is determined by those points where [|g°(-, 2) | L2(S?)
sharply increases.

We note that the arguments used to establish Theorem 5.35 do not depend in an
essential way on the fact that the obstacle is sound-soft. In particular the conclusion
of the theorem remains valid for both the Neumann and impedance boundary
conditions as well as for mixed boundary conditions as long as the corresponding
interior problem is well-posed, i.e., this method for solving the inverse scattering
problem does not depend on knowing the boundary conditions a priori. In addition
the number of components of the scatterer does not have to be known in advance.
For details and numerical examples of this approach to solving the inverse scattering
problem we refer the reader to [51].

A problem with the linear sampling method as described above is that, in general,
there does not exist a solution of (5.104) for noise free data and hence it is not clear
what solution is obtained by using Tikhonov regularization. In particular, it is not
clear whether Tikhonov regularization indeed leads to the approximations predicted
by the above Theorem 5.35. This question has been addressed and clarified by Arens
and Lechleiter [17, 18] using ideas of Kirsch’s factorization method. We will return
to this issue at the end of this section. Kirsch [239] proposed to replace (5.104) by

(F* P, = oo, 2) (5.111)
and was able to completely characterize the range of (F*F)!/4. This method is

called the factorization method since it relies on the factorization of the far field
operator from Theorem 3.37. As compared to the original paper [239], the theory
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has been largely modified and extended. For an extensive study we refer to the
monograph by Kirsch and Grinberg [243]. We begin our short outline of the basic
analysis of the factorization method with one of its main theoretical foundations
given by the following optimization theorem from [243].

Theorem 5.36 Let X and H be Hilbert spaces with inner products (-, -), let X* be
the dual space of X and assume that F : H - H,B: X - H,and T : X* - X
are bounded linear operators that satisfy
F = BT B* (5.112)
where B* : H — X* is the antilinear adjoint of B defined by
(p, B*g) = (Bp,g), g€ H, pecX, (5.113)
in terms of the bilinear duality pairing of X and X*. Assume further that
(Tf, ) = el Fllxs (5.114)

forall f € B*(H) and some ¢ > 0. Then for any g € H with g # 0 we have that
g € B(X) if and only if

inf{|[(Fy,¥)|: ¥ € H, (g,¥) =1} >0. (5.115)
Proof From (5.112) to (5.114) we obtain that
[(Fy, ¥)| = (T B*y, B*y)| > cl| B*Yr| %+ (5.110)

for all Y € H. Now assume that g = By for some ¢ € X and g # 0. Then for each
Y € H with (g, ¥) = 1 we can estimate

¢ =cl(Bo, ¥)I* = cllg, B*Y)* < cllolii I1B* V1% < llglkI(Fy, ¥)

and consequently (5.115) is satisfied. Conversely let (5.115) be satisfied and assume
that g & B(X). We define V := [span{g}]* and show that B*(V) is dense in B*(H).
Via the antilinear isomorphism J from the Riesz representation theorem given by

(0. f)=(p.Jf), ¢eX, feX",
we can identify X = J(X™). In particular, then JB* : H — X is the Hilbert space

adjoint of B : X — H and it suffices to show that JB*(V) is dense in JB*(H).
Let ¢ = lim,,, o J B*Y, with ¥, € H be orthogonal ¢ L JB*(V). Then

(B, ¥) = (¢, JB™Y) =0
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for all ¥ € V and hence By € V+ = span{g}. Since g ¢ B(X), this implies
By = 0. But then

lgl? = lim (¢, JB*Y,) = lim (B, ¥,) =0
n—00 n—00

and hence J B*(V) is dense in J B*(H).
Now we can choose a sequence (¥,,) in V such that

*

~ 1
B*Yy — ———> B*g, n— oo.
gl
Setting
Y= Tu+ —
= g
" " gl

we have (g, ¢¥,) = 1 for all n and B*y, — 0 for n — oo. Then from the first
equation in (5.116) we observe that

|(F Y, ¥)| < ITIIIB*Ynll3« — 0, n — oo,

which is a contradiction to the assumption that (5.115) is satisfied. Hence g must
belong to B(X) and this concludes the proof. O

We note that an equivalent formulation of Theorem 5.36 can be stated without
referring to the dual space of the Hilbert space X via the Riesz representation
theorem as in the above proof. The corresponding formulation is for a factorization
F = BTB*where T : X — X and B* : H — X is the Hilbert space adjoint of
B : X — H.Both formulations are connected via B* = JB* and T := TJ~!. The
condition (5.114) becomes

I(Tg, )| = clolx (5.117)

for all ¢ € E*(H ) and some ¢ > 0. We also note that for spaces of complex valued
functions Theorem 5.36 remains valid if the bilinear duality pairing of X and X* is
replaced by a sesquilinear pairing.

The following lemma provides a tool for checking the assumption (5.114) in
Theorem 5.36.

Lemma 5.37 In the setting of Theorem 5.36 let T : X* — X satisfy

Im(Tf, ) #0 (5.118)

forall f € B¥*(H) with f # 0 and be of the form T = Ty + C where C is compact
such that
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(hf, /) eR (5.119)

and

(Bf. ) = coll flI4e (5.120)

forall f € B*(H) and some cy > 0. Then T satisfies (5.114).

Proof Assume to the contrary that (5.114) is not satisfied. Then there exists a
sequence (f,) in B*(H) with || f,|| = 1 for all n and

(Tfu, fa) =0, n— oo.

We can assume that (f,) converges weakly to some f € B*(H). From the
compactness of C, writing

(Cta, fn) =(Cfu = Cf, fu) +(CF, fn)
we observe that
(Cfa, fn) = (CSf. f), n— o0,
and consequently
(Io fns fn) = —(Cf. f), n— oo.

Taking the imaginary part implies Im(Cf, f) = 0 because of assumption (5.119).
Therefore Im(T f, f) = 0, whence f = 0 by assumption (5.118). This yields

(1o fn, fu) — 0O for n — oo which contradicts || f,|| = 1 for all n and the
assumption (5.120). O
We will apply Theorem 5.36 to the factorization F = —2mw AS*A* of Theo-

rem 3.37. We choose the spaces H = L%(S?) and X = HY2(3D) with the dual
space H~/2(3 D). Then we have to establish the assumptions of Theorem 5.36 for
the operators B = A : H'/2(dD) — L*(S?), B* = A* : L*(S*) — H~'/2(3D)
and T = =278 : H-'/2(D) — H'?(3D) with the adjoints to be understood
with respect to the sesquilinear duality pairings in the sense of the inner products on
L?(S?) and L?(d D). For this we need the following lemma.

Lemma 5.38 Assume that k? is not a Dirichlet eigenvalue of the negative Laplacian
in D. Then

1. S: HY2(D) - HY2D) is bijective with a bounded inverse.

2. Im(S¢, @) # 0 for all p € H~Y2(3D) with ¢ # 0.

3. Denote by § the single-layer operator corresponding to the wave number k = i.
Then S is self-adjoint with respect to L*>(d D) and coercive.

4. The difference S — § : H=120D) - HY2OD) is compact.
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Proof

1. See Theorem 5.18.

2. Define the single-layer potential # with density ¢ € C(dD) and let Bg be a
sufficiently large ball with radius R centered at the origin with exterior unit
normal v. Then from the jump relations and by Green’s integral theorem we
have that

/ { du_  duy } / ou

Im(S¢, ) =2Im Uy —— —ds =—-2Im u —ds

aD av av apg OV

(5.121)

and by a denseness argument this is also true for ¢ € H~!/2(3 D). Now assume
that Im(S¢, ¢) = 0. Then from (5.121), Theorem 2.13, and analyticity we
conclude # = 0 in R3 \ D. Therefore, by the trace theorem, S¢ = 0 and
consequently ¢ = 0.

3. § is self-adjoint since its kernel is real and symmetric. For the single-layer
potential u, using the Green’s theorem as above and the exponential decay at
infinity of the fundamental solution for k = i we find that

J — 2 2 _ 2
(S9,9) = 2/]123 {1 eradul® + 1wl dx = 20ul, o
The trace theorem and the boundedness of the inverse S~ ! yield

(9. 9) = clSelFnpp = col@llinp,

for all ¢ € H~'/2(3 D) and some positive constants ¢ and co.
4. As in the proof of Theorem 5.18, this follows from the increased smoothness of
the kernel of § — § as compared with that of S.
]

Now combining Theorems 3.37 and 5.36 and the Lemmas 5.34, 5.37, and 5.38
and noting that (S*¢, ¢) = (S¢, ¢) we arrive at the following characterization of
the domain D.

Corollary 5.39 Let F be the far field operator and assume that k? is not a Dirichlet
eigenvalue of the negative Laplacian in D. Then z € D if and only if

inf {|(Fy, )1y € LD, (0 O 2) = 1] > 0.

This corollary provides a variational method for determining D from a knowl-
edge of the far field pattern u, for all incident and observation directions. However
such an approach is very time consuming since it involves solving a minimization
problem for every sampling point z. A more efficient approach, and one more
closely related to the linear sampling method, is described in the following range
identity theorem.
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Theorem 5.40 Let X and H be Hilbert spaces and let the operators F, T, and B
satisfy the assumptions of Theorem 5.36 with the condition (5.114) replaced by the
assumptions of Lemma 5.37. In addition let the operator F : H — H be compact,
injective, and assume that I + iy F is unitary for some y > 0. Then the ranges
B(X) and (F*F)'/*(H) coincide.

Proof First we note that by Lemma 5.37 the operator T satisfies the assumption
(5.114) of Theorem 5.36. Since I + iy F' is unitary F is normal. Therefore, by
the spectral theorem for compact normal operators, there exists a complete set
of orthonormal eigenelements v, € H with corresponding eigenvalues A,, n =
1,2, .... In particular, the spectral theorem also provides the expansion

Fy =Y M ¥, ¥ € H. (5.122)

n=1

From this we observe that F' has a second factorization in the form

F = (F*F)\*F(F*F)l/* (5.123)
where the operator (F*F)!/4 : H — H is given by
o0
(F*P)Y* =3 Ihal . ). ¥ € H, (5.124)
n=1

and F: H— H is given by

Fy=Y"

n=1

A

M”l (W ¥)¥n, ¥ € H. (5.125)
n

We will show that F also satisfies the assumption (5.114) of Theorem 5.36. Then the

statement of the theorem follows by applying Theorem 5.36 to both factorizations

of F.

Since the operator I 4-iy F is unitary the eigenvalues 1, lie on the circle of radius
r := 1/y and center ri. We set

A‘I‘l
Sp = , nelN, (5.126)
[An]
and from |A, — ri| = r and the only accumulation point A, — 0, n — 00, we

conclude that 1 and —1 are the only possible accumulation points of the sequence
(sn). We will show that 1 is the only accumulation point. To this end we define
on € X* by

1
A/

B*Yr,, neN,
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where the branch of the square root is chosen such that Im /A, > 0. Then from
BT B*v,, = Fr, = Ay, we readily observe that

(Ton, on) = sn, nelN. (5.127)

Consequently, since T satisfies the assumption (5.114) of Theorem 5.36, we can
estimate

clleall® < |(Tn, gu)| = Isul = 1
for all n € IN and some positive constant c, that is, the sequence (¢,) is bounded.
Now we assume that —1 is an accumulation point of the sequence (s, ). Then,
by the boundedness of the sequence (¢, ), without loss of generalization, we may
assume that s, — —1 and ¢, — ¢ € X™* for n — o0. From (5.127) we then have
that
(Togn. ¢n) + (Con. ) = (TPn, p) > =1, n — 00, (5.128)
and the compactness of C implies
Cpp - Cp, n— oo.
Consequently
[(Con — Co, o)l = ICpp — Coll llgnll = 0, n — o0,
whence
(Con, on) > (Cp,9), n— o0,
follows. By taking the imaginary part of (5.128), this now leads to Im(7T ¢, ¢) =
Im(Cyp, ¢) = 0 and therefore ¢ = 0 by the assumptions of the theorem. Then
(5.128) implies
(Town, ou) —» —1, n— oo,
and this contradicts the coercivity of 7.

Now we can write s, = ¢’ where 0 < 1, < 7w — 268 for all n € IN and some
0 <6 <m/2. Then

Im{ei‘ssn} >sins, neN,

and using |(I71ﬁ, )| = |e"5(F1p, Y¥)| we can estimate
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[(Fyr, )| = Im Y " els, [, y)|* = sin8 Y [, yn)|* = sin 8 ]|

n=1 n=1

for all ¢ € H and the proof is finished. O

Putting Corollary 3.33, Lemma 5.34, and Theorem 5.40 together we arrive at the
following final characterization of the scatterer D.

Corollary 5.41 Let F be the far field operator and assume that k* is not a Dirichlet
eigenvalue of the negative Laplacian in D. Then z € D if and only if

(F*F)g, = do(-,2) (5.129)

is solvable in L*(S?).

This explicit characterization of the scatterer in terms of the range of (F*F)!/4

can be used for a reconstruction with the aid of a singular system (|1, |, ¥, ¥,) of
the operator F. Then, by Picard’s Theorem 4.8, we have that z € D if and only if

o0

3 |V, Pool-, )
—_— < X

(5.130)
[ A0

n=1

At first glance Corollary 5.41 seems to imply that the nonlinear inverse problem
has been completely solved through a linear problem. However, determining a
singular system of F is nonlinear and there is still a nonlinear problem involved
for finding those points z where (5.130) is satisfied. Of course an obvious way
to approximately solve this nonlinear problem is by truncating the series (5.130)
through a finite sum for z on a grid in R? and determining 8D as the location of
those points z where this sum becomes large.

We also note that the norm || g; |22y of the solution to (5.129) tends to infinity
as z approaches 9 D. Assume to the contrary that |g;, || 2(s2) remains bounded for
a sequence (z,) in D with z;, — z € 9D for n — oo. Then without loss of
generality we may assume weak convergence g;, — g; € L?(S?) as n — oo. The
compactness of (F*F)!'/* implies

(F*F)%g, = lim (F*F)*g, = lim @(-,21) = Poo(-, 2)
n—o00 n—oo

i.e., we have a contradiction.

We emphasize that in the derivation of Corollary 5.41 the scatterer is not required
to be connected, i.e., it may consist of a finite number of components that does not
need to be known in advance. Furthermore, for the application of the factorization
method it is not necessary to know whether the scatterer is sound-soft or sound-
hard. Using the above tools it can be proven that Corollary 5.41 is also valid for
sound-hard scatterers with the obvious modification in the assumption that k2 is not
a Neumann eigenvalue of the negative Laplacian in D (see [243]). For numerical
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examples of the implementation of the factorization method in these cases also
see [243].

However, for the case of the impedance boundary condition the far field operator
F no longer is normal nor is the scattering operator S unitary, i.e., Theorem 5.40
cannot be applied in this case. For modifications of the factorization method and
Corollary 5.41 that consider the case where F is not normal, for example the case
of an impedance scatterer, we refer again to Kirsch and Grinberg [243].

We conclude this section by using Corollary 5.41 for a rigorous justification of
the linear sampling method provided by Arens and Lechleiter [17, 18].

Theorem 5.42 Under the assumptions of Theorem 5.40 on the operator
F:H— H, for a > 0 let g4 denote the Tikhonov regularized solution of the
equation Fg = ¢ for ¢ € H, i.e., the solution of

ago + F*Fgy = F*o.

Ifp € (F*F)Y4(H), that is, ¢ = (F*F)1/4gf0r some g € H then limy_,0(gy, ©)
exists and

cligl?® < Jim |(ge )| < lgll® (5.131)

for some ¢ > 0 depending only on F. If ¢ & (F*F)'/*(H) thenlimg_ |(g«, ¢)| = 00.
Proof The expansion (5.122) implies

F*y = k(. Yn)¥n. ¥ € H,

n=1

and consequently we have that

> A
n
8o = ;a T @ v

and
Y
n 2
Q) = — (g, . 5.132
(8a> 9) ;awm'“w")' (5.132)

If o = (F*F)'/*g for some g € H, then

@, ¥n) = (F*F) g, 9) = (g, (F*F)*4) = VAal (g, ¥)

whence
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o0

(8ar ) = Z 4”_'M”'|2 (g, ¥u) P (5.133)

follows. Proceeding as in the proof of Theorem 4.9, from (5.133) convergence

Jim (2. 9) = 3 S l(g. )P (5.134)

with the complex numbers s, defined in (5.126) can be established. By Parseval’s
equality, (5.133) implies |(gw, ¢)| < |lg||> and the second inequality in (5.131) is
obvious. For g # 0, by Parseval’s equality from (5.134) we observe that

1
Tl oy ®e?)
belongs to the closure M of the convex hull of {5, : n € IN} C C. From the proof of
Theorem 5.40 we know that the s,, lie on the upper half circle {ei ':0<t<m—268)
for some 0 < § < m/2. This implies that the set M has a positive lower bound ¢
depending on the operator F' and this proves the first inequality in (5.131).
Conversely, assume that limy,—.0(gy, ¢) exists. Then from (5.132) we have that

o0

An
Z (2 Yn)l? (5.135)

for all @ > 0 and some C > 0. Since 1 is the only accumulation point of the
sequence (s,) there exists ng € IN such that Re A,, > 0 for all n > ng. From (5.135)
and the triangle inequality it follows that

o0

)\n 2
> perand (A

n=nqo

<C

for all @ > 0 and some C; > 0, because the remaining finite sum is bounded. From
this we can estimate

o8]

n >\ Rei, +Imi,
Z ﬁ @yl = 3 =2 g, ) P

2
n=no o+ |Ayl

e @]

An
> w2 Y)l?

n=ng

<2

<«/—C1
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Proceeding as in the proof of Theorem 4.9 we can pass to the limit « — 0 and
conclude that the series

o0 1 )
> TWEAZY

n=ng

converges. Therefore by Picard’s Theorem 4.8 the equation (F*F)'/*g = ¢ has a
solution g € H and this concludes the proof of the second statement. O

Corollary 5.43 Let F be the far field operator and assume that k* is not a Dirichlet
eigenvalue of the negative Laplacian in D. For 7 € D denote by g, the solution of
(F*F)Y%g, = @ (-, 2) and for « > 0 and z € R> let g% denote the solution of the
far field equation (5.104) obtained by Tikhonov regularization, i.e., the solution of

ag; + FTFgl = F'doo(- 2)

and let vge denote the Herglotz wave function with kernel g. If z € D, then
limy 0 vge (2) exists and

¢ llgzll” < lim Juge )] < gz (5.136)

Jor some positive ¢ depending only on D. If z ¢ D then limg—.( vge () = 00.

Proof Observing that Vgo (@) = (&% P+, 2) L2(S?) the statement follows from
Theorem 5.42 and Corollary 5.41. O

As pointed out above, the norm g |l ;2(s2) of the solution to (5.130) tends to
infinity as z — 9 D. Therefore, in view of (5.136) also the limit limy_,¢ |vgg )]
tends to infinity when z approaches the boundary, i.e., the main feature of the linear
sampling method is verified.

Corollary 5.43 remedies the mathematical problems associated with using Tik-
honov regularization to solve the far field equation by changing the operator from
F to (F*F)!/% An alternative approach to resolve the mathematical difficulties
associated with the linear sampling method is to keep the operator F but change
the penalty term in the Tikhonov functional. This approach is called the generalized
linear sampling method which was first presented by Audibert and Haddar in [22].
We now give a brief presentation of this method and refer the reader to [22, 57] for
further details.

Let X and Y be Hilbert spaces and consider two bounded linear operators F' :
X — X and B : X — X for which both of the following factorizations hold:

F=GH and B=H'TH (5.137)

where the operators H : X — Y, T : Y —- Y,and G : HX) C Y - X
are bounded and H (X) is the closure of the range of H in Y. Let « > 0 be a
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given parameter and ¢ € X. The generalized linear sampling method is based on
considering minimizing sequences of the functional J, (¢; -) : X — R where

Jo(g; 8) = al(Bg, @)+ [Fg— 9|, geX. (5.138)

The operator B is typically chosen to be compact and hence this functional in
general does not have a minimizer. However, since Jy (¢; -) > 0, we can define

Ja(@) == inf Ju(g; g). (5.139)
geX

Lemma 5.44 Assume that F has dense range in X. Then, for all ¢ € X we have
that ju(p) — Oasa — 0.

Proof Choose ¢ > 0. Then there exists g. € X such that ||Fg, — (p||2 < ¢/2. One
can choose a sufficiently small og = ag(e) such that for 0 < o < 9 we have that
o|(Bgs, 8:)| < /2. Thus ju(¢) < Ju(¢; g¢) < € and the lemma follows. |

The central theorem of the generalized linear sampling method is the following.
Theorem 5.45 [In addition to the factorizations (5.137) assume that
1. G is compact and F = G H has dense range.
2. T satisfies the coercivity property

I(Te, )l = clell?, ¢ € H(X),

where ¢ > 0 is a constant independent of ¢.

Let C > 0 be a constant independent of « and for « > 0 and ¢ € X let g, € X be
such that

Jo (@5 8a) < Ju(@) + Ca.

Then
(a) If ¢ is in the range of G then limsup |(Bgy, &)| < 00.
a—0
(b) If ¢ is not in the range of G, then lim i(I)1f|(Bga, ga)| = oo.
a—
Proof Let ¢ be in the range of G. Then one can find ¢ € H (X) such that Gy = ¢.
For o > 0 there exists gg € X such that || Hgo — ¥ || < «. Then, by the boundedness

of G, we have that || Fgo — ¢|| < ||G|l«. On the other hand, the boundedness of T
implies that

|(Bgo, g0)| = |(T Hgo, Hgo)| < Tl | Hgoll®> < IT (@ + [¥I)*.

From the definitions of j,(¢) and g, we have
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@l(Bgo, g0)| + 1Fg0 — ¢I* > ju(@) > Ju(9, ga) — Ca,

and hence from the definition of J,, and the above inequalities we have that
o|(Bga: )| = Ja (9. 8a) < Ca +a|T|| @+ YD) + |Gl

Hence lim sup |(Bgq, g«)| < 00 which establishes item (a) in the theorem.
a—0
Now assume that ¢ is not in the range of G and, contrary to the statement

(b), assume that lim i(I)lf |(Bgu, 8¢)| < oo. Then there exists a subsequence, again
a—

denoted by gy, such that |(Bgy, g¢)| < a where a is a constant independent
of «. The coercivity of T implies that || Hg,| is bounded (since |(Bgq, g8a)| =
(THgy, Hgo)| > c|Hgell?). Hence there exists a subsequence, again denoted
by g«, such that Hg, converges weakly to some i in H(X). On the other hand,
Lemma 5.44 and the definition of Jy (¢, go) show that

IFga — ¢l < Ja (@, 8) < Jalp) + Ca — 0

asa — 0. Since Fg, = G Hg, we have that Gy = ¢ and this is a contradiction. O

In order to apply Theorem 5.45 to the inverse scattering problem for a sound-
soft obstacle we need to select the Hilbert spaces X and Y and the operators B,
G,T,and H. To thisend, let X = Y = L2(S?) and let F : L2(S?) — L%(S?)
be the far field operator. Set H := (F*F)'/* and note that H is self-adjoint, i.e.,
H = H*. Then from the proof of Theorem 5.40 we have that F = H F H where
F : L%(S?) — L%(S?) is defined by

o0

N Y

Fp=Y ﬁ(w,wn)wn, g € L*(S?),
n=1 n

in terms of the orthonormal eigenfunctions ¢, and the eigenvalues X,, of the normal
far field operator F. Now choose B = (F*F)'/2 and G = (F*F)"/*F. Then
(5.137) is valid for T = I and if k? is not a Dirichlet eigenvalue for the negative
Laplacian in D then all the assumptions of Theorem 5.45 are valid. Since F is
coercive, and hence invertible, we have from Corollary 5.41 that @, (-, z) is in the
range of G if and only if z € D and k? is not a Dirichlet eigenvalue for the negative
Laplacian in D. We thus have the following corollary to Theorem 5.45.

Corollary 5.46 Let F be the far field operator for a sound-soft obstacle D and
C > 0 a given constant (independent of a) such that g, € L*>(S?) satisfies

Jo(Poo (-, 2); 8a) < Ja(Poo(-, 2)) + Ca.
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Then z € D if and only if

limsup [(F*F)"? gy, ga)

a—0

< .

We also have that z € D if and only if

liminf [(F*F)?gq4, go)| < 00.
a—0

We note that the generalized linear sampling method has to be modified for
the case of noisy operators since in general a noisy operator B does not satisfy
a factorization of the form (5.137) with T a coercive operator. Details of such a
modification can be found in [22, 57]. These references also include more examples
of the use of Theorem 5.45 (and its modifications for noisy data) to various inverse
scattering problems.

In addition to the above mathematical justifications of the linear sampling method
provided by Arens and Lechleiter and by Audibert and Haddar, there have been a
number of other attempts to justify the linear sampling method on either physical or
mathematical grounds (cf. [16, 74, 180]).

We finish this section on sampling methods for inverse obstacle scattering by
mentioning the concept of the topological derivative that was proposed in 1999
by Sokolowski and Zochowski [396] as a measure for the sensitivity of a shape
functional to removing small balls from a given domain. Assume 2 is a given
domain containing the unknown scatterer D and denote by B, (x) a ball of radius p
centered at x € §2 with volume V (p). Then formally the topological derivative of a
shape functional J defined for subsets of £2 at the point x is given by

AT (x, £2) = lim J(£2\ By(x)) — J(.Q)'
p=0 V(p)

This derivative now can serve as an indicator function for the inverse obstacle scat-
tering problem provided the functional J is designed in a way that a7 (x, £2) <<0
implies that x € D. In [142] it was shown that, given the measured scattered total
field up for scattering from D on a measurement surface I" surrounding D, the
shape functional

J(2) := / lug — up|*ds
r

where ug; is the total field for scattering from 2 has this desired property and its
topological derivative was successfully employed for numerical reconstructions.
For references and connections to other approaches in inverse scattering see
[28, 300, 301].



Chapter 6 ®
The Maxwell Equations Qs

Up until now, we have considered only the direct and inverse obstacle scattering
problem for time-harmonic acoustic waves. In the following two chapters, we want
to extend these results to obstacle scattering for time-harmonic electromagnetic
waves. As in our analysis on acoustic scattering, we begin with an outline of the
solution of the direct problem.

After a brief discussion of the physical background of electromagnetic wave
propagation, we derive the Stratton—Chu representation theorems for solutions to the
Maxwell equations in a homogeneous medium. We then introduce the Silver—Miiller
radiation condition, show its connection with the Sommerfeld radiation condition,
and introduce the electric and magnetic far field patterns. The next section then
extends the jump relations and regularity properties of surface potentials from the
acoustic to the electromagnetic case for both Holder spaces and Sobolev spaces. For
their appropriate presentation, we find it useful to introduce a weak formulation of
the notion of a surface divergence and a surface curl of tangential vector fields.

We then proceed to solve the electromagnetic scattering problem for the perfect
conductor boundary condition. Our approach differs from the treatment of the
Dirichlet problem in acoustic scattering since we start with a formulation requiring
Holder continuous boundary regularity for both the electric and the magnetic field.
We then obtain a solution under the weaker regularity assumption of continuity of
the electric field up to the boundary and also in Sobolev spaces.

For orthonormal expansions of radiating electromagnetic fields and their far field
patterns, we need to introduce vector spherical harmonics and vector spherical wave
functions as the analogues of the spherical harmonics and spherical wave functions.
Here again, we deviate from the route taken for acoustic waves. In particular, in
order to avoid lengthy manipulations with special functions, we use the results on the
well-posedness of the direct obstacle scattering problem to justify the convergence
of the expansions with respect to vector spherical wave functions.

The last section of this chapter presents reciprocity relations for electromagnetic
waves and completeness results for the far field patterns corresponding to the
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scattering of electromagnetic plane waves with different incident directions and
polarizations. For this, and for later use in the analysis of the inverse problem, we
need to examine Herglotz wave functions for electromagnetic waves and also the
electromagnetic far field operator.

For the Maxwell equations, we only need to be concerned with the study
of three-dimensional problems since the two-dimensional case can be reduced
to the two-dimensional Helmholtz equation. In order to numerically solve the
boundary value problem for a three-dimensional perfect conductor we suggest
using an obvious extension of Wienert’s Nystrom method described for the three-
dimensional Helmholtz equation in Sect.3.7 applied to the Cartesian components
of the unknown tangential field (see [144, 349]). For algorithms that use vector
spherical harmonics as discussed in Sect. 6.5 and reduce the number of unknowns
by one third we refer to Ganesh and Hawkins [145, 146], see also Pieper [351].
Employing the Piola transformation from continuum mechanics within the trans-
formation of the boundary integral equations onto the unit sphere the methods
developed in [145, 146] were made more efficient by Le Louér [298, 299].

6.1 Electromagnetic Waves

Consider electromagnetic wave propagation in an isotropic medium in IR® with
space independent electric permittivity &, magnetic permeability p and electric
conductivity o. The electromagnetic wave is described by the electric field & and
the magnetic field H satisfying the Maxwell equations

oH
1& — =0,
curl&+ o1
&
curl H —e — =oé.
ot

For time-harmonic electromagnetic waves of the form

io\ 712 ‘
E(x, 1) =Re (e + ;) E(x)e '@},

H(x,t) =Re {M_I/ZH()C) e—iwt}

with frequency @ > 0, we deduce that the complex valued space dependent parts E
and H satisfy the reduced Maxwell equations
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curl E —ikH =0,
(6.1)
curl H +ikE =0

where the wave number £ is a constant given by

k> = (5+ E) uwz
w

with the sign of k chosen such that Imk > 0. The equations carry the name of the
physicist James Clerk Maxwell (1831-1879) for his fundamental contributions to
electromagnetic theory.

We will consider the scattering of time-harmonic waves by obstacles surrounded
by a homogeneous medium with vanishing conductivity o = 0, that is, with exterior
boundary value problems for the Maxwell equations with a positive wave number.
As in the case of acoustic waves, studying the Maxwell equations with constant
coefficients is also a prerequisite for studying electromagnetic wave scattering by
an inhomogeneous medium.

As for the Helmholtz equation, in electromagnetic obstacle scattering we also
must distinguish between the two cases of impenetrable and penetrable objects. For
a perfectly conducting obstacle, the tangential component of the electric field of the
total wave vanishes on the boundary. Consider the scattering of a given incoming
wave E', H' by a perfect conductor D. Then the total wave E = E' + E*, H =
H' + H® where E*, H® denotes the scattered wave must satisfy the Maxwell
equations in the exterior R3\ D of D and the perfect conductor boundary condition
v x E = 0 on dD where v is the unit outward normal to the boundary dD. The
scattering by an obstacle that is not perfectly conducting but that does not allow
the electromagnetic wave to penetrate deeply into the obstacle is modeled by an
impedance boundary condition of the form

vxcurl E—id(vx E)yxv=0 ondD

with a positive constant A. Throughout this book, for two vectors a and b in R? or
C? we will denote the vector product by a x b.

The scattering by a penetrable obstacle D with constant electric permittivity €p,
magnetic permeability i p, and electric conductivity op differing from the electric
permittivity &, magnetic permeability p, and electric conductivity o = 0 of the
surrounding medium R3 \ D leads to a transmission problem. Here, in addition
to the superposition of the incoming wave and the scattered wave in IR®> \ D
satisfying the Maxwell equations with wave number k> = guw?, we also have a
transmitted wave in D satisfying the Maxwell equations with wave number kzD =
(¢ep +iop/w)p pw?. The continuity of the tangential components of the electric
field & and the magnetic field # across the interface leads to transmission conditions
on 9 D. In addition to the transmission conditions, more general resistive boundary
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conditions and conductive boundary conditions have also been introduced. For their
description and treatment we refer to [13].

As in the treatment of acoustic waves, we will consider in detail only one
boundary condition namely that of a perfect conductor. For more details on the
physical background of electromagnetic waves, we refer to Jones [224], Miiller
[332], and van Bladel [411].

6.2 Green’s Theorem and Formula

We start with a brief outline of some basic properties of solutions to the time-
harmonic Maxwell equations (6.1) with positive wave number k. We first note the
vector form of Green’s integral theorems. Let D be a bounded domain of class C!
and let v denote the unit normal vector to the boundary 9 D directed into the exterior
of D. Then, for E € C'(D) and F € C%(D), we have Green’s first vector theorem

f{E~AF+curlE~cur1F—|—diVEdiVF}dx
D
(6.2)
:/ {fvxE-curll F+v-EdivF}ds
oD

and for E, F € C%(D) we have Green’s second vector theorem

/{E'AF—F-AE}dx
D

= fvxE-curlF+v-EdivF —v X F-curlE —v . Fdiv E} ds.
aD
(6.3)

Both of these integral theorems follow easily from the Gauss divergence integral
theorem applied to E x curl F 4+ E div F with the aid of the vector identities
divuE =gradu - E +udivE
and
divEx F=culE-F—E-curll F

for continuously differentiable scalars u and vector fields E and F and

curlcurl E = —AFE + graddiv E (6.4)
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for twice continuously differentiable vector fields E. We also note the formula
curlu E = gradu x E + u curl E for later use.
Recalling the fundamental solution to the Helmholtz equation

1 eiklx=yl

D(x,y) = —
(x,y) PP

, X FEY,

we now prove a basic representation theorem for vector fields due to Stratton and
Chu [399].

Theorem 6.1 Let D be a bounded domain of class C* and let v denote the unit
normal vector to the boundary 9D directed into the exterior of D. For vector fields
E, H € C'(D) N C(D) we have the Stratton—Chu formula

E(xr) = _C“ﬂ/ap v(y) x E() (x, ) ds(y)
+grad/aD v(y) - E(y) @(x,y)ds(y)

ik /wv(y) X H(y) (x, ) ds(y)
(6.5)

+curl/ {curl E(y) —ikH(y)} @ (x,y)dy
D
—grad/ divE(y) @(x,y)dy

D

+ik/ {curl H(y) + ikE(y)} ®(x,y)dy, x € D,
D

where the volume integrals exist as improper integrals. A similar formula holds with
the roles of E and H interchanged.

Proof We first assume that £, H € C'(D). We circumscribe the arbitrary fixed
point x € D with a sphere S(x; p) := {y € R? : |x — y| = p} contained in D
and direct the unit normal v to S(x; p) into the interior of S(x; p). From the relation
grad, @ (x,y) = —grad, @ (x, y) for vector fields E, H € C(D), we have

curly {@(x, y) E(y)} = @ (x, y) curl E(y) — curl, {@(x, y) E()},
divy {@(x,y) E()} = @ (x, y)div E(y) — div, {@(x, y) E()},

curly {@(x, y) H(y)} = @(x, y) curl H(y) — curl, {@(x, y) H(y)}
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for x # y. Taking curl, of the first equation, — grad, of the second equation,
multiplying the third equation by ik, and adding the resulting three equations with
the aid of (6.4) now gives

curly curly {@ (x, y) E(y)} — grad, div,{@(x, y) E(y)}+ik curl {@(x, y) H(y)}
= curl, {@(x, y) [curl E(y) — ikH (y)]} — grad {® (x, y) div E(y)}

+ik® (x, y) {curl H(y) + ikE(y)}.

Integrating this identity over the domain D, := {y € D : |x — y| > p} and
interchanging differentiation and integration, the Gauss integral theorem yields

curl / v(y) x E(y) @ (x. y) ds(y)
aDUS(x;p)
—grad/ v(y) - E(y) @(x,y)ds(y)
dDUS(x;p)

—i—ik/ v(y) x H(y) @(x, y) ds(y)
aDUS(x;p)

(6.6)
= curl {curl E(y) —ikH(y)} ®(x, y)dy
Dy
— grad/ divE(y) @(x,y)dy
Dy
+ik | {curl H(y) +ikE(y)} ®(x, y)dy.
Dy
Since on S(x; p) we have
eikp 1 eikp
Px,y)=—, grad, ®(x,y)=—|—-—ik | —v(),
4 p Jo 4mp
straightforward calculations show that
curly {v(y) x E(y) @(x, y)} — grad, {v(y) - E(y) P (x, y)}
6.7)

E 1
_EOD L o(YY), s
4mp? P
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Passing to the limit, with the help of the mean value theorem, it now follows from
(6.7) that

curl/ v(y) x E(y) @(x,y)ds(y) — grad/ v(y) - E(y) @ (x,y)ds(y)
S(xip) S(x;p)

+ikf v() x H(y) ®(x, ) ds(y) — Ex),  p — 0,
S(x;p)

and (6.5) is obtained from (6.6). .

The case where E and H only belong to C'(D) N C(D) is treated by first
integrating over parallel surfaces to the boundary of D and then passing to the limit
aD. O

In the case when E, H solve the Maxwell equations, it is convenient to transform
the remaining boundary terms as described in the following theorem.

Theorem 6.2 Let D be as in Theorem 6.1 and let E, H € C'(D) N C(D) be a
solution to the Maxwell equations

curl E —ikH =0, curlH+ikE=0 inD.

Then we have the Stratton—Chu formulas

E(x) = —curlfaD v(y) X E(y) D(x, y)ds(y)

(6.8)
+.i curlcurl/ v(y) x Hy) ®(x, y)ds(y), x €D,
ik aD
and
H(x) = _C“ﬂ/ap v(y) x H(y) (x, y)ds(y)
(6.9)

1
—— curlcurl/ v(y) x E(y)®(x,y)ds(y), x e D.
ik 9D

Proof From
dive {v(y) x H(y) ®(x, y)} =v(y)-curly {H(y) @ (x, y)} =P (x, y) v(y)-curl H(y),

with the help of the Stokes theorem and the second Maxwell equation we see that

div /BD v(y) x H(y) @(x,y)ds(y) = ik/w v(y) - E(y) @ (x,y)ds(y).
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Hence, with the aid of (6.4), we have

.l curlcurl/ v(y) x H(y) @(x, y)ds(y)
ik aD
=—%1QVW)xH00¢@40w00+gmd/wa~E00¢umwdﬂw.

’ (6.10)
Equation (6.8) now follows by inserting the Maxwell equations into (6.5) and
using (6.10). Finally, the representation (6.9) follows from (6.8) by using H =
curl E/ik. O

Theorem 6.2 obviously remains valid for complex values of the wave number k.
From the proofs of Theorems 6.1 and 6.2, it can also be seen that the identities

curl/aD v(y) x E(y) @(x,y)ds(y)
6.11)

1 _
7 curlcurl/ v(y) x H(y) @(x,y)ds(y) =0, x € R’ \ D,
l aD

and

curlfaD v(y) x H(y) @ (x, y)ds(y)
(6.12)
—1—% curlcurl/ v(y) x E(y) @(x,y)ds(y) =0, xeR\D,
1 aD

are valid since for x € R? \ D the integrands are twice continuously differentiable
in D.
Analogous to Theorem 2.2, we now can state the following theorem.

Theorem 6.3 Any continuously differentiable solution to the Maxwell equations
has analytic Cartesian components.

In particular, the Cartesian components of solutions to the Maxwell equations are
automatically two times continuously differentiable. Therefore, we can employ the
vector identity (6.4) to prove the following result.

Theorem 6.4 Let E, H be a solution to the Maxwell equations. Then E and H are
divergence free and satisfy the vector Helmholtz equation

AE+K’E=0 and AH+Kk*H =0.
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Conversely, let E (or H) be a solution to the vector Helmholtz equation satisfying
divE = 0 (or divH = 0). Then E and H := curl E/ik (or H and E =
—curl H/ik) satisfy the Maxwell equations.

The following theorem extends Holmgren’s Theorem 2.3 to the Maxwell equa-
tions.

Theorem 6.5 Let D be as in Theorem 6.1 and let E, H € CY(D) N C(D) be a
solution to the Maxwell equations in D such that

vXE=vxH=0 onl (6.13)

for some open subset I' C 0D. Then E and H vanish identically in D.

Proof In view of (6.13), we use the Stratton—Chu formulas (6.8) and (6.9) to extend
the definition of £ and H by setting

E(x) = —curl/ v(y) Xx E(y) @ (x, y)ds(y)
aD\I"

1
+— curl curl/ v(y) x H(y) @(x, y)ds(y),
ik aD\I"

H(x) = i curl E(x)
ik

forx € (IR®\ D) U I'. Then, by (6.11) we have E = H = 0in R?\ D. By G we
denote a component of R\ D with I' N3G # . Clearly E, H solves the Maxwell
equations in (IR3 \ D) U I and therefore E = H = 0 in D, since D and G are
connected through the gap I". O

We now formulate the Silver—Miiller radiation conditions (see Miiller [328]
and Silver [393]) as the counterpart of the Sommerfeld radiation condition for
electromagnetic waves.

Definition 6.6 A solution E, H to the Maxwell equations whose domain of
definition contains the exterior of some sphere is called radiating if it satisfies one
of the Silver—Miiller radiation conditions

lim (Hxx—rE)=0 (6.14)
r—00

or
lim (Exx+rH)=0 (6.15)
r—00

where r = |x| and where the limit is assumed to hold uniformly in all directions
x/lx|.
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Theorem 6.7 Assume the bounded set D is the open complement of an unbounded
domain of class C? and let v denote the unit normal vector to the boundary 9D
directed into the exterior of D. Let E, H € C'(R3\ D) N C(IR*\ D) be a radiating
solution to the Maxwell equations

curl E—ikH =0, curlH+ikE=0 inR>\D.

Then we have the Stratton—Chu formulas

E(x) = curl /d ) X EG) D, 3 ds(0)

1 _
7 curlcurl/ v(y) x Hy)®@(x,y)ds(y), x¢€ R? \ D,
l aD

(6.16)
and
H(x) = Cuﬂ/au v(y) x H(y) ®(x,y)ds(y)
1 _
—1—? curlcurl/ v(y) X E(y)@(x,y)ds(y), x¢€ R3 \ D.
l aD
(6.17)
Proof We first assume that condition (6.14) is satisfied and show that
/ |E|*ds = O(1), r — oo, (6.18)
S

where §- denotes the sphere of radius » and center at the origin. To accomplish this,
we observe that from (6.14) it follows that

/[lev|2+|E|2—2Re(vxE'I:I)]ds=/ |Hxv—E2ds — 0, r— o0,
S S

where v is the unit outward normal to §.. We take r large enough so that D is
contained in the interior of S and apply Gauss’ divergence theorem in the domain
D, ={ye R3 \ D : |y| < r} to obtain

/ng.gdszf uxE-I-—Ids—i-ikf {|H|2—|E|2}dy-
S oD r

We now insert the real part of the last equation into the previous equation and
find that

r—00

lim {|Hxv|2+|E|2}ds=2Re/ v x E - Hds. (6.19)
S aD
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Both terms on the left-hand side of (6.19) are nonnegative. Hence, they must
be individually bounded as r — oo since their sum tends to a finite limit.
Therefore, (6.18) is proven.

From (6.18) and the radiation conditions

1
grady @ (x,y) x v(y) = O (—2> » T 00,
p

and

0D (x,y)

1
—ik® 5 =0\ ) 5
) ikd(x,y) <r2> r — 00

which for fixed x € R? are valid uniformly for y € S, by the Cauchy—Schwarz
inequality we see that

I :=/ E(y) x {grady D(x,y) x v(y)}ds(y) -0, r— oo,
s
and

b ::/ E®y) {M — ik (x, y)} ds(y) = 0, r— oo.
S av(y)
The radiation condition (6.14) and @ (x, y) = O(1/r) for y € § yield
Iy = ik/:?, ®(x,y) (v(y) x HY) + EM)} ds(y) = 0, r — oo.

Analogously to (6.10), we derive

curl/ v(y) X E(y) @(x,y) ds(y)—% curlcurl/ v(y) x H(y) @(x, y)ds(y)
5 t 5
= curl/S v(y) x E(y) @(x,y) dS(y)—grad/Sr v(y) - E(y) ®@(x, y)ds(y)

—{—ik/ vy ) x Hy) @(x,y)ds(y) =L+ L+ 13—~ 0, r— oc.
S

The proof is now completed by applying Theorem 6.2 in the bounded domain D,
and passing to the limit r — oo.

Finally, let (6.15) be satisfied. Then E := —H and H := E solve the Maxwell
equations and satisfy
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lim (H x x — rE) = 0.
r—00
Hence, establishing the representation (6.16) and (6.17) under the assumption of

the radiation condition (6.15) is reduced to the case of assuming the radiation
condition (6.14). |

From Theorem 6.7 we deduce that radiating solutions E, H to the Maxwell
equations automatically satisfy the finiteness condition

E(x)=0 <i> H(x)=0 <i> x| = oo, (6.20)
|x] x|

uniformly for all directions and that the validity of the Silver—Miiller radiation
conditions (6.14) and (6.15) is invariant under translations of the origin. Our proof
has followed Wilcox [429] who first established the Stratton—Chu formulas (6.16)
and (6.17) without assuming the conditions (6.20) of finiteness. From the proof of
Theorem 6.7 it is obvious that (6.14) and (6.15) can be replaced by the weaker
formulation

v/|H><v—E|2ds—>O, /|Exv+H|2ds—>0, r— oQ.
S S

Let a be a constant vector. Then
1
En(x):=curlya®(x,y), Hyukx):= m curl E,, (x) (6.21)
i

represent the electromagnetic field generated by a magnetic dipole located at the
point y and solve the Maxwell equations for x # y. Similarly,

1
H,(x) :=curlya®(x,y), E.(x):= % curl H,(x) (6.22)
i

represent the electromagnetic field generated by an electric dipole. Theorems 6.2
and 6.7 obviously give representations of solutions to the Maxwell equations in
terms of electric and magnetic dipoles distributed over the boundary. In this sense,
the fields (6.21) and (6.22) may be considered as fundamental solutions to the
Maxwell equations. By straightforward calculations, it can be seen that both pairs
E,,, H, and E,, H, satisfy

lal lal

Hx)xx—rE(x) =0 ( >, E(x)xx+rH(x) = O <

] ) r=lx| = oo,

x|
uniformly for all directions x/|x| and all y € dD. Hence, from the representa-
tions (6.16) and (6.17) we can deduce that the radiation condition (6.14) implies the
radiation condition (6.15) and vice versa.



6.2 Green’s Theorem and Formula 231

Straightforward calculations show that the Cartesian components of the funda-
mental solutions (6.21) and (6.22) satisfy the Sommerfeld radiation condition (2.8)
uniformly for all y € 9D. Therefore, again from (6.16) and (6.17), we see that
the Cartesian components of solutions to the Maxwell equations satisfying the
Silver—Miiller radiation condition also satisfy the Sommerfeld radiation condition.
Similarly, elementary asymptotics show that

lal

curla®(x,y) x x + xdiva®(x,y) —ik|x|la®(x,y) = O ( > , x| = o0,

x|

uniformly for all directions x/|x| and all y € dD. The same inequality also holds
with @(x, y) replaced by 0®(x, y)/dv(y). Hence, from Theorems 2.5 and 6.4,
we conclude that solutions of the Maxwell equations for which the Cartesian
components satisfy the Sommerfeld radiation condition also satisfy the Silver—
Miiller radiation condition. Therefore we have proven the following result.

Theorem 6.8 For solutions to the Maxwell equations, the Silver—Miiller radiation
condition is equivalent to the Sommerfeld radiation condition for the Cartesian
components.

Solutions to the Maxwell equations which are defined in all of IR® are called
entire solutions. An entire solution to the Maxwell equations satisfying the Silver—
Miiller radiation condition must vanish identically. This is a consequence of
Theorems 6.4 and 6.8 and the fact that entire solutions to the Helmholtz equation
satisfying the Sommerfeld radiation condition must vanish identically.

The following theorem deals with the far field pattern or scattering amplitude of
radiating electromagnetic waves.

Theorem 6.9 Every radiating solution E, H to the Maxwell equations has the
asymptotic form

eiklx\ 1
E(x) = {Eoo()?)+0<—>}, |x| — oo,
| x| |x]
(6.23)
eik\xl 1
H(x) = {Hoo()?)+0<—>}, |x| — oo,
x| x|

uniformly in all directions X = x [|x| where the vector fields E and Hy, defined
on the unit sphere S* are known as the electric far field pattern and magnetic far
field pattern, respectively. They satisfy

Hyoy=vXEyx and v-Ex=v-Hyx=0 (6.24)

with the unit outward normal v on S?. Under the assumptions of Theorem 6.7,
we have
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ik o
Bax(®) = 3 ¥ x /31) (v x EG) + [v(y) x HO)I x 2} e %57 ds(y),

UL A\ —ikEy
Hoolf) = 1 x faD V) x HO) — () x EG)] x £} e %5 ds(y).

(6.25)
Proof As in the proof of Theorem 2.6, for a constant vector a we derive
iklx—y| ik|x| A
curlya & —ik & {e—"“"y ixa+0 (ﬂ) } (6.26)
|x — ¥l | x| | x|
and
iklx—y]| ik|x| A
curly curl, a ¢ =k? ¢ {e"k"'y Xxx(@xx)+0 <M>} (6.27)
|x — ¥ | x| x|

as |x| — oo uniformly for all y € dD. Inserting this into (6.16) and (6.17) we
obtain (6.25). Now (6.23) and (6.24) are obvious from (6.25). |

Rellich’s lemma establishes a one-to-one correspondence between radiating
electromagnetic waves and their far field patterns.

Theorem 6.10 Assume the bounded domain D is the open complement of an
unbounded domain and let E, H € C'(IR® \ D) be a radiating solution to the
Maxwell equations for which the electric or magnetic far field pattern vanishes
identically. Then E = H =0 in IR®> \ D.

Proof This is a consequence of the corresponding Theorem 2.14 for the Helmholtz
equation and Theorems 6.4 and 6.8. O

Rellich’s lemma also ensures uniqueness for solutions to exterior boundary value
problems through the following theorem.

Theorem 6.11 Assume the bounded set D is the open complement of an unbounded
domain of class C? with unit normal v to the boundary 3 D directed into the exterior
of Dandlet E, H € C'(R3\ D)NC (IR*\ D) be a radiating solution to the Maxwell
equations with wave number k > 0 satisfying

Re/ vx E-Hds <0.
aD

Then E=H =0inR>\ D.

Proof From the identity (6.19) and the assumption of the theorem, we conclude
that (2.47) is satisfied for the Cartesian components of E£. Hence, £ = 0 in R3 \ D
by Rellich’s Lemma 2.12. O
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6.3 Vector Potentials

For the remainder of this chapter, if not stated otherwise, we always will assume
that D is the open complement of an unbounded domain of class C2. In this section,
we extend our review of the basic jump relations and regularity properties of surface
potentials from the scalar to the vector case. Given an integrable vector field a on
the boundary d D, the integral

Alx) = / D(x,y)a(y)ds(y), x¢e€ R? \ dD, (6.28)
aD

is called the vector potential with density a. Analogous to Theorem 3.1, we have
the following jump relations for the behavior at the boundary.

Theorem 6.12 Let 3D be of class C? and let a be a continuous tangential field.
Then the vector potential A with density a is continuous throughout R3. On the
boundary, we have

Ax) = /0 0@ a0 ds(y) 629)

v(x) x curl Ay (x) = f v(x) x curly {@(x, y)a(y)}ds(y) = % a(x) (6.30)

oD

for x € 3D where

v(x) x curl AL (x) := hlir{lirov(x) x curl A(x & hv(x))

is to be understood in the sense of uniform convergence on dD and where the
integrals exist as improper integrals. Furthermore,

hlinio v(x) X [curlcurl A(x + hv(x)) —curlcurl A(x — hv(x))] =0 (6.31)

uniformly for all x € 9D.

Proof The continuity of the vector potential is an immediate consequence of
Theorem 3.1. The proof of the jump relation for the curl of the vector potential
follows in the same manner as for the double-layer potential after observing that the
kernel

0P (x, y)
av(x)
(6.32)
has the same type of singularity for x = y as the kernel of the double-layer potential.
It is essential that a is a tangential vector, that is, v - a = 0 on d D. For the details,

v(x) x curly {@(x, y)a(y)} = grad, @(x, y)[v(x)—v(¥)]-a(y)—a(y)
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we refer to [104]. The proof for the continuity (6.31) of the double curl can be found
in [97]. O

In the Holder space setting, we can deduce from Theorem 3.3 the following
result.

Theorem 6.13 Let 9D be of class C? and let 0 < o < 1. Then the vector potential
A with a (not necessarily tangential) density a € C(dD) is uniformly Holder
continuous throughout R3 and

IAll, g5 < Ca llalloc.ap
for some constant Cy, depending on 3D and «. For densities a € C**(d D), the first

derivatives of the vector potential can be uniformly Hélder continuously extended
from D to D and from R® \ D to R \ D with boundary values

divAy(x) = / grad, @(x,y) -a(y)ds(y) F % v(x)-a(x), xe€adD,
aD

curl AL(x) = / grad, @ (x,y) x a(y)ds(y) F % v(x) x a(x), xe€dD,
aD

where

div A4 (x) == hgniodiv A(x £ hv(x)), curl AL(x) := hgnlocurlA(x + hv(x)).

Furthermore, we have
divAll, 5 < Ca llalleap, 1divAl, g3\ p = Co llalla.ap
and
[curl All, 5 < Ca llalla,op,  llcurl Ally g3\ p < Co llalle,ap-

for some constant Cy, depending on oD and «.

For the tangential component of the curl on the boundary 0D, we have more
regularity which can be expressed in terms of mapping properties for the magnetic
dipole operator M given by

Ma)(x) := 2/ v(x) x curly {@(x, y)a(y)}ds(y), x €aD. (6.33)
aD

The operator M describes the tangential component of the electric field of a
magnetic dipole distribution. For convenience we denote by C;(d D) and C,0 “@D),
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0 < « < 1, the spaces of all continuous and uniformly Holder continuous tangential
fields a equipped with the supremum norm and the Holder norm, respectively.

Theorem 6.14 The operator M is bounded from C,(d D) into Clo’a (oD).
Proof For a proof, we refer to Theorem 2.32 of [104]. O

In order to develop further regularity properties of the vector potential, we need
to introduce the concept of the surface divergence of tangential vector fields. For a
continuously differentiable function ¢ on d D, the surface gradient Grad ¢ is defined
as the vector pointing into the direction of the maximal increase of ¢ with the
modulus given by the value of this increase. In terms of a parametric representation

x(u) = (x1(uy, u2), x2(uy, u), x3(u1, uz))
of a surface patch of d D, the surface gradient can be expressed by

2
g B
Gradp = Y g1/ -2 2% (6.34)

du; ou;j
ij=1 Lo

where g'/ is the inverse of the first fundamental matrix

dx  Jx

P 9 .7.:172’
3u[ 8uj b

8ij ‘=

of differential geometry. We note that for a continuously differentiable function ¢
defined in a neighborhood of d D we have the relation

0
grad ¢ = Grad ¢ + 8—('0 v (6.35)
v

between the spatial gradient grad and the surface gradient Grad.

Let S be a connected surface contained in 3D with C? boundary 3 and let vo
denote the unit normal vector to 9§ that is perpendicular to the surface normal v
to D and directed into the exterior of S. Then for any continuously differentiable
tangential field a with the representation

0x n 0x
a=ay — +ay —,
! ouy 2 ouy

by Gauss’ integral theorem applied in the parameter domain (cf. [311, p. 74]) it can
be readily shown that

/Divads :/ vo-ads (6.36)
S N
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with the surface divergence Div a given by

. 1 [0 9
Diva = 7 {% (Vear)+ P (ﬁaQ)}. (6.37)

Here, g denotes the determinant of the matrix g;;. In particular, from (6.36) we have
the special case

/ Divads = 0. (6.38)
aD

We call (6.36) the Gauss surface divergence theorem and may view it as a coordinate
independent definition of the surface divergence.

For our purposes, this definition is not yet adequate and has to be generalized.
This generalization, in principle, can be done in two ways. One possibility (see [104,
332]) is to use (6.36) as motivation for a definition in the limit integral sense by
letting the surface S shrink to a point. Here, as a second possibility, we use the
concept of weak derivatives. From (6.34) and (6.37) we see that for continuously
differentiable functions ¢ and tangential fields a we have the product rule Div pa =
Grad ¢ - a 4+ ¢ Div a and consequently by (6.38) we have

/ pDivads = —/ Gradg - ads. (6.39)
aD aD

This now leads to the following definition.

Definition 6.15 We say that an integrable tangential field a has a weak surface
divergence if there exists an integrable scalar denoted by Diva such that (6.39) is
satisfied for all ¢ € C1(3D).

It is left as an exercise to show that the weak surface divergence, if it exists, is
unique. In the sequel, we will in general suppress the adjective weak and just speak
of the surface divergence.

For a continuously differentiable tangential field a from (6.36) we observe that

—fDiV(l) x a)ds =/ T9-ads, (6.40)
S EN

where 1o denotes the unit tangential vector to d.§ with counter clockwise orientation
with respect to the unit normal vector v to d D. Hence, in view of Stokes’ theorem,
we say that an integrable tangential field has a weak surface curl if v X a has a
weak surface divergence and define

Curla := —Div(v x a). (6.41)
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Again, in the sequel we will suppress the adjective weak. Note that (6.40) may be
also interpreted as Stokes’ theorem for Curl a.
Let E € C'(R*\ D) N C(R?\ D) and assume that

v(x)-curl E(x) := hlimov(x) -curl E(x + hv(x)), xe€dD
—+

exists in the sense of uniform convergence on d D. Then by applying Stokes’ integral
theorem on parallel surfaces and passing to the limit it can be seen that

/ v-curl Eds = 0. (6.42)
aD

By setting ¥ (x + hv(x)) := @(x), x € D, —hg < h < hg, with hg sufficiently
small, any continuously differentiable function ¢ on 9D can be considered as the
restriction of a function ¢ which is continuously differentiable in a neighborhood
of dD. Then from the product rule curl Yy E = grady» x E + ¢ curl E, (6.35) and
Stokes’ theorem (6.42) applied to ¥ E, we find that

fwv-curlEds=/ Gradg -v x Eds
aD aD

for all ¢ € C'(dD) and from this we obtain the important identity
Div(v x E) = —v -curl E. (6.43)

We introduce normed spaces of tangential fields possessing a surface diver-
gence by

C(Div, dD) := {a € C;(3D) : Diva € C(3D)}
and
C%(Div, aD) := {a e C*“(3D) : Diva e Co»a(aD)}
equipped with the norms
lallcmiv,op) = llalloc,ap+1Divallcc.on, lallcoemiv,apy:= lalla,ap+IDivalla,ap.
Theorem 6.16 Let 0 < a < 8 < 1. Then the imbedding operators
1% . c%f(Div, 3D) — C(Div, D), 17*:c*P(Div,dD) - C**(Div, ID)

are compact.



238 6 The Maxwell Equations

Proof Let (a,) be a bounded sequence in co8 (Div, D). Then by Theorem 3.2
there exists a subsequence (ay(j)), a tangential field a € C;(dD) and a scalar ¥ €
C(9D) such that ||la, ) — allco — 0 and || Diva,y — ¥llec — 0as j — oo.
Passing to the limit in

/ goDivan(j) ds = —/ Grad<p ~dn(j) ds
oD aD

for ¢ € C'(3D) shows that a € C(Div, dD) with Diva = . This finishes the
proof for the compactness of 1 B since we now have lancjy — allcoiv,apy — 0 as
j — o0. The proof for I#¢ is analogous. O

We now extend Theorem 6.14 by proving the following result.
Theorem 6.17 The operator M is bounded from C (Div, d D) into C%*(Div, 8 D).

Proof This follows from the boundedness of S and K’ from C(d D) into C 0.2 D)
and of M from C;(d D) into C,O’“(E)D) with the aid of

DivMa = —k*>v - Sa — K’ Diva (6.44)

for all a € C(Div, dD). To establish (6.44), we first note that using the symmetry
relation grad, @ (x,y) = — grady @ (x, y), (6.35) and (6.39) for the vector potential
A with density a in C(Div, d D) we can derive

divA(x) = / ®(x,y)Diva(y)ds(y), x¢€ R? \ aD.
oD
Then, using the identity (6.4), we find that

curlcurl A(x) = sz D (x, y)a(y)ds(y)
9D

(6.45)
—|—grad/aD @(x, y)Diva(y)ds(y), xeR>\aD.
Applying the jump relations of Theorems 3.1 and 6.12, we find that
2vxcurlAy = Ma+a ondD (6.46)
and
2v-curlcurl A = k*v - Sa + K'Diva F Diva on dD. (6.47)

Hence, by using the identity (6.43) we now obtain (6.44) by (6.46) and (6.47). O
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Corollary 6.18 The operator M is a compact operator from C;(d D) into C;(d D)
and from C?~°‘(a D) into C?’a (0D). Furthermore, M is also compact from
C(Div, 8D) into C(Div, dD) and from C%%(Div, 3 D) into C%*(Div, d D).

Proof This is a consequence of Theorems 6.14 and 6.17 and the embedding
Theorems 3.2 and 6.16. O

In our analysis of boundary value problems, we will also need the electric dipole
operator N given by

(Nb)(x) :=2v(x) xcurlcurl/ D(x,y)v(y)xb(y)ds(y), xe€dD. (6.48)
aD

The operator N describes the tangential component of the electric field of an electric
dipole distribution. After introducing the normed space

CO%(Curl, D) := {b e D) : Curlb e CO'“(BD)} ,

that is, C%%(Curl, dD) = {b € Cr*D) : v x b € C*¥(Div, aD)} with the
norm

||b||c0,a(cur1,a[)) = v x b”COv“(DiV,BD)

we can state the following mapping property.

Theorem 6.19 The operator N is bounded from C%%(Curl,dD) into C**
(Div, 0D).

Proof From the decomposition (6.45) and Theorems 3.3 and 6.13, we observe
that N is bounded from C%*(Curl, 3 D) into C,O’“(BD). Furthermore, from (6.43)
and (6.45), we also deduce that

Div Nb = k* Div(v x S(v x b)). (6.49)
Hence, in view of Theorem 6.13 and (6.43), there exists a constant C such that
| Div Nbllo,« < Clibllo,e

and this implies that N is also bounded from C 0.2(Curl, dD) into C%*(Div, 3 D).
O

By interchanging the order of integration, we see that the adjoint operator M’ of
the weakly singular operator M with respect to the bilinear form

(a, b) :=/ a-bds
aD
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is given by
Ma:=vx M@ xa). (6.50)
After defining the operator R by
Ra :=a x v,

we may rewrite (6.50) as M’ = RMR.

To show that N is self-adjoint, leta, b € C 0. (Curl, 9D) and denote by A and B
the vector potentials with densities v X a and v X b, respectively. Then by the jump
relations of Theorem 6.12, Green’s vector theorem (6.3) applied to E = curl A and
F = curl B, and the radiation condition we find that

Na -bds = 2/ v x curlcurl A - (curl By — curl B_)ds

aD aD

= 2/ v x curlcurl B - (curl Ay —curl A_)ds = Nb-ads,
aD aD

that is, N indeed is self-adjoint. Furthermore, applying Green’s vector theorem (6.3)
to E = curlcurl A and F = curl B, we derive

Na-Nb xvds = 4/ v x curlcurl A - curlcurl B ds

aD oD

= 4k2/ vxcurl B_ -culA_ds =k> | (I — M) xb)- (I + M)ads,
aD oD

whence
/ a-N(Nb x v)ds =k2/ a-(I—M*»( x b)ds
aD aD

follows for all a, b € CO""(Curl, dD). Thus, setting ¢ = v x b, we have proven the
relation

N(N(c x v) x v) = k*(I — M?)c
for all ¢ € C%¥(Div, dD), that is,
NRNR = k*(I — M?). 6.51)

As in the scalar case, corresponding mapping properties for the two vector
operators M and N in a Sobolev space setting can again be deduced from the
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classical results in the Holder space setting by using Lax’s Theorem 3.5. For
convenience we introduce the space

130D) = {a:9D > € 1a € L*@D), a-v =0}

of tangential L> fields on dD. The appropriate energy space for the Maxwell
equations is given by the Sobolev space H (curl, D) defined by

H(curl, D) := {E € L3(D) : curl E € L2(D)}
with the inner product given by
(E, F)Hdun,p) = (E, F)LZ(D) + (curl E, curl F)LZ(D) .

Fors e Rby H(0D) :={a € H*(dD) : a - v = 0} we denote the Sobolev spaces
of tangential vector fields on d D and by

H*(Div, 0D) := {a € H}(0D) : Diva € H*(dD)}

the corresponding Sobolev space of tangential fields whose surface divergence is in
H* (0 D) with the norm

2
2 : 2
llall s iv,ap) == [”a”HS(aD) =+ | DlVa”Hs(aD)} .

The tangential trace v x E|yp of a vector field E € H (curl, D) isin H~'2(Div, 8D)
with the corresponding trace theorem ensuring boundedness of the tangential trace
operator in the sense of

||V X E”H—I/Z(Diva,a[)) =< C ||E||H(cur1,D) (6-52)

for some constant C > 0 and all E € H(curl, D). The dual space of
H~Y2(Diva, dD) is

—1,2

H~V2(Curl, D) = [a e H *(3D) : Curla € H‘l/z(aD)}

with the duality pairing given by the L? bilinear form on Lf(a D). For proofs of the
above statements and further details on these Sobolev spaces we refer to [320, 337].

Proceeding as in Theorem 3.6 with the aid of Lax’s Theorem 3.5 it can be
shown that M : L?(dD) — H,'(3D) is bounded (see [171, 234]) provided the
boundary 8D is of class C>%. As in Corollary 3.7 with the aid of duality and
interpolation it follows that M : Ht_l/ 2(8 D) — Hll/ 2(8D) is bounded. From (6.44)

and Corollary 3.7 we then obtain that M : H'Y2(Div,9D) — H'Y2(Div, dD)
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is bounded. Employing the ideas of the proof of Theorem 6.16 from the compact
imbedding of H 172(3D) into H~Y2(3D) we finally observe that

M : H'/2(Div, D) — H~'/?(Div, 9D)
is compact. In view of (6.45) we have that
Nb=k*v x S(w x b) +v x Grad S Div(v x b)

and from Corollary 3.7 it follows that N : H~V/2(Curl, 9D) — H, '/*(dD) is
bounded. Then (6.49) and Corollary 3.7 imply boundedness of

N : HY2(Curl, D) — H~'*(Div, aD).

Furthermore, based on the vector Green’s integral theorem (6.2) applied to curl A,
that is,

1
/ {lcurlcurlAl2 — k2|cur1A|2} dx = —/ (Ma—a)-[vx N(v xa)lds
D 4 Jop

and proceeding analogously to the proof of Corollary 3.8 it can be shown that
the curl of the vector potential A given by (6.28) defines bounded linear operators
from H~'/2(Div, D) into H'(curl, D) and into H,. _(curl, R\ D). Here, as usual,
H]LC(curl, R? \ D) denotes the space of all fields A : R3>\ D — €3 such that
A € H'(curl, (]R3 \ D) N B) for all open balls B containing the closure of D.
Correspondingly, the double curl of the vector potential A defines bounded linear
operators from H —1/2(Curl, 3D) into H'(curl, D) and into Hléc (curl, R? \ D).

Using Lax’s theorem, the jump relations of Theorem 6.12 can also be extended
from continuous densities to L2 densities. As a simple consequence of the L? jump
relation (3.26), Hahner [171] has shown that for the vector potential with tangential
L? density a the jump relation (6.30) has to be replaced by

lim [2v x curl A(- + hv) — Ma Fal*ds =0 (6.53)
h—+0 oD

and he has further verified that (6.31) can be replaced by

lim v x [curlcurl A(- + hv) — curl curl A(- — hv)]|2ds =0, (6.54)
h—+0 Jop

since the singularity of the double curl is similar to the singularity of the normal
derivative of the double-layer potential in (3.4) and (3.25).
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6.4 Scattering from a Perfect Conductor

The scattering of time-harmonic electromagnetic waves by a perfectly conducting
body leads to the following problem.

Direct Electromagnetic Obstacle Scattering Problem Given an entire solution
E', H' to the Maxwell equations representing an incident electromagnetic field,
find a solution

E=E +E, H=H +H*

to the Maxwell equations in R® \ D such that the scattered field E*, H® satisfies
the Silver—Miiller radiation condition and the total electric field E satisfies the
boundary condition

vx E=0 onadD

where v is the unit outward normal to 9 D.
Clearly, after renaming the unknown fields, this direct scattering problem is a
special case of the following problem.

Exterior Maxwell Problem Given a tangential field ¢ € C 0. (Div, D), find a
radiating solution E, H € C'(R3\ D) N C(R3 \ D) to the Maxwell equations

curl E—ikH =0, curlH +ikE=0 inR>\D
which satisfies the boundary condition
vx E=c ondD.

From the vector formula (6.43), we observe that the continuity of the magnetic
field H up to the boundary requires the differentiability of the tangential component
v x E of the electric field, i.e., the given tangential field ¢ must have a continuous
surface divergence. The Holder continuity of the boundary data is necessary for our
integral equation approach to solving the exterior Maxwell problem.

Theorem 6.20 The exterior Maxwell problem has at most one solution.
Proof This follows from Theorem 6.11. O

Theorem 6.21 The exterior Maxwell problem has a unique solution. The solution
depends continuously on the boundary data in the sense that the operator mapping
the given boundary data onto the solution is continuous from C%%(Div, dD) into
COY(R3\ D) x CO*(R?\ D).

Proof We seek the solution in the form of the electromagnetic field of a combined
magnetic and electric dipole distribution
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E(x) = Cuﬂ/ D (x, y)a(y) ds(y)
aD
+in curl curl / D (x, y)v(y) x ($a)(y)ds(y), (6.55)
aD

1
H@x) = — cul E(x), x € R3\ 4D,

with a density a € C%%(Div, 3 D) and a real coupling parameter 1 # 0. By § we
mean the single-layer operator (3.8) in the potential theoretic limit case k = 0. From
Theorems 6.4 and 6.8 and the jump relations, we see that £, H defined by (6.55) in
IR\ D solves the exterior Maxwell problem provided the density solves the integral
equation

a+ Ma+ inNPSﬂza = 2c. (6.56)

Here, the operator P stands for the projection of a vector field defined on 9 D onto
the tangent plane, that is,

Pb:= (v xb) xv.

By Theorems 3.2 and 3.4, the operator & is compact from C%%(3D) into
C%%(3D) and, with the aid of Theorem 3.3 and the identity (6.43), the operator
P : C%@D) — C%*(Curl, dD) can be seen to be bounded. Therefore,
combining Theorems 6.16-6.19, the operator M + inNPSO2 : C%%(Div, dD) —
CY%%(Div, 3 D) turns out to be compact. Hence, the existence of a solution to (6.56)
can be established by the Riesz—Fredholm theory.

Let a € C%*(Div, dD) be a solution to the homogeneous form of (6.56). Then
the electromagnetic field E, H given by (6.55) satisfies the homogeneous boundary
condition v x E4 = 0 on dD whence E = H = 0 in R> \ D follows by
Theorem 6.20. The jump relations together with the decomposition (6.45) now yield

—vx E_=a, —vxculE_=ink’vx $a ondD.

Hence, from Gauss’ divergence theorem we have
insz |&)a|2ds = inkZ/ a- S%ads
aD oD
:f vx E_-curl E_ds
aD

= / {| cul E? — k2|E|2} dx,
D
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whence $a = 0 follows. This implies a = 0 as in the proof of Theorem 3.12. Thus,
we have established injectivity of the operator I + M 4 inN PSO2 and, by the Riesz—
Fredholm theory, the inverse operator (I + M + inN PSg)_1 exists and is bounded
from C%*(Div, dD) into C%®(Div, D). This, together with the regularity results
of Theorems 3.3 and 6.13 and the decomposition (6.45), shows that E and H both
belong to C 0.0 (R3 \ D) and depend continuously on ¢ in the norm of C 0.2(Diy, D).

O

From

ikH(x) = curl curl/ D(x,y)a(y)ds(y)
aD

+ink? curl/ @O (x,y)v(y) x ($a)()ds(y), x e R\ D,
oD

and the jump relations we find that
2ikv x H=—NRa + ink*(RS§a + MRSa)
with the bounded operator
NR —ink*(I + M)RS; : C**(Div, dD) — C**(Div, 3 D).
Therefore, we can write
vx H=AW x E)
where
i
A= N~ ink> (I+M)RSSY(I + M + inNPS) ™"
: C%*(Div, D) — C*“(Div, dD)
is bounded. The operator A transfers the tangential component of the electric field
on the boundary onto the tangential component of the magnetic field and therefore
we call it the electric to magnetic boundary component map. It is bijective and has
a bounded inverse since it satisfies
A =1
This equation is a consequence of the fact that for any radiating solution E, H of the
Maxwell equations the fields £ := —H and H := E solve the Maxwell equations

and satisfy the Silver—Miiller radiation condition. Hence, by the uniqueness Theo-
rem 6.20, the solution to the exterior Maxwell problem with given electric boundary
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data Ac has magnetic boundary data —c so that A>c = —c. Thus, we can state the
following result.

Theorem 6.22 The electric to magnetic boundary component map A is a bijective
bounded operator from C%%(Div, d D) onto C%(Div, 3 D) with bounded inverse.

Note that, analogous to the acoustic case, the integral equation (6.56) is not
uniquely solvable if n = 0 and k is a Maxwell eigenvalue, i.e., a value of k such
that there exists a nontrivial solution E, H to the Maxwell equations in D satisfying
the homogeneous boundary condition v x E = 0 on d D. An existence proof for the
exterior Maxwell problem based on seeking the solution as the electromagnetic field
of a combined magnetic and electric dipole distribution was first accomplished by
Knauff and Kress [256] in order to overcome the nonuniqueness difficulties of the
classical approach by Miiller [330] and Weyl [426]. The combined field approach
was also independently suggested by Jones [223] and Mautz and Harrington [313].
The idea to incorporate a smoothing operator in (6.55) analogous to (3.32) was first
used by Kress [260].

Since the electric and the magnetic fields occur in the Maxwell equations in a
symmetric fashion, it seems appropriate to assume the same regularity properties
for both fields up to the boundary as we have done in our definition of the exterior
Maxwell problem. On the other hand, only the electric field is involved in the
formulation of the boundary condition. Therefore, it is quite natural to ask whether
the boundary condition can be weakened by seeking a solution E, H € C'(IR?\ D)
to the Maxwell equation such that

lim v(x) x E(x 4+ hv(x)) = c(x) (6.57)
h—+0

uniformly for all x € 9D. But then as far as proving uniqueness is concerned
we are in a similar position as for the Dirichlet problem: there is a gap between
the regularity properties of the solution and the requirements for the application
of the Gauss divergence theorem which is involved in the proof of Theorem 6.11.
Unfortunately, for the Maxwell problem there is no elegant circumvention of this
difficulty available as in Lemma 3.10. Nevertheless, due to an idea going back to
Calderén [71], which has been rediscovered and extended more recently by Hahner
[172], it is still possible to establish uniqueness for the exterior Maxwell problem
with the boundary condition (6.57). The main idea is to represent the solution
with homogeneous boundary condition by surface potentials of the form (6.55) with
magnetic and electric dipole distributions on surfaces parallel to d D as suggested by
the formulation (6.57) and then pass to the limit # — 4-0. Of course, this procedure
requires the existence analysis in the Holder space setting which we developed in
Theorem 6.21. Since the details of this analysis are beyond the aims of this book,
the reader is referred to [71, 172].

Once uniqueness under the weaker conditions is established, existence can be
obtained by solving the integral equation (6.56) in the space C;(d D) of continuous
tangential fields. By Theorems 3.2 and 3.4, the operator % is bounded from C (3 D)
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into C 1")‘(BD). Therefore, again as a consequence of Theorems 6.16-6.19, the
operator M + inNP.Sg : C/(0D) — C;(dD) is seen to be compact. Hence, the
existence of a continuous solution to (6.56) for any given continuous right-hand
side ¢ can be established by the Fredholm alternative. We now proceed to do this.

The adjoint operator of M + inN P.Sg with respect to the L? bilinear form is
given by M’ + inPSgN and, by Theorems 3.2, 3.4, and 6.16-6.19, the adjoint is
seen to be compact from C%%(Curl, dD) — C%%(Curl, dD). Working with the
two dual systems (C%%(Div, d D), C%¥(Curl, dD)) and (C;(3 D), C®*(Curl, d D))
as in the proof of Theorem 3.35, the Fredholm alternative tells us that the operator
I+M+4inN PS& has a trivial nullspace in C;(3d D). Hence, by the Riesz—Fredholm
theory it has a bounded inverse (I + M + inNPSg)_1 : C;(0D) — C,(0D). Then,
given ¢ € C;(dD) and the unique solution a € C,;(dD) of (6.56), the electro-
magnetic field defined by (6.55) is seen to solve the exterior Maxwell problem in
the sense of (6.57). For this we note that the jump relations of Theorem 6.12 are
valid for continuous densities and that PSga belongs to C 0.2 (Curl, dD). From the
representation (6.55) of the solution, the continuous dependence of the density a on
the boundary data ¢ shows that the exterior Maxwell problem is also well-posed in
this setting, i.e., small deviations in ¢ in the maximum norm ensure small deviations
in E and H and all their derivatives in the maximum norm on closed subsets of
R\ D. Thus, leaving aside the uniqueness part of the proof, we have established
the following theorem.

Theorem 6.23 The exterior Maxwell problem with continuous boundary data has
a unique solution and the solution depends continuously on the boundary data with
respect to uniform convergence of the solution and all its derivatives on closed
subsets of R3 \ D.

In the Sobolev space setting, the solution E to the exterior Maxwell problem is
required to belong to the energy space HILC (curl, R\ D) and the boundary condition
vX E =condD foragivenc € H~'2(Div, 8 D) has to be understood in the sense
of the tangential trace operator in Hll)c(curl, IR? \ D). The existence analysis via
the electromagnetic field of a combined magnetic and electric dipole distribution
(6.55) with a density a € H —1/2(Div, D) can be carried over. In particular, we
have well-posedness in the sense that the mapping from the boundary values ¢ €
H~'2(Div, D) onto the solution E € Hli)c (curl, R3 \D) is continuous. Further, we
note that analogous to Theorem 6.22 the electric to magnetic boundary component
map A is a bijective bounded operator from H~'2(Div, dD) onto H~/?(Div, dD)
with a bounded inverse.

For the scattering problem, the boundary values are the restriction of an analytic
field to the boundary and therefore they are as smooth as the boundary. Hence,
for domains D of class C? there exists a solution in the sense of Theorem 6.21.
Therefore, we can apply the Stratton—Chu formulas (6.16) and (6.17) for the
scattered field E¥, H® and the Stratton—Chu formulas (6.11) and (6.12) for the
incident field E7, H'. Then, adding both formulas and using the boundary condition
v x (E' 4 E*) = 0 on 3D, we have the following theorem known as Huygens’
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principle. The representation for the far field pattern is obtained with the aid
of (6.26) and (6.27).

Theorem 6.24 For the scattering of an entire electromagnetic field E', H' by a
perfect conductor D we have

Ex) = Ei(x) — i curlcurl/BD v(y) x H(y) @(x,y)ds(y),

(6.58)
H(x) = H' (x) —i—curlf v(y) x H(y) @(x, y)ds(y)
oD
for x € R*\ D where E, H is the total field. The far field pattern is given by
R ik o ik
Exo@®) =-—3%x [ [v(y) x Hy)] xxe " Vds(y),
4 9D
(6.59)
A ik —ik &y
Hyx(X) = — X x v(y) x H(y)e """V ds(y)
47'[ 9D
forx e S
6.5 Vector Wave Functions
For any orthonormal system Y,!, m = —n, ..., n, of spherical harmonics of order
n > 0, the tangential fields on the unit sphere
1
Ul := ——— GradY,", V]':=vxU} (6.60)

T /ninF D

are called vector spherical harmonics of order n. Since in spherical coordinates
(6, ¢) we have

3 3 1 9?
DivGrad f = — — sin@—f ——f,
sin® 9 90  sin%?0 0¢?
we can rewrite (2.17) in the form
DivGradY, + n(n+1)Y, =0 (6.61)

for spherical harmonics Y, of order n. Then, from (6.39) we deduce that

/ Grad )" -Gradﬁds =nn+ 1)[ Y,:"st.
s? s?
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Hence, in view of Stokes’ theorem

/ vXx GradU -GradVds =0
SZ

249

for functions U,V € C 1(SZ), the vector spherical harmonics are seen to form an

orthonormal system in the space

L%(Sz) = {a 'SP Ciacel?’SH,a-v= O]

of tangential L fields on the unit sphere. Analogous to Theorem 2.8, we wish to

establish that this system is complete.
We first show that for a function f € C2(S?) the Fourier expansion

[e ) n
F=Y 3y

n=0m=—n

with Fourier coefficients
ar = [ s77as
SZ

converges uniformly. Setting § = x in the addition theorem (2.30) yields

" . 2n+1
> @ ==

m=—n

whence, by applying Div Grad and using (6.61),

n

3 [Grad v )| = % n(n+1)2n+1)

m=—n

readily follows. From (6.39) and (6.61) we see that

n(n + 1)/ fYmds = —/ Div Grad f Y ds
s? s?

and therefore Parseval’s equality, applied to Div Grad f, shows that

(0,¢] n
ot v? Y Jarf = | 1pivGrad fPas.

m=—n

(6.62)

(6.63)
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The Cauchy—Schwarz inequality

n

N n 2 N N n
, " 1 e
[E: > |aZ”Y,i"(X)ﬂ <y n*t)? Y |a |2§:m > el
n=l1 n=1

n=1m=—n m=—n m=—n

with the aid of (6.62) now yields a uniformly convergent majorant for the Fourier
series of f.

Theorem 6.25 The vector spherical harmonics U] and V' form = —n, ..., n,
n=1,2,..., forma complete orthonormal system in L?(Sz).

Proof Assume that the tangential field a belongs to C3(S?) and denote by
o = / Diva Y ds
S2

the Fourier coefficients of Diva. Since Diva € C2%(S?), we have uniform
convergence of the series representation

o0 n
Diva = Z Z aym, (6.64)

n=1m=—n

Note that ozg = 0since o Divads = 0. Now define

n

. 1 mym

n=1 m=—n

Then proceeding as above in the series for f with the aid of Parseval’s equality
for Div Grad Diva and (6.63) we can show that the term by term derivatives of the
series for u are uniformly convergent. Hence, (6.65) defines a function u € C' (S?).
From the uniform convergence of the series (6.64) for Diva and (6.61), we observe
that

DivGradu = Diva (6.66)

in the sense of Definition 6.15.
Analogously, with the Fourier coefficients

By = /SZ Curla Y™ ds

of the uniformly convergent expansion
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0 n
Curla=)" > prvy (6.67)

n=1m=—n

we define a second function v € C1(S?) by

00 n
n; n(n - ;n By, (6.68)
It satisfies
Div Grad v = Curla. (6.69)

Then the tangential field
b :=Gradu 4+ v x Gradv
is continuous and in view of (6.43), (6.66), and (6.69) it satisfies
Divb =Diva, Curlb = Curla. (6.70)

In view of Stokes’ theorem (6.40), the second equation of (6.70) implies thata—b =
Grad f for some f € C!(S?). Then the first equation of (6.70) requires f to satisfy
Div Grad f = 0 and from (6.39) we see that

/ | Grad f|*ds = 0,
SZ

which implies a = b.

Thus, we have established that three times continuously differentiable tangential
fields can be expanded into a uniformly convergent series with respect to the vector
spherical harmonics. The proof is now completed by a denseness argument. O

We now formulate the analogue of Theorem 2.10 for spherical vector wave
functions.

Theorem 6.26 Let Y, be a spherical harmonic of order n > 1. Then the pair

M, (x) _curl{xjn(klxl)Y <| |>} %curan(x)

is an entire solution to the Maxwell equations and

N,,(x):curl{ AV (k|x]) ¥, (| |)} %curan(x)

is a radiating solution to the Maxwell equations in R> \ {0}.
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Proof We use (6.4) and Theorems 2.10 and 6.4 to verify that the Maxwell equations
are satisfied in R and IR? \ {0}, respectively. Setting % := x/|x| we also compute

My (x) = jn(k|x]) Grad Y, (X) x X,

(6.71)
Ny (x) = AV (k|x]) Grad Y, (R) x %,
and
1
% x curl M, (x) = o {jn(klx]) + kx| j, (k|x])} & x Grad Y, (%),
(6.72)

1
|x]

£ x curl N, (x) = [h,g‘>(k|x|> + k|x|h§)>’(k|x|)} £ x Grad Y, (3).

Hence, the Silver—Miiller radiation condition for N, curl N,,/ik follows with the
aid of the asymptotic behavior (2.42) of the spherical Hankel functions. O

Theorem 6.27 Let E, H be a radiating solution to the Maxwell equations for |x| >
R > 0. Then E has an expansion with respect to spherical vector wave functions of
the form

E(x) = Z Z a)’ curl {thll)(k|x|) Y <%)}

n=1m=—n

3

6.73)

oo n
x
+ Z Z by curl curl {thll)(k|x|) Y (m)}

n=1m=—n

that (together with its derivatives) converges uniformly on compact subsets of
|x| > R. Conversely, if the tangential component of the series (6.73) converges
in the mean square sense on the sphere |x| = R, then the series itself converges
(together with its derivatives) uniformly on compact subsets of |x| > R and
E, H = curl E/ik represent a radiating solution to the Maxwell equations.

Proof By Theorem 6.3, the tangential component of the electric field E on a sphere
Ix| = R with R > R is analytic. Hence, as shown before the proof of Theorem 6.25,
it can be expanded in a uniformly convergent Fourier series with respect to spherical
vector harmonics. The spherical Hankel functions h,(ll) (t) and h,gl)(t) + thf,l)/(t) do
not have real zeros since the Wronskian (2.37) does not vanish. Therefore, in view
of (6.71) and (6.72), setting x := x/|x| we may write the Fourier expansion in the
form
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FxE@ =Y Y ap i xcur [onDex) v (5}

n=1m=—n

o0 n
+5° ) b & x curl curl {xh;‘>(k|x|)y,71(£)}
n=1m=

for |x| = R. But now, by the continuous dependence of the solution to the exterior
Maxwell problem with continuous tangential component in the maximum norm
(see Theorem 6.23), the uniform convergence of the latter series implies the uniform
convergence of the series (6.73) (together with its derivatives) on compact subsets
of |x| > R and the first statement of the theorem is proven.

Conversely, proceeding as in the proof of Theorem 2.15, with the help of (6.63)
it can be shown that L? convergence of the tangential component of the series (6.73)
on the sphere |x| = R implies uniform convergence of the tangential component on
any sphere [x| = R > R. Therefore, the second part of the theorem follows from the
first part applied to the solution to the exterior Maxwell problem with continuous
tangential components given on a sphere |x| = R. O

Theorem 6.28 The electric far field pattern of the radiating solution to the Maxwell
equations with the expansion (6.73) is given by

(0.¢] n
Z — Y {ikb GradY;" —aj' v x Grad ¥} . (6.74)
1

m=—n

?V‘Ir—

The coefficients in this expansion satisfy the growth condition
e8] 2n n
2n 2 2
Z(—k ) Do ap |+ by < o0 (6.75)
n=1 er m=—n

forallr > R.

Proof Since by Theorem 6.9 the far field pattern Eo, is analytic, we have an
expansion

oo n
=>" > {c Grady;" +d v x Grad ¥;"}

with coefficients

nn+ D) = / Eoo(X) - Grad Y (%) ds (%),
S2

nn+1)d" = /2 Exo(R) - £ x Grad Y7 (%) ds(R).
S
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On the other hand, in view of (6.71) and (6.72), the coefficients a);' and b in the
expansion (6.73) satisfy

n(n+1)a™h\V(k|x|) = / E(r%) - Grad Y (%) x % ds(%),
SZ

1 -
n(n+1)b" {kh},1>’(k|x|) + = h,§1>(k|x|)} = / E(r%) - Grad Y (%) ds ().
X S2

Therefore, with the aid of (2.42) we find that
nn+1)d’ = / lim re % E(r%) - £ x Grad Y/n(x)ds(X)
SZ r—00

n(n+1)al}
kin+l

r—00

= lim re—“"/ E(r3) - % x Grad Y (X) ds(%) = —
S2
and

nn+1)c = /Sz rl_i)rgore_ik’E(r)?)Grad Y/ (%) ds(%)

n(n+1)bY

r—00 in

= lim re % / E(r%) Grad Y (%) ds (%) =
S2

In particular, this implies that the expansion (6.74) is valid in the L? sense. Parseval’s
equality for the expansion (6.73) reads
2 }

rzz Z n(n+1){|a,’1"}2

n=1m=—n

2 1
nO k)| [ ki ) + 1D )

= / v x E|2ds(x).
lx|=r

From this, using the asymptotic behavior (2.40) of the Hankel functions for large
order n, the condition (6.75) follows. |

Analogously to Theorem 2.17, it can be shown that the growth condition (6.75)
for the Fourier coefficients of a tangential field Eo, € L%(Sz) is sufficient for E
to be the far field pattern of a radiating solution to the Maxwell equations.

Concluding this section, we wish to apply Theorem 6.27 to derive the vector
analogue of the addition theorem (2.43). From (6.71) and (6.72), we see that the
coefficients in the expansion (6.73) can be expressed by
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n(n + HR*hD(kR)a™ = / E(x) - Grad Y (%) x % ds(x), (6.76)
[x|=R

n(n+ DRV (kR) + kRAV (kR)}H™ = / E(x) - Grad Y (%) ds(x).
|x|=R

(6.77)
GivenasetY",m = —n,...,n,n =0, 1, ..., of orthonormal spherical harmonics,
we recall the functions

W (x) == ju(klx]) Y (i) @) = A klx) Y <i>

|x] | x|
and set
M) (x) = curl{xu (x)}, N, (x) := curl{xv) (x)}.

For convenience, we also write

M™(x) := curl :xjn(k|x|) ym <i>}, N™(x) := curl {xhﬁll)(kbCD Y <|x_|) }
x

|x|
From the Stratton—Chu formula (6.8) applied to M,’l" and curl J\;I;l" /ik, we have

1 -
a curlcurl/ v(x) x curl M, (x) @ (y, x) ds(x)
|x|=R

+ curl/ v(x) X M™(x) D (y, x)ds(x) = —M™(y), |yl <R,
lx|=R
and from the Stratton-Chu formula (6.16) applied to N and curl N" / ik, we have

1 -
2 curl curl/ v(x) x curl N (x) @ (v, x) ds(x)
lx|=R

+ curl/ v(x) x IC],Z"(x)(b(y,x) ds(x)=0, |yl <R.
Ix|=R

Using (6.71), (6.72), and the Wronskian (2.37), from the last two equations we
see that

X

i
——— curlcurl GradY" | — | @ (y,x)d
OR2 curl cur /le—R v(x) x Grad Y/ (|x|) (v, x)ds(x)

=hDKRM"(y), |yl <R,
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whence

/ Grad Y <|x_|> X v(x) - curly curl, {p® (v, x)} ds(x)
[x|=R X

(6.78)
= iRy (kR) p - My (), Iyl < R,
follows for all p € R? with the aid of the vector identity

p - curly curly {c(x)@ (y, x)} = c(x) - curl, curl, {pP (y, x)}.

Analogously, from the Stratton—Chu formulas (6.9) and (6.17) for the magnetic
field, we can derive that

f| | Grad Y (i) - curly curl {p@ (y, x)} ds (x)
x|=R

I (6.79)
= ikR{h" kR) + kR (kR)} p - curl M (y), |y| < R.
Therefore, from (6.76) to (6.79) we can derive the expansion
1
a curly curl, {p - @(y, x)}
=ik§:; Xn: Ny () M (y) - p
nm+l) & " " (6.80)

oo n
i 1 -
E mmg curl N,T(x) curl M,T(y) - p

n=1

+

=—n

which, for fixed y, converges uniformly (together with its derivatives) with respect

to x on compact subsets of |x| > |y|. Interchanging the roles of x and y and using

a corresponding expansion of solutions to the Maxwell equations in the interior of

a sphere, it can be seen that for fixed x the series (6.80) also converges uniformly

(together with its derivatives) with respect to y on compact subsets of |x| > |y|.
Using the vector identity

divy p- @(y,x) = —p - grad, @(y, x),

from the addition theorem (2.43) we find that

1 _ i o o —
2 grad, divi{p- @ (y,x)} = % Z Z grad v (x) gradu(y)-p. (6.81)

n=0m=—n
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In view of the continuous dependence results of Theorem 3.11, it can be seen the
series (6.81) has the same convergence properties as (6.80). Finally, using the vector
identity (6.4), we can use (6.80) and (6.81) to establish the following vector addition
theorem for the fundamental solution.

Theorem 6.29 We have

3 N MPO)

m=—n

d(x, y)I—lkZ e +1)

. o n
i 1 [—
+z E m E Curl N,',”(x) Curl M;ln(y) (682)
n=1

m=—n

. o0 n
+ZE Y eradv () graduf(v)

n=0m=—n

where the series and its term by term derivatives are uniformly convergent for fixed
y with respect to x and, conversely, for fixed x with respect to y on compact subsets

of x| > |yl.

By taking the transpose of (6.82) and interchanging the roles of x and y we obtain
the alternate form

> M) N )T

m=—n

d(x, y)I_sz pre +1)

. o0 n
i 1 _
T g 2o SIMEG) curl )T (6.83)
n=1 m=—n

. o0 n
+ZE Y ) eraduf () grad v ()"

n=0m=—n
of the vector addition theorem for |x| < |y|.

We conclude this section with the vector analogue of the Jacobi—Anger expansion
(2.46). For two vectors d, p € R? with |d| = 1 and p-d = 0 we have the expansion

peitvd =3 % (D(x, d) xju (x) Pa(cos 0)} p (6:84)

with the differential operator

D(x,d) := —curl, {d x Gradd}T — ZE curl, curl, Grad;,r .
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Here P, denotes the Legendre polynomial of order n and 6 the angle between x and
d. The series (6.84) can be obtained by passing to the limit |y| — oo in the vector
addition theorem (6.83) with the help of Theorem 6.28 and the addition theorem for
the spherical harmonics (2.30). It can be shown to converge uniformly on compact
subsets of R} x S? (together with all its derivatives). Clearly, (6.84) represents an
expansion of electromagnetic plane waves with respect to the entire solutions of the
Maxwell equations of Theorem 6.26.

The expansion (6.84) can be used to obtain an explicit solution for scattering of
a plane wave

Ei(x) — peikx-d’ Hi(x) —dx peikx~d

with incident direction d and polarization p L d by a perfectly conducting ball of
radius R centered at the origin in terms of the so-called Mie series. In view of (6.71)
and (6.72), from (6.84) and the boundary condition v x (E'+ ES) =0on |x] = R,
we expect the scattered wave to be given by

o0

. Qn + 1
Ex=-Y TS {D,, (x, d) xh'D (x) Py (cos 9)} p (6.85)

n=1

with the differential operators

Jn(kR)

Dy(x,d) := —
hY (kR)

curl, {d x Gradd}T

i jakR) +kRjy(KR)
k hY &Ry + kR (kR)

curl curl, Grad}, n € IN.

By the asymptotic behavior (2.38) and (2.39) of the spherical Bessel and Hankel
functions for large n the above series can be shown to converge uniformly on
compact subsets of R? \ {0}. Consequently, by Theorem 6.27, together with the
corresponding series for the magnetic field it represents a radiating solution to the
Maxwell equations in IR® \ {0}, and hence indeed solves the scattering problem for
a perfectly conducting ball.

6.6 Herglotz Pairs and the Far Field Operator

We consider the scattering of electromagnetic plane waves with incident direction
d € S?* and polarization vector p as described by the matrices E’ (x, d) and H' (x, d)
defined by
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E'(x,d)p := % curlcurl p &% ¥4 = ik (d x p) x d ™4,
(6.86)

ikxd __

H'(x,d)p = curlpe = ikd x pekrd.

Because of the linearity of the direct scattering problem with respect to the incident
field, we can express the scattered waves by matrices E°(x, d) and H*(x, d), the
total waves by matrices E (x, d) and H (x, d), and the far field patterns by Eqo (X, d)
and Hoo (X, d), respectively. The latter map the polarization vector p onto the far
field patterns Eoo (X, d) p and Hx (X, d) p, respectively.

Analogously to Theorem 3.23, we can establish the following reciprocity result
for the electromagnetic case.

Theorem 6.30 The electric far field pattern for the scattering of plane electromag-
netic waves by a perfect conductor satisfies the reciprocity relation

Eoo(®,d) = [Exo(—d, —%)]", %,d €S> (6.87)

Proof From Gauss’ divergence theorem, the Maxwell equations for the incident and
the scattered fields and the radiation condition for the scattered field we have

/ {v x E'(,d)p-H (-, —-®)g+vx H (-,d)p - Ei(-,—i)q}ds =0
oD
and
/ [vxEC,d)p-H(,—R)q+vx H(,d)p-E°(-,—R)q}ds =0
aD

for all p, ¢ € R3. With the aid of

—ikxy __

curl, g e =ikq x % e k¥,

and
curly curly g e 5 = k2 % x {g x R} e FEY,
from the far field representation (6.25) we derive

4 g - Ex(x,d)p

:/ {vx EC¢.d)p- Hi(,—R)g+vx H(,d)p- E(, —%)q }ds
aD
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and from this by interchanging the roles of d and x and of p and g, respectively,

47 p - Exo(—d, —X)q
:/ [vx ES(-,=%)q - H'(,d)p +v x H* (-, —%)q - E'(-, d)p}ds.
aD

We now subtract the last integral from the sum of the three preceding integrals to
obtain

4n{q - Esc(R,d)p — p - Eco(—d, —0)q}

(6.88)

=/ [vx EC.d)p-H(. =g +vx HC,d)p-E(-,—8)q}ds,
oD

whence the reciprocity relation (6.87) follows in view of the boundary condition
vXx E(-,d)p=v x E(-,—X)qg =0onaD. O

Since in the derivation of (6.88) we only made use of the Maxwell equations
for the incident wave in R? and for the scattered wave in IR? \ D and the radiation
condition, it is obvious that the reciprocity relation is also valid for the impedance
boundary condition and the transmission boundary condition.

For the scattering of an electric dipole of the form (6.22), i.e.,

Eé(x, )p = i curl, curl, p®(x, 2),
(6.89)

H}(x,2)p := curl, p®(x,z)
with a polarization vector p we denote the scattered fields by E7 (x, z) and H} (x, 2),
the total fields by E.(x, z) and H,(x, z) and the far field patterns of the scattered

wave by E; (%, z) and H; ., (X, 7). Note that as above for plane wave incidence
all these quantities are matrices.

Theorem 6.31 For scattering of electric dipoles and plane waves we have the
mixed reciprocity relation

4mE} o (—d,2) = [E°(z,d)]", zeR*\D,deS% (6.90)

Proof As in the proof of Theorem 6.30 from Gauss’ divergence theorem we have

/ {v X Eé(~,z)p-Hi(~,d)q +v X Hcf(~,z)p~Ei(~,d)q}ds =0
oD
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and

/aD {(vxE(¢.,29p-H(,d)g+vxH(,2)p-E(.,dqlds =0
for all p, g € R3. From the far field representation (6.25) we obtain
41 q-Ecc(—d,2)p = /BD WX ES(,2)p-H' (-, d)g+vx H}(-,2)p-E' (-, d)q}ds
and the Stratton—Chu formula (6.16) yields
p-E'(z,d)g = /30 {vx ES(,d)g-H.(-,2)p+v x H*(-,d)q - EL(-, 2) p}ds.

Now the proof can be completed as in the previous theorem. O

Again the statement of Theorem 6.31 is valid for all boundary conditions. Since
the far field pattern E;, ., of the incident field £ is given by

El o (d.5) =~ Elc.—d) = — [E'G—a)T ©691)
e,00 ’ 47_[ ’ 47_[ ) B .
from (6.90) we conclude that
1
Eeoold,2) = — [E(z, —d)]" (6.92)
4

for the far field pattern E, o of the total field E..
The proof of the following theorem is analogous to that of the two preceding
theorems.

Theorem 6.32 For scattering of electric dipoles we have the symmetry relation
EXx,y) =[ES(v, 01T, xyeR\D. (6.93)
Before we can state results on the completeness of electric far field patterns cor-

responding to Theorem 3.29, we have to introduce the concept of electromagnetic
Herglotz pairs. Consider the vector Herglotz wave function

E(x):/ g dyds(d), xeR3,
SZ

with a vector Herglotz kernel a € LZ(SZ), that is, the Cartesian components of E
are Herglotz wave functions. From



262 6 The Maxwell Equations

divE(x):ikf 5 g ad)yds(d), xe R,
SZ

and Theorem 3.27 we see that the property of the kernel a to be tangential is
equivalent to div E = 0 in R.

Definition 6.33 An electromagnetic Herglotz pair is a pair of vector fields of the
form

E(x) :/ 5 la(dyds(d), Hx) = ik curl E(x), x e R, (6.94)
S? i

where the square integrable tangential field @ on the unit sphere S? is called the
Herglotz kernel of E, H.

Herglotz pairs obviously represent entire solutions to the Maxwell equations.
For any electromagnetic Herglotz pair E, H with kernel a, the pair H, —F is also
an electromagnetic Herglotz pair with kernel d x a. Using Theorem 3.38, we can
characterize Herglotz pairs through a growth condition in the following theorem.

Theorem 6.34 An entire solution E, H to the Maxwell equations possesses the
growth property

1
sup — {|E(x)|2 4 |H(x)|2} dx < 00 (6.95)
R>0 [x|<R

if and only if it is an electromagnetic Herglotz pair.

Proof For a pair of entire solutions E, H to the vector Helmholtz equation, by
Theorem 3.38, the growth condition (6.95) is equivalent to the property that E can
be represented in the form (6.94) with a square integrable field a and the property
div E = 0 in R3 is equivalent to a being tangential. O

In the following analysis, we will utilize the analogue of Lemma 3.28 for the
superposition of solutions to the electromagnetic scattering problem.

Lemma 6.35 For a given L? field g on S* the solution to the perfect conductor
scattering problem for the incident wave
Ew = [ Eadg@dsd. #e = [ Hxde@dsa
S? S?
is given by

ES(x):/ E*(x,d)g(d)ds(d), ﬁ?(x):/ H'(x,d)g(d)ds(d)
SZ SZ

for x € R*\ D and has the far field pattern
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Eco(®) = f | Eco(3,d)g(d) ds(d), He(R) = / | Hoo(®, d)g(d) ds(d)
S S

forx e S,

Proof Multiply (6.55) and (6.56) by g, integrate with respect to d over S?, and
interchange orders of integration. O

We note that for a tangential field g € L,Z(Sz) we can write
FigoN _ - ik x-d Tiy ikx-d 3
E'(x) = lk/ g(d)e ds(d), H'(x)= curl/ gld)e ds(d), xelR’,
s? s?

that is, EY, H' represents an electromagnetic Herglotz pair with kernel ikg.
Variants of the following completeness results were first obtained by Colton and
Kress [97] and by Blohbaum [34].

Theorem 6.36 Let (d,) be a sequence of unit vectors that is dense on S* and define
the set F of electric far field patterns by

F = {Eoo(-.dp)ej in=1,2,..., j=1273)

with the Cartesian unit vectors e;. Then F is complete in L%(Sz) if and only if there
does not exist a nontrivial electromagnetic Herglotz pair E, H satisfyingv X E =0
on dD.

Proof By the continuity of E, as a function of d and the Reciprocity Theorem 6.30,
the completeness condition

/ h(®) - Exc(®,dy)ejds(X) =0, n=12,...,j=123,
S2
for a tangential field & € L?(SZ) is equivalent to
/ Ex(%, d)g(d)ds(d) =0, % eS?, (6.96)
S?

for g € L2(S?) with g(d) = h(—d).

By Theorem 3.27 and Lemma 6.35, the existence of a nontrivial tangential
field g satisfying (6.96) is equivalent to the existence of a nontrivial Herglotz pair
E', H' (with kernel ikg) for which the electric far field pattern of the corresponding
scattered wave E* fulfills Eo, = 0. By Theorem 6.10, the vanishing electric far field
Eso = 0on S%is equivalent to E* = 0in R®\ D. This in turn, by the boundary
condition v x E! + v x E* = 0 on 3D and the uniqueness of the solution to the
exterior Maxwell problem, is equivalent to v x E° = 0 on 9D and the proof is
finished. ]
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We note that the set 7 of electric far field patterns is linearly dependent. Since for
p = d the incident fields (6.86) vanish, the corresponding electric far field pattern
also vanishes. This implies

3
Y djEs(-.d)e; =0 (6.97)
j=1

for d = (dy, d», d3). Of course, the completeness result of Theorem 6.36 also holds
for the magnetic far field patterns.

A nontrivial electromagnetic Herglotz pair for which the tangential component
of the electric field vanishes on the boundary dD is a Maxwell eigensolution,
i.e., a nontrivial solution E, H to the Maxwell equations in D with homogeneous
boundary condition v x E = 0 on dD. Therefore, as in the acoustic case, we have
the surprising result that the eigensolutions are connected to the exterior scattering
problem.

From Theorem 6.34, with the aid of the differentiation formula (2.35), the
integral (3.91) and the representations (6.71) and (6.72) for M, and curl M,,, we
conclude that M,,, curl M,,/ik provide examples of electromagnetic Herglotz pairs.
From (6.71) we observe that the spherical vector wave functions M, describe
Maxwell eigensolutions for a ball of radius R centered at the origin with the
eigenvalues k given by the zeros of the spherical Bessel functions. The pairs
curl M,,, —ikM,, are also electromagnetic Herglotz pairs. From (6.72) we see that
the spherical vector wave functions curl M,, also yield Maxwell eigensolutions for
the ball with the eigenvalues k given through j, (kR)+kRj, (kR) = 0. By expansion
of an arbitrary eigensolution with respect to vector spherical harmonics, and arguing
as in the proof of Rellich’s Lemma 2.12, it can be seen that all Maxwell eigensolu-
tions in a ball must be spherical vector wave functions. Therefore, the eigensolutions
for balls are always electromagnetic Herglotz pairs and by Theorem 6.36 the electric
far field patterns for plane waves are not complete for a ball D when & is a Maxwell
eigenvalue.

We can express the result of Theorem 6.36 also in terms of a far field operator.

Theorem 6.37 The far field operator F : L>(S*) — L*(S?) defined by

(F9)(®) == fz Eo(, d)g(d)ds(d), # €S2, (6.98)
S

is injective and has dense range if and only if there does not exist a Maxwell
eigensolution for D which is an electromagnetic Herglotz pair.

Proof From the reciprocity relation (6.87), we easily derive that the L? adjoint F* :
Ltz(Sz) — Ltz(Sz) of F is given by

F*¢ = RFRg, (6.99)
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L7202 2(Q2 ;
where R : L;(S*) — L;(S”) is defined by

(Rg)(d) := g(—d).

The proof is now completed as in Theorem 3.30. O

In view of the linear dependence expressed by (6.97), in order to construct the
operator F for each d € S?, we obviously need to have the electric far field pattern
for two linearly independent polarization vectors orthogonal to d. As in acoustic
scattering the far field operator will play an important role in our analysis of the
inverse electromagnetic obstacle scattering problem. Therefore we proceed with
presenting its main properties.

Lemma 6.38 The far field operator satisfies
2 {(Fg, h) + (g, Fh)) = —(Fg, Fh), (6.100)

where (-, -) denotes the inner product in Ltz(Sz).

Proof If E{, H] and E3, H; are radiating solutions of the Maxwell equations with
electric far field patterns E o and E2 ~, then from the far field asymptotics and
Gauss’ divergence theorem we deduce that

\/‘;D {[{_iS (V X Ef) _E_é (\) X Hf)}ds = 2/82 El,OO . EZ,oodS' (6101)

If E¥, H® is a radiating solution to the Maxwell equations with electric far field
pattern E, and E}, H; is a Herglotz pair with kernel /, then

/ Hj - (v x E*)ds =/ h(d)-/ [H (-, —d)]"[v x E*)]ds ds(d)
oD s? oD
and
—/ Ei- (v x H')ds =/ m./ [E'(-, —d)]"[v x H'|ds ds(d).
aD S2 aD

Adding these two equations, with the aid of the far field representation of Theo-
rem 6.9, we obtain that

/ [?;;.(uxES)—E_;;.(vaX)}ds=4n/ Eo - hds. (6.102)
aD §?

Now let Ei,, H{é and E;l H,’; be the Herglotz pairs with kernels g, h € L%(Sz),
respectively, and let E,, H, and Ej,, H, be the total fields to the scattering problems
with incident fields E [’S,, Hé’, and E;l H ;l , respectively. We denote by Eg o and Ej,
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the electric far field patterns corresponding to Eg, H, and Ej, Hp, respectively.
Then we can combine (6.101) and (6.102) to obtain

2(Fg, Fh)+4n(Fg,h) +4n(g, Fh)
= 2/S2 Eq o0 Encods +4m /SZ Egoohds +4m /%2 Epnoods (6.103)

:AD{E.(vng)—E_h-(vng)}ds.

From this the lemma follows by using the boundary condition. O

Theorem 6.39 The far field operator F is compact and normal, i.e., FF* = F*F,
and has an infinite number of eigenvalues.

Proof Since F is an integral operator with continuous kernel, it is compact. From
(6.100) we obtain that

(g, F*Fh) = —2x{(g, Fh) + (g, F*I))
forall g, h € L?(Sz) and therefore
F*F = -2n(F + F*). (6.104)

Using (6.99) we can deduce that (F*g, F*h) = (FR/’_l, FRg) and hence,
from (6.100), it follows that

(F*g, F*h) = =27 {(g, F*h) + (F*g, h)}
forall g, h € L?(Sz). If we now proceed as in the derivation of (6.104), we find that
FF* = 2n(F + F*) (6.105)

and the proof for normality of F' is completed. By the spectral theorem for compact
normal operators (see [375]) there exists a countable complete set of orthonormal
eigenelements of F. By Theorem 6.37 the nullspace of F is finite dimensional and
therefore F has an infinite number of eigenvalues. O

Corollary 6.40 The scattering operator S : L?(SZ) — L%(Sz) defined by

1
S=1+—F (6.106)
2

is unitary.
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Proof From (6.104) and (6.105) we see that S§* = §*S = 1. |

In view of (6.106), the unitarity of S implies that the eigenvalues of F lie on the
circle with center at (—2m, 0) on the negative real axis and radius 2.

The question of when we can find a superposition of incident electromagnetic
plane waves of the form (6.86) such that the resulting far field pattern becomes a
prescribed far field E, is examined in the following theorem.

Theorem 6.41 Let ES, f? $ be a radiating solution to the Maxwell equations with
electric far field pattern E~o. Then the linear integral equation of the first kind

/2 Eoo(®,d)g(d)ds(d) = Exo(%), % €S?, (6.107)
S

possesses a solution g € L%(Sz) if and only if E*, H* is defined in R \ D and
continuous in R®> \ D and the interior boundary value problem for the Maxwell
equations

curl E' —ikH' =0, curlH +ikE' =0 inD, (6.108)
and
vX (E'+EY=0 ondD (6.109)

is solvable and a solution E*, H' is an electromagnetic Herglotz pair.

Proof By Theorem 3.27 and Lemma 6.35, the solvability of the integral equa-
tion (6.107) for g is equivalent to the existence of a Herglotz pair E i H (with
kernel ikg) for which the electric far field pattern for the scattering by the perfect
conductor D coincides with the given Eoo, that is, the scattered electromagnetic
field coincides with the given E s HS. m]

By reciprocity, the solvability of (6.107) is equivalent to the solvability of
/ [Eoo (X, d)]Th(%)ds(X) = Eoo(—d), deS* j=1,2,3, (6.110)
S2

where h(X) = g(—x). In the special cases where the prescribed scattered wave is
given by the electromagnetic field

~ ~ 1 ~
E’(x) =curla®(x,0), H'(x)= & curl E° (x)
i

of a magnetic dipole at the origin with electric far field pattern

- ik .
Eoo(x)zaxxa,
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or by the electromagnetic field

E*(x) = curlcurla® (x,0), H'(x)= % curl £%(x)
of an electric dipole with electric far field pattern

2
Es(X) = E}? X (a X X),

the connection between the solution to the integral equation (6.110) and the
interior Maxwell problem (6.108) and (6.109) was first obtained by Blohbaum [34].
Corresponding completeness results for the impedance boundary condition were
derived by Angell, Colton, and Kress [12].

We now follow Colton and Kirsch [93] and indicate how a suitable linear
combination of the electric and the magnetic far field patterns with orthogonal
polarization vectors are complete without exceptional interior eigenvalues.

Theorem 6.42 Let (d,) be a sequence of unit vectors that is dense on S* and let A
and p be fixed nonzero real numbers. Then the set

{AEOO(-,d,,)ej + uHoo (- dp)(ej xdy) :n=1,2,..., j=1,2, 3}
is complete in L; (S~).
Proof We use the continuity of Eo, and Hy as a function of d, the orthogo-

nality (6.24), and the reciprocity relation (6.87) to find that for a tangential field
he L?(Sz) the completeness condition

/S2 h(X) - (AEo (X, dp)ej + wHoo (X, dy)(ej x dy)}ds(X) =0
forn=1,2,...and j = 1, 2, 3 is equivalent to
/Sz{)\p “Eoo(—d, —X)h(X) + up xd - Eco(—d, —X)(h(X) X X)}ds(x) =0
for all p € R3, that is,
/S2{AEOO(—d, —$)h(R) — pHoo(—d, —2)(h(%) x £)}ds(%) =0, d €S>
After relabeling and setting g(d) := h(—d) this reads

fz{xEoo()e, d)g(d) + nHeoF, d)g(d) x d)}ds(d) =0, £eS%  (6.111)
S
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We define incident waves Ei, H as Herglotz pair with kernel g and E%, Hi as
Herglotz pair with kernel g x d and note that from

1 . .
— curl/ g(d) x d e** ds(d) =/ g(d) "4 ds(d)
lk S2 S2

we have
Hj=FE} and E5=—H|. (6.112)

By Lemma 6.35, the condition (6.111) implies that AE] + wH5 = 0 in R\ D
whence by applying the curl we have

AH} —pES =0 inR?\D. (6.113)

Using Gauss’ divergence theorem, the boundary conditions v x (E ’1 + Ej) =0and
v X (Eé + E5) = 0o0n 3D and Egs. (6.112) and (6.113) we now deduce that

A/ VX Ef~H_fds :/L/ div{E’i xE_’2} dx :iuk/ {|E’i|2—|Hf|2} dx,
aD D D

and this implies E{ = 0in R3\ D by Theorem 6.11. Then (6.113) also yields E5 = 0
in R3\ D. As a consequence of the boundary conditions, we obtain v x Ei = 0
on dD and v x Hf =V X E’2 = 0 on 0D and from this we have E’1 = 0in D by
the representation Theorem 6.2. It now follows that E ’1 = 0 in R? by analyticity
(Theorem 6.3). From this we finally arrive at g = 0, thatis, # = 0 by Theorem 3.27.

O

We continue with the vector analogue of the completeness Theorem 3.35.

Theorem 6.43 Let (d,) be a sequence of unit vectors that is dense on S*. Then the
tangential components of the total magnetic fields

vX H(-,dpej :n=1,2,..., j=1,2,3
J

for the incident plane waves of the form (6.86) with directions d,, are complete in
L2@D).

Proof From the decomposition (6.45), it can be deduced that the operator N
maps tangential fields from the Sobolev space H'!(3 D) boundedly into L%(a D).
Therefore, the composition N PS% : L?(BD) — LZZ(BD) is compact since by
Theorem 3.6 the operator & is bounded from L2(8 D) into H'(dD). Since M has
a weakly singular kernel, we thus have compactness of M + i N P.S% from L%(a D)
into L,2(8 D) and proceeding as in the proof of Theorem 6.23 we can show that
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I+M+iNP Sg has a trivial nullspace in Lf(a D). Hence, by the Riesz—Fredholm
theory, I+M+iNP502 : L,2(8D) — L[Z(B D) is bijective and has a bounded inverse.

From the representation formulas (6.58), the boundary condition v x E = 0
on 9D, and the jump relations of Theorem 6.12, in view of the definitions (6.48)
and (6.50) we deduce that the tangential component b := PH of H solves the
integral equation

b+ Mb+iPSNb=2{vx H} x v—2kPS{v x E'}.

Now let g € L2(3 D) satisfy

/ g-H(,dyejds=0, n=12,...,j=1,2,3.
aD

This, by the continuity of the electric to magnetic boundary component map
(Theorem 6.22), implies that

/ g -H(.dpds=0, deS* peR’
aD
We now seta := (I + M + iNPSg)_lg and obtain
/ a-(I+M +iPSN)PH(-,d)pds =0
aD
and consequently
/ {a CH'(-,d)p + k{v x Sa} - Ei(-,d)p} ds =0
aD
forall d € S? and p € IR. This in turn, by elementary vector algebra, implies that
/ [a(y) xd+kd x [{v(y) x (§a)(»)} x d] }e"ky-d ds(y) =0  (6.114)
aD

for all d € S%. Now consider the electric field

E(x) = Curl/ P (x, y)a(y)ds(y)
aD

+i curlcurl/ @ (x, ) v(y) x ($a)(y)ds(y), xeR>\aD.
oD
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By (6.26) and (6.27), its far field pattern is given by
. ik n R Al ks n
Eoo(x)zi—/ [x x a(y)+k x x [{v(y)x(Sga)(y)} X x]} e ikxy ds(y), x € S
T JaD

Hence, the condition (6.114) implies that Eo, = 0 on S? and Theorem 6.10 yields
E=0inR? \ D. From this, with the help of the decomposition (6.45) and the L2
jump relations (3.26) and (6.53), we derive that a + Ma + iNPSga = 0 whence
g = 0 follows and the proof is finished. O

With the tools involved in the proof of the preceding theorem we can also
establish the following result which we shall need in our analysis of the inverse
problem.

Theorem 6.44 The operator A : CY%(Div,dD) — Ltz(Sz) which maps the
electric tangential components of radiating solutions E, H € C'(R® \ D) to the
Maxwell equations onto the electric far field pattern E, can be extended to an
injective bounded linear operator A : L,Z(a D) — LtZ(S2) with dense range.

Proof From the form (6.55) of the solution to the exterior Maxwell problem
and (6.26) and (6.27), we derive

Eoo()?)=%/aD{fxa(y)—l—kfx[{u(y) x (Sga)(y)}xﬁ]] e kY as(y), 1eS?

wherea = (I + M + iNPSOZ)’l(v x E). Boundedness and injectivity of A now
follow by using the analysis of the previous proof.

In order to show that A has dense range we rewrite it as an integral operator. To
this end we note that in terms of the electromagnetic plane waves E' , H' introduced
in (6.86) the far field representation (6.25) for a radiating solution &, H of the
Maxwell equations can be written in the form

N o e o e
oo (D)= /a D{[H’ (=2 V) XEWHE (7. =H1T V0 xH) | ds ()

for £ € S2. From this, with the aid of the vector Green’s theorem (6.3) (applied
component wise) and the radiation condition, using the perfect conductor boundary
condition for the total electric field £ = E' 4+ E* on 9 D we conclude that

. 1 R R
Eoo(®) = 4—/ [H(y, -] [v(y) x EM1ds(y), % eS?,
T JaD
with the total magnetic field H = H I 4+ HS, thatis,

1
(Ac)(d) = — AD[H(y, —d)]Tc(y)ds(y), deS. (6.115)
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By interchanging the order of integration, from (6.115) we observe that the adjoint
operator A* : Ltz(Sz) — L,Z(a D) can be represented as an integral operator by

1 -
(A*9)(y) = P v(y) x {/sz [H(y, —d)]g(d)]ds(d) x V(y)}, y €adD.

T
' (6.116)
If for g € L%(SZ) we define the vector Herglotz wave function Eé, in the form

Ej(x) = ik/ e de( @y ds(d) = / Ei(x,—d)g(d)ds(d), xeR?,
§? §?
then from Lemma 6.35 we have that
(Hyg)(x) :/ H(x, —d)g(d)ds(d), xeR>,
SZ

is the total magnetic field for scattering of E é from D. Hence, we have that

1
A*g:a{vng—ﬂ(vngbD)}xv (6.117)

with the electric to magnetic boundary component operator ‘A. Now let g satisfy
A*g = 0. Then (6.117) implies that v x H, = 0 on dD. By definition we also
have v x E, = 0 on 9D and therefore, by Holmgren’s Theorem 6.5, it follows that
E, = 0in IR3 \ D. Hence, the entire solution Ei, satisfies the radiation condition
and therefore must vanish identically. Thus g = 0, i.e., A* is injective. From this we
can conclude denseness of the range of A by Theorem 4.6. O



Chapter 7 ®
Inverse Electromagnetic Obstacle Qs
Scattering

This last chapter on obstacle scattering is concerned with the extension of the results
from Chap. 5 on inverse acoustic scattering to inverse electromagnetic scattering. In
order to avoid repeating ourselves, we keep this chapter short by referring back to
the corresponding parts of Chap.5 when appropriate. In particular, for notations
and for the motivation of our analysis we urge the reader to get reacquainted
with the corresponding analysis in Chap.5 on acoustics. We again follow the
general guideline of our book and consider only one of the many possible inverse
electromagnetic obstacle problems: given the electric far field pattern for one
or several incident plane electromagnetic waves and knowing that the scattering
obstacle is perfectly conducting, find the shape of the scatterer.

We begin the chapter with a uniqueness result. Due to the lack of an appropriate
selection theorem, we do not follow Schiffer’s proof as in acoustics. Instead of this,
we prove a uniqueness result following Isakov’s approach and, in addition, we use
a method based on differentiation with respect to the wave number. We also include
the electromagnetic version of Karp’s theorem.

We then proceed to establish a continuous dependence result on the boundary
based on the integral equation approach. As an alternative for establishing Fréchet
differentiability with respect to the boundary we present the electromagnetic version
of an approach proposed by Kress and Péivirinta [271]. The following three
sections then will present extensions of some of the iterative methods, decom-
position methods, and sampling methods considered in Chap. 5 from acoustics to
electromagnetics. In particular we will present the electromagnetic versions of the
iterative method due to Johansson and Sleeman, the decomposition methods of
Kirsch and Kress and of Colton and Monk, and conclude with a discussion of the
linear sampling method in electromagnetic obstacle scattering.
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7.1 Uniqueness

For the investigation of uniqueness in inverse electromagnetic obstacle scattering,
as in the case of the Neumann and the impedance boundary condition in acous-
tics, Schiffer’s method of Theorem 5.1 cannot be applied since the appropriate
selection theorem in electromagnetics requires the boundary to be sufficiently
smooth (see [297]). However, the methods used in Theorem 5.6 for inverse acoustic
scattering can be extended to the case of inverse electromagnetic scattering from
perfect and impedance conductors. We consider boundary conditions of the form
BE = 0 on 0D, where BE = v x E for a perfect conductor and BE =
v xcurl E —iA (v x E) x v for the impedance boundary condition. In the latter
case, the real-valued function A is assumed to be continuous and positive to ensure
well-posedness of the direct scattering problem as proven in Theorem 9.17.

Theorem 7.1 Assume that D1 and D, are two scatterers with boundary conditions
By and Bj such that for a fixed wave number the electric far field patterns for both
scatterers coincide for all incident directions and all polarizations. Then D1 = D,
and B = B».

Proof The proof is completely analogous to that of Theorem 5.6 for the acoustic
case which was based on the reciprocity relations from Theorems 3.24 and 3.25 and
Holmgren’s Theorem 2.3. In the electromagnetic case we have to use the reciprocity
relations from Theorems 6.31 and 6.32 and Holmgren’s Theorem 6.5 and instead of
point sources @ (-, z) as incident fields we use electric dipoles curl curl p®@ (-, z).

]

A corresponding uniqueness result for the inverse electromagnetic transmission
problem has been proven by Héahner [174].

For diversity, we now prove a uniqueness theorem for fixed direction and
polarization.

Theorem 7.2 Assume that Dy and D> are two perfect conductors such that
for one fixed incident direction and polarization the electric far field patterns
of both scatterers coincide for all wave numbers contained in some interval
0 <k <k <ky <o0. Then Dy = D».

Proof We will use the fact that the scattered wave depends analytically on the wave
number k. Deviating from our usual notation, we indicate the dependence on the
wave number by writing E?(x; k), E*(x; k), and E(x; k). Since the fundamental
solution to the Helmholtz equation depends analytically on k, the integral operator
I+M+iNP Sg in the integral equation (6.56) is also analytic in k. (For the reader
who is not familiar with analytic operators, we refer to Sect.8.5.) From the fact
that for each k > O the inverse operator of I + M + iN PS(% exists, by using a
Neumann series argument it can be deduced that the inverse (I + M + iN PS&)’1
is also analytic in k. Therefore, the analytic dependence of the right-hand side
c = 2E'(-;k) x v of (6.56) for the scattering problem implies that the solution
a also depends analytically on k and consequently from the representation (6.55)
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it can be seen that the scattered field E*(-; k) also depends analytically on k. In
addition, from (6.55) it also follows that the derivatives of E® with respect to the
space variables and with respect to the wave number can be interchanged. Therefore,
from the vector Helmholtz equation AE + k*E = 0 for the total field E = E' + E*
we derive the inhomogeneous vector Helmholtz equation

AF +k*F = —2kE

for the derivative

oFE
F.=—.
ok

Let ko be an accumulation point of the wave numbers for the incident waves
and assume that D{ # D,. By Theorem 6.10, the electric far field pattern uniquely
determines the scattered field. Hence, for any incident wave E I the scattered wave
E* for both obstacles coincide in the unbounded component G of the complement
of D1 U D5. Without loss of generality, we assume that (R? \ G) \ D, is a nonempty
open set and denote by D* a connected component of (R* \ G) \ D,. Then E is
defined in D* since it describes the total wave for D», that is, E satisfies the vector
Helmholtz equation in D* and fulfills homogeneous boundary conditions v x E = 0
and div E = 0 on 3 D* for each k with k| < k < ky. By differentiation with respect
to k, it follows that F(-; ko) satisfies the same homogeneous boundary conditions.
Therefore, from Green’s vector theorem (6.3) applied to E(-; ko) and F(-; ko) we
find that

2k0/ |E|?dx = f {FAE — EAF}dx =0,
D* D*

whence E' = 0 first in D* and then by analyticity everywhere outside Dy U D5. This
implies that E' satisfies the radiation condition whence E’ = 0 in IR® follows (cf.
p- 231). This is a contradiction. O

Concerning uniqueness for one incident wave under a priori assumptions on
the shape of the scatterer we note that analogous to Theorem 5.4 using the
explicit solution (6.85) it can be shown that a perfectly conducting ball is uniquely
determined by the far field pattern for plane wave incidence with one direction d and
polarization p. In the context of Theorem 5.5 it has been shown by Liu, Yamamoto,
and Zou [306] that a perfectly conducting polyhedron is uniquely determined by the
far field pattern for plane wave incidence with one direction d and two polarizations
p1 and p>. We note that our proof of Theorem 5.5 for a convex polyhedron can be
carried over to the perfect conductor case.

We include in this section on uniqueness the electromagnetic counterpart of
Karp’s theorem for acoustics. If the perfect conductor D is a ball centered at the
origin, it is obvious from symmetry considerations that the electric far field pattern
for incoming plane waves of the form (6.86) satisfies
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Ex(QX, 0d)0p = QEx(x,d)p (1.1)
for all £,d € S?, all p € ]R3, and all rotations Q, i.e., for all real orthogonal
matrices Q with det Q = 1. As shown by Colton and Kress [98], the converse of
this statement is also true. We include a simplified version of the original proof.

The vectors £, p x £ and £ x (p x X) form a basis in R? provided p x % # 0.
Hence, since the electric far field pattern is orthogonal to X, we can write

Exo(X,d)p =[e1(X,d)p] p x X + [e2(X,d)p] X x (p x X)
where
lei(X,d)pl =[p x X]- Exc(%,d)p
and
[e2(X, d)pl = [X x (p x X)] - Eco(X,d) p
and the condition (7.1) is equivalent to
ej(Q%, 0d)Qp = ¢; (X, d)p, j=1,2.

This implies that
/Sz ¢ (5. d)pds(d) = /S ¢ (0% d)Qp ds(d)
and therefore

/ Esx(®, d)pds(d) =c1(0) px £+ c2(0) £ x (p x %) (7.2)
S2

for all £ € S? and all p € R? with p x £ # 0 where ¢; and ¢, are functions
depending only on the angle 0 between % and p. Given p € R? such that 0 < 6 <
/2, we also consider the vector

q:=2x-pX-—p

which clearly makes the same angle with % as p. From the linearity of the electric
far field pattern with respect to polarization, we have

Eco(X,d)(Ap + 1q) = AEoo (X, d)p + nEx (X, d)q (7.3)
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forall A, u € R. Since ¢ x X = —p x X, from (7.2) and (7.3) we can conclude that
cj(Orwy) =cj(0), j=12,

forall A, u € R with A # p where 6, is the angle between % and Ap + pg. This
now implies that both functions ¢ and ¢, are constants since, by choosing A and
( appropriately, we can make 6, to be any angle between 0 and 7. With these
constants, by continuity, (7.2) is valid for all X € S? and all pE R3.

Choosing a fixed but arbitrary vector p € IR? and using the Funk—Hecke
formula (2.45), we consider the superposition of incident plane waves given by

sink|x|

|x|

y . .
Flx) = ZE curlcuﬂp/SZ k¥l g (dy = i curl curl p (7.4)

Then, by Lemma 6.35 and (7.2), the corresponding scattered wave ES has the
electric far field pattern

Eoo(i)zclpxi—i—czfx(pxi).

From this, with the aid of (6.26) and (6.27), we conclude that

1k\x| c iklx\

E'(x) = fer curlp — + —2 curl curl p .
k x| k2 x|

(7.5)

Using (7.4) and (7.5) and setting r = |x|, the boundary condition v x (Ei + ES) =0
on d D can be brought into the form

v(x) x {g1(r)p+gr)pxx+gr)(p-x)x} =0, xe€aiD, (7.6)
for some functions g1, g2, g3. In particular,

d sinkr
dr r

4ri

g1(r) = —— {

_2

d
k2 sinkr + -
+ k“sinkr + -

k2r r 4mi

ik 2
e c2k eikr }
For a fixed, but arbitrary x € d D with x # 0 we choose p to be orthogonal to x and
take the scalar product of (7.6) with p x x to obtain

g1 x-v(x)=0, xeaD.

Assume that g1(r) # 0. Then x - v(x) = 0 and inserting p = x x v(x) into (7.6)
we arrive at the contradiction g;(r) x = 0. Hence, since x € 9D can be chosen
arbitrarily, we have that g1(r) = 0 for all x € 9D with x # 0. Since g; does not
vanish identically and is analytic, it can have only discrete zeros. Therefore, r = |x]|
must be constant for all x € 9D, i.e., D is a ball with center at the origin.
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7.2 Continuity and Differentiability of the Far Field
Mapping

In this section, as in the case of acoustic obstacle scattering, we wish to study some
of the properties of the far field mapping

F :0D+— Es

which for a fixed incident plane wave E’ maps the boundary 3D of the perfect
conductor D onto the electric far field pattern E, of the scattered wave.

We first briefly wish to indicate why the weak solution methods used in the
proof of Theorems 5.8 and 5.9 have no immediate counterpart for the electro-
magnetic case. Recall the electric to magnetic boundary component map A from
Theorem 6.22 that for radiating solutions to the Maxwell equations transforms the
tangential trace of the electric field onto the tangential trace of the magnetic field.
In the remark after Theorem 6.23 we noted that A is a bijective bounded operator
from H~1/2(Div, D) onto H~Y%(Div, 3 D) with a bounded inverse.

Now let Sg denote the sphere of radius R centered at the origin and recall
the definition (6.60) of the vector spherical harmonics U,' and V.. Then for the
tangential field

n

o0
a:Z Z {a,’,"U,;"-l-b;"V,;"}
n=1m=—n

with Fourier coefficients @ and b the norm on H~'/2(Sg) can be written as

o 1 n
”a“iI—I/Z(SR) = Z ; Z {’arr:l}z + ‘br’z}

n=1 m=—n

Since Div U}' = —+/n(n + 1) Y, and Div V" = 0, the norm on the Sobolev space
H~'2(Div, Sg) is equivalent to

o n 2 1 n 2
2 _ m m
||“||H—1/2<Div,sR>—ZI” PSRRI }
n=1 m=—n m=—n

From the expansion (6.73) for radiating solutions to the Maxwell equations, we
see that A maps the tangential field a with Fourier coefficients a;;' and b}’ onto

1 00 n k2 n
ﬂa=§2{8n > ay Vit > b,TU,;"} (1.7)
n

n=1 m=-—n m=—n
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where

kY kR) 1
= T + —=,
AV&R)y R

Comparing this with (5.22), we note that

1
Sn:Vn‘f'E,

that is, we can use the results from the proof of Theorem 5.8 on the coefficients
¥n. There does not exist a positive ¢ such that hi,l)(t) =0or h,(ll)(t) + thf,l)/(t) =0
since the Wronskian (2.37) does not vanish. Therefore, we have confirmed that the
operator A in the special case of a ball indeed is bijective. Furthermore, from

cin < |8y| < con

which is valid for all n and some constants 0 < ¢ < ¢», it is confirmed that A maps
H~'/2(Div, Sg) boundedly onto itself.

However, different from the acoustic case, due to the factor k2 in the second term
of the expansion (7.7) the operator i kA in the limiting case kK = 0 no longer remains
bijective. This reflects the fact that for k = 0 the Maxwell equations decouple.
Therefore, there is no obvious way of splitting A into a strictly coercive and a
compact operator as was done for the Dirichlet to Neumann map in the proof of
Theorem 5.8.

Hence, for the continuous dependence on the boundary in electromagnetic
obstacle scattering, we rely on the integral equation approach. For this, we describe
a modification of the boundary integral equations used for proving existence of a
solution to the exterior Maxwell problem in Theorem 6.21 which was introduced by
Werner [423] and simplified by Hahner [171, 173]. In addition to surface potentials,
it also contains volume potentials which makes it less satisfactory from a numerical
point of view. However, it will make the investigation of the continuous dependence
on the boundary easier since it avoids dealing with the more complicated second
term in the approach (6.55) containing the double curl. We recall the notations
introduced in Sects. 6.3 and 6.4. After choosing an open ball B such that B C D,
we try to find the solution to the exterior Maxwell problem in the form

E(x) = Curlf D(x,y)a(y)ds(y)
aD
—/w@(x,y)w(y)v(y)dS(y)—/Béb(x,y)b(y)dy, (7.8)

1
H(x) = m curl E(x), xeR3\aD.
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We assume that the densities a € C%¥(Div, dD), ¢ € C%¥(@D) and b € C**(B)
satisfy the three integral equations

a+ Myja+ Mpe + Mizb =2c
@+ Mg+ Myb=0 (7.9)

b+ M3ia + M3¢ + M33b =0

where the operators are given by M1 := M, My = K, Mppp := —v x S(ve),
and

(Mi3D)(x) := —2v(x) x f @ (x, »)b(y)dy, xe€dD,
B
(Ma3b)(x) = —2/ b(y)-grad, @(x,y)dy, xe€dD,
B
(Mz1a)(x) = in(X)Cuﬂ[aD @ (x, y)a(y)ds(y), x € B,

(M) (x) = —in(x) /aD O (x, eV ds(y), x € B,
(M33b)(x) = —in(x) /B ®(x. b()dy, x € B.

and where € C%*(IR?) is a function with > 0 in B and supp n = B.

First assume that we have a solution to these integral equations. Then clearly
div E is a radiating solution to the Helmholtz equation in IR® \ D and, by the jump
relations, the second integral equation implies div E = 0 on d D. Hence, divE = 0
in R? \ D because of the uniqueness for the exterior Dirichlet problem. Now, with
the aid of Theorems 6.4 and 6.8, we conclude that E, H is a radiating solution to
the Maxwell equations in R \ D. By the jump relations, the first integral equation
ensures the boundary condition v x E = c on d D is satisfied.

We now establish that the system (7.9) of integral equations is uniquely solvable.
For this, we first observe that all the integral operators M;; are compact. The
compactness of M = M and My = K is stated in Theorems 6.17 and 3.4 and the
compactness of M33 follows from the fact that the volume potential operator maps
C(B) boundedly into C Le(B) (see Theorem 8.1) and the imbedding Theorem 3.2.
The compactness of M5 : C%*3D) — %% (Div, 3 D) follows from Theorem 3.4
and the representation

(Div M29)(x) = ZV(x)/aD eM{v(x)—v(y)}xgrad, @ (x, y)ds(y), x €dD,
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which can be derived with the help of (6.43). The term v(x) —v(y) makes the kernel
weakly singular in a way such that Corollary 2.9 from [104] can be applied. For
the other terms, compactness is obvious since the kernels are sufficiently smooth.
Hence, by the Riesz—Fredholm theory it suffices to show that the homogeneous
system only allows the trivial solution.

Assume that a, ¢, b solve the homogeneous form of (7.9) and define E, H
by (7.8). Then, by the above analysis, we already know that E, H solve the
homogeneous exterior Maxwell problem whence E = H = 0 in R? \ D follows.
The jump relations then imply that

vxculE_ =0, v-E_=0 ondD. (7.10)

From the third integral equation and the conditions on 1, we observe that we may
view b as a field in C%%(IR?) with support in B. Therefore, by the jump relations
for volume potentials (see Theorem 8.1), we have E € C 2(D) and, in view of the
third integral equation,

AE +k*E =b = —inE inD. (7.11)

From (7.10) and (7.11) with the aid of Green’s vector theorem (6.2), we now derive
/ {|cur1E|2 FldivEPR — (K + in)|E|2} dx =0,
D

whence, taking the imaginary part,

/ nlE|?dx =0
B

follows. This implies £ = 0 in B and from (7.11) we obtain b = AE + K*E =0
in D. Since solutions to the Helmholtz equation are analytic, from £ = 0 in B we
obtain £ = 0 in D. The jump relations now finally yielda =vx E; —vx E_ =0
and ¢ = div E —div E_ = 0. Thus, we have established unique solvability for the
system (7.9).

We are now ready to outline the proof of the electromagnetic analogue to the
continuous dependence result of Theorem 5.17. We again consider surfaces A which
are starlike with respect to the origin and represented in the form (5.20) with a
positive function r € C Le(S2) with 0 < o < 1. We recall from Sect. 5.3 what we
mean by convergence of surfaces A, — A, n — oo, and L> convergence of
functions f;, from L2(A,) to a function fin L2(A). (For consistency with the rest
of our book, we again choose C 2 surfaces A, and A instead of C* surfaces.)

Theorem 7.3 Let (A,) be a sequence of starlike C? surfaces which converges with
respect to the CY2 norm to a C? surface A as n — oo and let E,, H, and
E, H be radiating solutions to the Maxwell equations in the exterior of A, and
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A, respectively. Assume that the continuous tangential components of E,, on A, are
L? convergent to the tangential components of E on A. Then the sequence (E,),
together with all its derivatives, converges to E uniformly on compact subsets of the
open exterior of A.

Proof As in the proof of Theorem 5.17, we transform the boundary integral
equations in (7.9) onto a fixed reference surface by substituting x = r(X) x to obtain
integral equations over the unit sphere for the surface densities

a(x):=x xar(x)x), @X):=e@rx)x).

Since the weak singularities of the operators M1, M>> and Mj, are similar in
structure to those of K and S which enter into the combined double- and single-
layer approach to the exterior Dirichlet problem, proceeding as in Theorem 5.17 it
is possible to establish an estimate of the form (5.55) for the boundary integral terms
in the transformed equations corresponding to (7.9). For the mixed terms like M3,
and M3, estimates of the type (5.55) follow trivially from Taylor’s formula and the
smoothness of the kernels. Finally, the volume integral term corresponding to M33
does not depend on the boundary at all. Based on these estimates, the proof is now
completely analogous to that of Theorem 5.17. O

Without entering into details we wish to mention that the above approach can also
be used to show Fréchet differentiability with respect to the boundary analogously
to Theorem 5.15 (see [356]).

In an alternate approach for establishing Fréchet differentiability, we extend
a technique due to Kress and Piivirinta [271] from acoustic to electromagnetic
scattering. For this, in a slightly more general setting, we consider a family of
scatterers Dj, with boundaries represented in the form

aD = {x + h(x) : x € 3D} (7.12)

where & : 9D — R3 is of class C? and sufficiently small in the C2 norm on 9 D.
Then we may consider the operator ¥ as a mapping from a ball

Vi={heC*@D): |hlc <8} C C*(ID)

with sufficiently small radius § > 0 into L?(Sz).

From Theorem 6.44 we recall the bounded linear operator A : L%(BD) —
L%(Sz) which maps the electric tangential components on d D of radiating solutions
to the Maxwell equations in IR? \ D onto the electric far field pattern. Further we
denote by Aj the operator A with dD replaced by d D, and define the integral
operator G, : L>(dDy,) — L2(3Dy) by

(Gra) () = v(x) x / Eo(x . )v() x a(n]ds(y). x € aD,

aDy,
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in terms of the total electric field E, for scattering of the electric dipole field EX, H!
given by (6.89) from D.

Lemma 7.4 Assume that D C Dp. Then for the far fields Eoo and Ej o for
scattering of an incident field E', H' from D and Dy, respectively, we have the
factorization

Epoo — Eoso = ApGp (v x Hplap,) (7.13)

where Hy, denotes the total magnetic field for scattering from Dy,.

Proof As indicated in the formulation of the lemma, we distinguish the solution to
the scattering problem for the domain Dy, by the subscript %, that is, E, = E I+ E fl
and H, = H' + H;. By Huygens’ principle, i.e., Theorem 6.24, the scattered field
can be written as

ES(x) =/ [Ei(-,x)]"[vx Hlds, xeR>\ Dy. (7.14)
oD
From this we obtain that

—E*(x) = / {[E;(-,an[v x H]+ [H: (-, x)]" [v x E]}ds
aD

= [ il x Bl ol x Bl ds
dDy,

- / {E2 o010 x BT+ 1 601 v x B ds
aDy

_ f {[Ej(-,x)]T[v x H'] = [H (0] [v x E,i]}ds
aDy

= / [ES(, 01T [v x Hylds, x e R\ Dy,
aDy

where we have used the perfect conductor boundary condition, the vector Green’s
theorem (applied component-wise), and the radiation condition.
On the other hand, the representation (7.14) applied to D;, yields

ES(x) :/ [EL(-,x)]"[v x Hyds, xeR>\ Dy,
Dy,

and (7.13) follows by adding the last two equations and passing to the far field. O
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Theorem 7.5 The boundary to far field mapping ¥ : 0Dy +— Eo is Fréchet
differentiable. The derivative is given by

F'@D) : h — Ep.cos

where Ep oo is the electric far field pattern of the uniquely determined radiating
solution Ey, Hy to the Maxwell equations in R> \ D satisfying the boundary
condition

vX Ep=—ikvx (Hxv)v-h—vxGrad{(v-h)(v-E)} onoD (7.15)
in terms of the total field E = E' + ES, H = H' + H".

Proof We use the notations introduced in connection with Lemma 7.4. For sim-
plicity we assume that dD is analytic. Then, by the regularity results on elliptic
boundary value problems, the fields £, H and E., H, can be extended as solutions
to the Maxwell equations across the boundary 9 D. (This follows from Sects. 6.1
and 6.6 in [325] by considering the boundary value problem for the Maxwell equa-
tions equivalently as a boundary value problem for the vector Helmholtz equation
with boundary condition for the tangential components and the divergence.) Hence
(7.13) remains valid also if D ¢ Dy, provided that 4 is sufficiently small.

For simplicity we confine ourselves to the case where k is not a Maxwell
eigenvalue. As in the proof of Theorem 6.43, from Huygen’s principle (6.58) we
obtain the integral equation

b+ Mb=2{vx H'} xv (7.16)

for the tangential component b = {v x H} x v of the magnetic field. Because
of our assumption on k the operator I + M’ : L?(3D) — L?(3D) has a trivial
nullspace and consequently a bounded inverse. By M; we denote the operator M’
with 0 D replaced by d Dj, and interpret it as an operator M;, :Cy(0D) — C,(0D)
by substituting x = & 4+ h(§) and y = n + k(). With the aid of the decomposition
(6.32) of the kernel of M, proceeding as in the proof of Theorem 5.14 it can be
shown that

1M}, — M'||oo < cliillc2ap)

for some constant ¢ depending on d D. Hence, by a Neumann series argument, from
(7.16) it can be deduced that we have continuity

[ (y +h(y)) x Hp(y + h(y)) —=v(y) x H(y)| = 0, |[hllc23py = O,

uniformly for all y € 9 D. From this, in view of the continuity of H, it follows that

| B xmids = [ Bl x Hlds +o (Ihlean)
aDy, Dy,
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uniformly for all sufficiently large |x]|.
Using the symmetry relation (6.93) and the boundary condition v x E.(x, -) =0
on 9D, from Gauss’ divergence theorem we obtain

[ Ewowx mds—ik [ tEC ol E+ G 0T ] g dy.
dDy, D;:

where
Dy:={yeD,:ygD}U{yeD:y¢Dy}

and x(y) =lifye Dpandy ¢ Dand x(y) = —1if y € D and y ¢ Dj. With
the aid of the boundary condition v x £ = 0 on 9 D it can be shown that the volume
integral over Dj; can be approximated by a surface integral over d D through

fD* {EC.0TE + [HeC 01 H x dy
h

:/BD{[Ee(. O] (E - v+ He (-, )] [v x (H x v)]}v -hds+o (Il c1op))

uniformly for all sufficiently large |x|. Note that v x E = 0 on dD implies that
v - H = 0on dD as consequence of the Maxwell equations and the identity (6.43).
Also as a consequence of the latter identity, with the help of the surface divergence
theorem we can deduce that

k/ V- [Eo(-,x)] T [v(Ev)]ds = —i/ [H, (-, x)] [vxGrad{(v-h) (v-E)}] ds.
aD aD

Hence, putting the preceding four equations together and using the boundary
condition (7.15) we find that

/ E.(x,)[vx Hylds :/ [H,(-, )] [vx&] ds+0(||h||cz(3D)). (7.17)
aDy oD

On the other hand, from the Stratton—-Chu formula (6.16) applied to &, Hj,, the
radiation condition and the boundary condition v x E, = 0 on 9 D we conclude that

En(x) =/ [Ho(-,x)] [vx&lds, xeR\D.
aD
Therefore, we can rewrite (7.17) as

/BD E.(x,)[v x Hylds = Ey(x) + o (Ilhllc25p))
h
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and passing to the far field, with the aid of the identity (7.13), it follows that

Epnoo — Exo = 8h,oo +o (||h||C2(8D)) .

This completes the proof. O

This approach to proving Fréchet differentiability has been extended to the
impedance boundary condition by Haddar and Kress [169].

7.3 Iterative Solution Methods

All the iterative methods for solving the inverse obstacle problem in acoustics
described in Sect.5.4, in principle, have extensions to electromagnetic inverse
obstacle scattering.

Here, in order to avoid repetitions, we only present an electromagnetic version
of the method due to Johansson and Sleeman as suggested by Pieper [350]. We
recall Huygens’ principle from Theorem 6.24 and to circumvent the use of the
hypersingular operator N we start from the representation

H(x):H’(x)—i—curl/ v(y) Xx H(y) @ (x, y)ds(y), «x e]R3\D, (7.18)
aD
for the total magnetic field H in terms of the incident field H' and the representation
o _ Gk ik ey L@
Hoo(X) = — X x v(y) x H(y) e Yds(y), x €8, (7.19)
4 9D

for the magnetic far field pattern Hy,. From (7.18), as in the proof of Theorem 6.43,
from the jump relations we find that the tangential component

a:=vx H ondD

satisfies

a(x) — 2/ v(x) x {curly @(x, y)a(y)}ds(y) =2v(x) x H'(x), xe€dD,
oD

(7.20)
and (7.19) can be written as
ik —ik Xy o s 2
— XX a(y)e Yds(y) = Hx(X), X €8§°. (7.21)
4 oD

We call (7.20) the field equation and (7.21) the data equation and interpret them
as two integral equations for the unknown boundary and the unknown tangential
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component a of the total magnetic field on the boundary. Both equations are linear
with respect to a and nonlinear with respect to d D. Equation (7.21) is severely ill-
posed whereas (7.20) is well-posed provided k is not a Maxwell eigenvalue for D.

As in Sect. 5.4 there are three possible options for an iterative solution of the
system (7.20)— (7.21). Here, from these we only briefly discuss the case where,
given an approximation for the boundary d D, we solve the well-posed equation
of the second kind (7.20) for a. Since the perfect conductor boundary condition
v X E = 0on dD by the identity (6.43) implies that v- H = 0 on d D, the full three-
dimensional field H on 9D is available via H = a x v. Then, keeping H fixed,
Eq. (7.21) is linearized with respect to d D to update the boundary approximation.

To describe this linearization in more detail, using the parameterization (5.20)
for starlike @ D and recalling the notation (5.32), we introduce the parameterized far
field operator

Ao 1 C2(S?) x LA(S?) — L2(S?)
by

ik PR
Aco(r, b) (%) := ;—n £ x fgz v (3) x b(e D ge5), reSt (7.22)

Here v, denotes the transformed normal vector as given by (5.33) in terms of the
transformation p, : S? — 3D. Now the data equation (7.21) can be written in the
operator form
Axo(r,b) = Hyo (7.23)
where we have set
b:=J.(aop;) X (7.24)
with the Jacobian J, of p,. To update the boundary, the linearization

A (r,b)q = Hoo — Aco(r, b)

of (7.23) needs to be solved for ¢. The derivative A is given by

oK R PUPS
(A% ¥)g) (§) = — & x /S (@) X b@eT O R 5 q(3)ds ()

+—; £ x / W) x b(He FDIias5), £ eS?,
JT S2
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where

, pq — Gradg rq + Gradr - Grad g
v)'qg = - ) 2 Vr
V1?2 + | Gradr|? re+ | Gradr|

denotes the derivative of v,, see (5.33) and (5.37).

We present two examples for reconstructions that were provided to us by Olha
Ivanyshyn. The synthetic data were obtained by applying the spectral method of
Sect. 3.7 to the integral equation (6.56) for n = k. For this, the unknown tangential
vector field was represented in terms of its three Cartesian components and (6.56)
was interpreted as a system of three scalar integral equations and the variant (3.146)
of Wienert’s method was applied. In both examples the synthetic data consisted of
242 values of the far field.

Correspondingly, for the reconstruction the number of collocation points on S?
for the data equation (7.21) also was chosen as 242. For the field equation (7.20)
again Wienert’s spectral method (3.146) was applied with 242 collocation points
and 338 quadrature points corresponding to N = 10 and N’ = 12 in (3.148). For
the approximation space for the radial function representing the boundary of the
scatterer, spherical harmonics up to order six were chosen.

The wave number was k = 1 and the incident direction d = (0,0, —1) and
the polarization p = (1, 0, 0) are indicated in the figures by a solid and a dashed
arrow, respectively. The iterations were started with a ball of radius 3.5Y(§) = 0.9873
centered at the origin. For the surface update H' penalization was applied with the
regularization parameter selected by trial and error as «, = ay" depending on the
iteration number n with « = 0.5 and y = 2/3.

Both to the real and imaginary part of the far field data 1% of normally distributed
noise was added, i.e.,

Ho — $
1Hoo = Hollizedy _ g .

| Hoo ll L2(S?
In terms of the relative data error

| Hoo — r,oo||L2(§2)
& 1=

| Hoo ||L2(S2)

with the given far field data Hy, and the far field H, ~, corresponding to the radial
function r, a stopping criterion was incorporated such that the iteration was carried
on as long as &, > 0.05 or &, > &,4. The figures show the exact shape on the left
and the reconstruction on the right.

The first example is a cushion shaped scatterer with radial function

r@, @) = \/0.8 4+ 0.5(cos2¢ — 1)(cos48 — 1), 0 €[0,n], ¢ € [0, 27].
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Figure 7.1 shows the reconstruction after 19 iteration steps with the final data error
gr = 0.026.
The second example is a pinched ball with radial function

r@, ) = \/1.44+O.5 cos2¢(cos20 — 1), 6 €[0,x], ¢ €]0,2m].

Figure 7.2 shows the reconstruction after nine iteration steps with data error &, =
0.012.

In passing we note that, in principle, instead of (7.24) one also could substitute
b := (a o p;) X v, i.e., linearize also with respect to the surface element. However,
numerical examples indicate that this variant is less stable.

For an implementation of regularized Newton iterations for the simultaneous
linearization of the field equation (7.20) and the data equation (7.21) using spectral
methods in the spirit of [145, 146] we refer to [217, 298, 299] where both the
theoretical and numerical analysis were made more efficient by the use of the Piola
transformation from continuum mechanics.

T

Fig. 7.1 Reconstruction of a cushion from noisy data

Fig. 7.2 Reconstruction of a pinched ball from noisy data
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7.4 Decomposition Methods

We begin this section by describing the electromagnetic version of the decomposi-
tion method proposed by Kirsch and Kress for inverse acoustic obstacle scattering.
We confine our analysis to inverse scattering from a perfectly conducting obstacle.
Extensions to other boundary conditions are also possible.

We again first construct the scattered wave E* from a knowledge of its electric far
field pattern Eo. To this end, we choose an auxiliary closed C? surface I” with unit
outward normal v contained in the unknown scatterer D such that k is not a Maxwell
eigenvalue for the interior of I". For example, we can choose I" to be a sphere of
radius R such that j, (kR) # 0 and j,(kR)+kRj, (kR) # 0forn =0, 1, .... Given
the internal surface I", we try to represent the scattered field as the electromagnetic
field

ES(x) = curl/ ®(x, y)a(y)ds(y), H’(x)= ik curl E% (x) (7.25)
r i

of a magnetic dipole distribution a from the space L,Z(I’ ) of tangential L? fields on
I'. From (6.26) we see that the electric far field pattern of E* is given by

ik o
Ex(%) = éll_n X x / e Va(y)ds(y), xeS.
r

Hence, given the (measured) electric far field pattern E,, we have to solve the ill-
posed integral equation of the first kind

Mooa = Exo (7.26)

for the density a where the integral operator Moo : L2(I") — L?(S?) is defined by

ik N
(Mooa)(8) = —= % x / e Ya(y) ds(y), 1eS (7.27)
4 r

As for the corresponding operator (5.70) in acoustics, the operator (7.27) has an
analytic kernel and therefore the integral equation (7.26) is severely ill-posed. We
now establish some properties of M.

Theorem 7.6 The far field operator Mo, defined by (7.27) is injective and has
dense range provided k is not a Maxwell eigenvalue for the interior of I'.

Proof Let Moa = 0 and define an electromagnetic field by (7.25). Then E® has
vanishing electric far field pattern Eo, = 0, whence E° = 0 in the exterior of
I' follows by Theorem 6.10. After introducing, analogous to (6.33), the magnetic
dipole operator M : LZ(F) — LZ(F), by the L? jump relation (6.53) we find that

a+ Ma =0.
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Employing the argument used in the proof of Theorem 6.23, by the Fredholm
alternative we see that the nullspaces of I + M in L?*(I") and in C(I") coincide.
Therefore, a is continuous and, by the jump relations of Theorem 6.12 for
continuous densities, H*, —E* represents a solution to the Maxwell equations in
the interior of I" satisfying the homogeneous boundary condition v x HS =0on I".
Hence, by our assumption on the choice of I" we have H®* = E¥ = 0 everywhere in
IR3. The jump relations now yield @ = 0 on I", whence Mo, is injective.
The adjoint operator M7 : L%(Sz) — L,z(F) of M is given by

ik ey A . A
(ML8)(y) = <V(y) X E/Sz eV % x g(x)ds(x)> xv(y), yerT.
Let M} g = 0. Then

- 1
E(y) :=/ VR x gR)ds(R), H(y) = T curl E(y), yeR?,
s? 1

defines an electromagnetic Herglotz pair satisfying v x E = O on I'". Hence, E =
H = 0 in the interior of I" by our assumption on the choice of I". Since E and
H are analytic in R3, it follows that E = H = 0 everywhere. Theorem 3.27 now
yields g = O on I", whence M} is also injective and by Theorem 4.6 the range of
M is dense in LIZ(SZ). m|

We now define a magnetic dipole operator M: Ltz(F ) — LIZ(A) by
(Ma)(x) = v(x) X curl/ D(x,y)a(y)ds(y), xeA, (7.28)
r

where A denotes a closed C? surface with unit outward normal v containing I in
its interior. The proof of the following theorem is similar to that of Theorem 7.6.

Theorem 7.7 The operator M defined by (7.28) is injective and has dense range
provided k is not a Maxwell eigenvalue for the interior of I.

Now we know that by our choice of I” the integral equation of the first kind (7.26)
has at most one solution. Analogous to the acoustic case, its solvability is related to
the question of whether or not the scattered wave can be analytically extended as a
solution to the Maxwell equations across the boundary 9 D.

For the same reasons as in the acoustic case, we combine a Tikhonov regulariza-
tion for the integral equation (7.26) and a defect minimization for the boundary
search into one cost functional. We proceed analogously to Definition 5.23 and
choose a compact (with respect to the C LA horm, 0 < B < 1,) subset U of the
set of all starlike closed C? surfaces described by

A= [r()?))? e SZ}, re CXS?),
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satisfying the a priori assumption
0<r@® <r@® <r@®), %eS,

with given functions r; and r, representing surfaces A; and A, such that the internal
auxiliary surface I" is contained in the interior of A; and that the boundary D of
the unknown scatterer D is contained in the annulus between A; and A,.. We now
introduce the cost functional

C ) _ 2 2 i o2
Again, o > 0 denotes the regularization parameter for the Tikhonov regularization
of (7.26) and y > 0 denotes a suitable coupling parameter which for theoretical
purposes we always assume equal to one.

Definition 7.8 Given the incident field E, a (measured) electric far field pattern
Ex € L,Z(Sz), and a regularization parameter o > 0, a surface Ao from the compact
set U is called optimal if there exists ap € L,Z(F) such that ag and Ay minimize the
cost functional (7.29) simultaneously over all a € L,Z(F) and A € U, that is, we
have

w(ag, Ag; @) = m(a),
where

m(a) = inf ua, A; a).
ael}(I'), AcU

For this reformulation of the electromagnetic inverse obstacle problem as a
nonlinear optimization problem, we can state the following counterparts of The-
orems 5.24-5.26. We omit the proofs since, except for minor adjustments, they
literally coincide with those for the acoustic case. The use of Theorems 5.17
and 5.21, of course, has to be replaced by the corresponding electromagnetic
versions given in Theorems 7.3 and 7.7.

Theorem 7.9 For each o > O there exists an optimal surface A € U.

Theorem 7.10 Let E~, be the exact electric far field pattern of a domain D
such that 0D belongs to U. Then we have convergence of the cost functional
limy_om(a) = 0.

Theorem 7.11 Let (o) be a null sequence and let (A,) be a corresponding
sequence of optimal surfaces for the regularization parameter o;,. Then there exists
a convergent subsequence of (A,). Assume that E is the exact electric far field
pattern of a domain D such that 3D is contained in U. Then every limit point A* of
(Ay) represents a surface on which the total field vanishes.
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Variants of these results were first established by Blohbaum [34]. We will not
repeat all the possible modifications mentioned in Sect. 5.5 for acoustic waves such
as using more than one incoming wave, the limited aperture problem or using near
field data. It is also straightforward to replace the magnetic dipole distribution on
the internal surface for the approximation of the scattered field by an electric dipole
distribution.

The above method for the electromagnetic inverse obstacle problem has been
numerically implemented and tested by Haas, Rieger, Rucker, and Lehner [163].

We now proceed with briefly describing the extension of Potthast’s point source
method to electromagnetic obstacle scattering where again we start from Huygens’
principle. By Theorem 6.24 the scattered field is given by

E’(x) = % curl curl/ v(y) x Hy) @ (x,y)ds(y), x¢€ R3 \ D, (7.30)
aD
and the far field pattern by
. ik , A —iki A Q2
Ex(x)=—Xxx [v(y) x H(y)] x x e Yds(y), x €87, (7.31)
4 aD

in terms of the total magnetic field H. We choose an auxiliary closed C? surface A
such that the scatterer D is contained in the interior of A and approximate the point
source @ (x, -) for x in the exterior of A by a Herglotz wave function such that

1 .
D (x,y) ~ o fgz %Y g (d)ds(d) (7.32)

for all y in the interior of A and some scalar kernel function g, € L2(S?). In
Sect. 5.5 we have described how such an approximation can be achieved uniformly
with respect to y up to derivatives of second order on compact subsets of the interior
of A by solving the ill-posed linear integral equation (5.93). With the aid of (6.4)
and grad, @ (x, y) = — grady @ (x,y), we first transform (7.30) into

B = /d (v x HO)! - rad, ) rad, @ x. y) ds ()

(7.33)
+ik/ v(y) x H(y) ®(x, y)ds(y), xe€R>\D.
aD

With the aid of

(a(y) . grady) grad, e*V 4 KPa(y) %Y = kK2d x [a(y) x d]*¥d
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fora = v x H we now insert (7.32) into (7.33) and use (7.31) to obtain
Fw~ [ @ ds) (7.34)

as an approximation for the scattered wave E°. Knowing an approximation for
the scattered wave, in principle the boundary d D can be found from the boundary
condition v x (E* + E*) = 0 on 3 D. For further details we refer to [29].

We conclude this section on decomposition methods with a short presentation
of the electromagnetic version of the method of Colton and Monk. Again we
confine ourselves to scattering from a perfect conductor and note that there are
straightforward extensions to other boundary conditions.

As in the acoustic case, we try to find a superposition of incident plane
electromagnetic fields with different directions and polarizations which lead to
simple scattered fields and far field patterns. Starting from incident plane waves
of the form (6.86), we consider as incident wave a superposition of the form

~ . ~ 1 ~
Ei(x) = /52 ike**dgd)ds(d), H'(x)= - eurl E'(x), xeR>} (71.35)

with a tangential field g € L%(S2), i.e., the incident wave is an electromagnetic
Herglotz pair. By Lemma 6.35, the corresponding electric far field pattern

Eoo()e)=/ Ex(X,d)g(d)ds(d), %e$?
SZ

is obtained by superposing the far field patterns E (-, d)g(d) for the incoming
directions d with polarization g(d). We note that by the Reciprocity Theorem 6.30
we may consider (7.35) also as a superposition with respect to the observation
directions instead of the incident directions and in this case the method we are
considering is sometimes referred to as dual space method.

If we want the scattered wave to become a prescribed radiating solution ES, H*
with explicitly known electric far field pattern Eoo, given the (measured) far field
patterns for all incident directions and polarizations, we need to solve the linear
integral equation of the first kind

Fg=Ex (7.36)

with the far field operator F : L2(§2) — Lz(Sz) defined by (6.98).

We need to assume the prescribed field ES, H® is defined in the exterior of the
unknown scatterer. For example, if we have the a priori information that the origin
is contained in D, then for actual computations obvious choices for the prescribed
scattered field would be the electromagnetic field
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~ ~ 1 ~
E'(x) =curla®(x,0), H'(x)= =z curl E* (x)
l
of a magnetic dipole at the origin with electric far field pattern
~ . ik
E 00 (_x) = — X Xada,
4
or the electromagnetic field

~. - 1 -~
E’(x) =curlcurla®(x,0), H'(x) = T curl E4(x)
i

of an electric dipole with far field pattern

2
o(X) = — X x (a x X).
4

N

Another more general possibility is to choose the radiating vector wave functions of
Sect. 6.5 with the far field patterns given in terms of vector spherical harmonics (see
Theorem 6.28).

We have already investigated the far field operator F. From Corollary 6.37,
we know that F is injective and has dense range if and only if there does not
exist an electromagnetic Herglotz pair which satisfies the homogeneous perfect
conductor boundary condition on dD. Therefore, for the sequel we will make the
assumption that k is not a Maxwell eigenvalue for D. This then implies that the
inhomogeneous interior Maxwell problem for D is uniquely solvable. The classical
approach to solve this boundary value problem is to seek the solution in the form of
the electromagnetic field of a magnetic dipole distribution

Ex) = curl/ ay)®(x,y)ds(y), Hx) = lk curl E(x), x €D,
oD l

with a tangential field a € C%%(Div, 3 D). Then, given ¢ € C%%(Div, 8 D), by the
jump relations of Theorem 6.12 the electric field E satisfies the boundary condition
v X E = c on 9D if the density a solves the integral equation

a— Ma = —-2c (7.37)

with the magnetic dipole operator M defined by (6.33). The assumption that there
exists no nontrivial solution to the homogeneous interior Maxwell problem in D
now can be utilized to show with the aid of the jump relations that I — M has a
trivial nullspace in C 0. (Div, a D) (for the details see [104]). Hence, by the Riesz—
Fredholm theory I — M has a bounded inverse (I — M y~! from C O, (Div, 0 D) into
C%*(Div, 8 D). This implies solvability and well-posedness of the interior Maxwell
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problem. The proof of the following theorem is now completely analogous to that
of Theorem 5.27.

Theorem 7.12 Assume that k is not a Maxwell eigenvalue for D. Let (E,, Hy,) be
a sequence of C1(D) N C(D) solutions to the Maxwell equations in D such that
the boundary data ¢, = v x E, on dD are weakly convergent in LZZ(BD). Then
the sequence (E,, H,) converges uniformly on compact subsets of D to a solution
E, H to the Maxwell equations.

Iirom~ now on, we assume that R3 \ D is contained in Lhe (lomain of definition
of E¥, H®, that is, for the case of the above examples for E*, H® with singularities
at x = 0 we assume the origin to be contained in D. We associate the following
uniquely solvable interior Maxwell problem

cul B! —ikH' =0, curl H +ikE' =0 inD, (7.38)
vx (E'4+E)=0 ondD (7.39)

to the inverse scattering problem. From Theorem 6.41 we know that the solvability
of the integral equation (7.36) is connected to this interior boundary value problem,
i.e., (7.36) is solvable for g € L?(Sz) if and only if the solution E',H to (7.38)
and (7.39) is an electromagnetic Herglotz pair with kernel ikg.

The Herglotz integral operator H : Ltz(Sz) — LIZ(A) defined by

(Hg)(x) := ik v(x) x fz 5 lg(dyds(d), x € A, (7.40)
S

where v denotes the unit outward normal to the surface and A represents the
tangential component of the electric field on A for the Herglotz pair with kernel ikg.

Theorem 7.13 The Herglotz operator H defined by (7.40) is injective and has
dense range provided k is not a Maxwell eigenvalue for the interior of A.

Proof The operator H is related to the adjoint of the far field integral operator given
by (7.27). Therefore, the statement of the theorem is equivalent to Theorem 7.6. O

We are now ready to reformulate the inverse scattering problem as a nonlinear
optimization problem analogous to Definition 5.28 in the acoustic case. We recall
the description of the set U of admissible surfaces from p. 291 and pick a closed
C? surface I, » such that A, is contained in the interior of I', where we assume
that k is not a Maxwell eigenvalue for the interior of I,. We now introduce a cost
functional by

+al|Hgl?,, . +ylIHg+vxE*|? (7.41)

L A; = |Fe—Ex|? .
n(g a) | Fg ool LA(Ty) L2(A)

L}(S?)
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Definition 7.14 Given the (measured) electric far field Eoo € L,Z(S2 x S§?) for
all incident and observation directions and all polarizations and a regularization
parameter « > 0, a surface Ag from the compact set U is called optimal if

inf (g, Ao; ) = m(a)
geL?(S?)

where

m(a) = inf u(p, A; o).
g€L?(S?), AeU

For this electromagnetic optimization problem, we can state the following
counterparts to Theorems 5.29-5.31. Variants of these results were first established
by Blohbaum [34].

Theorem 7.15 For each o > 0, there exists an optimal surface A € U.

Proof The proof is analogous to that of Theorem 5.29 with the use of Theorem 7.12
instead of Theorem 5.27. O

Theorem 7.16 For all incident and observation directions and all polarizations let
E be the exact electric far field pattern of a domain D such that 0 D belongs to U.
Then we have convergence of the cost functional limy_,g m(«) = 0.

Proof The proof is analogous to that of Theorem 5.30. Instead of Theorem 5.22 we
use Theorem 7.13 and instead of (5.100) we use the corresponding relation

Eso — Fg = A(Hg +v x E¥) (7.42)

where A : L?(aD) — LIZ(SZ) is the bounded injective operator introduced in
Theorem 6.44 that maps the electric tangential component of radiating solutions
to the Maxwell equations in IR \ D onto the electric far field pattern. O

Theorem 7.17 Let (o) be a null sequence and let (A,) be a corresponding
sequence of optimal surfaces for the regularization parameter o,. Then there exists
a convergent subsequence of (Ay). Assume that for all incident and observation
directions and all polarizations E is the exact electric far field pattern of a domain
D such that 9D belongs to U. Assume further that the solution E', H' to the
associated interior Maxwell problem (7.38) and (7.39) can be extended as a solution
to the Maxwell equations across the boundary 0D into the interior of I, with
continuous boundary values on I',. Then every limit point A* of (Ay,) represents a
surface on which the boundary condition (7.39) is satisfied, i.e., v X (I:f I+ ES )=20
on A*.

Proof The proof is analogous to that of Theorem 5.31 with the use of Theorems 7.12
and 7.13 instead of Theorems 5.27 and 5.22 and of (7.42) instead of (5.100). |

Using the completeness result of Theorem 6.42, it is possible to design a variant
of the above method for which one does not have to assume that k is not a Maxwell
eigenvalue for D.
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As in acoustics, the decomposition method of Colton and Monk is closely
related to the linear sampling method that we are going to discuss in the next
section. For numerical examples using the latter method to solve three-dimensional
electromagnetic inverse scattering problems we refer the reader to [59].

7.5 Sampling Methods

Analogous to Sect. 5.6, based on the far field operator F which in the case of
electromagnetic waves is defined in Theorem 6.37, i.e.,

(Fg)(®) :=/ Exo(%, d)g(d)ds(d), % €S, (7.43)
S2

a factorization method can be considered in terms of the ill-posed linear operator
equation

(F*F)*g, = Eo 0o (-, 2)p. (7.44)

Here the right-hand side E, (-, ) p is the far field pattern of an electric dipole with
source z and polarization p. However, at the time this is being written, this method
has not yet been justified, for example, by proving an analogue of Corollary 5.41
although the far field operator is also compact and normal in the electromagnetic
case (see Theorem 6.39). In addition a factorization of the far field operator also is
available in the form

F = % AN*A*

in terms of the tangential component to far field operator A of Theorem 6.44 and
the hypersingular boundary integral operator N defined in (6.48). However, for
establishing an obvious analogue of Lemma 5.38 coercivity of N; (the operator N
with k replaced by i) remains open. Nevertheless, for the case of a ball the above
factorization method has been justified by Collino, Fares, and Haddar [85].

In Sect.5.6 we described the linear sampling method for solving the inverse
scattering problem for a sound-soft obstacle. Our analysis was based on first
presenting the factorization method for solving this inverse scattering problem and
then deriving Corollary 5.43 as the final result on the linear sampling method as
a consequence of the factorization method. As just pointed out, the factorization
method has not been established for the case of a perfect conductor and hence we
can develop the linear sampling method for electromagnetic obstacle scattering only
up to the analogue of Theorem 5.35 (cf. [51, 59, 88]). Although we shall not do so
here, the inverse scattering problem with limited aperture data can also be handled
[49, 59].
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Analogous to the scalar case, our analysis is based on an examination of the
equation

Fg =Eeo(-2)p, (7.45)
where now the far field operator F is given by (7.43) and

Eeoo(X,2)p = ik X xp)xx e ki

' 4
is the far field pattern of an electric dipole with source z and polarization p (we
could also have considered the right-hand side of (7.45) to be the far field pattern
of a magnetic dipole). Equation (7.45) is known as the far field equation. If z € D,
it is seen that if g, is a solution of the far field equation, then by Theorem 6.41 the
scattered field Eg, due to the vector Herglotz wave function ik E, as incident field

and the electric dipole E. (-, z) p coincide in R3 \ D. Hence, by the trace theorem,
the tangential traces v X Eg, = —ikv x Egand v x E,(-, z) p coincide on 9 D. As
z € D tends to d D we have that

lvx Ee(-, 2)pll g-1/2(Div,ap)y = 0,

and hence [[v X Egllg-12(piy,spy —> ©© also. Thus ||g||L,2(SZ) — 00 and this
behavior determines d D. Unfortunately, the above argument is only heuristic since
it is based on the assumption that g satisfies the far field equation for z € D, and
in general the far field equation has no solution for z € D. This follows from the
fact that by Theorem 6.41 if g satisfies the far field equation, then the Herglotz pair
E =ikE,, H = curl E is the solution of the interior Maxwell problem

curl E —ikH =0, curlH+ikE=0 inD, (7.46)
and
vXx[E+E.(,2)p]=0 onaD, (7.47)

which in general is not possible. However, using denseness properties of Herglotz
pairs the following foundation of the linear sampling method can be established.

To achieve this, we first present modified versions of the denseness results of
Theorems 6.44 and 7.13.

Corollary 7.18 The operator A : H~'/?(Div, 9D) — L,Z(SZ) which maps the
electric tangential component of radiating solutions E, H € Ho.(curl, R3\ D) to
the Maxwell equations onto the electric far field pattern Eo is bounded, injective,
and has dense range.

Proof Injectivity of A is a consequence of Rellich’s lemma and the trace estimate
(6.52). Boundedness of A follows from the representation (6.115) via duality pairing
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in view of the continuous dependence of the solution to the scattering problem on
the incident direction d of the plane waves. From (6.115) we also observe that the
dual operator AT L,Z(Sz) — H~2(Curl, dD) of A is given by

T = 2,2
A'g=A%g, gelL;(S),

in terms of the L? adjoint A*. From the proof of Theorem 6.44 we know that A*
is injective. Consequently AT is injective and therefore A has dense range by the
Hahn-Banach theorem. O

Corollary 7.19 The Herglotz operator H : L%(SQ) — H~Y2(Div, D) defined by
(Hg)(x) := ik v(x) x/ e*¥do(dyds(d), x €D, (7.48)
S2

is injective and has dense range provided k is not a Maxwell eigenvalue for D.

Proof In view of Theorem 7.13 we only need to be concerned with the denseness
of H(L?(S?)) in H~'/2(Div, D). From (7.48), in view of the duality pairing for
H’I/Z(Div, dD) and its dual space H’I/Z(Curl, aD), interchanging the order of
integration we observe that the dual operator H' : H~!/2(Curl, dD) — L?(S?) of
H is given by

H'a= — ANa, ae H '?(Curl, 8D), (7.49)
in terms of the boundary data to far field operator A : H~!/ 2(Div, 8D) — L,Z(Sz)
and the electric dipole operator N : H_I/Z(Curl, D) — H_l/z(Div, dD). Since A
and N are bounded, (7.49) represents the dual operator on H —1/2 (Curl, 0D). Both
A and N are injective, the latter because of our assumption on k. Hence H ' is
injective and the dense range of H follows by the Hahn—Banach theorem. O

When k is not a Maxwell eigenvalue, well-posedness of the interior Maxwell
problem (7.46)—(7.47) in H (curl, D) with the tangential trace of the electric dipole
replaced by an arbitrary ¢ € H~!/?(Div, 3D) can be established by solving the
integral equation (7.37) in H~'/2(Div, 8 D). Now Corollary 7.19 can be interpreted
as denseness of Herglotz pairs in the space of solutions to the Maxwell equations in
D with respect to H (curl, D). For an alternate proof we refer to [102].

Lemma 7.20 E, (-.z)p € A (H~'*(Div, dD)) if and only if z € D.

Proof If z € D, thenclearly A(—vX E. (-, 2)p) = E¢.00(-,2)p. Now letz € IR3\D
and assume that there is a tangential vector field ¢ € H~'/?(Div, 3D) such that
Ac = E, »(-, z)p. Then by Theorem 6.11 the radiating field E* corresponding to
the boundary data ¢ and the electric dipole E, (-, z) p coincide in (R3 \ D)\ {z}. But
this is a contradiction since E* € Hjoc(curl, R3 \ [)) but E. (-, z) p is not. O
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Now we are ready to establish our main result on the linear sampling method in
inverse electromagnetic obstacle scattering.

Theorem 7.21 Assume that k is not a Maxwell eigenvalue for D and let F be the
far field operator (7.43) for scattering from a perfect conductor. Then the following
hold:

1. Forz € D and a given & > 0 there exists a g € L%(Sz) such that
”ng‘)3 — Ee o0(:, Z)P”Lg(gz) <é (7.50)

and the Herglotz wave field E4: with kernel g converges to the solution of (7.46)
and (7.47) in H(curl, D) as e — 0
2. Forz & D every gf € LIZ(SZ) that satisfies (7.50) for a given € > 0 is such that

lim | Hge || g (curl, D) = 00.
e—0 <

Proof As pointed out above, under the assumption on k we have well-posedness
of the interior Maxwell problem in the H(curl, D) setting. Given ¢ > 0, by
Corollary 7.19 we can choose g, € L%(S2) such that

&

IHg: +v x Ec, Dpll g-12piv.op) < m,

where A denotes the boundary component to far field operator from Corollary 7.18.
Then (7.50) follows from observing that

F =—-AH.

Now if z € D, then by the well-posedness of the interior Maxwell problem the
convergence Hg;3 +v X E(-,2)p > 0ase — 0in H~Y%(Div, dD) implies
convergence Eg§ — FE as ¢ — 0 in H(curl, D) where E is the solution to
(7.46) and (7.47). Hence, the first statement is proven.

In order to prove the second statement, for z ¢ D assume to the contrary that
there exists a null sequence (¢,) and corresponding Herglotz wave functions E,
with kernels g, = gi" such that || E, || g curl, p) remains bounded. Then without
loss of generality we may assume weak convergence E, — E € H(curl, D) as
n — 00. Denote by E¥, H® € Hjoc(curl ]R3\D) the solution to the exterior Maxwell
problem with v x E¥ = v x E on dD and denote its electric far field pattern by
E. Since Fg, is the far field pattern of the scattered wave for the incident field
—E, from (7.50) we conclude that Eo, = —E, (-, 2) p and therefore E, o (-, 2)p
in A(H~'/2(Div, dD)). But this contradicts Lemma 7.20. |

In particular we expect from the above theorem that || g¢ || L) will be larger for

z € R?\ D than itis for z € D. We note that the assumption that k is not a Maxwell
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eigenvalue can be removed if the far field operator F is replaced by the combined
far field operator (cf. Theorem 6.42)

(F)(®) = 2 / 2

Exo(%,d)g(d)ds(d)
LZ(S?)

+ ,u/ Hoo (5, d)[g(d) x dlds(d), % €S,
L} (S?)

where H, is the magnetic far field pattern [49]. We also observe that in contrast
to the scalar case of the linear sampling method an open question in the present
case is how to obtain numerically the e-approximate solution g of the far field
equation given by Theorem 7.21. In all numerical experiments implemented to date,
Tikhonov regularization combined with the Morozov discrepancy principle is used
to solve the far field equation and this procedure leads to a solution that exhibits the
same behavior as g¢ (cf. [59]).



Chapter 8 ®
Acoustic Waves in an Inhomogeneous Qs
Medium

Until now, we have only considered the scattering of acoustic and electromagnetic
time-harmonic waves in a homogeneous medium in the exterior of an impenetrable
obstacle. For the remaining chapters of this book, we shall be considering the
scattering of acoustic and electromagnetic waves by an inhomogeneous medium of
compact support, and in this chapter we shall consider the direct scattering problem
for acoustic waves. We shall content ourselves with the simplest case when the
velocity potential has no discontinuities across the boundary of the inhomogeneous
medium and shall again use the method of integral equations to investigate the direct
scattering problem. However, since boundary conditions are absent, we shall make
use of volume potentials instead of surface potentials as in the previous chapters.
We begin the chapter by deriving the linearized equations governing the prop-
agation of small amplitude sound waves in an inhomogeneous medium. We then
reformulate the direct scattering problem for such a medium as an integral equation
known as the Lippmann—Schwinger equation. In order to apply the Riesz—Fredholm
theory to this equation, we need to prove a unique continuation principle for second
order elliptic partial differential equations. Having used this result to show the
existence of a unique solution to the Lippmann—Schwinger equation, we then pro-
ceed to investigate the set # of far field patterns of the scattered fields corresponding
to incident time-harmonic plane waves moving in arbitrary directions. By proving a
reciprocity relation for far field patterns, we show that the completeness of the set
¥ is equivalent to the nonexistence of eigenvalues to a new type of boundary value
problem for the reduced wave equation called the interior transmission problem.
We then show that if absorption is present there are no eigenvalues whereas if the
inhomogeneous medium is non-absorbing and spherically symmetric then there do
exist eigenvalues. A transmission eigenvalue can also be viewed as a value of the
wave number such that the far field operator (see Theorem 3.30) has zero as an
eigenvalue. This fact motivates us to examine the spectral properties of the far field
operator for an inhomogeneous medium. Continuing in this direction, we present the
elements of the theory of operator valued analytic functions and apply this theory
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to investigate the interior transmission problem for inhomogeneous media that are
neither absorbing nor spherically symmetric. Transmission eigenvalues will again
make their appearance in Chap. 10.

We conclude the chapter by presenting some results on the numerical solution
of the direct scattering problem by combining the methods of finite elements and
integral equations.

8.1 Physical Background

We begin by again considering the propagation of sound waves of small amplitude
in R? viewed as a problem in fluid dynamics. Let v(x, r), x € R?, be the velocity
vector of a fluid particle in an inviscid fluid and let p(x, t), p(x,t), and S(x, 1)
denote the pressure, density, and specific entropy, respectively, of the fluid. If no
external forces are acting on the fluid, then from Sect. 2.1 we have the equations

d 1
8—1: + (-gradyv+ — gradp =0 (Euler’s equation)
0
a
a—'? + div(pv) =0 (equation of continuity) 8.1)
p = f(p,S) (equation of state)
N
TS +v-gradS =0 (adiabatic hypothesis)

where f is a function depending on the fluid. Assuming v(x, t), p(x,1), p(x,1)
and S(x,t) are small, we perturb these quantities around the static state v = 0,
p = po = constant, p = po(x) and S = So(x) with po = f (00, So) and write

v(x,t) = evi(x, 1) +---

p(x,t) =po+epi(x,t)+---
(8.2)

p(x, 1) = po(x) +€pr(x, 1) + - -
S(x, 1) = So(x) +€S1(x, 1) + -
where 0 < € <« 1 and the dots refer to higher order terms in €. We now

substitute (8.2) into (8.1), retaining only the terms of order €. Doing this gives us
the linearized equations
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0 1
Sl + — gradp; =0
ar  po

ap1 .
— +d =0
o7 iv(pov1)

0 J
% = ?(x) <% + ~gradp0)

where the sound speed c is defined by

0
) = = (o), So(x)).
0

From this we deduce that p; satisfies

82
TIZI = c2(x),00(x) div ( grad pl).

1
Po(x)

If we now assume that terms involving grad pp are negligible and that p; is time
harmonic,

p1(x, 1) = Re {u(x) e ™'},

we see that u satisfies
2

Au+ ——
u 200 u

—0. (8.3)

Equation (8.3) governs the propagation of time harmonic acoustic waves of small
amplitude in a slowly varying inhomogeneous medium. We still must prescribe how
the wave motion is initiated and what is the boundary of the region containing
the fluid. We shall only consider the simplest case when the inhomogeneity is of
compact support, the region under consideration is all of IR® and the wave motion is
caused by an incident field u' satisfying the unperturbed linearized equations being
scattered by the inhomogeneous medium. Assuming the inhomogeneous region is
contained inside a ball B, i.e., c(x) = ¢y = constant for x € R3 \ B, we see that the
scattering problem under consideration is now modeled by

Au+kn(x)u=0 inR>, (8.4)

u=u +u’, (8.5)

. ou'
lim r —iku’ ) =0, (8.6)
r—00 or
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where k = w/co > 0 is the wave number,

2
o

c2(x)

nx) =

is the refractive index, u' is an entire solution of the Helmholtz equation and
u’ is the scattered field which, as discussed in Sect. 2.2, satisfies the Sommerfeld
radiation condition (8.6) uniformly in all directions. The refractive index is always
positive and in our case n(x) = 1 for x € R3 \ B. Occasionally, we would also like
to include the possibility that the medium is absorbing, i.e., the refractive index has
an imaginary component. This is often modeled in the literature by adding a term
that is proportional to v in Euler’s equation which implies that n is now of the form

n2(x)

T 8.7)

nx)=ni(x)+i

8.2 The Lippmann-Schwinger Equation

The aim of this section is to derive an integral equation that is equivalent to the
scattering problem (8.4)—(8.6) where we assume the refractive index n of the general
form (8.7) to be piecewise continuous in IR? such that

m:=1-—n
has compact support and
ni(x) >0 and no(x) >0
for all x e IR®. Throughout this chapter, we shall always assume that these
assumptions are valid and let D := {x € R : m(x) # 0}.

To derive an integral equation equivalent to (8.4)—(8.6), we shall need to consider
the volume potential

u(x) = f3 @(x, e(y)dy, xeR3, (8.8)
R
where
1 eiklx=yl
D(x,y) = — . X FY,
4 |x — y|

is the fundamental solution to the Helmholtz equation and ¢ is a continuous function
in R? with compact support, i.e., ¢ € Co(R?). Extending the definitions given in
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Sect. 3.1, for a domain G C R the Holder spaces CP%(G) are defined as the
subspaces of C”(G) consisting of bounded functions whose p-th order derivates
are uniformly Holder continuous with exponent «. They are Banach spaces with the
norms recursively defined by

lollpe = ll@lloo + Il grad @l p—1,q-

We can now state the following theorem (cf. [149]; the first mapping property
follows from a slight modification of the proof of Theorem 2.7 of [104]).

Theorem 8.1 The volume potential u given by (8.8) exists as an improper integral
for all x € R? and has the following properties. If ¢ € Co(R?) then u € CH%(R3)
and the orders of differentiation and integration can be interchanged. If ¢ €
Co(R*) N CO*(R?) then u € C**(R?) and

Au+ku=—¢ inR>. (8.9)
In addition, we have

lully o g < Cliglly g3

for some positive constant C depending only on the support of ¢. Furthermore, if
¢ € Co(R*) N CH¥(RY), then u € C3*(R).

Since for piecewise continuous n we cannot expect C? solutions of (8.5) we
require the solutions to belong to the Sobolev space HI%C(IR3) of functions with
locally square integrable weak derivatives, i.e., derivatives in the distributional sense
up to second order. As a tool for establishing existence in this setting, we shall now
use Lax’s Theorem 3.5 to deduce a mapping property for the volume potential in
Sobolev spaces from the classical property in Holder spaces given above.

Theorem 8.2 Given two bounded domains D and G, the volume potential

(Vo)x) = /D ®(x. e dy, xeR,

defines a bounded operator V : L*(D) — H*(G).

Proof We choose an open ball B such that G C B and a nonnegative function
y € Cg(B) such that y (x) = 1 forall x € G. Consider the spaces X = C%*(D) and
Y = C?>%(B) equipped with the usual Holder norms. Introduce scalar products on
X by the usual L? scalar product and on Y by the weighted Sobolev scalar product

du 9D % 9%

8x, 8xl +ij:1 0x;0x; 0x;0x;

(u, v)y :=f)/ uv +
l
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We first note that by using grad, @ (x, y) = —grad, @ (x, y) and interchanging the
order of integration we have

fva/fdx:/ o V¥ (yy)dx (8.10)
B D
and

9 9 9 9
/y—Vw—wdxz—/w—V*y—w dx 8.11)
B 8x,~ 8x,~ D ax,- 3x,'

for ¢ € X and ¥ € Y where
V) () = /B By dy, x € R

Using Gauss’ divergence theorem, for ¢ € Cé (D) we have

0 d
—/ ¢(x,y)¢(y)dy:/ D(x.y) = (y)dy, xeR3,
ax; Jp D ayi

that is,

ad Vo=V o
8x,~ = 8)6,'

and consequently, by (8.11) and Gauss’ theorem,

P2Ve 92 92 92
fy L dx:/(p vily 2V ax (8.12)
B axiax]' 8xi8x]- D axiax]' 8x,~8xj

for ¢ € C(])(D) and ¢ € Y. Hence, after setting U = Cé (D) C X, from (8.10)—
(8.12) we have that the operators V : U — Y and W : Y — X given by

= 0 oy ) °y
Wi = V¥ — — V* — %%
4 v Z 0x; <7/ 8xi> + ]X—: 0x;0x <)/ 3xi8x]'>

are adjoint, i.e.,

Vo, ¥)x = (0. W)y

for all ¢ € U and ¥ € Y. By Theorem 8.1, both V and W are bounded with
respect to the Holder norms. Hence, from Lax’s Theorem 3.5 and using the fact that
the norm on Y dominates the H? norm over G , we see that there exists a positive
constant ¢ such that
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IVolluzy = cllellr2py

for all p € Cé(D). The proof is now finished by observing that Cé (D) is dense in
L3(D). O

Approximating an L? density ¢ with compact support by a sequence of C%¢
functions with compact support, from Theorem 8.2 we can deduce that (8.9)
remains valid in the H? sense. In IR for a bounded domain D with C? boundary
by the Sobolev imbedding theorem H 2(D) functions are continuous (see [149]).
Furthermore, for functions u € H?(D) the traces ulyp € H>/?*(dD) and
du/dv|yp € H/?(dD) exist (see [315]) and consequently Green’s integral theorem
remains valid. Therefore, the proof of Green’s formula (2.4) can be carried over to
H? functions. In particular, (2.5) remains valid for H 2 solutions to the Helmholtz
equation. This implies that H? solutions to the Helmholtz equation automatically
are C2 solutions. Therefore the Sommerfeld radiation condition is well defined for
H? solutions.

We now show that the scattering problem (8.4)—(8.6) is equivalent to the problem
of solving the integral equation

u(x) = u' (x) — k2 f]RS @ (x, Yym(Mu(y)dy, xelR>, (8.13)

for u which is known as the Lippmann—Schwinger equation.

Theorem 8.3 If u € HI%)C(]R3) is a solution of (8.4)—(8.6), then u is a solution

of (8.13). Conversely, ifu € C(R?) is a solution of (8.13) then u € HI%C(IR3) and u
is a solution of (8.4)—(8.6).

Proof Letu € Hl%)c(]R3) be a solution of (8.4)—(8.6). Let x € R? be an arbitrary
point and choose an open ball B with exterior unit normal v containing the support
of m such that x € B. From Green’s formula (2.4) applied to u, we have

u(x)=/ {8—” D(x, ) —u m}ds—sz ®(x, ymudy  (8.14)
ap L Ov v B

since Au + k*>u = mk®u. Note that in the volume integral over B we can integrate
over all of R? since m has support in B. Green’s formula (2.5), applied to u’, gives

ui(x)zf {aa—”l D(x, ) —u m}ds. (8.15)
OB V Bv
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Finally, from Green’s theorem (2.3) and the radiation condition (8.6) we see that

ou’ 0D (x, -
f "oy —u 22 e (8.16)
9B v v
With the aid of ¥ = u’ + u* we can now combine (8.14)—(8.16) to conclude

that (8.13) is satisfied.
Conversely, letu € C (]R3) be a solution of (8.13) and define u* by

u(x) = —k> /1R3 @ (x, yym(y)u(y)dy, xeR>.

Since @ satisfies the Sommerfeld radiation condition (8.6) uniformly with respect
to y on compact sets and m has compact support, it is easily verified that u*
satisfies (8.6). Since m is piecewise continuous and has compact support we can
conclude from Theorem 8.2 and (8.9) thatu® € H2 (R?) with Au® +k*u® = k*mu.

Finally, since Au’ + ku’ = 0, we have that
Au+ Ku = (Au' + K*ul) + (Au® + K2u®) = K2mu,

that is, Au + k*nu = 0 in IR? and the proof is completed. O

We note that in (8.13) we can replace the region of integration by any domain G
such that the support of m is contained in G and look for solutions in C(G). Then
for x € R\ G we define u(x) by the right-hand side of (8.13) and obviously obtain
a continuous solution u to the Lippmann—Schwinger equation in all of IR>.

We shall show shortly that (8.13) is uniquely solvable for all values of & > O.
This result is nontrivial since it will be based on a unique continuation principle for
solutions of (8.4). However, for k sufficiently small we can show the existence of a
unique solution to (8.13) by the simple method of successive approximations.

Theorem 8.4 Suppose that m(x) = O for |x| > a with some a > 0 and k* <
2/Ma* where M = SUP|y|<q IM(x)|. Then there exists a unique solution to the
integral equation (8.13).

Proof As already pointed out, it suffices to solve (8.13) foru € C (B) with the
ball B = {x € 11_13 : |x| < a}. On the Banach space C(B), define the operator
T, : C(B) — C(B) by

(Tuu)(x) :=/B<D(x,y)m(y)u(y)dy, x € B. (8.17)

By the method of successive approximations, our theorem will be proved if we can
show that || T}, |lec < Ma?/2. To this end, we have
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M|ulloo

[(Tnu)(x)| = o /B

dy

, x€B. (8.18)
lx — ¥l

To estimate the integral in (8.18), we note that (see Theorem 8.1)

dy -
h(x) = , X€B,
B lx —yl

is a solution of the Poisson equation Ak = —4m and is a function only of r = |x|.
Hence, & solves the differential equation

1 d (,dh 4
— — |\ —)=—4x
r2 dr dr
which has the general solution
2 C
h(r)=—=nr’ + L4 C
3 r

where Cy and C; are arbitrary constants. Since % is continuous in a neighborhood
of the origin, we must have C; = 0 and, letting r — 0, we see that

dy a 2
Cr =h(0) = —=471/ pdp =2ma”.
B |yl 0

Hence, h(r) = 27 (a? — r2/3) and thus ||A]lec = 27a?. From (8.18) we can now
conclude that

2
|(Tnu)(x)| =

lulloo, x € B,

e, | Tnlloo < Ma2/2 and the proof is completed. |

8.3 The Unique Continuation Principle

In order to establish the existence of a unique solution to the scattering prob-
lem (8.4)—(8.6) for all positive values of the wave number k, we see from the
previous section that it is necessary to establish the existence of a unique solution
to the Lippmann—Schwinger equation (8.13). To this end, we would like to apply
the Riesz—Fredholm theory since the integral operator (8.17) has a weakly singular
kernel and hence is a compact operator T}, : C(B) — C(B) where B is a ball such
that B contains the support of 7. In order to achieve this aim, we must show that the
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homogeneous equation has only the trivial solution, or, equivalently, that the only
solution of

Au+kKn@xu=0 inR>, (8.19)
: u
lim r <— — zku) =0 (8.20)
r—00 or

is u identically zero. To prove this, the following unique continuation principle is
fundamental. The unique continuation principle for elliptic equations has a long
history and we refer the reader to [30] for a historical discussion. The proof of this
principle for (8.19) dates back to Miiller [328, 331]. Our proof is based on the ideas
of Protter [365] and Leis [297].

Lemma 8.5 Let G be a domain in R3 and let ui,...,up € HXG) be real valued
functions satisfying

P
|Aup| < ¢ {lugl + | gradugl} in G (8.21)

g=1
for p=1,..., P and some constant c. Assume that u , vanishes in a neighborhood
of some xog € G for p = 1,..., P. Then u, is identically zero in G for p =

I,...,P.

Proof For 0 < R < 1, let B[xg; R] be the closed ball of radius R centered at
x0. Choose R such that B[xo, R] C G. We shall show that u,(x) = 0 for x €
Blxo; R/2]and p =1, ..., P. The theorem follows from this since any other point
x1 € G can be connected to xo by a finite number of overlapping balls. Without
loss of generality, we shall assume that xo = 0 and for convenience we temporarily
write u = up.

For r = |x| and n an arbitrary positive integer, we define v € H>(G) by

e ux), x #0,

v(x) =

Then

- 2n  0dv n n
Au=¢e AU—FWW—FE(V—H—H—FI)U .

Using the inequality (¢ 4+ b)> > 2ab and calling the middle term in the above
expression in brackets b, we see that
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s dne ¥ v no/n
(4w’ = = a—r{Av+—rn+2<r—n—n+l)v}.

We now let ¢ € C2(IR?) be such that ¢(x) = 1 for [x] < R/2 and ¢(x) = O for
|x| > R. Then if we define # and ¥ by & := ¢u and 0 := v respectively, we see
that the above inequality is also valid for u and v replaced by & and 0 respectively.
In particular, we have the inequality

“n a0
/ P2 Q2 (Aﬁ)zdxz4n/ {Av—}— " (n —n—i—l)ﬁ}dx.
G G Br I""+2
(8.22)
We now proceed to integrate by parts in (8.22), noting that by our choice of ¢ the

boundary terms all vanish. Using the vector identity
2 grad{x - grad v} - grad v = div{x| gradﬁ|2} — |gradf)|2,

from Green’s theorem and Gauss’ divergence theorem we find that

a0 1
/r—vAﬁdxz—/grad{x-gradﬁ}-gradﬁdx:— / | grad % dx,
G 9 G 2 Jg

r

that is,

iy
/r—“ Abd /|gradv| dx. (8.23)
G 8r

Furthermore, for m an integer, by partial integration with respect to » we have
1 v / .0 1 . \dx
— 0 —dx=—| 0V —|—=7?)—
crm  or G or \rm—2 r2

— —v—dx+(m 2)

"

that is,

1
07’7 —dx— (m 2) e

dx. (8.24)

We can now insert (8.23) and (8.24) (for m = 2n + 1 and m = n + 1) into the
inequality (8.22) to arrive at

~N2

[ iz o [ jendipar+ 22640 -1 [ o .
i ; Grn+2

(8.25)
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Here we have also used the inequality

—62 dx > —ﬁz d
G ez = [ X

which follows from 9(x) =0 forr = |x| > Rand 0 < R < 1. From

- nox
~ _ —r n A - ~
gradit = e {gradv—i—rH1 . v}
we can estimate

20?2

e p2n+2

2" grad fi)® < 2| grad 9| + 1%

and with this and (8.25) we find that

2r "

—n ~ —n N 4 A
/r"+2e2’ |Ad|>dx zn/ e |gradu|2dx+n4/ erE a’dx.  (8.26)
G G G

Up to now, we have not used the inequality (8.21). Now we do, relabeling
u by u,. From (8.21) and the Cauchy—Schwarz inequality, we clearly have that

P
|Aup(x)* <2Pc* )

g=1

gadug P @] R
pnt2 p3nt+4 ’ -2 ’

since R < 1. We further have

| Aty (x)|?

~ 2
<
Ay () <

R
5 = Ix[ =R,
2

since R < 1. Observing that u,(x) = it,(x) for x| < R/2, from (8.26) we now
have

2r~
n e .
n e | grad u [2dx + n* ——wldx < | "2 AL, Pdx
p 2n+2 P p
x| <R/2 l¥I<R/2 T G
2 d 2r " 2 i 2
<2Pc E / e’ |gradug| dx+/ muqu
= Viisrp2 xI<R/2 T

e | Al p(x)|?
+ 22 dx,
R/2<|x|<R r

i.e., for sufficiently large n we have
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2r 1 2F 7 A 2
e e Al (x
I’l4/ 2—4_2uid}€§C/. %dx, p=1,...,P,
lx|<R/2 7" R/2<|x|<R r

for some constant C. From this, since the function

e2r_"
> _r2”+2 , r>0,

is monotonically decreasing, for sufficiently large n we have

n4/ wydx < C/ |Ad,(0)1Pdx, p=1,...,P.
Ix|<R/2 R/2<|x|<R

Letting n tend to infinity now shows that u,(x) = O for |x] < R/2 and p =
1, ..., P and the theorem is proved. O

Theorem 8.6 Let G be a domain in R® and suppose u € H*(G) is a solution of
Au+k*n(x)u=0

in G such that n is piecewise continuous in G and u vanishes in a neighborhood of
some xo € G. Then u is identically zero in G.

Proof Apply Lemma 8.5 to u; := Reu and u := Imu. O

We are now in a position to show that for all k£ > 0 there exists a unique solution
to the scattering problem (8.4)—(8.6).

Theorem 8.7 For each k > 0 there exists a unique solution u € HI%)C(IR3 ) to (8.4)-
(8.6) and u depends continuously with respect to the maximum norm on the incident
field u'.

Proof As previously discussed, to show existence and uniqueness it suffices to show
that the only solution of (8.19) and (8.20) is u identically zero. If this is done, by the
Riesz—Fredholm theory the integral equation (8.13) can be inverted in C (B) and the
inverse operator is bounded. From this, it follows that # depends continuously on
the incident field «' with respect to the maximum norm. Hence we only must show
that the only solution of (8.19) and (8.20) isu = 0.

Recall that B is chosen to be a ball of radius a centered at the origin such that m
vanishes outside of B. As usual v denotes the exterior unit normal to d B. We begin
by noting from Green’s theorem (2.2) and (8.19) that

.
f u—uds=/ {|gradu|2—k2ﬁ|u|2}dx.
lx]=a OV Ix|<a

From this, since Imn > 0, it follows that
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.
Im w2 gy = sz Imn u2dx > 0. (8.27)
|x|<a

|x|=a v

Theorem 2.13 now shows that u(x) = 0 for |x| > a and it follows by Theorem 8.6
that u(x) = 0 for all x € R>. O
8.4 The Far Field Pattern
From (8.13) we see that
u'(x) = —k? / . @(x, ym(u(y)dy, xeR.
R

Hence, letting |x| tend to infinity, with the help of (2.15) we see that
oiklxl

u(x) =
x|

1
Uoo(X) + O <—> , x| = oo,

|x|2

where the far field pattern uoo is given by

k2 Cw
oo(®) = = — /}R L m(yu(y) dy (8.28)

for £ = x/|x| on the unit sphere S>. We note that by Theorem 8.4, for k sufficiently
small, u can be obtained by the method of successive approximations. If in (8.28) we
replace u by the first term in this iterative process, we obtain the Born approximation

k2

yrl) e * I m(yyut (v) dy. (8.29)

uoo(f) = -

We shall briefly return to this approximation in Chap. 11 where it will provide the
basis of a linear approach to the inverse scattering problem.

We now consider the case when the incident field u’ is a plane wave, i.e., ut(x) =
e'**d where d is a unit vector giving the direction of propagation. We denote the
dependence of the far field pattern 1o, on d by writing ueo(X) = uso(X, d) and,
similarly, we write u®(x) = u®(x,d) and u(x) = u(x,d). Then, analogous to
Theorem 3.23, we have the following reciprocity relation.

Theorem 8.8 The far field pattern satisfies the reciprocity relation
Uoo(X, d) = Ueo(—d, —X)

for all %, d on the unit sphere S*.
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Proof By the relation (3.61) from the proof of Theorem 3.23, we have

4 {uco (X, d) — uoo(—d, —X)}

9
=f {u(y,d) u(y, —x) —u(y, —x) u(y,d)}ds(y)
|y|=a ov(y)

v (y)

whence the statement follows with the aid of Green’s theorem (2.3). |

As in Chap. 3, we are again concerned with the question if the far field patterns
corresponding to all incident plane waves are complete in L>(S?). The reader will
recall from Sect. 3.4 that for the case of obstacle scattering the far field patterns are
complete provided k2 is not a Dirichlet eigenvalue having an eigenfunction that is
a Herglotz wave function. In the present case of scattering by an inhomogeneous
medium we have a similar result except that the Dirichlet problem is replaced by a
new type of boundary value problem introduced by Kirsch in [232] (see also [114])
called the interior transmission problem. This name is motivated by the fact that,
as in the classical transmission problem, we have two partial differential equations
linked together by their Cauchy data on the boundary but, in this case, the partial
differential equations are both defined in the same interior domain instead of in an
interior and exterior domain as for the classical transmission problem (cf. [104]).
In particular, let {d,, : n = 1, 2, ...} be a countable dense set of vectors on the unit
sphere S? and define the class F of far field patterns by

Fi={uco(-,dy) :n=12..}.

Then we have the following theorem. For the rest of this chapter, we shall assume
that D := {x € R : m(x) # 0} is connected with a connected C? boundary d D
and D contains the origin.

Theorem 8.9 The orthogonal complement of & in L*>(S?) consists of the conjugate
of those functions g € L*(S*) for which there exists w € H?*(D) and a Herglotz
wave function

v(x) = /2 e k¥ do(dyds(d), xeR>,
S

such that the pair v, w is a solution to
Aw+kKnxw=0, Av+k*v=0 inD (8.30)
satisfying

ow av
w=uv, = —

— = ondD. (8.31)
ov av
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Proof Let F1 denote the orthogonal complement to 7. We will show that g € F+
if and only if g satisfies the assumptions stated in the theorem. From the continuity
of us as a function of d and Theorem 8.8, we have that the property g € FL ie.,

/SZ Uoo(X, dy)g(X)ds(X) =0
forn =1,2,...1s equivalent to
/;2 Uoo(—d, —%)g(X) ds(X) =0
foralld € S%, i.e.,
fgz Uoso(X,d)g(—d)ds(d) =0 53

forall # € S2. From the Lippmann—Schwinger equation (8.13) it can be seen that the
left-hand side of (8.32) is the far field pattern of the scattered field w* corresponding
to the incident field

w' (x) :=/ eikx'dg(—d)ds(d)zf e hxdo(d)ds(d).
S? S?

But now (8.32) is equivalent to a vanishing far field pattern of w® and hence by
Theorem 2.14 equivalent to w® = 0 in all of R3 \D,ie., ifv= wiand w = w4+ w'
then w = v on dD and dw/dv = dv/dv on dD. Conversely, if v and w satisfy the
conditions of the theorem, by setting w = v in R*\ D and using Green’s formula we
see that w can be extended into all of IR? as a H2 solution of Aw + Kn(x)w = 0.
The theorem now follows. O

From the above proof, we see that the boundary conditions (8.31) are equivalent
to the condition that w = v in R \ D (In particular, we can impose the boundary
conditions (8.31) on the boundary of any domain with C? boundary that contains
D). We have chosen to impose the boundary conditions on d D since it is necessary
for the more general scattering problem where the density in D is different from
that in IR \ D [233]. However, when we later consider weak solutions of (8.30)
and (8.31), we shall replace (8.31) by the more manageable condition w = v in
R\ D.

Analogous to Theorem 3.34, we also have the following theorem, the proof of
which is the same as that of Theorem 8.9 except that w*® is now equal to the spherical
wave function v, (x) = hﬁ,l)(k|x|) Y,(%). Note that, in contrast to Theorem 3.34,
we are now integrating with respect to X instead of d. However, by the reciprocity
relation, these two procedures are equivalent.
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Theorem 8.10 Letv,(x) = hg)(k|x|) Y, (X) be a spherical wave function of order
p. The integral equation of the first kind

p—1
[ utis gy @rasth = == vy, d e,
SZ

has a solution g, € L%(S?) if and only if there exists w € H*(D) and a Herglotz
wave function

v(x)=/ e~hxdg (dyds(d), xeR’,
S2

such that v, w is a solution to

Aw+kEn(x)w =0, Av+k*v=0 inD (8.33)
satisfying
ow Jv ovp
w—v=vy, ———=—— ondD. (8.34)
ov ov ov

Motivated by Theorems 8.9 and 8.10, we now define the interior transmission
problem in a Sobolev space setting where anticipating our analysis in Chap. 10 we
weaken the regularity requirements on v and w.

Interior Transmission Problem Given f € H3?(D) and g € H'Y*(3D) find
two functions v, w € L*(D) with w — v € H*(D) such that

Aw+knxw=0, Av+k*v=0 inD (8.35)
and
3 3
w-v=f L_Y_4 oD (8.36)
av av

where the differential equations for w and v are understood in the distributional
sense and the boundary conditions are well defined for the difference w — v.

In this chapter, we shall only be concerned with the homogeneous interior
transmission problem. (We return to this problem in Chap. 10.) For information on
the inhomogeneous interior transmission problem, we refer the reader to Cakoni,
Colton, and Haddar [57], Colton and Kirsch [92], Colton, Kirsch, and Piivirinta
[95], Kedzierawski [229], and Rynne and Sleeman [382]. Of primary concern to us
in this chapter will be the existence of positive values of the wave number k such that
nontrivial solutions exist to the homogeneous interior transmission problem since it
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is only in this case that there is a possibility that ¥ is not complete in L*(S?). This
motivates the following definition.

Definition 8.11 If £ > 0 is such that the homogeneous interior transmission
problem, i.e., the problem (8.35) and (8.36) with f = g = 0 has a nontrivial
solution, then k is called a transmission eigenvalue.

We note that complex transmission eigenvalues can also exist (cf. Sect. 10.3).
However in our definition we consider only real, positive transmission eigenvalues
since this corresponds to the fact that the wave number & is positive.

Theorem 8.12 Suppose Imn # 0 and inf 5 [n(x) — 1| > 0. Then k > 0 is not
a transmission eigenvalue, i.e., the set F of far field patterns is complete in L*>(S%)
for each k > 0.

Proof Let v, w be a solution to (8.35) and (8.36) for f = g = 0. Then, via
Au + KPu = k2 (1 — n)w (8.37)

it is straightforward to see that u := w — v satisfies

(A + k%n) (A+kHu=0 inD

n—1

in the distributional sense. From this, by partial integration with Green’s theorem
using the zero Cauchy data of u, it follows that

1
/ — (A + k*nit) (Au + k*u)dx = 0.
D=

Regrouping this, together with a further application of Green’s theorem, yields

1
/ |Au+k2u|2dx+k2/ [|k|2—|gradu|2] dx =0,
pn—1 D

Taking the imaginary part of the last equation we obtain that # vanishes identically
in the open set Dy := {x € D : Imn(x) > 0}. Then in view of (8.37) also
w vanishes identically in Dy. By Weyl’s lemma distributional solutions of elliptic
linear differential equations are classical solutions (see [185]) and consequently by
the unique continuation principle (Theorem 8.6) we see that w = 0 in D. Therefore,
v = —u belongs to H%(D) and has vanishing Cauchy data v = dv/dv = 0 on dD.
By Theorem 2.1 this implies v = 0 in D. Hence k > 0 cannot be a transmission
eigenvalue. O

In the case when Imn = 0, there may exist values of k for which ¥ is not
complete and we shall present partial results in the direction later on in this chapter.
In the special case of a spherically stratified medium, i.e., (with a slight abuse of
notation) n(x) = n(r),r = |x|, Colton and Monk [114] have given a rather complete



8.4 The Far Field Pattern 321

answer to the question of when the set ¥ is complete. To motivate the hypothesis of
the following theorem, note that the case when n = 1 is singular since in this case if
h e C3(D)NCY(D)is any solution of the Helmholtz equation in D thenv = w = h
defines a solution of (8.30) and (8.31). The case when n = 1 corresponds to the case
when the sound speed in the inhomogeneous medium is equal to the sound speed in
the host medium. Hence, the hypothesis of the following theorem is equivalent to
saying that the sound speed in the inhomogeneous medium is always greater than
the sound speed in the host medium. An analogous result is easily seen to hold for
the case when n(x) > 1 for x € D. For the case when n no longer belongs to C?
we refer the reader to [124].

Theorem 8.13 Suppose that n(x) = n(r), Imn =0,0 <n@r) < 1for0<r <a
and n(r) = 1 forr > a for some a > 0 and, as a function of r, n € C2. Then
transmission eigenvalues exist, and if k > 0 is a transmission eigenvalue there
exists a solution v of (8.30) and (8.31) that is a Herglotz wave function, i.e., the set
F is not complete in L*(S?).

Proof We postpone the existence question and assume that there exists a nontrivial
solution v, w of the homogeneous interior transmission problem, i.e., k > 0 is a
transmission eigenvalue. We want to show that v is a Herglotz wave function. To
this end, we expand v and w in a series of spherical harmonics

[} I 00 !
vE@) =Y > a jikr) Y'(R) and wx) =Y > b)Y (&)

=0 m=-I =0 m=—1

where j; is the spherical Bessel function of order / (see the proof of Rellich’s
Lemma 2.12). Then, by the orthogonality of the spherical harmonics, the functions

v'(x) :==aq]" jitkr) Y™ (%) and  w"(x) := b (r) Y[ (X)

also satisfy (8.30) and (8.31). By the Funk-Hecke formula (2.45) each of the v}" is
clearly a Herglotz wave function. At least one of them must be different from zero
because otherwise v would vanish identically.

To prove that transmission eigenvalues exist, we confine our attention to a
solution of (8.30) and (8.31) depending only on r = |x|. Then clearly v must be
of the form

v(x) = ag jo(kr)
with a constant ag. Writing

w(x) = b() @

with a constant by, straightforward calculations show that if y is a solution of
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Y + k() y =0
satisfying the initial conditions
y(©0) =0, Y0 =1,

then w satisfies (8.30). We note that in order for w to satisfy (8.30) at the origin it
suffices to construct a solution y € C 110, a1 N C2(0, a] to the initial value problem.
This can be seen by applying Green’s formula (2.4) for w in a domain where we
exclude the origin by a small sphere centered at the origin and letting the radius
of this sphere tend to zero. Following Erdélyi [139, p. 79], we use the Liouville
transformation

§i= /0 [n()]'2dp,  2(6) = [n(N]'*y(r)
to arrive at the initial-value problem for
"+ K = p©))a=0 (8.38)
with initial conditions
2(0) =0, Z'(0)=[nO] ' (8.39)

where

n"(r) 5 (0P

PEV= TR T 16 P

Rewriting (8.38) and (8.39) as a Volterra integral equation

sin k&

2(§) = K

1 ¢
41 /0 sink(n — £)2(m) p(n) dn

and using the method of successive approximations, we see that the solution
of (8.38) and (8.39) satisfies

sin k& 1 ) en  COSKE l
“®) = oA T (ﬁ> and 2@ = oA tO (k) ’

that is,

B 1 . 172 1
y(r) = KO n 7 Sln< /0 [n(p)] d,0> + 0 <k2)
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and

1/4 - |
y(@r) = [%} cos (k/o [n(p)]"/? d,o) +0 (%>

uniformly on [0, a].
The boundary condition (8.31) now requires

y(a)
pALY

b — apjolka) =0
a
d (y(r) .
— (== — aokjl(ka) = 0.
A R—

A nontrivial solution of this system exists if and only if

@ —Jo(ka)
d = det = 0. (8.40)
d (y(r) y
ar <T>,_a —Hotka)

Since jo(kr) = sinkr/kr, from the above asymptotics for y(r), we find that

d = - sink (a — /a[n(r)]l/zdr> +0 <1> (8.41)
a’k [n(0)]1/4 0 k)| '

Since 0 < n(r) < 1 for 0 < r < a by hypothesis, we see that

a— /a[n(r)]l/zdr #0.
0

Hence, from (8.41) we see that for k sufficiently large there exists an infinite set of
values of k such that (8.40) is true. Each such k is a transmission eigenvalue and this
completes the proof of the theorem. O

In the discussion so far, we have related the completeness of the set 7 of far
field patterns to the existence of a nontrivial solution to the homogeneous interior
transmission problem. An alternate way of viewing this question of completeness is
suggested by the proof of Theorem 8.9, i.e., ¥ is complete if and only if zero is not
an eigenvalue of the far field operator F : L*(S?) — L*(S?) defined by

(Fg)(®) := /2 Uoo (X, d)g(d) ds(d), % eS2. (8.42)
S
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This connection motivates us to conclude this section by briefly examining the
spectral properties of the operator F. This analysis is based on the fact that F is
a compact operator on LZ(SZ) and, even more, is a trace class operator as defined
below.

Definition 8.14 An operator T is a trace class operator on a Hilbert space if there
exists a sequence of operators 7, having finite rank not greater than n such that

o
YT =T, < 0.
n=1

The fact that F is a trace class operator on L*(S?) follows easily from the
definition if we define the operators F;, by (8.42) with u, replaced by its truncated
spherical harmonic expansion and then use the estimates of Theorem 2.16 (see
[101]). The importance of trace class operators for our investigation is the following
theorem due to Lidski [375].

Theorem 8.15 Let T be a trace class operator on a Hilbert space X such that T
has finite dimensional nullspace and Im(Tg, g) > 0 for every g € X. Then T has
an infinite number of eigenvalues.

The first step in using Lidski’s theorem to examine the far field operator F is
to show that F has a finite dimensional nullspace. If Im n # 0, this is true by
Theorem 8.12. Hence we will restrict ourselves to the case when Imn = 0 and, as
in Theorem 8.13, only consider the case when m(x) := 1 — n(x) > 0 for x € D.
As in Theorem 8.13, an analogous result is easily seen to hold for the case when
m(x) < O0forx € D.

Theorem 8.16 Suppose Imn = 0 and m(x) > 0 for x € D. Then the dimension of
the nullspace of the far field operator F is finite.

Proof From Theorem 8.9 we see that if Fg = 0 then there exist a function w in
CXD)NCY(D) and a Herglotz wave function v with kernel g such that the pair
v, w is a solution of the homogeneous interior transmission problem (8.30) and
(8.31). Using Theorem 2.1 we see that

v=w+kTw (8.43)

where Ty, is defined as in (8.17) by
(T f)(x) = /Dm, DO F3)dy, xR,

Clearly, T,,w is a radiating solution of the Helmholtz equation in R3 \ D.
From (8.30), (8.31), and (8.43) it follows that 7,,w has zero Cauchy data on 9 D
and therefore we can conclude that 7j,,w = 0 in R?\ D. Hence, T}, w has vanishing
far field pattern, i.e.,
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f e Y m(yyw(y)dy =0, ieS? (8.44)
D

(see (8.28)). For each Herglotz wave function v, with kernel z, multiplying (8.44)
by h, integrating over S? and interchanging the order of integration, we obtain

/ mwv, dy = 0. (8.45)
D

Now let H be the linear space of all Herglotz wave functions and consider H
as a subspace of the weighted L? space Lfn (D). Then (8.45) implies that w €
H*. Hence, if P : L,zn(D) — H* is the orthogonal projection operator onto
the closed subspace H' then from (8.43) we have that 0 = w + k*PT,w.
Furthermore, it is easily verified that T, : Lfn (D) — Li (D) is compact. Since the
orthogonal projection P is bounded, it now follows from the Fredholm alternative
that 7 + k> P T has finite dimensional nullspace. The conclusion of the theorem now
follows from (8.43) and Theorem 3.27. |

The next tool we will need in our investigation of the spectral properties of the
far field operator F is the identity stated in the following theorem [100].

Theorem 8.17 Let vi and vil be Herglotz wave functions with kernels g h €

Lz(Sz) respectlvely, and let vg, vy be the solutions of (8.4)—(8.6) with u' equal
to v and vy, respectively. Then

ik2/ Imnvg vy, dx = 2w (Fg, h) — 27(g, Fh) — ik(Fg, Fh)
D

where (-, -) denotes the inner product on L*(S?).

Proof From Green’s theorem we have that

vy 0
2ik2/ Imn vgvy dx =/ (vg o v &) ds
D 9D av av

and combining this with (3.73) the statement follows. |

We can now use Theorem 8.17 to deduce a series of results on the spectral theory
of the far field operator F'. We begin with the existence of eigenvalues of F.

Corollary 8.18 Assume that either Imn # 0 or Imn = 0 and m(x) > 0 for x € D.
Then the far field operator has an infinite number of eigenvalues.

Proof By Theorems 8.12, 8.15 and 8.16, it suffices to show that Im(Fg, g) > 0 for
every g € L%(S?). But from Theorem 8.17 we have that (recalling that Im n(x) > 0
for x € D)
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1 k2 k
Im(Fg,g) == {(Fg.g) — (g Fg)} =— f Imn |vg|?dx + — ||Fgl*> > 0
2i 4 Jp 4

and the corollary is proved. O
Corollary 8.19 If Imn # 0 the eigenvalues of the far field operator F lie in the
disk

, 4m

M| — — ImA <O
k

whereas if Imn = 0 and m(x) > 0 for x € D they lie on the circle

) 4m _
2P = S Im A =0

in the complex plane.
Proof This follows from Theorem 8.17 by setting g = h and Fg = Ag. O
Corollary 8.20 IfImn = O then the far field operator F is normal.
Proof From Theorem 8.17 we have that
ik(Fg, Fh) =2mn{(Fg,h) — (g, Fh)}
and from this the statement follows as in the proof of Theorem 3.32, using the
reciprocity Theorem 8.8. O
We note that if we define the scattering operator S by
ik

S=1+—F (8.46)
2

then as in Corollary 3.33 we have that S is unitary if Im n = 0.

8.5 The Analytic Fredholm Theory

Our aim, in the next section of this chapter, is to show that under suitable conditions
on the refractive index the transmission eigenvalues form at most a discrete set. Our
proof will be based on the theory of operator valued analytic functions. Hence, in
this section we shall present the rudiments of the theory.

Definition 8.21 Let D be a domain in the complex plane C and f : D — X
a function from D into the (complex) Banach space X. f is said to be strongly
holomorphic in D if for every z € D the limit
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i f@+h) —f@@
m —
h—0 h

exists in X. f is said to be weakly holomorphic D if for every bounded linear
functional ¢ in the dual space X* we have that z + £(f(z)) is a holomorphic
function of z for z € D.

Strongly holomorphic functions are obviously continuous. As we shall see in
the next section of this chapter, it is often easier to verify that a function is weakly
holomorphic than that it is strongly holomorphic. What is surprising is that these
two definitions of holomorphic functions are in fact equivalent. Note that strongly
holomorphic functions are clearly weakly holomorphic.

Theorem 8.22 Every weakly holomorphic function is strongly holomorphic.

Proof Let f : D — X be weakly holomorphic in D. Let zop € D and let I" be a
circle of radius » > 0 centered at zg with counterclockwise orientation whose closed
interior is contained in D. Then if £ € X*, the function z > £( f(z)) is holomorphic
in D. Since £( f) is continuous on I", we have that

[ECfENI = CW) (8.47)

for all { € I' and some positive number C (£) depending on £. Now, foreach ¢ € I
let A(¢) be the linear functional on X* which assigns to each £ € X* the number
£(f(¢)). From (8.47), for each £ € X* we have that |A(¢)(¢)| < C(¢) forall¢ € I’
and hence by the uniform boundedness principle we have that | A(¢)|| < C for all
¢ € I for some positive constant C. From this, using the Hahn—Banach theorem,
we conclude that

IF 0= ”ihlgl [E(f Nl = ||Zl|1£)1 [A)O] = 1A = C (8.48)

forall¢ e I'.
For |h| < r/2, by Cauchy’s integral formula, we have

f (o +h) — f(z0) _L/l( 1 e )

Since for ¢ € I" and |h1|, |h2| < r/2 we have

(e w) e (marm )
hi \¢—(o+h1) ¢—20 ho \¢ —(z0+h2) ¢ —20

hi1—hy

_ ’ _ 41hy — ha|
(& —20)(¢ —z0—h1)(& —z0—h2)

— }"3 3

using (8.48) and Cauchy’s integral formula we can estimate
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)6 (f(zo+h1) - f(Zo)> . (f(zo+h2) f(Zo)))

hi—h
» i — |h1 = ha|

for all £ € X* with ||| < 1. Again by the Hahn—Banach theorem, this implies that

‘ fzo+h) — fzo)  f(zo+h2) — f(z0)
hi hy

‘ — |h1 — h2| (8.49)

for all iy, ho with |k, |ha| < r/2. Therefore,

T f o+ h) — f(zo0)
1m
h—0 h

exists since the Banach space X is complete. Since zo was an arbitrary point of D,
the theorem follows. o

Corollary 8.23 Let X and Y be two Banach spaces and denote by L(X,Y) the
Banach space of bounded linear operators mapping X into Y. Let D be a domain
inCandlet A: D — L(X,Y) be an operator valued function such that for each
¢ € X the function Ap : D — Y is weakly holomorphic. Then A is strongly
holomorphic.

Proof For each ¢ € X, we apply the analysis of the previous proof to the weakly
holomorphic function z = f(z) := A(z)¢. By (8.48), we have

1Al = 1f Ol = Cy

for all { € I' and some positive constant C, depending on ¢. This, again by the
uniform boundedness principle, implies that

AN =C

for all ¢ € I' and some constant C > (. Hence, we can estimate in Cauchy’s
formula for z — £(A(z)¢) with the aid of

LAl = C
forall¢ € I',all £ € Y* with ||[£|| < 1 and all ¢ € X with ||¢|| < 1 and obtain the
inequality (8.49) for A in the operator norm. This concludes the proof. O

Definition 8.24 Let D be a domain in the complex plane C and f : D — X a
function from D into the (complex) Banach space X. f is said to be analytic in D
if for every zo € D there exists a power series expansion

f@ =Y anz—z0)"
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that converges in the norm on X uniformly for all z in a neighborhood of zo and
where the coefficients a,,, are elements from X.

As in classical complex function theory, the concepts of holomorphic and
analytic functions coincide as stated in the following theorem. Therefore, we can
synonymously talk about (weakly and strongly) holomorphic and analytic functions.

Theorem 8.25 Every analytic function is holomorphic and vice versa.

Proof Let f : D — X be analytic. Then, for each ¢ in the dual space X*,
the function z +— £(f(z)), by the continuity of ¢, is a complex valued analytic
function. Therefore, by classical function theory it is a holomorphic complex valued
function. Hence, f is weakly holomorphic and thus by Theorem 8.22 it is strongly
holomorphic.

Conversely, let f : D — X be holomorphic. Then, by Definition 8.21, for each
z € D the derivative

L G - Q)
f'@) = lim ;

exists. By continuity, for every £ € X* the function z + £(f'(z)) clearly
represents the derivative of the complex valued function z +— £(f(z)). Classical
function theory again implies that z — f”(z) is weakly holomorphic and hence by
Theorem 8.22 strongly holomorphic. Therefore, by induction the derivatives f ™
of order m exist and for each £ € X* the m-th derivative of £( f) is given by £(f ™).
Then, using the notation of the proof of Theorem 8.22, by Cauchy’s integral formula
we have

n 1
¢ (f(z) DR ARCOICEs Zo)m)

m=0 """

1 ¢ 1 < 1
_ b (f @) dc — — Z(Z _ ZO)m/P (f@)»
m=0

2ri Jp ¢ —z (¢ — zo)m+!

_ n+1
1 L(f () <Z Zo) de.

2mi r ¢—z \¢—20

From this we have the estimate

|
¢ (f(z) - — M- zo)m)

m=0

1

= sup [E(f ()] 5
cel’

forall £ € X* and all z € D with |z — zg| < r/2. Using the uniform boundedness
principle and the Hahn—-Banach theorem as in the proof of Theorem 8.22, we can
now conclude uniform convergence of the series
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e¢]

1
f@ =) — f™Go)GE-z0)"
m!
m=0
for all z € D with |z — zo| < r/2 and the proof is finished. |

We now want to establish the analytic Riesz—Fredholm theory for compact
operators in a Banach space. For this we recall that for a single compact linear
operator A : X — X mapping a Banach space X into itself either the inverse
operator (I — A)~! : X — X exists and is bounded or the operator I — A has
a nontrivial nullspace of finite dimension (see [268]). In the latter case, it can be
proved (see Theorem 1.21 in [104]) that there exists a bounded operator P on X
with finite dimensional range such that the inverse of I —A — P : X — X exists and
is bounded. Actually, P can be chosen to be the projection of X onto the generalized
nullspace of I — A.

We can now prove the following theorem, where £(X) denotes the Banach space
of bounded linear operators mapping the Banach space X into itself.

Theorem 8.26 Let D be a domain in C and let A : D — L(X) be an operator
valued analytic function such that A(z) is compact for each z € D. Then either

(a) (I — A(2))~" does not exist for any z € D or
(b) (I — A(2))™" exists forall z € D\ S where S is a discrete subset of D.

Proof Given an arbitrary zo € D, we shall show that for z in a neighborhood
of z¢ either (a) or (b) holds. The theorem will then follow by a straightforward
connectedness argument. As mentioned above, for fixed z( either the inverse of
I — A(zp) exists and is bounded or the operator I — A(zp) has a nontrivial nullspace
of finite dimension.

In the case where I — A(zg) has a bounded inverse, since A is continuous we can
choose » > 0 such that

1

A(z)— A _—
14@ = Al < ==

forallz € B, := {z € C : |z — zo| < r}. Then the Neumann series for
(1 — (I - Az0) ™ (A(2) — AGzo))]T™
converges and we can conclude that the inverse operator (I — A(z))~! exists for all

z € B,,is bounded and depends continuously on z. Hence, in B, property (b) holds.
In particular, from

1 -1 -1
a—ac+mT —a-aen}

1
= U —AGc+ M)~ (A4 h) — A®R) (I — Az)™!

we observe that z — (I — A(z))_1 is holomorphic and hence analytic in B;.
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In the case where I — A(zp) has a nontrivial nullspace, by the above remark there
exists a bounded linear operator of the form

n
Po=> L)V,
j=1
with linearly independent elements 1, ..., ¥, € X and bounded linear functionals

Li,..., 4, € X*suchthat I — A(zg) — P : X — X has a bounded inverse. We now
choose r > 0 such that

1

A(iz) — A
14@ = AN < =3

forall z € B, := {z € C : |z — z9|] < r}. Then as above we have that the inverse
T(2) := (I —A(z)— P)~!exists forall z € By, is bounded and depends analytically
on z. Now define

B(z): =P —A(z)— P)"".
Then
B()p =Y _Li(T @)Y, (8.50)
j=1
and since
I-A@ =UI+B@) I-AR) —P)

we see that for z € B, the operator I — A(z) is invertible if and only if 7 4+ B(z) is
invertible.

Since B(z) is an operator with finite dimensional range, the invertibility of
I + B(z) depends on whether or not the homogeneous equation ¢ + B(z)p = 0
has a nontrivial solution. Given ¥ € X, let ¢ be a solution of

v+ B@e =1 (8.51)
Then from (8.50) we see that ¢ must be of the form
n
o=v-> BV, (8.52)
Jj=1
where the coefficients 8; := £;(T (z)¢p) satisfy

Bi+ Y LTy =¢;(T@Y), j=1,...n (8.53)

i=1
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Conversely, if (8.53) has a solution 81, B2, .. ., B, then ¢ defined by (8.52) is easily
seen to be a solution of (8.51). Hence, I + B(z) is invertible if and only if the linear
system (8.53) is uniquely solvable for each right-hand side, i.e., if and only if

d(z) := det{8;; + €;(T(2)¥)} #O.

The analyticity of z = T'(z) implies analyticity of the functions z — £; (T (z)¥;) in
B,. Therefore, d also is analytic, i.e., either S, := {z € B, : d(z) = 0} is a discrete
setin B, or S, = B,. Hence, in the case where I — A(zp) has a nontrivial nullspace
we have also established existence of a neighborhood where either (a) or (b) holds.
This completes the proof of the theorem. O

8.6 Transmission Eigenvalues

From Theorem 8.12 we see that if Imn > 0 then transmission eigenvalues do not
exist whereas from Theorem 8.13 they do exist if Imn = 0 and n(x) = n(r) is
spherically stratified and twice continuously differentiable. In this section we shall
remove the condition of spherical stratification and give sufficient conditions on
n such that there exist at most a countable number of transmission eigenvalues
(see also Theorem 10.6). By Theorem 8.9 this implies that the set F of far field
patterns is complete in L?(S?) except for possibly a discrete set of values of the
wave number. Throughout this section, we shall always assume that Imn(x) = 0
and m(x) > Oforx € D where m := 1—n is piecewise continuous in D. Analogous
results are easily seen to hold for the case when m(x) < 0 for x € D.
We begin our analysis by introducing the linear space W by

1
W= {u e H*R?* :u=0inR>\ D,/ — (Jul> + |Au?) dx < oo}
pm
where H2(IR?) is the usual Sobolev space and on W we define the scalar product
1 _ _
(u,v) :=/ — (uv + AuAdv)dx, u,veW.
pm

Lemma 8.27 The space W is a Hilbert space.

Proof We first note that there exists a positive constant ¢ such that
2 2 1 2 2
(lul” + | Aul))dx <c | — (lul* + |Aul?) dx (8.54)
D D m

for all u € W. Furthermore, from the representation
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1 A
u(x):——/ &dy, erR3,
4 Jr3 |x =yl

foru € Cg (]R3) and Theorem 8.2 we see that
lull g2 r3y < CllAullp2(p) (8.55)

for functions ¥ € W and some positive constant C (Here we have used the fact that
u =0in R? \ D). From (8.54) and (8.55) we have that for functions u € W the
norm in W dominates the norm in H2(R3). Now let (u,) be a Cauchy sequence in
W. Then (u,,) is a Cauchy sequence in H 2(R3) and hence converges to a function
u € H2(R3) with respect to the norm in H 2(IR?). Since, by the Sobolev imbedding
theorem, the H2 norm dominates the maximum norm, and each u 2 =0in R3 \ D,
we can conclude that ¥ = 0 in R\ D. Since (u, /y/m) is a Cauchy sequence in
L2(D) we have that (u,) converges in L2(D) to a function of the form /m v for
v e L3(D). Similarly, (Au,) converges in L2(D) to a function of the form Jmw
for w € L%(D). Since (up) converges to u in HZ2(R3), we have that Jmv = u
and o/mw = Au. Hence u € W and (u,) converges to u with respect to the norm
in W. O

Now let G be Green’s function for the Laplacian in D and make the assumption
that

//mwwﬁﬂﬂw@<w. (8.56)
pJp m(x)

X

The condition (8.56) is clearly true if m(x) > ¢ > 0 for x € D. It can also be
shown that (8.56) is true if m(x) approaches zero sufficiently slowly as x tends to
the boundary 9 D (see also [390]).

Lemma 8.28 Assume that m(x) > 0 for x € D and (8.56) is valid. For x € D,
let d(x, 0 D) denote the distance between x and d D and for § > 0 sufficiently small
define the set Us := {x € D : d(x, D) < &}. Then for allu € W we have

LR 2
o lul”dx = C(8) flull
8

where lim C(8) = 0.
§—0

Proof Applying Green’s theorem over D to G(x, -) and functions u € C3(1R3) and
then using a limiting argument shows that

ux) = —/ G(x,y)Au(y)dy, x €D, (8.57)
D
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for functions u € W. By the Cauchy—Schwarz inequality, we have

1
lu(x))? < / m(y) [G(x, y)1Pdy / —— |Au(y)Pdy, xe€D. (8.58)
D p m(y)

It now follows that

1 2 1 2 2
f lu(x)|“dx S/ —/ m(y) [G(x, y)]°dydx ||ul|”.
Us m(x) Us m(x) D

If we define C(§) by

C(6) = / / (G P "9 aay,
D JU;s

m(x)

the lemma follows. O

Using Lemma 8.28, we can now prove a version of Rellich’s selection theorem
for the weighted function spaces W and

1
L%/m(D) = {u :D—>C:u measurable,/ — |u?dx < oo} .
D m

Theorem 8.29 Assume that m(x) > 0 for x € D and (8.56) is valid. Then the
imbedding from W into L% m (D) is compact.

Proof Foru € W, by Green’s theorem and the Cauchy—Schwarz inequality we have

Il gradul}s ) = — / dAudx < ullgap | Aulyz - (8.59)
D

Suppose now that (#,) is a bounded sequence from W, that is, [|u,| < M for
n = 1,2,... and some positive constant M. Then, from the fact that the norm
in L%/m(D) dominates the norm in L2(D) and (8.59), we see that each u, is in
the Sobolev space H'(D) and there exists a positive constant, which we again
designate by M, such that |ju, ||H1(D) < M forn = 1,2,.... Hence, by Rellich’s
selection theorem, there exists a subsequence, again denoted by (u,), such that (u;,)
is convergent to u in L2(D). We now must show that in fact u, — u, n — 00, in
L%/m(D). To this end, let Us be as in Lemma 8.28. Let ¢ > 0 and choose § such

that C(§) < s/SM2 and ng such that

1 2 £
— |up —ue|"dx < <
D\U5m 2
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forn,l > ng. Then for n, [ > ny we have

1 2 1 2 1 2
— |up —ug|"dx = — |up —ug|"dx + — |up —uel"dx
pm Us m D\U; M

< CO) llup —uel* + = <

+

N ™
N ™
N ™

Hence, (u,) is a Cauchy sequence in Ll/m(D) and thus u,, — u € Ll/m(D) for
n — o0o. The theorem is now proved. O

To prove that there exist at most a countable number of transmission eigenvalues,
we could now use Theorem 8.29 and proceed along the lines of Rynne and Sleeman
[382]. However, we choose an alternate route based on analytic projection operators
since these operators are of interest in their own right. We begin with two lemmas.

Lemma 8.30 Assume that m(x) > O for x € D and (8.56) is valid. Then for all k
there exists a positive constant y = y (k) such that foru € W

1
ull? < y(k)f LA+ Kultdr,
pm

Proof We first choose k = 0. Integrating (8.58) we obtain

1
/ e |u(x>|2dx<f/ﬂ[a< y)]zdydx/TMu(y)de,

and hence the lemma is true for k = 0.

Now assume that k # 0. From the above analysis for k = 0, we conclude
that A : W — L1 (D) is injective and has closed range. In particular, A is a
semi-Fredholm operator (cf. [387, p. 125]). Since compact perturbations of semi-
Fredholm operators are semi-Fredholm [387, p. 128], we have from Theorem 8.29
that A + k? is also semi-Fredholm. Applying Green’s formula (2.4) to functions
ue Cg (R?) and then using a limiting argument show that

u(x) = —/ O (x. ){Au(y) + Ru()}dy, x € R,
D

for functions u € W. Hence, by the Cauchy—Schwarz inequality, there exists a
positive constant C such that

lull 2y < Clldu+Kull 2 )

for all u € W. From this we can now conclude that A + k2 : W — L%/m (D) is
injective and, since the range of a semi-Fredholm operator is closed, by the bounded
inverse theorem the lemma is now seen to be true for k& # 0. O
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Now for k > 0 and for u, v € W define the scalar product
1 5 _ 5.
(u,v) = — (Au + k“u)(Av + k“v) dx
pm

with norm |lul|x = +/(u, u);. By Lemma 8.30 and Minkowski’s inequality, the norm
Il - llx is equivalent to || - || for any k& > 0. For arbitrary complex k, we define the
sesquilinear form B on W by

1
B(u, v; k) =/ — (Au+ K2u)(AD + k*) dx.
pm

We then have the following result.

Lemma 8.31 Assume that m(x) > 0 for x € D and (8.56) is valid. Then for every
ko > O there exists € > 0 such that if |k — ko| < &, then

|B(u, v; k) — B(u, v; ko)| < Cllulliy vl

forallu,v € W where C is a constant satisfying 0 < C < 1.

Proof We have
SN I s [ L -
B(u,v; k)—B(u, v; ko) = (k°—ky) | — (uAv+vAu)dx+(k" —ky) | — uvdx
pm pm

and hence by the Cauchy—Schwarz inequality

1 1
1 2 1 2
|B(u, v;k)—B(u,v;ko>|s|k2—k3|(/ —|u|2dx) (/ —|Av|2dx>
D m pm
1 3 1 3
+|k2—k§|<[ —|v|2dx) (/ —|Au|2dx>
D m pm
1 2 1 2
+ [k* — k| (/ —|u|2dx> <f —|v|2dx> )
pm pm

From Lemma 8.30, we now have that

|B(u, v; k) — B(u, v; ko)| < 21k* — k5| + [k* — kg Dy (ko) llull o 1011 -

Hence, if |k — ko is sufficiently small, then (2|k? — k3| + [k* — k§|)y (ko) is less
than one and the lemma follows. O
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From Lemma 8.31, we see that for |k — kg| < & we have
|B(u, v; k)| = (14 O)llulliyllvle
for all u, v € W, i.e., the sesquilinear form B is bounded, and
Re B(u, u; k) > Re B(u, u; ko) — |B(u, us k) — B(u, u; ko)| = (1 = C)ullj,

forallu € W, i.e., B is strictly coercive. Hence, by the Lax—Milgram theorem, for
each k € C with |k — kog| < & where ¢ is defined as in Lemma 8.31 there exists a
bounded linear operator S(k) : W — W with a bounded inverse S~! (k) such that

B(u, v; k) = (S(k)u, v)g, (8.60)

holds for all u, v € W. From (8.60), we have that for each u € W the function
k +— S(k)u is weakly analytic and hence from Corollary 8.23 we conclude that
k — S(k) is strongly analytic. Then, in particular, the inverse S~! (k) is also strongly
analytic in k. We are now in a position to prove the main result of this section.

Theorem 8.32 Assume that m(x) > 0 for x € D and (8.56) is valid. Then the set
of transmission eigenvalues is either empty or forms a discrete set.

Proof Our first aim is to define a projection operator Py in Lfn (D) which depends
on k in a neighborhood of the positive real axis. To this end, let f € Lfn (D) and for
k € C define the antilinear functional £y on W by

ef(go):/ f(AG+k*@)dx, @ e W. (8.61)
D

Then by Minkowski’s inequality, the functional £ s is bounded on W. Therefore, by
the Riesz representation theorem, there exists py € W such that for all ¢ € W and
fixed kg > 0 we have

Lr(@) = (pr, Pk

where p  depends on & and the linear mapping p (k) : L,i (D) — W with p(k) f :=
P is bounded from L,%l(D) into W. From (8.61) we see that for each f € L,ﬁ (D)
the mapping k — p(k) f = py is weakly analytic. Hence, by Corollary 8.23, the
mapping k — p(k) is strongly analytic.

For all k € C with |k — kg| < ¢ where ¢ is defined as in Lemma 8.31, we now
introduce the analytic operator Py : L2 (D) — L2 (D) by

._1 2y ¢—1 2
Pef = — A+ KD K)py, f € Li(D).
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Note that P f € L,2n (D) since, with the aid of Minkowski’s inequality and the
boundedness of S~! (k) and p(k), we have

1 _ _
/m|Pkf|2dx =/ — A+ ST 0 ps Pdx<CrlIST R psliE, < CallF T )
D D m

for some positive constants Cy and C,.
We now want to show that Py is an orthogonal projection operator. To this end,
let H be the linear space

Ho— {u € C2(R3) : Au+Ku =Oin]R3},

H the closure of H in L,2n(D) and H' the orthogonal complement of H in L,2n (D).
Then for f € H and ¢ € W, by Green’s theorem (2.3) (using our by now familiar
limiting argument), we have

Ef(so)=/ f(A¢+k2¢)dx=/ G(Af + k> f)dx =0.
D D

Hence, py = O for f € H and since f +— py is bounded from len (D) into W we
also have py = 0 for f € H and consequently P, f = Ofor f € H.
Recall now the definition (8.17) of the operator

(T () 1= /qux, YWmOFO)dy, x € R,
Note that we can write

Tmf = Tm(ﬁf)

where f‘m has a weakly singular kernel, i.e., i‘m : LZ(D) — LZ(D) is a compact
operator. Therefore, since the L? norm dominates the Li norm, we have that 7;, :
L2 (D) — L2 /(D) is also compact. Furthermore, from Theorems 8.1 and 8.2 and a
limiting argument, we see that

mf = —(A+kHT, f. (8.62)
For f € H, we clearly have (7, f)(x) = 0 for x € IR?\ D since & (x, -) € H for

x € R\ D. Therefore, from Lemma 8.30 and (8.62) we see that T}, f is in W for
f € H*. From (8.60)—(8.62) we have

1
() = /D (ARG A+ KT dx = BT 9 K) = (S0 T f. 00k
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forall g € Wand f € H'. Since T,,f € W, from the definition of p F we
conclude that

pr=—SETnf

for f € H' and consequently
1 2
Prf = - (A+kDTnf = f

for f € H™, ie., P is indeed an orthogonal projection operator (depending
analytically on the parameter k).

Having defined the projection operator Py, we now turn to the homogeneous
interior transmission problem (8.30) and (8.31) and note that k is real. From the
above analysis, we see that if v, w is a solution of (8.30) and (8.31), then Prv = 0
since v € H. This can be seen by using Green’s formula to represent v where
the Dirichlet data is in H~/2(dD) and the Neumann data is in H 3/2(dD) (see
[129] and Sect. 10.2). Approximating these data arbitrarily closely by functions in
H'2(3D) and H~'/?(3 D), respectively, and using the mapping properties of single
and double layer potentials (cf. Corollary 10.13) yields a function v; € Hl(D)
that approximates v arbitrarily closely in L?>(D). Since H'(D) solutions to the
Helmholtz equation can be approximated by Herglotz wave functions in the H'! (D)
norm (see [102]) we can now approximate v; arbitrarily closely by a function in H
in the L*(D) norm. Hence we can conclude that v is in H.

From (8.30), that is, (A + k?)(w — v) = k*mw, and the homogeneous Cauchy
data (8.31), by Green’s theorem (2.3), we obtain

k2/ mwﬁdx:/ ﬁ(A+k2)(w—v)dx=/{ﬁA(w—v)—(w—v)Aﬁ}dx:O
D D D

forall u € H, thatis, w € H* and consequently
Prw = w.
If we now use Green’s formula (2.4) to rewrite (8.30) and (8.31) in the form
w—v = —k? Tmw

and apply the operator P; to both sides of this equation, we arrive at the operator
equation

w+ k% Py Tyw = 0. (8.63)

Now consider (8.63) defined for w € L%(D). Since T,, is compact and Py is
bounded, PiT,, is compact. Since P;T,, is an operator valued analytic function of
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k, we can apply Theorem 8.26 to conclude that (I + k%P T;,)~" exist for all k in
a neighborhood of the positive real axis with the possible exception of a discrete
set (We note that for k sufficiently small, (1 + k2P T,,) ! exists by the contraction
mapping principle). Hence, we can conclude from (8.63) that w = 0 except for
possibly a discrete set of values of k > 0. From (8.30) and (8.31) this now implies
that v = 0 by Green’s formula (2.5) and the theorem follows. O

Corollary 8.33 Assume that m(x) > 0 for x € D and (8.56) is valid. Then, except
possibly for a discrete set of values of k > 0, the set F of far field patterns is
complete in L*(S?).

Proof This follows from Theorem 8.32 and Theorem 8.9. O

We remind the reader that Theorem 8.32 and Corollary 8.33 remain valid if the
condition m(x) > 0 is replaced by m(x) < 0.

8.7 Numerical Methods

In this final section we shall make some brief remarks on the numerical solution of
the scattering problem (8.4)—(8.6) for the inhomogeneous medium with particular
emphasis on an approach proposed by Kirsch and Monk [251]. The principle
problem associated with the numerical solution of (8.4)—(8.6) is that the domain
is unbounded. A variety of methods have been proposed for the numerical solution.
Broadly speaking, these methods can be grouped into three categories: (1) volume
integral equations, (2) expanding grid methods, and (3) coupled finite element and
boundary element methods.

The volume integral equation method seeks to numerically solve the Lippmann—
Schwinger equation (8.13). The advantage of this method is that the problem of an
unbounded domain is handled in a simple and natural way. A disadvantage is that
care must be used to approximate the three-dimensional singular integral appearing
in (8.13). Furthermore, the discrete problem derived from (8.13) has a non-sparse
matrix and hence a suitable iteration scheme must be used to obtain a solution,
preferably a multi-grid method. Vainikko [384, 410] has suggested a fast solution
method for the Lippmann—Schwinger equation based on periodization, fast Fourier
transform techniques and multi-grid methods. For modifications of this approach
including also the case of electromagnetic waves we refer to Hohage [195, 196].

The expanding grid method seeks a solution of (8.4)—(8.6) in a ball Bg of radius
R centered at the origin where on the boundary d Bg the scattered field u° is required
to satisfy

ou’

—iku®* =0 ondBg. (8.64)
ar
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This boundary condition is clearly motivated by the Sommerfeld radiation condi-
tion (8.6) where it is understood that R > a with n(x) = 1 for |x| > a. Having
posed the boundary condition (8.64), the resulting interior problem is solved by
finite element methods. A complete analysis of this method has been provided by
Goldstein [151] who has shown how to choose R as well as how the mesh size
must be graded in order to obtain optimal convergence. The expanding grid method
has the advantage that any standard code for solving the Helmholtz equation in an
interior domain can be used to approximate the infinite domain problem (8.4)—(8.6).
A disadvantage of this approach for solving (8.4)—(8.6) is that R must be taken to
be large and hence computations must be made over a very large (but bounded)
domain.

In order to avoid computing on a large domain, various numerical analysts have
suggested combining a finite element method inside the inhomogeneity with an
appropriate boundary integral equation outside the inhomogeneity. This leads to a
coupled finite element and boundary element method for solving (8.4)—(8.6). In this
method, a domain D is chosen which contains the support of m and then u is
approximated inside D by finite element methods and outside D by a boundary
integral representation of u such that u# and its normal derivative are continuous
across 0 D. For a survey of such coupled methods, we refer the reader to Hsiao [198].
We shall now present a version of this method due to Kirsch and Monk [251] which
uses Nystrom’s method to approximately solve the boundary integral equation. The
advantage of this approach is that Nystrom’s method is exponentially convergent for
analytic boundaries and easy to implement (compare Sect. 3.6). A difficulty is that
Nystrom’s method is defined pointwise whereas the finite element solution for the
interior domain is defined variationally. However, as we shall see, this difficulty can
be overcome.

For the sake of simplicity, we shall only present the method of Kirsch and Monk
for the nonabsorbing two-dimensional case, i.e., we want to construct a solution to
the scattering problem

Au+kKnx)u=0 inR?, (8.65)
u(x) = u' (x) +u’ (x), (8.66)
. ou®* |
lim ﬁ( - lku5> =0, (8.67)
r—00 ar

where we assume that k > 0 and n € C! (IR3) is real valued such that m :=1—n
has compact support. We choose a simply connected bounded domain D with
analytic boundary 9D that contains the support of m. We shall use the standard
notation L?(D) and L?(3D) for the spaces of square integrable functions defined
on D and 0 D, respectively, and the corresponding Sobolev spaces will be denoted by
H*(D) and H®(d D). The inner product on L?(D) will be denoted by (-, -) and on
L2(d D) (or the dual pairing between H~/2(d D) and H'/?>(3 D)) by (-, -). Finally,
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loc (R? \ D) of all functions u for which the restriction
onto Dg := {x e R\ D : |x| < R} belongs to H'!(Dy) for all sufficiently large R.

To describe the method due to Kirsch and Monk for numerically solving (8.65)—
(8.67), we begin by defining two operators G; : H Y2(3D) - HY(D) and G, :
HY2(3D) —» HIL - (R? \ D) in terms of the following boundary value problems.
Given ¢ € H~1/2(3 D), define Gy :=we H(D) as the weak solution of

we recall the Sobolev space H!

Aw +k*n(x)w =0 in D, (8.68)
Jw .
— +ikw=v¢% onadD, (8.69)
av
where v is the unit outward normal to d D. Similarly, G.¢ := w € HILC(]R2 \ D) is
the weak solution of
Aw+k*w=0 inR>\D, (8.70)
Jw .
— +ikw=v¢% onadD, (8.71)
av
. w
lim /r <— — lku)) =0, (8.72)
r—00 or

where (8.72) holds uniformly in all directions. Now define u () by
Ge¥ +u' inR*\ D,
u(y) =

du'

Gy + G (
av

+ iku' ) in D.
Note that du/dv 4+ iku has the same limiting values on both sides of 9D.
Furthermore, we see that if ¥ € H~!/2(d D) can be chosen such that

) out )
(Gi — G ¥ =ul — G, <% T iku’) on 3D, (8.73)

then u has the same limiting values on both sides of 9 D. From these facts it can
be deduced that u solves the scattering problem (8.65)—(8.67) (cf. the proof of
Theorem 5.8). Hence, we need to construct an approximate solution to the operator
equation (8.73).

To solve (8.73), we first choose a finite element space S, C H! (D) and define
Gflw to be the usual finite element approximation of (8.68) and (8.69). In particular,
if ¥ € H~'/2(3D) then Gf’w € S, satisfies (we do not distinguish between Gf’zp
defined on D and its trace defined on 9 D)
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(grad G, grad @p) — kK2 (nGIyr, @p) + ik (GMyr, on) — (W) =0 (8.74)

for all ¢, € Sj,. For h sufficiently small, the existence and uniqueness of a solution
to (8.74) is well known (Schatz [386]). Having defined G?w, we next define Gé"[ ¥
to be the approximate solution of (8.70)—(8.72) obtained by numerically solving an
appropriate boundary integral equation using Nystrom’s method with M knots (cf.
Sect. 3.6).

We now need to discretize H~'/2(3 D). To this end, we parameterize 3 D by

x = (x1(1), x2(1)), 0=t <2m,
and define Sy by

N
Sy:=49g:0D—>C:gx)= Z ajeij', aj € C, x = (x1(1), x2(1))
j=—N+1

Note that the indices on the sum in this definition are chosen such that Sy has
an even number of degrees of freedom which is convenient for using fast Fourier
transforms. We now want to define a projection Py : L*(dD) — Sy.For g €
L*(3D), this is done by defining Py g € Sy to be the unique solution of

(g — Png.p)=0

for every ¢ € Sy. We next define a projection Pf\‘,” from discrete functions defined
on the Nystrom’s points into functions in Sy. To do this, let x; fori =1, ..., M be
the Nystrom points on d D and let g be a discrete function on 9D so that g(x;) =
gi, i = 1,..., M. Then, provided M > 2N, we define P/\‘,’[g € Sy by requiring
that

(P g, o) = (g, 0)m

for every ¢ € Sy where
| M
{u, v)pr = M;»t(xi)v(xi).
1=

Note that PI{}’I g is the uniquely determined element in Sy that is the closest to g with
respect to the norm || - || 3 associated with (-, -) .

Following Kirsch and Monk, we can now easily define a discrete method for
solving the scattering problem (8.65)—(8.67). We first seek g € Sy such that

. out ;
(PNG! — P GMypy = Py <u’ ~G" (ai + iku’)).
v
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Then, having found ¢y, we approximate the solution u of (8.65)—(8.67) by

GMoy +u' inR2\ D,
h,M
Uy

= h w0\
Gion + G; E—I—lku in D.

Error estimates and numerical examples of the implementation of this scheme for
solving the scattering problem (8.65)—(8.67) can be found in Kirsch and Monk
[251].



Chapter 9 ®
Electromagnetic Waves in an Qs
Inhomogeneous Medium

In the previous chapter, we considered the direct scattering problem for acoustic
waves in an inhomogeneous medium. We now consider the case of electromagnetic
waves. However, our aim is not to simply prove the electromagnetic analogue of
each theorem in Chap. 8 but rather to select the basic ideas of the previous chapter,
extend them when possible to the electromagnetic case, and then consider some
themes that were not considered in Chap. 8, but ones that are particularly relevant
to the case of electromagnetic waves. In particular, we shall consider two simple
problems, one in which the electromagnetic field has no discontinuities across
the boundary of the medium and the second where the medium is an imperfect
conductor such that the electromagnetic field does not penetrate deeply into the
body. This last problem is an approximation to the more complicated transmission
problem for a piecewise constant medium and leads to what is called the exterior
impedance problem for electromagnetic waves.

After a brief discussion of the physical background to electromagnetic wave
propagation in an inhomogeneous medium, we show existence and uniqueness
of a solution to the direct scattering problem for electromagnetic waves in an
inhomogeneous medium. By means of a reciprocity relation for electromagnetic
waves in an inhomogeneous medium, we then show that, for a conducting medium,
the set of electric far field patterns corresponding to incident time-harmonic plane
waves moving in arbitrary directions is complete in the space of square integrable
tangential vector fields on the unit sphere. However, we show that this set of far field
patterns is in general not complete for a dielectric medium. Finally, we establish the
existence and uniqueness of a solution to the exterior impedance problem and show
that the set of electric far field patterns is again complete in the space of square
integrable tangential vector fields on the unit sphere. These results for the exterior
impedance problem will be used in the next chapter when we discuss the inverse
scattering problem for electromagnetic waves in an inhomogeneous medium. We
note, as in the case of acoustic waves, that our ideas and methods can be extended
to more complicated scattering problems involving discontinuous fields, piecewise
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continuous refractive indexes, etc. but, for the sake of clarity and brevity, we do not
consider these more general problems in this book.

9.1 Physical Background

We consider electromagnetic wave propagation in an inhomogeneous isotropic
medium in R3 with electric permittivity ¢ = e(x) > 0, magnetic permeability
W = o, and electric conductivity o = o (x) where g is a positive constant. We
assume that e(x) = g9 and o (x) = 0 for all x outside some sufficiently large ball
where &g is a constant. Then if J is the current density, the electric field & and
magnetic field H satisty the Maxwell equations, namely

oH o0&
culE+ g — =0, curlH —e(x) — = J. 9.1
at ot
Furthermore, in an isotropic conductor, the current density is related to the electric
field by Ohm’s law

J =o&. 9.2)

For most metals, o is very large and hence it is often reasonable in many theoretical
investigations to approximate a metal by a fictitious perfect conductor in which
o is taken to be infinite. However, in this chapter, we shall assume that the
inhomogeneous medium is not a perfect conductor, i.e., o is finite. If o is nonzero,
the medium is called a conductor, whereas if o = 0 the medium is referred to as a
dielectric.

We now assume that the electromagnetic field is time-harmonic, i.e., of the form

Ex,t) = \/LS_O E(x)e ', Hx,t)= \/% H(x)e '

where w is the frequency. Then from (9.1) and (9.2) we see that E and H satisfy the
time-harmonic Maxwell equations

curl E —ikH =0, curl H+ikn(x)E =0 9.3)

in R3 where the (positive) wave number k is defined by kKt = souoaﬂ and the
refractive index n = n(x) is given by

n(x) := l (s(x) +1i ﬂ)
w

€0
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In order to be able to formulate an integral equation of Lippmann—Schwinger type
for the direct scattering problem we assume that n € C'(R?) for some 0 < & < 1
and, as usual, that m := 1 — n has compact support. As in the previous chapter, we
define D := {x € R® : m(x) # 0}. For an integral equation formulation of the
direct scattering problem in the case when n is discontinuous across 9D we refer
the reader to [241].

We consider the following scattering problem for (9.3). Let E, H' € C'(IR®) be
a solution of the Maxwell equations for a homogeneous medium

cul E —ikH =0, curl H +ikE' =0 (9.4)

in all of IR?. We then want to find a solution E, H € C! (]R3) of (9.3) in R? such
that if

E=E +E' H=H +H* 9.5)
the scattered field E*, HS satisfies the Silver—Miiller radiation condition

lim (H* xx —rE%) =0 (9.6)
rF—> 00
uniformly for all directions x /|x| where r = |x|.

For the next three sections of this chapter, we shall be concerned with the
scattering problem (9.3)—(9.6). The existence and uniqueness of a solution to this
problem were first given by Miiller [332] for the more general case when u = u(x).
The proof simplifies considerably for the case we are considering, i.e., u = (g, and
we shall present this proof in the next section.

9.2 Existence and Uniqueness

Under the assumptions given in the previous section for the refractive index n,
we shall show in this section that there exists a unique solution to the scattering
problem (9.3)—(9.6). Our analysis follows that of Colton and Kress [99] and is based
on reformulating (9.3)—-(9.6) as an integral equation. We first prove the following
theorem, where

as usual, denotes the fundamental solution to the Helmholtz equation and

m:=1-—n.
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Theorem 9.1 Let E, H € C'(R®) be a solution of the scattering problem (9.3)—
(9.6). Then E satisfies the integral equation

E(x) = E'(x) = K /W  (x, )m()E(y) dy
9.7)

1
+grad/ L gradn(y) - EG) @, ) dy, x € R,
R3 n(y)

Proof Let x € R? be an arbitrary point and choose an open ball B with unit outward
normal v such that B contains the support of m and x € B. From the Stratton—Chu
formula (6.5) applied to E, H, we have

E(x) = —CurI/BB v(y) x E(y) @(x,y)ds(y)
+grad faB v(y) - EG) @ (x, ) ds(y)
ik /6 0() X H) @2 ) ds ) ©.8)
+grad/B %y) gradn(y) - E(y) @(x, y)dy

—kz/Bm(y)E(y)dj(x,y)dy

since curl H + ikE = ikmFE and ndiv E = — gradn - E. Note that in the volume
integrals over B we can integrate over all of R? since m has support in B. The
Stratton—Chu formula applied to E*, H' gives

El(r) = _C“ﬂ/aB v(y) x EF(y) D (x, y) ds(y)
+ grad fa ) v(y) - EN(y) @ (x, y) ds(y) (9.9)

—ik/aB v(y) x H (y) @(x, y)ds(y).

Finally, from the version of the Stratton—Chu formula corresponding to Theo-
rem 6.7, we see that
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— Cuﬂ/az; v(y) X E*(y) @(x, y)ds(y)
+ grad /d VO E0) 20 ds() 9.10)

— ik/aB v(y) x H*(y) @(x, y)ds(y) = 0.

With the aid of E = E! + ES, H = H' + H® we can now combine (9.8)—(9.10) to
conclude that (9.7) is satisfied. O

We now want to show that every solution of the integral equation (9.7) is also a
solution to (9.3)—(9.6).

Theorem 9.2 Let E € C (IR3) be a solution of the integral equation (9.7). Then E
and H := curl E/ik are a solution of (9.3)—(9.6).

Proof Since m has compact support, from Theorem 8.1 we can conclude that if
E € C(RY) is a solution of (9.7) then E € C“*(IR®). Hence, by the relation

grad, @(x,y) = —grad, @ (x, y), Gauss’ divergence theorem and Theorem 8.1,
we have
diV/3 @ (x, y)ym(y)E(y)dy = f}div{m(y)E(y)}q)(x,y)dy .11
R R
and

A+ kz)/ L gradn(y) - E(y) @(x,y)dy = —L gradn(x) - E(x)
R? 7(y) n(x)

(9.12)
for x € R>. Taking the divergence of (9.7) and using (9.11) and (9.12), we see that

1
u:=— div(ink)
n
satisfies the integral equation

u(x) + k2/ D (x,yym(y)u(y)dy =0, x¢€ R>.
IR3

Hence, from Theorems 8.3 and 8.7 we can conclude that u(x) = O for x € R3,
that is,

div(nE) =0 inIR>. (9.13)

Therefore, the integral equation (9.7) can be written in the form
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E(x)=E'(x) -k fR D (x, y)m(y)E(y) dy

9.14)
—grad/3 @(x,y)divE(y)dy, xeR,
R
and thus for H := curl E/ik we have
H(x) = H (x) ~|—ikcurl/3 @ (x, yym(y)E(y)dy, xe€R. (9.15)
R

In particular, by Theorem 8.1 this implies H € C Le(R3) since E € CH*(R?). We
now use the vector identity (6.4), the Maxwell equations (9.4), and (9.11), (9.13)—
(9.15) to deduce that

curl H(x) + ik E(x) = ik(curl curl —kz) / \ D(x,yym(YE(y)dy
R

—ikgrad/2 D(x,y)divE(y)dy
R3

k(A4 ) /}R P y)m(E() dy

—ikgraxd/;R3 divin(")E(y)}®(x, y) dy

ikm(x)E(x)

for x € R3. Therefore E, H satisfy (9.3). Finally, the decomposition (9.5) and the
radiation condition (9.6) follow readily from (9.7) and (9.15) with the aid of (2.15)
and (6.26). m|

We note that in (9.7) we can replace the region of integration by any domain G
such that the support of m is contained in G and look for solutions in C(G). Then
forx € R? \ G we define E(x) by the right-hand side of (9.7) and obviously obtain
a continuous solution to (9.7) in all of R3.

In order to show that (9.7) is uniquely solvable we need to establish the following
unique continuation principle for the Maxwell equations.

Theorem 9.3 Let G be a domain in R> and let E, H € C'(G) be a solution of

curl E —ikH =0, curl H+ikn(x)E =0 (9.16)
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in G such that n € C“*(G). Suppose E, H vanishes in a neighborhood of some
xo € G. Then E, H is identically zero in G.

Proof From the representation formula (9.8) and Theorem 8.1, since by assumption
n € C%(G), we first can conclude that E € C'-*(B) for any ball B with B C G.
Then, using curl E = ik H from (9.8) we have H € C 2.%(B) whence, in particular,
H € C?(G) follows.

Using the vector identity (6.4), we deduce from (9.16) that

1
AH + ﬁ gradn(x) x curl H —|—k2n(x)H =0 inG
n(x

and the proof is completed by applying Lemma 8.5 to the real and imaginary parts
of the Cartesian components of H. O

Theorem 9.4 The scattering problem (9.3)—(9.6) has at most one solution E, H in
C'(R%).

Proof Let E, H denote the difference between two solutions. Then E, H clearly
satisfy the radiation condition (9.6) and the Maxwell equations for a homogeneous
medium outside some ball B containing the support of m. From Gauss’ divergence
theorem and the Maxwell equations (9.3), denoting as usual by v the exterior unit
normal to B, we have that

/ vxE-I-_Ids:/(curlE-I:I—E~cur11:I)dx:ik/(|H|2—ﬁ|E|2)dx
9B B B

(9.17)
and hence

Re/ vxE-ﬁds:—k/Imn|E|2dx§0.
dB B

Hence, by Theorem 6.11, we can conclude that E(x) = H(x) =0 for x € R3 \ B.
By Theorem 9.3 the proof is complete. O

We are now in a position to show that there exists a unique solution to the
electromagnetic scattering problem.

Theorem 9.5 The scattering problem (9.3)—(9.6) for an inhomogeneous medium
has a unique solution and the solution E, H depends continuously on the incident
field E', H' with respect to the maximum norm.

Proof By Theorems 9.2 and 9.4, it suffices to prove the existence of a solution
E € C(R* to (9.7). As in the proof of Theorem 8.7, it suffices to look for solutions
of (9.7) in an open ball B containing the support of m. We define an electromagnetic
operator T, : C(B) — C(B) on the Banach space of continuous vector fields in
B by
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(TLE)(x) = —K fB (. yIm()E() dy
(9.18)

1 _
+grad/ —— gradn(y) - E(y) (x,y)dy, x € B.
B n(y)

Since T, has a weakly singular kernel it is a compact operator. Hence, we can
apply the Riesz—Fredholm theory and must show that the homogeneous equation
corresponding to (9.7) has only the trivial solution. If this is done, Eq. (9.7) can be
solved and the inverse operator (I — T,)~! is bounded. From this it follows that
E, H depend continuously on the incident field with respect to the maximum norm.

By Theorem 9.2, a continuous solution E of E — T, E = 0 solves the homoge-
neous scattering problem (9.3)~(9.6) with E/ = 0 and hence, by Theorem 9.4, it
follows that E = 0. The theorem is now proved. O

9.3 The Far Field Patterns

We now want to examine the far field patterns of the scattering problem (9.3)—(9.6)
where the refractive index n = n(x) again satisfies the assumptions of Sect.9.1.

As in Sect.6.6 the incident electromagnetic field is given by the plane wave
described by the matrices E’ (x, d) and H' (x, d) defined by

. i . )
E'(x,d)p = % curl curl p ¢4 = ik (d x p) x d ¥,
9.19)
Hi(x,d)p =curl pe**? = ikd x pe**?,
where d is a unit vector giving the direction of propagation and p € R? is a constant
vector giving the polarization. Because of the linearity of the direct scattering
problem with respect to the incident field, we can also express the scattered waves

by matrices. From Theorem 6.9, we see that

ik|x| 1
ES(x,d)p = N Ex(X,d)p+ O (W) s x| = o0,
(9.20)
ik|x| R R 1
H(x,d)p = N xxEoo(x,d)p—i—O(W), |x| = oo,

where E is the electric far field pattern. Furthermore, from (6.88) and Green’s
vector theorem (6.3), we can immediately deduce the following reciprocity relation.

Theorem 9.6 Let Eo, be the electric far field pattern of the scattering prob-
lem (9.3)—(9.6) and (9.19). Then for all vectors X, d € S* we have
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Eoo(%,d) = [Eco(—d, —3)]".

Motivated by our study of acoustic waves in Chap.8, we now want to use
this reciprocity relation to show the equivalence of the completeness of the set of
electric far field patterns and the uniqueness of the solution to an electromagnetic
interior transmission problem. In this chapter, we shall only be concerned with the
homogeneous problem, defined as follows.

Homogeneous Electromagnetic Interior Transmission Problem Find a solution
Eo. E1, Ho. Hi € C'(D) N C(D) of

curl Ey —ikHy =0, curl Hi +ikn(x)E; =0 inD,

(9.21)
curl Eg —ikHy =0, curlHy+ikEy=0 inD,
satisfying the boundary condition
vX(E1—Ey) =0, vx(H —Hy) =0 onaD, (9.22)

where again D := {x € R3 : m(x) #+ 0} and where we assume that D is connected
with a connected C? boundary.

In order to establish the connection between electric far field patterns and the
electromagnetic interior transmission problem, we now recall the definition of the
Hilbert space

L,Z(Sz) = {g (ST g€ L*(S?), v- g=0on Sz}

of square integrable tangential fields on the unit sphere. Let{d,, : n = 1,2,...}bea
countable dense set of unit vectors on S? and consider the set 7 of electric far field
patterns defined by

F = {Eoc,dpej in=1,2,..., j=1,2,3]}

where eq, e, e3 are the Cartesian unit coordinate vectors in R3. Recalling the
definition of an electromagnetic Herglotz pair and Herglotz kernel given in Sect. 6.6,
we can now prove the following theorem due to Colton and Piivirinta [122].

Theorem 9.7 A tangential vector field g is in the orthogonal complement F+ of
F if and only if there exists a solution of the homogeneous electromagnetic interior
transmission problem such that Eo, Hy is an electromagnetic Herglotz pair with
Herglotz kernel ikh where h(d) = g(—d).
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Proof Suppose that g € L?(S?) satisfies
/Sz Eoo(®,dy)ej - g(8)ds(£) =0
forn=1,2,...and j =1, 2, 3. By the reciprocity relation, this is equivalent to
/Sz Eoo(—d, —%)g(X) ds(%) = 0
foralld € %, ie.,
/sz Eoo(X, d)h(d)ds(d) =0 023

for all £ € S* where h(d) = g(—d). Analogous to Lemma 6.35, from the integral
equation (9.7) it can be seen that the left-hand side of (9.23) represents the electric
far field pattern of the scattered wave Ejj, H; corresponding to the incident wave
E(i), Hé given by the electromagnetic Herglotz pair

Eg(x)zf Ei(x,d)h(d)ds(d)zik/ h(d) e* ¥4 ds(d),
S? S?

H(g(x)z/ Hi(x,d)h(d)ds(d)zcurlf h(d) e* 4 ds(d).
S? S?

Hence, (9.23) is equivalent to a vanishing far field pattern of Ej, Hg and thus, by
Theorem 6.10, equivalent to E§ = Hj = 0inIR*\ B, i.e., with Eq := E}, Hy := H}
and E; = Ef) + E}, H| = Hé + H;j we have solutions to (9.21) satisfying the
boundary condition (9.22). O

In the case of a conducting medium, i.e., Imn # 0, we can use Theorem 9.7 to
deduce the following result [122].

Theorem 9.8 In a conducting medium, the set F of electric far field patterns is
complete in L?(Sz).

Proof Recalling that an electromagnetic Herglotz pair vanishes if and only if
its Herglotz kernel vanishes (Theorem 3.27 and Definition 6.33), we see from
Theorem 9.7 that it suffices to show that the only solution of the homogeneous
electromagnetic interior transmission problem (9.21) and (9.22) is Ey = E; =
Hy = H; = 0. However, analogous to (9.17), from Gauss’ divergence theorem and
the Maxwell equations (9.21) we have

/ v-E; ><Hlds=ik/(|H1|2—ﬁ|E1|2)dx,
oD D
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/ v Eyx Hyds = ik/ (|Ho|*> — | Eol?) dx.
aD D

From these two equations, using the transmission conditions (9.22) we obtain
[ ami=aiERydx = [ amf - £ dx
D D
and taking the imaginary part of both sides gives
[ Imn |E;|?dx = 0.
D

From this, we conclude by unique continuation that £1 = H; = 0in D. From (9.22)
we now have vanishing tangential components of Ep and Hjy on the boundary
dD whence Eg = Hp = 0 in D follows from the Stratton—Chu formulas (6.8)
and (6.9). O

In contrast to Theorem 9.8, the set ¥ of electric far field patterns is not in general
complete for a dielectric medium. We shall show this for a spherically stratified
medium in the next section.

We conclude this section with a short analysis of the far field operator F :
L2(S?) — L?(S?) defined by

(Fg)(x) := /2 Ex(®, d)g(d)ds(d), % €S, (9.24)
S

and begin with an analog of Theorem 8.17.

Lemma 9.9 Let E fg, H é’; and E;l, H }I; be electromagnetic Herglotz pairs with kernels

g, h € L%(Sz), respectively, and let Eg, Hg and Ejy, Hy be the solutions of
(9.4)—(9.6) with E*, H' equal to E*, H, and E;, H;, respectively. Then

k/ Imn EgEy dx = —2n(Fg, h) — 2n(g, Fh) — (Fg, Fh),
D

where (-, -) denotes the inner product on L%(Sz).

Proof Noting that
_ 1 -
Hp - (v x Eg) = 7 (v x Eg) - curl Ej,
i
and

- 1 - 1 _
Ep-(vx Hg) = = Ep - (v x curl Ey) =- (v x Ep) -curl E,
l l
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from Green’s second vector integral theorem we obtain
/ {Hp- (v x Eg) —Ep - (v x Hy)} ds =2k/ Imn EgEp dx.
8D D

Now the statement of the lemma follows from (6.103). |

Theorem 9.10 Assume that Imn = 0. Then the far field operator F is compact and
normal, i.e., FF* = F*F, and has an infinite number of eigenvalues.

Proof Under the assumption Imn = 0 from Lemma 9.9 we have that
2n(Fg, h) +2n(g, Fh) + (Fg, Fh) = 0.

From this the normality of F follows analogous to the proof of Theorem 6.39 with
the aid of the reciprocity relation in Theorem 9.6. By the uniqueness result contained
in Theorem 9.7 the nullspace of F is either trivial or finite dimensional since by
Remark 4.4 in [59] the transmission eigenvalues have finite multiplicity. From this
the statement on the eigenvalues follows by the spectral theorem for compact normal
operators (see [375]). |

Corollary 9.11 Assume that Imn = 0. Then the scattering operator S : Ltz(Sz) —
L2(S?) defined by

1
S=14+—F
+ 2w
is unitary.
Proof Analogous to the proof of Corollary 6.40. O

To conclude this section, with the aid of Lidski’s Theorem 8.15 we will extend
the statement of Theorem 9.10 on the eigenvalues of F to the case where Imn # 0.
For this we note that the argument for showing that the far field operator F is a trace
class operator (see p. 324) carries over from the acoustic case to the electromagnetic
case.

Theorem 9.12 The far field operator F has an infinite number of eigenvalues.

Proof In view of Theorem 9.10 we only need to consider the case where Imn # 0.
Recall that we assume that n(x) > O for all x € D.

We first show that in this case F is injective. From Fg = 0, by Rellich’s lemma
and the unique continuation principle we conclude that the scattered wave for the
solution E,, H, to (9.4)—(9.6) with E i H equal to the electromagnetic Herglotz
pair E!, Hé with kernel g € L%(SZ) vanishes in R3. Therefore E ¢ = E{’q and by
Lemma 9.10 and again the unique continuation principle we obtain that E ;;, =0in
IR3, whence g = 0 follows by Theorem 3.27.
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By Lemma 9.9 we have that
4w Im(—iFg, g) =27 [(Fg, g) + (g, Fe)l =k f Imn |Eg|*dx + | Fgl* > 0
D

for all g € L?(Sz). Therefore the operator —i F satisfies the assumptions of
Theorem 8.15 and the statement of the theorem follows. O

Corollary 9.13 IfImn # 0 the eigenvalues of the far field operator F lie in the
disk

A +47 Re i <0
whereas if Imn = 0 they lie on the circle
A2 +47 Re A =0

in the complex plane.

Proof This follows from Lemma 9.9 by setting g = h and Fg = Ag. O

9.4 The Spherically Stratified Dielectric Medium

In this section, we shall consider the class F of electric far field patterns for a
spherically stratified dielectric medium. Our aim is to show that in this case there
exist wave numbers k such that # is not complete in L?(Sz). It suffices to show
that when n(x) = n(r), r = |x|, Imn = 0 and, as a function of r, n € C?, there
exist values of k such that there exists a nontrivial solution to the homogeneous
electromagnetic interior transmission problem

curl Ey —ikH;y =0, curl H +ikn(r)E;i =0 in B,

(9.25)
curl Eg —ikHy =0, curlHy+ikEy=0 1in B,
with the boundary condition
vx (Ei—Ep) =0, vx(Hy—Hy)=0 onodB, (9.26)

where Eg, Hy is an electromagnetic Herglotz pair, where now B is an open ball
of radius a with exterior unit normal v and where Imn = 0. Analogous to the
construction of the spherical vector wave functions in Theorem 6.26 from the scalar
spherical wave functions, we will develop special solutions to the electromagnetic
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transmission problem (9.25) and (9.26) from solutions to the acoustic interior
transmission problem

Aw+kKn(r)w =0, Av+k’v=0 inB, 9.27)
Jw v

w—v=0, ———=0 ondB. (9.28)
ov ov

Assuming that the solutions w, v of (9.27) and (9.28) are three times continu-
ously differentiable, we now define

Ei(x) :=curl{xwx)}, Hi(x) := ik curl E1(x),
i
(9.29)
Eo(x) :=curl{ixv(x)}, Hop(x) := ik curl Eg(x).
i

Then, from the identity (6.4) together with
Afxw(x)} = xAw(x) + 2 grad w(x)
and (9.27) we have that
ik curl Hi(x) = curlcurl curl{xw(x)} = — curl A{xw(x)}

= k2 curl{xn(rw(x)} = k2n(r) curl{xw(x)} = K2n(r)E (%),

that is,
curl Hy + ikn(r)E1 =0,
and similarly
curl Hy + ikEy = 0.
Hence, E1, H| and Ey, Hy satisfy (9.25). From w — v = 0 on d B we have that
x X {E1(x) — Eg(x)} = x x {grad[w(x) —v(x)] x x} =0, x € 9B,
that is,
vX (Ey—Eg) =0 onodB.

Finally, setting u = w — v in the relation
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curl curl{xu(x)} = —A{xu(x)} + grad div{xu(x)}

—xAu(x) + grad {u(x) +r 2—': (x)}

and using the boundary condition (9.28), we deduce that
vXx (H —Hyp) =0 onoB

is also valid. Hence, from a three times continuously differentiable solution w, v to
the scalar transmission problem (9.27) and (9.28), via (9.29) we obtain a solution
Eq, Hy and Ey, Hy to the electromagnetic transmission problem (9.25) and (9.26).
Note, however, that in order to obtain a nontrivial solution through (9.29) we have
to insist that w and v are not spherically symmetric.

We proceed as in Sect. 8.4 and, after introducing spherical coordinates (r, 8, ¢),
look for solutions to (9.27) and (9.28) of the form

v(r,0) = a; ji(kr) Pi(cos9),
(9.30)

w(r, ) = by %r) Pi(cos9),

where P; is Legendre’s polynomial, j; is a spherical Bessel function, a; and b; are
constants to be determined, and the function y; is a solution of

1
W+ (kzn(r) - l(l; )> =0 (9.31)

for r > 0 such that y; is continuous for » > 0. However, in contrast to the analysis
of Sect. 8.4, we are only interested in solutions which are dependent on 6, i.e., in
solutions for [ > 1. In particular, the ordinary differential equation (9.31) now has
singular coefficients. We shall show thatif n(r) > 1 forO <r <aor0 <n(r) <1
for 0 < r < a, then for each [ > 1 there exist an infinite set of values of k
and constants ¢; = a;(k), by = b;(k), such that (9.30) is a nontrivial solution
of (9.27) and (9.28). From Sect. 6.6 we know that Eq, Hp, given by (9.29), is an
electromagnetic Herglotz pair. Hence, by Theorem 9.7, for such values of k the set
of electric far field patterns is not complete.

To show the existence of values of k such that (9.30) yields a nontrivial solution
of (9.27) and (9.28), we need to examine the asymptotic behavior of solutions
to (9.31). To this end, we use the Liouville transformation

g::/o ()] ?dp, (&) := [n(H]*yi(r) (9.32)

to transform (9.31) to
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K = pE)z=0 (9.33)
where

n'r) 5 P 1+
[n(* 16 ()P @)

p¢) = 2

Note that since n(r) > 0 for r > 0 and n is in C2, the transformation (9.32) is
invertible and p is well defined and continuous for » > 0. In order to deduce the
required asymptotic estimates, we rewrite (9.33) in the form

7+ <k2 - l(l; D —g(E))z =0 (9.34)
where
W+1 I1d+1 " 5 [n'(N)]?
o) = ¢+ I+ n"(r) 5 [n'(r)] P 9.35)

Pn(r) €2 AP 16 ()P
and note that since n(r) = 1 for r > a we have

0 1
ﬁ 26| dE < oo miﬁémm&<w.

For A > 0 we now define the functions E, and M, by

_Y(©)7"?
-7E] - 0<s<s

E,¢) =

1, & <& < o0,
and

21V L(E1V2,  0<E <&,
My (E) = y
[72&) + v2®)]?, & <& <oo,

where Jj is the Bessel function, Y, the Neumann function, and &, is the smallest
positive root of the equation

L&)+ T¢6)=0.

Note that &), is less than the first positive zero of Jj. For the necessary information on
Bessel and Neumann functions of nonintegral order we refer the reader to [86, 293].
We further define G, by
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3
Gk, £) = % /0 pM2(kp) |3(p)| dp

where g is given by (9.35). Noting that for k > 0 and A > 0 we have that G, is finite
when r is finite, we can now state the following result from Olver [343, p. 450].

Theorem 9.14 Let k > 0 andl > —1/2. Then (9.34) has a solution z which, as a
function of &, is continuous in [0, 00), twice continuously differentiable in (0, 00),
and is given by

z2(§) = % {n(k&) + &1 (k, &)} (9.36)
where
A= !
= +5
and

M (k&) [ Gy ke)
ek, O = 0 {e 1}.

In order to apply Theorem 9.14 to obtain an asymptotic estimate for a continuous
solution y; of (9.31), we fix £ > 0 and let k be large. Then for A > 0 we have that
there exist constants Cy and C», both independent of &, such that

1 1 0
|Gx(k,§)|§C{/O M%(kp)dpwfl |g<p)|dp}

- 1/‘ dp+1 _c 1nk+1

=1 kJik p k] ! k k]
Hence, for z defined by (9.36) we have from Theorem 9.14, (9.37) and the
asymptotics for the Bessel function J; that

& Ink
z2(§) = e {Jk(ké) +0 (m)}

_1 K AT 0T ) Ink
Tk 2 4 i

for fixed & > 0 and X as defined in Theorem 9.14. Furthermore, it can be shown that
the asymptotic expansion (9.38) can be differentiated with respect to &, the error
estimate being O(Ink/k). Hence, from (9.32) and (9.38) we can finally conclude
that if y; is defined by (9.32) then

(9.37)

(9.38)
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(r)= ! cos k/r[n( NV2d _Mmn +0 Ink
M = (O P (072174 , e = o g 2
(9.39)

y;(r) can be differentiated with respect

where the asymptotic expansion for [n(r)]'/4

to r, the error estimate being O (Ink/ k).

We now note that, from the above estimates, w, as defined by (9.30), is a C?
solution of Aw + k*n(r)w = 0 in B \ {0} and is continuous in B. Hence, by
the removable singularity theorem for elliptic differential equations (cf. [366],p.
104) we have that w € C2%(B). Since n € Cl""(IR3), we can conclude from
Green’s formula (8.14) and Theorem 8.1 that w € C3(B) and hence E| and H,
are continuously differentiable in B.

We now return to the scalar interior transmission problem (9.27) and (9.28)
and note that (9.30) will be a nontrivial solution provided there exists a nontrivial
solution ay, b; of the homogeneous linear system

yi(a)
PR

b — ajitka) =0

(9.40)

d (W(r)

— — ajkjl(ka) = 0.
ldr . )r:a a ]1( a)

The system (9.40) will have a nontrivial solution provided the determinant of the
coefficients vanishes, that is,

WA ika)

d = det —=0. (9.41)

ar\ 7
Recalling the asymptotic expansions (2.42) for the spherical Bessel functions, i.e.,
1 Im w 1
i (kr) = — kr — — — — ol |, & ,
Ji(kr) o cos( r 5 2>+ <k2> — 00
1 l 1
jitkr) = = sin<kr—§+%>+0<k—2>, k — oo,

we see from (9.39) and (9.42) and the addition formula for the sine function that

1 ; ¢ 1/2 Ink
d=W sin k/o[n(r)] dr —ka )|+ O -t

Therefore, a sufficient condition for (9.41) to be valid for a discrete set of values of
k is that either n(r) > 1for0 <r <aorn(r) < 1for0 < r < a. Hence we have
the following theorem [122].

(9.42)
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Theorem 9.15 Assume that Imn = 0 and that n(x) = n(r) is spherically stratified,
nr)=1forr >a,nr) > 10r0 <n@) <1for0<r < aand, as a function of
r, n € C2. Then there exists an infinite set of wave numbers k such that the set F of
electric far field patterns is not complete in L,2(82).

9.5 The Exterior Impedance Boundary Value Problem

The mathematical treatment of the scattering of time harmonic electromagnetic
waves by a body which is not perfectly conducting but which does not allow
the electric and magnetic field to penetrate deeply into the body leads to what is
called an exterior impedance boundary value problem for electromagnetic waves
(cf. [223, p. 511] and [411, p. 304]). In particular, such a model is sometimes used
for coated media instead of the more complicated transmission problem. In addition
to being an appropriate theme for this chapter, we shall also need to make use of
the mathematical theory of the exterior impedance boundary value problem in our
later treatment of the inverse scattering problem for electromagnetic waves. The
first rigorous proof of the existence of a unique solution to the exterior impedance
boundary value problem for electromagnetic waves was given by Colton and Kress
in [96]. Here we shall provide a simpler proof of this result by basing our ideas
on those developed for a perfect conductor in Chap. 6. We first define the problem
under consideration where for the rest of this section D is a bounded domain in IR?
with connected C? boundary 8 D with unit outward normal v.

Exterior Impedance Problem Given a Holder continuous tangential field ¢ on 9 D
and a positive constant X, find a solution E, H € C'(R* \ D) N C(R3\ D) of the
Maxwell equations

curl E—ikH =0, curlH+ikE=0 inR>\D (9.43)
satisfying the impedance boundary condition
vXcurlE —iA(vX E)xv=c ondD (9.44)
and the Silver-Miiller radiation condition

lim (H x x —rE) =0 (9.45)

r—>00

uniformly for all directions X = x/|x|.
The uniqueness of a solution to (9.43)—(9.45) is easy to prove.

Theorem 9.16 The exterior impedance problem has at most one solution provided
A > 0.
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Proof 1If ¢ = 0, then from (9.44) and the fact that A > 0 we have that
Rek/ vxE-Hds:—,\/ lv x E|*ds < 0.
aD aD

We can now conclude from Theorem 6.11 that E = H = 0in R? \ D. O

We now turn to the existence of a solution to the exterior impedance problem,
always assuming that A > 0. To this end, we recall the definition of the space
CY%(3D) of Holder continuous functions defined on 9D from Sect.3.1 and
the space C,0 "“(3D) of Holder continuous tangential fields defined on 3D from
Sect. 6.3. We also recall from Theorems 3.2, 3.4, and 6.14 that the single-layer
operator S : C%*(3D) — C%*(3 D) defined by

(Se)(x) == 2/31) D(x, y)p(y)ds(y), x €D,

the double-layer operator K : C%*(3D) — C%%(d D) defined by

0P (x,
(Ko) () :=2/ 9P ) vy ds(y), x €D,
()

and the magnetic dipole operator M : C**(3D) — C**(3 D) defined by

Ma)(x) = 2/3D v(x) x curl {a(y)@(x, y)}ds(y), xe€dD
are all compact. Furthermore, with the spaces
C%¥(Div, 9D) = {a e C*“(3D) : Diva e CO’“(aD)}
and
C% (Curl, D) = {b e CO3D) : Curlb € CO""(aD)}

which were also introduced in Sect.6.3, the electric dipole operator N
C%(Curl, D) — C%*(Div, D) defined by

(Na)(x) :=2v(x) x curlcurlf D(x,y)v(y) xa(y)ds(y), xe€dD,
oD

is bounded by Theorem 6.19.
With these definitions and facts recalled, following Héhner [170], we now look
for a solution of the exterior impedance problem in the form
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E(x) = /a @ by ds(y) + ineur fa @) v0) X (S0 ds(y)

4 grad /a P ) () + i /d PN ds)

H(x) = ik curl E(x), x e R\ D,

l (9.46)
where Sy is the single-layer operator in the potential theoretic limit k¥ = 0 and the
densities b € C,0 *(@D) and ¢ € C%¥ (3 D) are to be determined. The vector field E
clearly satisfies the vector Helmholtz equation and its Cartesian components satisfy
the (scalar) Sommerfeld radiation condition. Hence, if we insist that divE = 0
in R3 \ D, then by Theorems 6.4 and 6.8 we have that £, H satisfy the Maxwell
equations and the Silver—Miiller radiation condition. Since div E satisfies the scalar
Helmbholtz equation and the Sommerfeld radiation condition, by the uniqueness for
the exterior Dirichlet problem it suffices to impose div £ = 0 only on the boundary
dD. From the jump and regularity conditions of Theorems 3.1, 3.3, 6.12, and 6.13,
we can now conclude that (9.46) for b € C,O’“(a D) and ¢ € C%*(dD) ensures the
regularity E, H € C%%(R3 \ D) up to the boundary and that it solves the exterior
impedance problem provided b and ¢ satisfy the integral equations

b+ Mub+ Mpp =2c
9.47)
—ilg + My1b+ Mg =0,

where

My1b == Mb +iANPS}b —i’PSh+ 3 {M(v x S}b)} x v+ A2PS5b,

(M129)(x) :=2idlv(x) x /aD grad, @(x,y) x {v(y) —v(x)}e(y)ds(y)

+12(PSve)(x), xe€dD,
(M>1b)(x) := —2/ grad, @(x,y) - b(y)ds(y), xe€dD,
aD

Myg = k*S¢ + i Ko,

and where P stands for the orthogonal projection of a vector field defined on d D
onto the tangent plane, that is, Pa := (v x a) x v. Noting the smoothing property
So : CO*(3D) — C%(3 D) from Theorem 3.4, as in the proof of Theorem 6.21 it is
not difficult to verify that My : c?*“(a D) — C?""(a D) is compact. Compactness
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of the operator M, : C%*(3D) — CtO "*(@D) follows by applying Corollary 2.9
from [104] to the first term in the definition of M1,. Loosely speaking, compactness
of M1, rests on the fact that the factor v(x) — v(y) makes the kernel weakly singular.
Finally, M»; : C% (D) - C%*@D) is compact, whereas My : C,O’a(aD) —
C%* D) is merely bounded. Writing the system (9.47) in the form

() () (557 2) (2) = (0)

My —irl ) \ g 0 My)\e) \0)

we now see that the first of the two matrix operators has a bounded inverse because
of its triangular form and the second is compact. Hence, we can apply the Riesz—
Fredholm theory to (9.47).

For this purpose, suppose b and ¢ are a solution to the homogeneous equation
corresponding to (9.47) (i.e., ¢ = 0). Then the field E, H defined by (9.46) satisfies
the homogeneous exterior impedance problem in R? \ D. Since A > 0, we can
conclude from Theorem 9.16 that E = H = 0 in R? \ D. Viewing (9.46) as
defining a solution of the vector Helmholtz equation in D, from the jump relations
of Theorems 3.1, 3.3, 6.12, and 6.13 we see that

—vXx E_ =il X Sgb, —vxcurlE_=b onoD, (9.48)
—divE_ = —iAp, —v-E_=—¢ ondD. (9.49)

Hence, with the aid of Green’s vector theorem (6.2), we derive from (9.48)
and (9.49) that

f{|cur1E|2+|divE|2—k2|E|2}dx=ik/ {|Sob|2+|<p|2]ds.
D aD

Taking the imaginary part of the last equation and recalling that A > 0 now shows
that Sopb = 0and ¢ = 0 on dD. Since Sy is injective (see the proof of Theorem 3.12),
we have that » = 0 on 9 D. The Riesz—Fredholm theory now implies the following
theorem. The statement on the boundedness of the operator A follows from the
fact that by the Riesz—Fredholm theory the inverse operator for (9.47) is bounded
from C? *(@D) x CY*(3D) into itself and by applying the mapping properties of
Theorems 3.3 and 6.13 to the solution (9.46).

Theorem 9.17 Suppose . > 0. Then for each ¢ € C,O’a (0D) there exists a unique
solution to the exterior impedance problem. The operator A mapping the boundary
data c onto the tangential component v x E of the solution is a bounded operator

A: Cc’*(HD) - CO*(Div, dD).

For technical reasons, we shall need in Chap. 11 sufficient conditions for the
invertibility of the operator
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NR — iAR(I + M) : C*%(Div, 3D) — C**(@D)
where the operator R : C>*(dD) — C>* (D) is given by
Ra :=a x v.

To this end, we first try to express the solution of the exterior impedance problem in
the form

E(x) = curl/ a)®(x,y)ds(y), xe€R3>\ D,
aD

where a € C%%(Div, dD). From the jump conditions of Theorems 6.12 and 6.13,
this leads to the integral equation

NRa —iARMa — iARa = 2c (9.50)

for the unknown density a. However, we can interpret the solution of the exterior
impedance problem as the solution of the exterior Maxwell problem with boundary
condition

vXx E=Ac ondD,
and hence a also is required to satisfy the integral equation
a+ Ma=24Ac.

The last equation turns out to be a special case of Eq. (6.56) with n = 0 (and a
different right-hand side). From the proof of Theorem 6.21, it can be seen that if k is
not a Maxwell eigenvalue for D then I + M has a trivial nullspace. Hence, since by
Theorem 6.17 the operator M : CY*(Div, D) — C%*(Div, dD) is compact, by
the Riesz—Fredholm theory (I + M)~! : C%¥(Div, dD) — C%*(Div, 3 D) exists
and is bounded. Hence, (1 + M) A C,O’“(E)D) — C%%(Div, d D) is the bounded
inverse of NR — iAR(I + M) and we have proven the following theorem.

Theorem 9.18 Assume that . > 0 and that k is not a Maxwell eigenvalue for D.
Then the operator NR—iAR(I+ M) : C%%(Div, D) — C?’a (0 D) has a bounded
inverse.

We shall now conclude this chapter by briefly considering the electric far field
patterns corresponding to the exterior impedance problem (9.43)-(9.45) with ¢
given by

c:= —vxcurlEi+ik(v in) XV ondD
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where E’ and H' are given by (9.19). This corresponds to the scattering of the
incident field (9.19) by the imperfectly conducting obstacle D where the total
electric field E = E' + E° satisfies the impedance boundary condition

vxcurlE—iA(vx E)yxv=0 ondD 9.51)

and E° is the scattered electric field. From Theorem 6.9 we see that E* has the
asymptotic behavior

ik|x|

' 1
E“(x,d)p:e Eéo()?,d)p—i—O(—), |x| — oo,

x| x[?

where Eé‘o is the electric far field pattern. From (6.88) and (9.51) we can easily
deduce the following reciprocity relation [12].

Theorem 9.19 For all vectors %, d € S* we have
EL(G.d) = [EL(-d. -]

We are now in a position to prove the analogue of Theorem 9.8 for the exterior
impedance problem. In particular, recall the Hilbert space L%(Sz) of tangential L?
vector fields on the unit sphere, let {d, : n = 1,2, ...} be a countable dense set
of unit vectors on S? and denote by ey, e2, e3 the Cartesian unit coordinate vectors
in IR3. For the electric far field patterns we now have the following theorem due to
Angell, Colton, and Kress [12].

Theorem 9.20 Assume ) > 0. Then the set
Fr={EL(.dej :n=1,2,..., j =123}

of electric far field patterns for the exterior impedance problem is complete in
L2(S?).

Proof Suppose that g € L%(Sz) satisfies
[ Bt de; g dsciy =0
S

forn = 1,2,...and j = 1,2,3. We must show that g = 0. As in the proof of
Theorem 9.7, by the reciprocity Theorem 9.19, we have

/ EX (—d, —%)g(X)ds(%) =0
SZ
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foralld € S, ie.,
f Eéo()?, d)h(d)ds(d) =0 (9.52)
s2

for all £ € S? where h(d) = g(—d). o
Now define the electromagnetic Herglotz pair Ej, H by

Eé(x):/ Ei(x,d)h(d)ds(d)zik/ h(d) e**4 ds(d),
S? S?

Hi(x) = f H'(x,d)h(d)ds(d) = curl / h(d) e™* ¥4 ds(d).
s? s?

Analogous to Lemma 6.35 it can be seen that the left-hand side of (9.52) represents
the electric far field pattern of the scattered field Eg, Hj corresponding to the
incident field Ej, Hy. Then from (9.52) we see that the electric far field pattern
of E(S) vanishes and hence, from Theorem 6.10, both E(S) and Hg are identically zero
in R? \ D. We can now conclude that E}, Hé satisfies the impedance boundary

condition

v X curl Eé —ir(v X Eé) xv=0 ondD. (9.53)
Gauss’ theorem and the Maxwell equations (compare (9.17)) now imply that
/ vx Eb- Hids = ikf {112~ 1E§? ) ax
aD D
and hence from (9.53) we have that
x/ v x Ei2ds = ik2/ {|E3|2— |H(§|2}dx
8D D
whence v x Eé = 0 on 0D follows since A > 0. From (9.53) we now see that
vV X Hé = 0 on D and hence from the Stratton—Chu formulas (6.8) and (6.9) we

have that E{, = H} = 0in D and by analyticity (Theorem 6.3) E}, = H} = 0in R>.
But now from Theorem 3.27 we conclude that 2 = 0 and consequently g =0. O



Chapter 10 ®
Transmission Eigenvalues Qs

The transmission eigenvalue problem was previously introduced in Sect. 8.4 where
it was shown to play a central role in establishing the completeness of the set of far
field patterns in L2(S?). It was then shown in Sect. 8.6 that the set of transmission
eigenvalues was either empty or formed a discrete set, thus leading to the conclusion
that except possibly for a discrete set of values of the wave number k£ > O,
the set of far field patterns is complete in L?(S?). In this chapter we return to
the subject of transmission eigenvalues and consider further topics of interest. In
particular, we begin by showing the existence of transmission eigenvalues and then
deriving a monotonicity result for the first positive transmission eigenvalue (see
also [154]). We then proceed to describe a boundary integral equation approach
to the transmission eigenvalue problem, the existence of complex transmission
eigenvalues in the case of a spherically stratified medium and the inverse spectral
problem for the case of such a medium. We conclude this chapter by considering a
modified transmission eigenvalue problem in which the wave number & > 0 is kept
fixed and the eigenparameter is now an artificial coefficient introduced through the
use of a modified far field operator. Our analysis is restricted to the case of acoustic
waves. For results on transmission eigenvalues for electromagnetic waves we refer
the reader to Sect. 9.4 and [59].

10.1 Existence of Transmission Eigenvalues

We assume that the scatterer D is connected with a connected C? boundary and
Imn = 0. In particular, if F is the far field operator, 0 < n(x) < 1 or n(x) > 1 for
x € D, and a regularized solution gz" of the far field equation Fg = @ (-, 2)
is obtained by using Tikhonov regularization, then if F has dense range it can
be shown if vee is the Herglotz wave function with kernel g2, then for any ball
B C D the norm ||vg? ||L2(D) is bounded as ¢« — O for almost every z € B if and
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only if k > 0 is not a transmission eigenvalue [57, Theorem 4.44]. (Note that by
Theorem 8.9 the fact that F' has dense range is generally the case.) In practice this
means that if the noise level is sufficiently small then, under the above assumptions
on n, if [|g7 || 12(s2) is plotted against k for a variety of values of z the transmission
eigenvalues will appear as sharp peaks in the graph (cf. [54, 57, 60, 250, 294]).
Each of these measured transmission eigenvalues contains information about n and
the problem is to extract this information. We shall now proceed to examine this
problem for the case of the first (real) transmission eigenvalue, beginning with
the problem of showing that such eigenvalues in fact exist. For further results on
the existence of transmission eigenvalues see [55, 61-63, 67, 191, 192, 241]. The
first proof of the existence of transmission eigenvalues was given by Sylvester and
Pidivirinta for the case when n(x) > 1 for x € D and ||n||« is sufficiently large
[345].

Let X be a Hilbert space with scalar product (-, -) and associated norm || - ||, and
let A : X — X be a bounded, self-adjoint, and strictly positive definite operator,
ie.,

(Au, u) > cllu)?

for all u € X and some ¢ > 0. We recall that the operators A*!/? are defined by
oo
A2 / A2 4E,
0

where dE) is the spectral measure associated with A. In particular, A*!/? are
also bounded, self-adjoint, and strictly positive definite operators on X satisfying
AmA'Y? = I and A'/2A'? = A. We shall consider the spectral decomposition of
the operator A with respect to self-adjoint nonnegative compact operators. The next
two theorems [63] indicate the main properties of such a decomposition.

Theorem 10.1 Let A : X — X be a bounded, self-adjoint, and strictly positive
definite operator on a Hilbert space X and let B : X — X be a nonnegative,
self-adjoint, and compact linear operator with null space N(B). There exists an
increasing sequence of positive real numbers (X ;) and a sequence (u ;) of elements
of X satisfying

Auj = AjBu; (10.1)
and

(Buj,ug) =5jg (10.2)

such that each u € [A(N(B)]* can be expanded in a series
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o
u=Yy yjuj. (10.3)
j=1

If N(B)™ has infinite dimension then Aj —> ocoas j— oo.

Proof This theorem is a direct consequence of the spectral decomposition (4.6) and
(4.7) applied to the nonnegative, self-adjoint compact operator B = A~1/2BA~1/2,
Let (i) be the decreasing sequence of positive eigenvalues and (v;) the corre-

sponding orthonormal eigenelements of B that are complete in A—1/2BA=1/2(X),
that is,

v = Z(v, vj)v; (10.4)
j=1

forallv € A—1/2BA~1/2(X). Note that zero is the only possible accumulation point
for the sequence (i ;). Straightforward calculations show that A; = 1/u; and

uj = N/}"j A_l/zvj

for j = 1,2, ... satisfy (10.1) and (10.2). Since A~!/? is bounded, from (10.4) we
conclude that each u € A~!BA~1/2(X) can be expanded in a series of the form
(10.3). The bijectivity of A~!/? and Theorem 4.6 imply that

AT1BA-12(X) = A=1B(X) = [N(BA™ )" = [A(N(B)]*
since BA~! is the adjoint of A~'Band N(BA~!) = A(N(B)). This ends the proof
of the theorem. O

Theorem 10.2 Let A, B, and (X}) be as in Theorem 10.1 and define the Rayleigh
quotient as

foru ¢ N(B), where (-, -) is the scalar product in X. Then the following min—max
principles hold

Aj = min ( max R(u)) = max ( min R(u)),

went \ueW\{0} Wetdt | \uelA(W+N(B))I\{0}

where (LI;‘ denotes the set of all j-dimensional subspaces of [A(N (B))]*.

Proof The proof follows the classical proof of the Courant min—max principle
and is given here for the reader’s convenience. It is based on the fact that if
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u € [A(N(B))]*+, then from Theorem 10.1 we can write u = Z,fi] yju for some
coefficients y;, where the u; are defined in Theorem 10.1 (note that the u; are
orthogonal with respect to the scalar product induced by the self-adjoint invertible
operator A). Then using (10.1) and (10.2) it can be seen that

R(u) = |2 Z xilyil?

]1|J

Therefore, if W; € ‘ll;;‘ denotes the space spanned by {u, ..., u;} we have that
Aj= max R(u)= min R(u).
ueW;\{0} ue[A(W;_1+N(B)I+\{0}

Next, let W be any element of (Llj‘. Since W has dimension j and W C [A(N(B)]+,
then W N [AW,_1 + A(N(B))]* # {0}. Therefore

max R(u) > min R(u) > min R(u) = A
ue W\{0} ueWN[A(W;_1+N(B)I*-\(0} u€[A(W;_1+N(B))1*\{0}

which proves the first equality of the theorem. Similarly, if W has dimension j — 1
and W C [A(N(B))]*, then W; N (AW)~L # {0}. Therefore

min R(u) < max R(u) < max R@u)=2A;
ue[A(W+A(N(B))]+\{0} ueWw;N(AW)L\(0} ueW;\(0}
which proves the second equality of the theorem. O

The following corollary shows that it is possible to remove the dependence on A
in the choice of the subspaces in the min—max principle for the eigenvalues A ;.

Corollary 10.3 Let A, B, A, and R be as in Theorem 10.2. Then

Aj = mi R , 10.5
J Wnél’ILllj (uenlea\)?O} (M)) ( )

where U denotes the set of all j-dimensional subspaces W of X such that W N
N(B) = {0}.
Proof From Theorem 10.2 and the fact that (LI? C U, it suffices to prove that

Aj < min ( max R(u)).

WU, \ueW\{0}

Let W € U; and let vy, vp,...,v; be a basis for W. Each vector vy can be
decomposed into a sum vg + ¥y where Uy € [A(N(B))]* and v? € N(B) (which
is the orthogonal decomposition with respect to the scalar product induced by A).
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Since W N N(B) = {0}, the space W spanned by vy, ¥, ..., U; has dimension j.
Moreover, W C [A(N(B))]*+. Now let ii € W. Obviously &t = u — u® for some
u € Wandu® € N(B). Since Bu® = 0 and (Auo, it) = 0 we have that

~ o~ 0,0 0,0
_ (Au,u)—{:(zéu ,u) — RG) + (AuN,Lf ).
(Bu, u) (Bu, u)

R(u)

Consequently, since A is positive definite and B is nonnegative, we obtain

R@) < R(u) < max R(u).
ueW\{0}

Finally, taking the maximum with respect to i € W C [A(N(B))]* in the above

inequality, we obtain from Theorem 10.2 that

Aj < max R(u),
ueW\{0}

which completes the proof of the corollary after taking the minimum over all W C
Uu je 0

The following theorem provides the theoretical basis of our analysis of the
existence of transmission eigenvalues. This theorem is a simple consequence of
Theorem 10.2 and Corollary 10.3.

Theorem 10.4 Let t +— A be a continuous mapping from (0, 00) to the set of
bounded, self-adjoint, and strictly positive definite operators on the Hilbert space
X and let B be a self-adjoint and nonnegative compact linear operator on X. We
assume that there exist two positive constants tg > 0 and t1 > 0 such that

(a) Ay — 0B is positive on X,
(b) A — 71 B is non-positive on an {-dimensional subspace Wy of X.

Then each of the equations Aj(t) = t for j = 1, ..., £ has at least one solution in
[70, 1] where A j(T) is the jth eigenvalue (counting multiplicity) of A, with respect
to B, that is, N(A; — 1;(t)B) # {0}

Proof First we can deduce from (10.5) that A () is a continuous function of T for
all j > 1. Assumption (a) shows that A;(z9) > 70 for all j > 1. Assumption (b)
implies in particular that W, N N(B) = {0}. Hence, another application of (10.5)
implies that A;(r;) < 71 for 1 < j < £. The desired result is now obtained by
applying the intermediate value theorem. O

We recall the definition of the interior transmission problem and transmission
eigenvalues given in Sect. 8.4. In particular the transmission eigenvalue problem is
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Aw+k2nw =0 in D,
Av+k*v=0 inD,

w—v=0 onodD, (10.6)
Jw v
— —— =0 onadD
ov ov

forw,v € L%(D)suchthatw — v € Hg(D) where
5 5 du

Hy(D)=jueH (D):u=a—=00n8D
v

and w,v € L?*(D) are distributional solutions of their respective differential
equations.

It is possible to write (10.6) as an equivalent eigenvalue problem for u = w — v
in HO2(D) for the fourth order equation

2 1 2
(A+ k) —— (A+Ku =0 (10.7)

which in variational form, after integrating by parts, is formulated as finding a
function u € Hg(D) such that

1
/ . (Au 4 K*u) (AT + k*nt)dx =0 forallv € HZ (D). (10.8)
pn—

In our discussion we must distinguish between the two casesn > 1 and 0 <n < 1.
To fix our ideas, we consider in detail only the case where n(x) > 1 for x € D.
(Similar results can be obtained for 0 < n(x) < 1 for x € D, cf. [61, 62].)

In the sequel we set

Amin ;= minn(x) and Apex ;= maxn(x).
xeD xeD

The following result was first obtained in [124] and provides a Faber—Krahn type
inequality for the first transmission eigenvalue.

Theorem 10.5 Assume that npyin, > 1. Then

ro(D)

Nmax

ké > (10.9)

where ko is the smallest transmission eigenvalue and ,y(D) is the first Dirichlet
eigenvalue of —A on D.
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Proof Taking v = u in (10.8), using Green’s theorem and the zero boundary values
for u we obtain

1
0 =/ —— (Au + Kk*u) (AU + k*nu) dx
Dl’l—l

1
=f —|(Au+k2nu)|2dx+k2/ {|gradu|2—k2n|u|2}dx.
pn—1 D
Since n(x) — 1 > nyin — 1 > Oforall x € D, if
/ {|gradu|2 e |u|2} dx >0, (10.10)
D

then Au + k*nu = 0 in D which together with the fact u € Hg(D) implies that
u = 0in D. Consequently we obtain w = v = 0, whence k is not a transmission
eigenvalue. But

(gradu, grad u) 2 p) -

) ) (gradu, grad u) ;2 p)
in inf
ueHZ (D) (u, M)LZ(D) ueH} (D) (u, M)LZ(D)

= Ao(D)

and hence we have that
fD {1 gradul® k2 w2} dx = llul 5 ) (R0(D) = Kima).

Thus, (10.10) is satisfied whenever k% < A¢(D) /nmax. Hence, we have shown that
any transmission eigenvalue k (in particular the smallest transmission eigenvalue
ko) satisfies k> > Ag(D)/nmax. O

Remark From Theorem 10.5 it follows that if ny;, > 1 and kg is the smallest
transmission eigenvalue, then nmax > Ao(D) /kg which provides a lower bound
for nmax.

To understand the structure of the transmission eigenvalue problem, we first set
7 := k2 in (10.8) to obtain

1
/ — (Au+7w) (AT + 7nv)dx =0 forallv e HE (D) (10.11)
on—

which can be written as

u—tKiu+ 1> Kou =0, (10.12)
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where
Ki=T""?1i77'? and K, =T7'?1,77'/2

Here T : H02(D) — Hg(D) is the bounded, strictly positive definite self-adjoint
operator defined by means of the Riesz representation theorem

1
(Tu, U)HZ(D) = / — AMAidx,
pn— 1

(noting that the H 2(D) norm for a function with zero Cauchy data on 9D is
equivalent to the L%(D) norm of its Laplacian), T} : H02(D) — Hg(D) is the
compact self-adjoint operator defined by means of the Riesz representation theorem

1
(Thu, U)HZ(D) = —f p— (MvAu+uAv)dx = —/ (WAu+nuAv)dx,
pn—

Dn—l

and 75 : Hg(D) — Hg(D) is the compact nonnegative self-adjoint operator defined
by means of the Riesz representation theorem

uvdx

(Tzlzl, U)HZ(D) = /
D

(compactness of 77 and T3 is a consequence of the compact embedding of H02(D)
and HO1 (D) in LZ(D)). Hence, setting U := (u, erl/zu), the transmission
eigenvalue problem becomes the eigenvalue problem

1
(k-31)u=0
T

for the compact non-self-adjoint operator K : H3 (D) x Hj (D) — HE(D)x H3 (D)
given by

K, —K)?
1/2
K”? 0

From the spectral theory for compact operators we immediately obtain a proof of
the discreteness of transmission eigenvalues for the case when n(x) > 1 forx € D:

Theorem 10.6 Assume that n(x) > 1 for x € D. Then the set of transmission
eigenvalues is at most discrete with oo as the only (possible) accumulation point.
Furthermore, the multiplicity of each transmission eigenvalue is finite.
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Note that, in contrast to Theorem 8.32, in the above theorem we require that
n(x) > 1forx € D.

The non-self-adjointness nature of the interior transmission eigenvalue problem
calls for new techniques to prove the existence of transmission eigenvalues. For this
reason the existence of transmission eigenvalues remained an open problem until
Pidivirinta and Sylvester showed in [345] that for large enough index of refraction
n there exists at least one transmission eigenvalue. The existence of transmission
eigenvalues was completely resolved in [62] where the existence of an infinite set
of transmission eigenvalues was proven under the only assumption that n > 1 or
0 < n < 1. Here we present the proof in [62] which makes use of the analytical
framework developed above.

Theorem 10.7 Assume that nmin > 1. Then there exist an infinite number of
transmission eigenvalues with oo as the only accumulation point.

Proof We start by defining the bounded sesquilinear forms
1 _ , _
A (u,v) = —I(Au—l—tu) (Av + Tv) + t°uv | dx
pLn—

and

B(u,v) = /Dgradu -gradvdx.
on Hg(D) X HOZ(D). Using the Riesz representation theorem we now define the
bounded linear operators A, : HJ(D) — HZ(D) and B : H (D) — H(D) by
(Azu, U)HZ(D) = A (u, v)
and
(Bu, U)Hz(D) = B(u, v).
The operators A and B are clearly self-adjoint. Furthermore, since the sesquilinear

form A; is a coercive sesquilinear form on Hg(D) X H02(D), the operator A is
strictly positive definite and hence invertible. Indeed, since

1 1

>
n(x)—1 Nmax — 1

=y>0

for x € D we have
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Ac(u,u) = y | Au+ tul o) + T lulf )

v

vIAulgs ) = 27Tl Aull oy el p2py + (7 + DT lull7a )
2

- YA ’ Y )ia
=¢& T”“”LZ(D)_;” u”LZ(D) + J/__ ” u”LZ(D)

+ (1 + Y — S)TZHMHLZ(D)

v

2
14
<V - _) ”AMHLZ(D) + (1 + Y — 8)7: ”M”LZ(D)

for some y < ¢ < y + 1. Furthermore, since gradu € HO1 (D), using the Poincaré
inequality we have that

Il gradu?, 1 Aul?,

1
D = 50(D) (D)
where Ao(D) is the first Dirichlet eigenvalue of —A on D. Hence we can conclude
that

(Actt, ) o py = RAe () = CellullFp )
for some positive constant C;. We now consider the operator B. By definition B
is a nonnegative operator, and furthermore, since Hol(D) is compactly embedded
in L?(D) and gradu € Hé (D) we can conclude that B : HO2(D) — Hg(D) is a
compact operator. Finally, it is obvious by definition that the mapping t — A; is

continuous from (0, 0o) to the set of self-adjoint strictly positive definite operators.
In terms of the above operators we can rewrite (10.11) as

(Acu — TBu, v) o (py = 0 (10.13)

forallv e Hg(D), which means that & is a transmission eigenvalue if and only if
T = k? is such that the kernel of the operator A;u — T B is not trivial. In order to
analyze the kernel of this operator we consider the auxiliary eigenvalue problems

Acu — h(7)Bu =0 (10.14)

foru € Hg(D). Thus a transmission eigenvalue k > 0 is such that T = k? satisfies
A(t) — t = 0 where A(7) is an eigenvalue corresponding to (10.14). In order
to prove the existence of an infinite set of transmission eigenvalues, we now use
Theorem 10.4 for A; and B with X = Hg(D). Theorem 10.5 states that as long as
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0 < 19 =< Ao(D)/nmax the operator Aqu — 7o B is positive on Hg(D), whence the
assumption (a) of Theorem 10.4 is satisfied for such ty.

Next let ky ,,;, be the first transmission eigenvalue for a ball of radius one and
constant index of refraction np;, (i.e., corresponding to (10.6) for D = {x € R3 :
|x| < 1} and n(x) = nmpin). This transmission eigenvalue is the smallest zero of

JO(k) jO(k«/nmin)
W (k) = det =0, (10.15)

_](/) (k) —y nminjé(k«/ Tmin)

where jj is the spherical Bessel function of order zero (if the smallest zero of the
above determinant is not the first transmission eigenvalue, the latter will be a zero
of a similar determinant corresponding to higher order spherical Bessel functions).
By a scaling argument, it is obvious that k; ,, .. := ki p,,;, /€ is the first transmission
eigenvalue corresponding to the ball of radius ¢ > 0 with index of refraction ny;p.
Now take ¢ > 0 small enough such that D contains m = m(e) > 1 disjoint balls
B), B2, ..., B of radius ¢, i.e., B € D, j = 1...m,and B{ N Bi = ¢ for
Jj #i.Thenk,, . = ki, /¢ isthe first transmission eigenvalue for each of these
balls with index of refraction npyi, and let u; € Hg(ng ), j = 1,...,m, be the
corresponding eigenfunctions. We have that

I
/j (A + K2 1) (A7 + K2 il ) dx = 0. (10.16)
B; "'min —

The extension by zero i; of u; to the whole D is obviously in H02(D) due to

the boundary conditions on 9 B;. Furthermore, the functions {ty, to, ..., Uy} are
linearly independent and orthogonal in HOZ(D) since they have disjoint supports and
from (10.16) we have that

1 ~ ~ o .
0= / —— (Al + kg,nmmu D (Ad; + kinminnminu ) dx
D Mmin — 1

1 - - - ~
- \/D { Nin — 1 |AM/ + kganminuj |2 + k:”min |M/ |2 - kgsnminl grad MI |2} dx
min

(10.17)
for j = 1,..., m. Denote by U the m-dimensional subspace of HOZ(D) spanned
by {ity, 42, ..., iy} Since each iij, j = 1,..., m, satisfies (10.17) and they have

disjoint supports, we have that for 71 := kszg ny, a0 forevery u € U
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. Y 1 . ~ ~ ~
(Ag it — TlB”v"‘)HOz(D) :/ {h | Al +rlu|2+112|u|2 - t1|gradu|2}dx
D _

1
5/ { |Aﬁ+t1ﬁ|2+rlzlﬁ|2—rl|gradﬁ|2} dx = 0.
D | "min—

This means that assumption (b) of Theorem 10.4 is also satisfied and therefore we
can conclude that there are m(e) transmission eigenvalues (counting multiplicity)
inside [79, k¢, ]. Note that m(e) and k; , . both go to co as ¢ — 0. Since the
multiplicity of each eigenvalue is finite we have shown, by letting ¢ — 0, that
there exists an infinite countable set of transmission eigenvalues that accumulate
at oo. a

In a similar way [62] it is possible to prove the following theorem:

Theorem 10.8 Assume that 0 < npin < Bmax < 1. Then there exist an infinite
number of transmission eigenvalues with oo as the only accumulation point.

The above proof of the existence of transmission eigenvalues provides a frame-
work to obtain lower and upper bounds for the first transmission eigenvalue. To this
end denote by k¢, > O the first real transmission eigenvalue corresponding to n and
D (we omit the dependence on D in our notations since D is assumed to be known)
and set 7p , := k(z)’n.

Theorem 10.9 Assume that the index of refraction n satisfies 1 < nmin. Then
0 < ko npax < ko,n < k0, i - (10.18)

Proof From the proof of Theorem 10.7 we have that 1g , is the smallest zero of

AMz,n)—1 =0,
where
. 1 2, 202
AT, n) = inf |Au + Tu|” 4+ t°|ul” ) dx. (10.19)
ueH3(D) p\n—1
lgradull, 2, =1

(Note that any zero © > 0 of A(t,n) — v = 0 leads to a transmission eigenvalue
k = /7). Obviously the mapping T — A(t, n) is continuous in (0, 00). We first
note that (10.19) yields

MT, imax) < AT, n(x)) < A(T, Nmin) (10.20)

for all T > 0. In particular, for 7 := 79 ,,, We have that

0= )L(TO,nm;.xs Nmax) — T0,nmax = )L(TO,nmaxv n(x)) — T0, M max
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and for T := 79 5, We have that

AT, > 1(X)) = 0,000 < A(TO, i > Pmin) — T0,7pin = 0-

By continuity of t — A(t, n) — v we have that there is a zero 7 of A(t,n) — 7 =0
such that 7o ,,,,, < T < T0,n,;,- In particular, the smallest zero tg ,(y) of A(t, n) —
7 = 0is such that 79 y(x) < T < 7T0,n,,;,- 10 end the proof we need to show that
T0,nmax = T0,n(x)> 1.€., all the zeros of A(t,n) — v = 0 are larger than or equal to
T0,nmex - ASSUmMe by contradiction that 7 ,(x) < T0,na,- Lhen from (10.20) on one
hand we have

A(T0,n(x)> Pmax) — T0,n(x) < A(T0,n(x), 1(X)) — To,n(x) = 0.

On the other hand, from the proof of Theorem 10.5 we have that for a sufficiently
small T/ > 0 (in fact for all 0 < 7’ < Ag(D)/nmax, Where Ao(D) is the first
Dirichlet eigenvalue for —A in D), we have that A(t/, nmax) — ©° > 0. Hence there
exists a zero of A(T, nmax) — T = 0 between 7’ and To,n(x) Smaller than 7o .,
which contradicts the fact that 79 ;. is the smallest zero. Thus we have proven that
T0,nmax = T0,n(x) < T0,nm, Which establishes (10.18) and thus ends the proof. |

In a similar way [62] one can prove the following:

Theorem 10.10 Assume that the index of refraction n satisfies 0 < npin < fmax <
1. Then

0 < k0,npmin < k0.1 = k0, npngy - (10.21)

Theorem 10.9 and Theorem 10.10 show in particular that for constant index of
refraction the first transmission eigenvalue & , is monotonically decreasing if n > 1
and is monotonically increasing if 0 < n < 1. In fact in [52] it is shown that this
monotonicity is strict which leads to the following uniqueness result for the constant
index of refraction in terms of the first transmission eigenvalue.

Theorem 10.11 A constant index of refraction n is uniquely determined from a
knowledge of the corresponding smallest transmission eigenvalue ko , > 0 provided
that it is known a priori that eithern > 1 or0 <n < 1.

Proof We show the proof for the case n > 1 (see [52] for the case 0 < n < 1).
Assume two homogeneous media with constant index of refraction n; and n, such
that 1 < ny < np and let u; := wy — v; where wy, vy is the nonzero solution
to (10.6) with n(x) := ny corresponding to the first transmission eigenvalue kg, .
Now, setting 1 = kg, and normalizing u such that || grad u || LAD) = 1, we have
from (10.19) that

1 2 2 2
n]—— ||AM1 + TIMIHLZ(D) + 151 ”ul”LZ(D) =T = )\'(Tls l’l]).
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Furthermore, we have

1
2 2 2 2 2 2
ny — 1 ||AM+TM||L2(D)+T ”u'lLZ(D) < I/l]——l ||AM+TM||L2(D)+T ”u”LZ(D)

forall u e HOZ(D) such that || gradu|l;2(py = 1 and all T > 0. In particular for
u=urandt =1

2 2 2
ny — 1 ||AM] + T1U] ||L2(D) + Tl ”ul ”LZ(D)

p 1wt 12y + TE 72 ) = Az, ).

But

1
A(t1,m2) <
n

1w+ tutllfagpy + tilutlfa ) < A, nn),

and hence for this t; we have a strict inequality, i.e.,
A1y, n2) < A(T1, n1). (10.22)

From (10.22) we see that the first zero 7o of A(t,ny) — 7 = O is such that 7, < 11
and therefore we have that ko ,, < ko, for the first transmission eigenvalues kg j,
and kg ,, corresponding to n1 and ny, respectively. Hence we have shown that if
ny > 1 and np > 1 are such that ny # no, then ko ,, # ko,n,, which proves the
uniqueness. O

We note in passing that Theorem 10.9 provides a significant improvement on the
estimate for n(x) than the lower bound for ny,,x given by Theorem 10.5. In particular
if ko n(x) 1s the first transmission eigenvalue let n9 > O be the unique constant
such that ko ,, = ko,n(x). (This can be computed using the results of the following
section.) Then no provides an approximation to n(x) in the sense that ko, =<
ko,ny < ko,n,;,- In the case of two dimensions, examples of the computation of ng
are given in [400]. In particular if D is the unit square (—1/2, 1/2) x (—1/2,1/2)
in IR? and

n(xy, x2) =8 4+ x1 — x2,

then Theorem 10.5 gives nmax > 2.35 whereas using Theorem 10.9 as described
above gives no = 7.87.
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10.2 Integral Equation Methods for Transmission
Eigenvalues

In this section, following work of Cossonniere and Haddar [129] and Cakoni and
Kress [69], we want to illustrate how boundary integral equations can be used to
characterize and numerically compute transmission eigenvalues in the case where
the refractive index n is constant in D. We recall that we assume that D is
connected with a connected C? boundary. We need to adjust the spaces in which
we must consider the boundary integral equations since we have to search for the
eigenfunctions v, w in

LA(D) = [u e LX(D): Au e LZ(D)]

where the Laplace operator A has to be understood in the distributional sense and
where we equip LzA(D) with the norm

2 12 2
el (= lelFa ) + 1Aul2 ).
We want to show that their trace and their normal derivative on the boundary belong

to H-1/2(9 D) and H32D), respectively, and are defined by duality. To this end,
motivated by Green’s second integral theorem

Jw ou
u——w— |ds = (uAw — wAu) dx,
aD av av D

for u € H?(D) we define the trace ou € H~'/>(3 D) via the duality pairing
(UM, ¢>H—]/2(6D),H'/2(8D) = / (MAU) — U)AM) d.x, (1023)
D

where ¢ € H'2(dD) and w € H?*(D) are such that w = 0 and d,w = ¢ on
dD. Clearly, the right-hand side of (10.23) has the same value for all w € H?(D)
with boundary traces w = 0 and d,w = ¢ on dD. For the uniquely determined
biharmonic function w € HZ(D) satisfying w = 0 and d,w = ¢ on 9D the well-
posedness of the biharmonic Dirichlet problem (see [64]) implies that

||w||H2(D) = C||‘P||Hl/2(3p)

with some positive constant ¢ independent of ¢. Consequently we can estimate

|(U’4a (P)H—l/2(ap),H1/2(3D)| = C||“”L2A(D)”¢”H‘/2(D) (10.24)
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for all ¢ € HY/2(3D) and some positive constant C. Thus for each u € H?(D) by
(10.23) we have defined a bounded linear functional o« on H'/%(d D) such that

lowllg-1r@p) = Cllul 2 p), (10.25)

that means o : H2(D) — H~'/2(3 D) is a bounded linear operator with respect to
the norm || - || L2,(D)" By denseness we can extend o as a bounded linear operator

o : L4 (D) — H~Y2(3D). For the trace ou of u € L (D) we will write u on 3D
orulyp.

Analogously, for u € LZA(D) the normal derivative trace tu € H3/2(3D) is
defined by the duality pairing

(tu, @) y-3120p), H32 (D) = —/ uAw — wAu) dx, (10.26)
D

where ¢ € H3/2(8D) and w € HZ(D) are such that w = ¢ and d,w = O on aD.
Then we also have

lzull g-3209py < C”“”L2A(D) (10.27)

for some positive constant C. For the normal derivative trace ou of u € LZA(D) we
oL Ou
will write 3 or dyu.

We note that by the denseness of H>(D) in LZA(D) the estimates (10.25) and
(10.27) imply that Green’s integral theorem and Green’s representation theorem
remain valid for solutions to the Helmholtz equation in LZA(D).

From Sect. 3.1 we recall the single- and double-layer operators

(Ske)(x) := 2/30 Pr(x, y)o(y) ds(y)

and

0D ,
(Ke)(x) = 2 /8 ] %y)” o() ds(y)

and the corresponding normal derivative operators

0P (x,y)

(Kpp)(x) := ZfaD “va) p(y)ds(y)

and

. d 0Dr(x,y)
(Trp)(x) :=2 v ) /aD () p(y)ds(y)
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for x € dD. Here, we indicated the dependence of the fundamental solution and
the operators on the wave number by the subscript k. By the following theorem the
mapping properties of single- and double-layer potentials from Corollary 3.8 are
extended to densities in H ™3/ 2(8 D) and H-V2(3 D), respectively. (Note that the
boundedness in H! (IR3 \ D) has to be understood as in Corollary 3.8.)

loc

Theorem 10.12 The single-layer potential defines bounded linear operators from
H732D) into L2A (D) and into LQA’lOC (R3\ D). The double-layer potential defines

bounded linear operators from H~'/2(d D) into L (D) and into L% o (R? \ D).

Proof Following parts of the proof of Corollary 3.8, let u be the single-layer
potential with density ¢ € C%¥(3D) and V the volume potential operator
introduced in Theorem 8.2. Interchanging orders of integration we have

(u, M)LZ(D) = (90, W)L2(3D)

and estimating with the aid of the trace theorem and the mapping property of
Theorem 8.2 for the volume potential yields

2 5=
lullz2py < ctllllu-32@p) IV il p2py < c2l@llg-320p) 11l L2p)

for some positive constant c¢; and c;. Using the denseness of C*%(3D) in
H~3/2(3D), this implies that the mapping ¢ — u is bounded from H~3/2(3 D)
into LZ(D). Since in the distributional sense we have Au + k*u = 0 in D, we have
the boundedness of ¢ +— u from H ~3/2(3 D) into LZA(D). The proof carries over
to the exterior domain IR® \ D by considering the product x u for some smooth cut-
off function x with compact support. The case of the double-layer potential v with
density ¢ is dealt with using

3
(W, V)p2p) = (‘0’ FI 6)
1L2(3D)

which again is obtained by interchanging orders of integration. O

Analogously to Corollary 3.7 we have the following mapping properties of the
boundary integral operators.

Corollary 10.13 The operators
Sy : H3/2(0D) — H Y2 D),
K, :H3?@D) — H3/?@D),
Ky : H'2(3D) - H'2(3D),

Ty : H'/2(3D) — H3/2(3D)

are well defined and bounded.
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Proof For the single-layer potential u with density ¢ € C%%(dD) from the trace
inequality (10.25) and Theorem 10.12 we have that

2[Skellg-120p) = lvullg-120p) = Cl”’fi”LZA(D) =< Ca2llellg-312¢3p)
for some constants Ci, C, > 0. From this the statement on S; follows from the
denseness of of C%%(3 D) in H~3/2(d D). For the normal derivative, in view of the

jump relations, using the trace estimate (10.27) and Theorem 10.12 we can estimate

ouy  Jou_
av + av

1Kol p-3pp) = H = Cillullz2 (py = C2ll@llu-312p)

H=3/2(3D)

for ¢ € CY%%(3 D) and some constants Cj, C, > 0. From this the statement on K ,’(
follows. The proof for the operators Ky and 7} is analogous and left to the reader.
0

Using the ideas of this proof one can also extend the jump relations for the single-
and double-layer potential to densities in H~3/>(3 D) and H~'/2(3 D), respectively.
For convenience we introduce the wave number for the refracting case by

ky, = +/nk.

Motivated by the direct boundary integral equation approach for the classical
transmission problem (see Sect. 3.3), Cossonniere and Haddar [129] combined the
Calder6n projectors for the wave numbers k and k,, in the domain D. Analogous to
Theorem 3.14 for solutions v to the Helmholtz equation in D we have that

v —Ki Sy v
= . (10.28)
v T K}, v

which is valid for solutions to the Helmholtz equation in LZA (D) since, as mentioned
above, Green’s representation theorem remains valid. We now combine (10.28) with
the corresponding equation for w to observe that if k is a transmission eigenvalue,
then the operator A(k) defined by

—Ki + Ky, Sk — Sk,
Ak) :=
—Tr + Ty, Klé —K]/Cn

has a nontrivial nullspace in H —12(3D) x H=3/2(3D), that is, the transmission
eigenvalue k is an eigenvalue of A (k).

The main result of Cossonniere and Haddar [129] for this two-by-two system of
boundary integral equations now can be stated as the following theorem.
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Theorem 10.14 The operator
(k> = lka|HAGK) : HY20D) x H3/2(0D) - H'*(3D) x H*(9D)

is coercive and the operator

2 —k2
A(k)+WA(i|k|) - H '20D)x H3/?(0D) — H'?(0D) x H/?*(D)
- n

is compact.

The main tools for its proof are Green’s integral theorem for the coercivity
and an elaborate analysis of the mapping properties of the difference of the
boundary integral operators for k and k,. In particular, this result implies that the
analytic Fredholm theory can be used to reestablish the discreteness of transmission
eigenvalues for this particular case of a constant refractive index n in D.

As for the classical transmission problem as discussed in Sect. 3.3, one can also
try to base the transmission eigenvalue problem on only one integral equation via the
Dirichlet-to-Neumann operator for the domain D. This idea was pursued by Cakoni
and Kress [69]. Assuming that k and k;, are not Dirichlet eigenvalues of —A in the
domain D, we have that k is a transmission eigenvalue if and only if the nullspace of
the operator Ay —Ay, given by the difference of the Dirichlet-to-Neumann operators
for the wave numbers k and k,, is nontrivial. To avoid the annoying restriction on
the wave numbers instead of using the Dirichlet-to-Neumann operator, Cakoni and
Kress [69] originally worked with the Robin-to-Neumann operator defined by the
Leontovich impedance condition (3.43). However, later on it was discovered and
presented in [270] that the related analysis can be simplified by replacing (3.43)
by a nonlocal impedance condition. For this, taking into account that we require
LZA(D) solutions in the analysis of the transmission eigenvalues, we redefine the
Robin-to-Neumann operator by

Ry : H'2(D) — H3/>(3D)

as the mapping taking f € H~'/2(dD) into the normal derivative Ry f = d,u of
the unique solution u € LZA (D) of Au+k*u = 0 satisfying the nonlocal impedance
boundary condition

u+ipP? g—z =f ondD. (10.29)
Here P is a positive definite pseudo-differential operator of order —1. The first task
is to establish the well-posedness of this boundary value problem in the required
space LQA(D).

One of our main tools in the subsequent analysis is the following regularity result
for the Poisson equation. To avoid tedious adjustments of the regularity assumptions
on dD related to the order of the respective Sobolev trace spaces for each of the
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following statements, for the remainder of this section we assume that 3D is C*°
smooth.

Lemma 10.15 Let F € H™(D) and g € H™3/2(d D). Then the unique solution
v € LZA(D) of Av = F in D and v = g on 3D belongs to H™"Y2(D) and
the mapping taking (F, g) into v is bounded from H™(D) x H™13/2(3D) into
H"™2(D) form =0,1,...

Proof By Theorem 1.3 in [405, Vol. I, p. 356]) the unique solution v € HO1 (D) of
Av = F for F € H™(D) belongs to H”2(D) and the mapping taking F into v is
bounded from H™ (D) into H™1t2(D) form =0, 1, .. ..

First we show that this result can be extended to solutions v € LZA (D) that vanish
on 3D in the sense of the H~/2(d D) trace. For this we observe from the definition
(10.23) that for any harmonic function v € LzA(D) with vanishing trace on the
boundary 3D we have that [, vAwdx = 0 for allw € H*(D) with w = 0 on dD.
Inserting the solution w € H(} (D) of Aw = v which by the above automatically
belongs to H2(D) yields v = 0 in D. For a solution v € LQA(D) of Av = F for
F € L?(D) with vanishing H~!/2(3 D) trace on 3 D we denote by ¥ the solution of
Av = Fin HOl (D) and apply the just established uniqueness result for the difference
v — v toobtainthatv = v € HO1 (D).

The statement of the lemma now follows from the observation that the unique
solution w € H!(D) of the Laplace equation Aw = 0 satisfying w = g on 3D for
g € H™3/2(3D) is in H™+%(D) and that the mapping taking g into w is bounded
from H™*3/2(3 D) into H™+2(D). This can be established by solving the Dirichlet
problem by a double-layer potential approach with density ¢ € H”3/2(3 D) which
leads to the integral equation ¢ — Kop = —2g of the second kind with the double-
layer integral operator K in the potential theoretic limit k& = 0. For its solution one
makes use of the fact that the double-layer potential is bounded from H”*3/2(3 D)
into H™12(D) and that K is bounded from H™3/2(3 D) into H™*>/2(3 D) which
can be shown analogously to Corollaries 3.7 and 3.8 (see [234]). O

Now we establish uniqueness for a solution u € LZA(D) to (10.29). From f =0
and the assumption on P to be a pseudo-differential operator of order —1 we
observe that u has boundary trace in H3/?(9 D). Hence by Lemma 10.15 we have
u € H*(D) and can apply Green’s integral theorem to « and i to obtain

- Su i
f (kz|u|2 - |gradu|2) dx :i[ p3_u —udS.
b ap O0v AV

Taking the imaginary part and using our assumption on P to be positive definite
yield that

p32 ot

—2RekImk [ull2(p) =' v

L2(3D)

whence u = 0 in D follows for all £ # 0 with nonnegative real and imaginary part.
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In order to represent the Robin-to-Neumann operator we introduce the single-
layer potential Sy defined by

(Sky) (x) = 2f Y (NPr(x, y)ds(y), xeR3\ID.

aD

From Theorem 10.12 and Corollary 10.13 we know that Sy : H32OD) —
L2(D), its restriction Sy : H3/2(dD) — H~'/2(3D) and the normal derivative
operator K,Q : H32(D) — H’3/2(8D) all are bounded. As pointed out after
Corollary 10.13 the jump relations for the single-layer potential can be extended
to the case of H 3/2(3 D) densities. Further, if k is not a Dirichlet eigenvalue of
—A for D, then proceeding as in the proof of Theorem 5.18 it can be shown that
Sy : HY2(3D) — H3/2(3D) has a bounded inverse. For this we need to use the
boundedness of K} : H'2(3D) — H3*(3D) which can be shown analogously to
Corollary 3.7 (see [234]). From the boundedness of Sk_l - H32(3D) — H'2(3D)
by duality it then can be seen that Sy : H3/2(dD) — H~'/2(dD) also has a
bounded inverse if & is not a Dirichlet eigenvalue of —A for D. The latter property
will play a fundamental role in the following existence proof for the impedance
problem (10.29).

The single-layer potential Siyr solves (10.29) provided the density ¥ €
H73/2(3 D) satisfies the equation

Ay =2f (10.30)
where
Ap = S +iP3(I + K)). (10.31)

For v in the nullspace of A; from uniqueness for the interior problem (10.29) in
D we deduce that Sxyy = 0 in D. Then by the jump relation for the single-layer
potential and Lemma 10.15, applied in a truncation of the exterior domain, we have
that Sgyr € HI%JC(]R3 \ D) is a solution of the homogeneous exterior Dirichlet
problem. Therefore Sy = 0 in IR? and the jump relations imply that ¥ = 0,
i.e., Ax has a trivial nullspace in H~3/2(3 D) for all k # 0 with nonnegative real
and imaginary part. After picking a wave number ko such that kg is not a Dirichlet
eigenvalue for —A in D we write Ay = S, + By where

By =Sy — S, + i P31 + K)).

Then Sk, : H732@D) — H~Y2(3D) has a bounded inverse and By

H3%203D) - H Y2@D) is compact since the difference Sy — S, is bounded
from H3/2(3D) into HY/2(3 D) (see the proof of Theorem 5.18) and P3(I + K})
is bounded from H~3/2(3D) into H3%(dD) because of our assumption on P.
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Therefore, by the Riesz theory Ay : H732(D) — H~Y2(3D) has a bounded
inverse and we can write

Re = (I + KpAL. (10.32)

Hence, we finally can state that k£ is a transmission eigenvalue if and only if the
operator

M(k) := Ry — Ry, (10.33)

has a nontrivial nullspace in H “125 D).
We note that if for positive « we define

Ay =S + P21+ K}, (10.34)

then analogous to the above it can be shown that EK cH32(D) - H Y23 D)is
an isomorphism and R, = (I+K K)AK_1 represents the Robin-to-Neumann operator
for Au — k*u = 0 in D with boundary condition

30u _
ut P =f ondD (10.35)
v

for a given f € H~Y2(3D). Setting k, := /n«k, we also have that ik is a
transmission eigenvalue if and only if the operator

M) = R, — R,, (10.36)

has a nontrivial nullspace in H - 2(8 D).
We now want to show that

Mk) = (I + KDA = I+ K )AL HV2@D) — H'/(9D)

is a Fredholm operator of index zero. Our analysis is based on the properties of the
difference of the single-layer potentials

ui=SiA e — Sk ALle (10.37)

for ¢ € H~'/2(3 D) for which we expect M (k) = d,u. We collect these properties
in the following lemma.

Lemma 10.16 For ¢ € H-123D) define u by (10.37). Then we have that u €
H2(D) and Au € LZA(D) with the mappings ¢ +— u bounded from H=12(3D)
into H*(D) and @ — Au bounded from H=Y2 D) into LzA(D) such that

”Au”LZA(D) =< C||M||L2A(D) (10.38)
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for some positive constant c independent of ¢. Further we have the differential
equation

(A+KE)(A+kHu=0 inD (10.39)

and the boundary conditions

9 9A
u+ip 3—“ =0 and Au+iP38—u — (2 —K)¢ ondD.  (10.40)
vV v

Proof From
Au= KPS A 0 + ki Si, AL e (10.41)

we observe that u is in L2 (D) with the mapping ¢ — u bounded from H~'/2(3 D)
into LZA (D). The differential equation (10.39) is obvious and via

2 2 212
AAu = —(k“ + k) Au — k“k,u

it implies that Au in L% (D) with the estimate (10.38) and that the mapping ¢ — Au
is bounded from H~1/2(3 D) into LzA (D). Furthermore, in view of (10.31), we have

_ : ol _ : _
[SkA ' ¢llap +iP? oo SeAL Yo =[S +iPI+KDIA o =9, (10.42)

Subtracting from this the corresponding equation for the wave number k,, the first of
the boundary conditions (10.40) follows. Multiplying (10.42) by k? and subtracting
the corresponding equation for the wave number k;, in view of (10.41) we obtain the
second of the boundary conditions (10.40).

Since ¢ > u is bounded from H~1/2(3 D) into LZA(D) we have that ¢ — d,u
is bounded from H~1/2(3 D) to H3/2(d D) and our assumption on the operator P
ensures that the mapping ¢ — P33, u is bounded from H /23 D) into H3*(d D).
Now the first boundary condition in (10.40) and Lemma 10.15 for m = 0 imply that
@ +— u is bounded from H~/2(3 D) into H3(D). m|

Analogously, for « > 0 the statement of Lemma 10.16 carries over to
vi=SiA g — Sik, A lg (10.43)
with (10.39) and (10.40) replaced by
(A—kH(A—kHv=0 inD (10.44)
and

d A
v+ P 8_” —0 and Av+ PP a_” — (2 — x>y ondD. (10.45)
V 1%
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Corollary 10.17 The linear operators M (k), M(K) : HY2(3D) - HY%*D)
are bounded.

Proof The statement is obtained by taking the normal traces of the mappings ¢ + u
and ¢ — v. O

Theorem 10.18 Let x > 0. Then
(k? —kHM(k): H-'*(aD) — H'*(3D)

is coercive.

Proof Forv e H 2(D) with Av € LZA(D), using Green’s integral theorem, we can
transform

/ D(A — k) (A = kv dx
D

—fD[|Av|2+(KZ+x,$)|gradv|2+x2,<3|v|2]dx
(10.46)
=/(MAU—A5AU)dx—(K2+K3)/ (VAv + | gradv)?) dx
D D

0A ov 0
:/ E—U—Av—v ds—(/cz—}—/c,%)/ ﬁ—vds
aD av av aD av

where the integrals over d D containing Av and 9, Av are to be understood in the
sense of the dualities (10.23) and (10.26). In this expression the second domain
integral is equivalent to the || - || z2 norm as can be seen with the aid of Green’s
representation formula, that is,

fD [|Av|2 + (k2 + k2)| grad v)? +K2K,%|v|2] dx = el (10.47)

for all v € H%(D) and some constant ¢ > 0.
Now, for ¢ € H=1/2(3D) we consider v as defined by (10.43). From the
boundary conditions (10.45) and the self-adjointness of P we observe that

0A Jav v
/ (5 oav Av _v> ds = —(/<2 — Kr%) 0] iy ds. (10.48)
9D op OV

Then (10.44), (10.45), (10.46), and (10.48) imply
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f [|Av| + (i + «2)| grad v]? + 2 |v|2]dx
D

ov dv
K)/ (p—ds (K +K2)/ P3U—U
v dv

Inserting 0,v = M (k) and using the positive definiteness of P and the estimate
(10.47) we obtain

«* — k) /3 phl)gds = € 0], (10.49)
D

for some constant ¢ > 0 independent of ¢. From the boundary condition (10.45),
the boundedness of P, the trace estimates (10.25) and (10.27), applied to Au, and
the estimate (10.38) we can conclude that

~ 2
=< C||AU||L2A(D) = CC”U”LZA(D) = c”U”Hz

2
”(p”H—l/Z(aD) (D)

for some positive constant c. Now, inserting this estimate into (10.49) finishes the
proof. O

Theorem 10.19 The operator

2 _ 12

WM(|k|) H~'2(D) - H'?*@®D)

M (k) +

is compact.

Proof For ¢ € H™Y2(3D) we consider u defined by (10.37) and v defined by
(10.43) for k = |k| and let

k> — k2

From (10.40) and (10.45) we can deduce the boundary conditions

oU o
U=-P = 4+0-i)P = (10.51)
av av
and
L AU 5 9 Au
AU = =P34+ (1= i) P’ (10.52)

on dD. (We note that the coefficient in the definition of U in (10.50) is chosen such
that we obtain (10.52).) Since by Lemma 10.16 the mappings ¢ — U and ¢ — u
are bounded from H~1/ 2(8D) into H 2(D), in view of our assumption on P, the
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right-hand side g; of (10.51) is in H7/2(3 D) with the mapping ¢ — g bounded
from H~'/2(3 D) into H"/>(3 D). Because by Lemma 10.16 the mappings ¢ — U
and ¢ — u also are bounded from H~/2(3 D) into LZA (D) the right-hand side g
of (10.52) is in H3/2(3 D) with the mapping ¢ +— g» bounded from H~ Y2 D)
into H3/2(3 D).

Furthermore, it is straightforward to check that

AAU = F(u, v),
where
2 _ kZ
F(u,v) i= —k*k2u — (k* + k) Au — W [|k|2|kn|2v — (Jk)* + Ikn|2)Av]
- n

belongs to L*(D) with the mapping ¢ — F bounded from H~/2(3 D) to L?(D).

Now, we can use Lemma 10.15 again. Applying it first for AU we obtain that
AU € H?*(D) with the mapping ¢ — AU bounded from H~'2(3D) into H*(D).
Applying the lemma then for U shows that U € H*(D) with the mapping ¢ >
U bounded from H~/2(3D) into H*(D). Therefore, the mapping ¢ +— 3,U is
bounded from H~'/2(3 D) into H>/?(d D). Now, in view of

U k> — k2~
— =Mk —" _M(k
av = MO+ g, M

the statement of the theorem follows from the compact embedding of H>/?(9D)
into H/2(3 D). O

Noting that M (k) is analytic in k since the kernels of Sy and K are analytic,
Theorems 10.18 and 10.19 imply the following final result. From this, in particular,
we can again reestablish the discreteness of the set of transmission eigenvalues
for the special case of a constant refractive index and the finite multiplicity of the
transmission eigenvalues.

Theorem 10.20 M (k) : H-'/2(dD) — H'Y2(3D) is a Fredholm operator with
index zero and analytic in {k € C : k #0 > 0 and Rek,Imk > 0}.

The characterization of transmission eigenvalues by the nonlinear eigenvalue
problem for M (k) can be used for actual numerical computations by a new algorithm
for solving nonlinear eigenvalue problems for large sized matrices A that are
analytic with respect to the eigenvalue parameter proposed by Beyn [31]. Since
we find this algorithm quite effective we take the opportunity to advertise it by a
brief description. To this end, let 29 C C be a simply connected bounded domain
and A : 29 — C™™ an analytic function with values in the space of complex
m x m matrices. Consider the nonlinear eigenvalue problem of finding the values k
for which A(k) has a nontrivial nullspace. Assume that A has only a finite number
£ & m of eigenvalues ki, ...k, in £2p (counted according to their multiplicity).
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Beyn’s approach uses Keldysh’s formula for the principle part of the resolvent
A~!(k) and Cauchy’s integral theorem to reduce the nonlinear eigenvalue problem
for the matrix A of size m to a linear eigenvalue problem of size €.

For this let £2 be a simply connected domain with 2 C £y with analytic
boundary curve containing the eigenvalues ki, ...ky of A. Then Beyn’s algorithm
is divided into three steps as follows:

Step 1 Choose a number p € IN and matrices B € C"*" and C € C"*?
at random. Then compute matrices Ag, A; € C"*? by evaluating the complex
integrals

1 1
Ag = — BA ' (k)Cdk and A, :=—./ k BA™'(k)C dk
2wi Jyo 2wi Jao
(10.53)

numerically by the composite trapezoidal rule (after parameterizing the boundary
curve 9052). For the integrals in (10.53) we assume counterclockwise orientation
of 952 (although the orientation does not matter for the algorithm). Note that for
the analytic periodic integrands the composite trapezoidal rule has an exponential
convergence rate (see [268, Section 12.1]).

Step 2 Now perform a singular value decomposition

Ag=UXV*
with orthogonal matrices U € C™"*™ and V € CP*? and a diagonal matrix X €
C"™*? with nonnegative entries. With a sufficiently small real number tol, in a rank
test determine 1 < £ < p such that

GlZ"'ZO'Z>t01>0‘4+1%0%...%0-p

for the diagonal entries of X. If £ = p, then increase p and go back to Step 1.
Otherwise continue with Step 3.

Step 3 Compute the matrix A e txt by
A=UiAa Vo,

where the matrices Uy € C€"™*¢ and Vy € CP** are obtained from U and V by

deleting the last p — ¢ columns, respectively, and Xy = diag(o1, .. ., o¢). (Note that
U* and V* are the adjoint matrices of U and V.) Finally, Lhe eigenvalues ki, ..., kg

of A are obtained as the eigenvalues of the £ x £ matrix A.

Summarizing, the nonlinear eigenvalue problem for the m x m matrix A(k)
has been reduced to a linear eigenvalue problem for the £ x ¢ matrix A with ¢
considerably smaller than m. The main computational cost is setting up the matrix
A(k) and inverting it for N values k € 02 where N is the number of quadrature
points used in the trapezoidal rule for the integrals in (10.53).
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For the method to work, it is essential that the matrix Ao has rank £. If the £
eigenvectors of A and the corresponding ¢ eigenvectors of the transposed matrix A’
are linearly independent, it can be shown (see [31]) that the possibility of a rank
defect in Ap may be considered as non-generic because of the random choice of
the matrices B and C. In [31] it also shown how the degenerate case where the
eigenvectors of A and A’ are not linearly independent can be dealt with by using
higher order moments fa.@ k* BA’I(k)C dk,s =0,1,...,sq, for some sy € IN.

So far, in the literature, the majority of numerical methods for computing
transmission eigenvalues were based on finite element methods applied to the partial
differential equation formulation (see [219-221, 401]). Beyn’s algorithm was first
used for the computation of transmission eigenvalues by Kleefeld [252] using the
two-by-two integral equation system of Cossonniere and Haddar [129] described
above. Cakoni and Kress [69] also used Beyn’s algorithm for actual computations
based on their boundary integral equation formulation. Taking up their examples we
conclude this section with numerical computations using our modification with the
nonlocal impedance condition. We note that the above theory remains valid in two
dimensions. Further we note that as an immediate consequence of their definition
the transmission eigenvalues k(n) and k(1/n) for constant refractive index n and
1/n, respectively, are related by

k (%) = Jnk(n).

Therefore we only present examples with n > 1.

For our first example we choose as boundary of the domain D an ellipse with
major axis @ = 1 and various choices for the minor axis b. For our second
example a kite-shaped boundary curve dD as illustrated in Fig. 3.1 is chosen with
the parametric representation

x(t) = (cost +0.65cos2t — 0.65, 1.5sint), 0<t <2m.

For the contour integrals in (10.53) we used ellipses
02 ={y +acost+ifsint : t € [0, 2]}

with positive parameters «, 8, and y. By the analytic Fredholm theory possible
wave numbers k where the operator Ay given by (10.31) is not invertible form at
most a discrete set in bounded domains. Therefore in view of Theorem 10.20 we
can choose the minor axis f of the ellipse small enough such that the operator
M (k) is analytic in £2 and Beyn’s algorithm can be applied. In our examples we
chose « = 0.7 and B = 0.2 and let y € IN move between 1 and 18. We used
N = 64 quadrature points for the composite trapezoidal rule for the two integrals
in (10.53) and 128 quadrature points for the approximation of the boundary integral
operators. For the latter we employed the approximations described in Sect. 3.6. As
an indication for the accuracy of the algorithm we observed that at the computed
approximations for the transmission eigenvalues k the condition number of the
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operator M (k) was always larger than 10'4. Furthermore, we found that when we
doubled the quadrature points for the operator approximation from 128 to 256 at
least the first five decimals in the computed transmission eigenvalues did not change.
The numerical results are shown in Table 10.1 for the ellipse and Table 10.2 for the

kite-shaped domain.

For the positive definite pseudo-differential operator included in the nonlocal
impedance condition (10.29) we defined P after parameterization of the integral

operators as the operator that takes f € L?[0, 2] with Fourier expansion

into

Table 10.1 Interior transmission eigenvalues for ellipse with major axisa = 1

n=2

b=1

7.37512
7.39666
7.39666
7.98435
7.98435
8.02926
8.02926
8.21647
8.21647
8.67540

b=2/3
7.92834
8.33477
9.16432
9.41316
10.03298
10.08226
10.43818
10.64717
10.81027
11.27248

fo= > ame™

b=1/3

11.41028
11.45253
15.06928
15.07576
16.22182
16.37583
17.86378
17.90516
18.53009
18.57564

m=—0oQ

o]

(PHOY= Y e

am

m

m=—0oQ

n=4

b=1

2.90260
2.90260
3.38419
3.41205
3.41205
3.97647
3.97647
4.54698
4.54698
5.11604

imt

3

b=2/3
3.46854
3.76061
4.11221
4.42348
4.90307
5.02532
5.28207
5.49159
5.54822
6.14039

Table 10.2 Interior transmission eigenvalues for kite-shaped domain

n=2

5.92167
6.01771
6.27238
6.33871
6.90174
7.00380
7.41123
7.49400
7.69067
7.89142

n=3

3.56971
3.63830
3.91346
3.92733
4.16642
4.48945
4.64169
5.11930
5.15893
5.69419

n=4

2.64486
2.75654
2.87873
3.15861
3.33391
3.72617
3.82202
4.24219
4.28350
4.56180

b=1/3
5.98206
6.00099
7.57770
7.68365
8.02070
8.09159
8.66751
8.94087
9.38268
9.50461
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where Y9 = 1 and y,,, = |m| for m # 0. It resembles the logarithmic integral in
(3.116) and can be approximated analogously.

Comparing the computational costs for Beyn’s algorithm as applied to Cosson-
niere and Haddar’s two-by-two system it can be shown that the approach by Cakoni
and Kress reduces the costs by about 50 % (see [69]).

For an extension of this approach to the Maxwell equations including numerical
results for transmission eigenvalues in three dimensions we refer the reader to [66].

10.3 Complex Transmission Eigenvalues for Spherically
Stratified Media

Since the basic results of Cakoni, Gintides, and Haddar [62] discussed in Sect. 10.1,
there have appeared numerous results on the spectral theory of the transmission
eigenvalue problem and we mention in particular Faierman [140], Lakshtanov
and Vainberg [285-288], Petrov and Vodev [347], Pham and Stefanov [348],
Robbiano [377, 378], and Vodev [415, 416]. However, most of these results are
beyond the introductory level that we have aimed for in this book. Furthermore,
the basic question of the existence of complex transmission eigenvalues remains
open for the general case of a non-spherically stratified medium. Hence in this
section we will focus on the special case of a spherically stratified medium and
establish conditions for which complex transmission eigenvalues exist. The topic
of transmission eigenvalues for a spherically stratified medium has already been
considered in Sects. 8.4 and 9.4 and we shall restrict our attention to the acoustic
case considered in Sect. 8.4.

It was shown in Sect. 8.4 that in the case of a spherically stratified medium
with spherically stratified eigenfunctions that k£ (which now may be complex) is
a transmission eigenvalue if and only if the determinant in (8.40) vanishes. To
simplify notation, we set the radius a of the support of the spherically stratified
inhomogeneous medium to be a = 1 and simplify the determinant in (8.40) by
using

. sint
Jo@) = e

to arrive at the result that k is a transmission eigenvalue for a spherically stratified
medium with spherically stratified eigenfunction provided there exists a nontrivial
solution to the eigenvalue problem
" 2
Y'+knr)y=0, 0<r<l,
vV + k=0, 0<r<]l, (10.54)

y() =v(), Y1) =v'(1)
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where v and y are normalized such that y(0) = v(0) = 0 and y'(0) = v'(0) = 1.
This in turn is true if and only if

sin k
y(1) T

d := det =0. (10.55)
y'(1) cosk

Unless otherwise stated, we will always assume thatn € C 2[0, 1] and that » is real
valued. We will also always assume that n is not identically equal to one (since in
this case d (k) is identically zero) and that n(r) > O for0 <r < 1.

We begin with the special case with n(r) = n(z) where ng is a constant. Then if
ng = 1/2 we have that [5]

d = —sin” =
k 2

and hence there exist an infinite number of real eigenvalues and no complex
eigenvalues. On the other hand, if n(r) = 4/9 we have that [5]

1 2k k
d=—{34+2cos — ) sin’ -,
k 3 2

i.e., here we have an infinite number of both real and complex eigenvalues. These
examples are special cases of the following theorem [302].

Theorem 10.21 Let n(r) = n% where ng is a positive constant not equal to
one. Then if no is an integer or the reciprocal of an integer, all the transmission
eigenvalues are real. If ng is not an integer or the reciprocal of an integer, then there
are infinitely many real and infinitely many complex transmission eigenvalues.

We now consider the case when »n is no longer a constant. In this case, following
the analysis of Sect. 8.4, we have that [302]

1 1
d= % <B sin 8k cosk — C cos 8k sink) + 0 (k_z) , k— o0, (10.56)

where k tends to infinity along the real axis,

T mOaanY4 T T \n()

and

1
§ = / Jn(r)dr. (10.57)
0
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We will always assume that § # 1. If § is a rational number then the first term in
(10.56) is periodic taking both positive and negative values and hence there exist an
infinite number of real transmission eigenvalues. On the other hand, if § is irrational,
then the first term is almost-periodic since periodic functions are almost-periodic
and almost periodic functions form an algebra. In addition this first term takes both
positive and negative values. We can thus again conclude that there exist an infinite
number of real transmission eigenvalues.

We will now assume that n(1) # 1 and show that under appropriate conditions
there exist infinitely many complex transmission eigenvalues. The case where
n(l) = 1 requires different techniques and will be presented later on in this
section. We first consider the case when § is a rational number greater than one, i.e.,
8 = ¢/m > 1. From (10.56), after dilating k, the search for complex eigenvalues
leads us to look for the zeros of the trigonometric polynomial

T (k) := B sinfk cosmk — C cos £k sin mk. (10.58)

The substitution z = ¥ into (10.58) yields the rational function

R(z) ;= B (ZE—&-m + Zl—m _ Zm—l _ Z—m—ﬁ)_c (Z€+m + Zm—ﬁ _ Zli—m _ Z—K—m
(10.59)

where, since n(1) # 1, we have that B # C. Multiplying (10.59) by z**" and
rearranging the terms leads us to

B+C B+C
2042m 2w 2m
te3_c¢ "B_c*

p2) =z -1 (10.60)

It is easily verified that p(z) is self-inversive, i.e.,

1
ZZZ-'FZmP (E) — _p(z)

The following theorem will play a central role in what follows [367, p. 378].

Theorem 10.22 Let p(z) be a self-inversive polynomial. Then all the zeros of p(z)
lie on the unit circle if and only if all the zeros of p'(2) lie in |z < 1.

For our p(z) defined in (10.60) we have

B+C B+C
2p'(2) = (2 + 2m)Z* P + 24 SHC a5, 2TC om

(10.61)
B—C B-C

By changing z to 1/z, we have
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where
q@) :=C+m+ LA —mAZ*
with

_B+C  1+./n(D)
T B—C 1—n(D)

On the unit circle |z] = 1 we have that

A

lg(2) — CAZ"" | = 1€+ m —mAZ*| < 4+ m+m|A| < £|A| = £|AZ*"|
if

§+1
|A| > % . (10.62)

Hence, by Rouche’s theorem, g (z) has 2m zeros inside the unit disc and thus p’(z)
has 2m zeros outside the unit disc. By Theorem 10.22 we have that p(z) has zeros
outside the unit circle. But for a polynomial with leading coefficient one, its constant
term is equal to the product of all its zeros. We can now conclude that p(z) has zeros
inside the unit circle.

When the self-inversive polynomial p(z) has zeros outside the unit circle, then
the zeros inside the unit circle have a positive distance from the origin. If the
zeros inside the unit circle are rie'®, ... re'®, then each of the zeros rje'%
corresponds to the complex zeros 6; + 2twr —ilnrj,t = 1,2,--- of T(k). Since
0 <r; <1, all of these zeros lie in the upper half plane and stay inside the strip
Imk| < max;—,. s |Inr;|. Now let z; be a zero of p(z) lying inside the unit circle
and surround it by a small circle C}, lying in |z| < 1 which isolates z; from the
other zeros of p(z). For z € Cj, |p(z)| > c¢; for some positive constant ¢;. Under
the transformation z = ¢'¥ the circle C j corresponds to a periodic array of closed
Jordan curves surrounding each of the corresponding zeros of 7' (k) in the upper
half-plane and for k on these curves T (k)| > d; for some positive constant d;.
From the asymptotic formula (10.56), we conclude that for d = d (k) we have that

kd(k) = T(k) + O (%)

for k large. Hence the inequality

lkd (k) — T (k)| < |T (k)]
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is valid for k being sufficiently large and lying on these closed Jordan curves
surrounding each complex zero of T (k). It follows from Rouche’s theorem that d (k)
has a complex zero inside each of these Jordan curves when £ is sufficiently large.

We note that this result remains valid when § is a rational number less than one
provided

1456
A —_— . 10.63
Al > (10.63)
We now outline how the above results can be extended to the case when § is
irrational. We first note that the equation B sindkcosk — Bcosdksink = 0 is
equivalent to (B — C) sin(d + 1)k 4+ (B — C) sin(§ — 1)k = 0. Hence the following
Lemma achieves the desired result [302].

Lemma 10.23 Let A be a real parameter. For an irrational o« > 1 the almost
periodic function g(x) := sinax — Asinx has an infinite number of zeros when
|A] > a.

Proof We first assume that A > 0. Let i denote a local maximum of

sin ax

R(x) := (10.64)

sinx
Then at any critical point x we have

sin ax o COS XX

sin x COS X

2 2

and hence 2 sinx = sin? ax and 2 cos® x = a? cos ax which implies that 4> <
o2 since « > 1. Furthermore, a local positive maximum of y = R(x) occurs inside
an infinite number of intervals of the form (k;m, (k;+1)7) where k; is a sequence of
integers. Hence in each of these intervals u < «, i.e., the graph y = R(x) is below
the horizontal line y = A near a local (positive) maximum at a positive maximum
point xq in each of these intervals.

Now lower the line y = A to y = A’ until it touches the graph y = R(x). The

equation
y(x) :=sinax — A'sinx =0

has a real double root at the maximum point xo, i.e., y (xg) = ¥ (xg) = 0. If this
root had higher order, then we would have
sinax — A’sinx = 0,
acosax — A’ cosx =0,

a?sinax — A’ sinx = 0,

which is impossible since this system of three equations is not solvable.
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We now move the line y = A’ a bit higher to y = b, i.e., the graph y = R(x)
lies lower than y = b locally. Since the roots of g(x) depend analytically on A, the
double root at xo has to split into a conjugate pair of complex roots lying inside the
vertical strip kjm < Rez < (kj + 1)r. As b moves further up to A the pair of roots
cannot go down to the real axis since R(x) < b locally.

This pair of complex roots satisfy sin ¢z — b sin z = 0 and stay inside the vertical
strip unless they hit one of the vertical boundaries, say Rez = kjm, at z = k;m +it,
t > 0. Then

v(z) = sina(k;jm +it)) — bsin(k;mw + it)

= sinak;mw cosht +icosak;m sinht —ibcosk;msinht =0,

which implies sinakjm = 0 which is not possible for « irrational. We thus have a
pair of complex roots for g(x) = 0 in each interval (k i, (kj + 1)7'[).

If A < 0 we argue as above but now consider local negative minima which occur
in another sequence of intervals of the form (k jm, (kj + l)n). o

We now have the following theorem [302] and corollary [108].

Theorem 10.24 Assume that n(1) # 1 and either that § > 1 and (10.62) is
valid or § < 1 and (10.63) is valid. Then the eigenvalue problem (10.54) has an
infinite number of real and an infinite number of complex eigenvalues. All of these
eigenvalues lie in a strip parallel to the real axis.

We note that Vodev [415] has shown for the general case where the index of
refraction n may not be spherically stratified and does not equal one on the (smooth)
boundary of the support of 1 — n then, if complex transmission eigenvalues exist,
they must all be in a strip parallel to the real axis. This result plays a central role in
the development of the linear sampling method in the time domain [70, 157].

Corollary 10.25 Assume that either 1 < /n(1) < 8 or§ < +/n(1) < 1. Then there
exist infinitely many real and infinitely many complex transmission eigenvalues to
(10.54).

Proof By Theorem 10.24, if § > 1 there exists an infinite number of complex
transmission eigenvalues if

1+ /n(1 s+1
' +yn)) o+ (10.65)
1 —+/n(1) §—1
and this is also true if § < 1 provided
1+ /n(l s+1
‘ +vn@) + (10.66)

I—Jah| 1-s"
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We now note that for x > 1 we have

d (x+1 2 0
- = — <
dx \x —1 (x =12

and for x < 1 we have

d (x+1 2
— = < 0.
dx \1—x (x —1)2

Hence if 1 < +/n(1) < dorl > 4/n(l1) > § we know that (10.65) or (10.66) is
valid, respectively, and the corollary follows since in either case there are always an
infinite number of real transmission eigenvalues. O

We note that in view of Theorem 10.21 for n(r) = constant the result of
Corollary 10.25 is sharp in the sense that if n(1) # 1 is the square of an integer
or the square of the reciprocal of an integer, then § = 4/n(1) and there are no
complex transmission eigenvalues.

We now turn our attention to the case when n(1) = 1 and establish conditions
under which the transmission eigenvalue problem (10.54) has complex eigenvalues.
We recall that by using the asymptotic expansion (10.56) the existence of real
transmission eigenvalues is always assured. To examine transmission eigenvalues
in the case when n(1) = 1, we will need to obtain an explicit representation of the
values of y(1) and y’(1) in terms of the coefficient n(r) appearing in the differential
equation y” + k%n(r)y = 0 satisfied by y(r). To this end, following Sect. 8.4, we
use the Liouville transformation

a=£¢mm@,aa:mmwwm

to arrive at
"+ [k* = pE)]z =0, (1067
200)=0, Z/(0) = [2(0)] /4, '
where
/7 / 2
p) = 4n " __ Sl (10.68)

[n(MH? 16l

The solution of (10.67) can be represented in the form [238]

1 sinkg €. sinkt 5
z@y-aﬁﬁﬁ[—7—+ﬁ €0 }
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for 0 < & < § with § defined by (10.57) and K is the unique solution of the Goursat
problem

Kee — Ky —p(§)K =0, O0<t<§ <3,

K(E.0)=0, 0<£&<5, (10.69)

1 ré
K<s,s>=§/0 p(s)ds, 0<& <5,

Provided p € C'[0, 8, i.e.,n € C3[0, 8], it is shown in [238] that K € C%(Ap) can
be solved by the method of successive approximations where

Aozz{(s,z)elR2:0<t<g<a}.

We will henceforth assume that n € C3[0, §].
Under our assumptions on n, we have that

§
z(8) = sink8+/ K (8, t)sinkt dti|
0

1
[n(0)]'/4k [

7(6) =

1 . s .
[7(0)]/%k [kCOSk3 + K (8, 6) sink§ +/0 K& (8, 1) sinkt dt

(10.70)

and note that z(¢) and z/(§) are both entire functions of exponential type § as a
function of k. Since z(§) = [n(r)]"/*y(r) and n(1) = 1 we have that y(1) = z(8)
and y'(1) = Z/(8) — 1 n’(1)y(1) and hence

/ 1 ]
dk) = |:cosk + n4(k) Sinki| z(8) — % 7(8).

Integrating by parts in the expression for z(5) in (10.70) gives

2 8 kt
[sinka —K(@.5) COZ + / K, (5.1) Coi dt}
0

1
O Lo

and hence from (10.70) and z(£) = [n(r)]"/*y(r) we have that

. coské 8 cos kt
sinkd—K (8, §) . +[| K;(5,1) X dt
0

cosk N n'(1)sink
[(n(0)]V/4k ~ 4[n(0)]'/4k2

d(k) =[

SInk 1 cosks + K (3 5)s'nk5+/81<(3 LU
- ,8) si , .
[n(0)]'/*k o k
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Setting D (k) := [n (0)]Y/4d (k) we now arrive at the formula

D(k) = cosksinkd — sink coskd + H (k) (10.71)
where
n'(1) sin k sin k& cos k cos ké
Hk) : = — K@, 8 ) R0 ks, 520
4 k
‘(a ink cos k8 k[
W s ) 0 S+ / K (8, 1) cos kt dr
0

sink (9 . n'(1)sink
- A Kg(S,l)Slnkldl+4—](2

8
/ K;(5,1)cosktdt.
k 0

(10.72)

Using this representation we will now show that if n'(1) = 0 and n”(1) # 0, then
there exist an infinite number of complex transmission eigenvalues, i.e., an infinite
number of complex zeros of d (k). We will then note that the same result holds using
a similar calculation if n’(1) # 0. However, in order to do this we must first collect
together a number of results from the theory of entire functions of exponential type.
Our first result is the celebrated Paley—Wiener theorem [432].

Theorem 10.26 (Paley—Wiener) The entire function f(z) is of exponential type
less than or equal to T and is square integrable on the real axis if and only if

f@) = f p(t)e'™ dt

-7
for some ¢ € L>(—1, 7). f(2) is of type T if 9(1) does not vanish in a neighborhood
of T or —1.

We say that an entire function belongs to the Paley—Wiener class if it has the
representation given in the Paley—Wiener theorem. A simple consequence of the
Paley—Wiener theorem is the following corollary.

Corollary 10.27 Suppose f(z) and g(z) are in Paley—Wiener class of types t and
o respectively. If o < 1, then the sum f(z) + g(2) is of type T.

For future reference we note that

/ Y (t)sinzt dt
0

can be expressed as

T
/ o)™ dt

-7
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for some function ¢ defined for ¢ € [—7, 7] if ¥ is extended onto the interval [—t, 0]
in an appropriate fashion.

Now let ny (r) denote the number of zeros of an entire function f(z) in the set
{z € C:Rez > 0, |z| < r}. We then have the following theorem [257].

Theorem 10.28 (Cartwright—Levinson) Let the entire function f(z) of exponen-
tial type be such that

dx < oo

/°° In*| f (0]

oo 14+ x2
where In* x = max (0, In x) and suppose that

. In|f(@iy)l
imsup———— =71
y—+00 |)’|

Then

.ong(r) T
lim = —

r—oo r T

The limit T /7 is called the density of the zeros of f(z) in the right half plane.

Corollary 10.29 Let f(z) be an entire function that is in the Paley—Wiener class of
type at most t. Suppose

2 =sner 0 ()
x“f(x)=sintx+ 0| —

X

as x tends to infinity on the real axis. Then f is of type t.

Proof The density of the positive zeros of f(z) is T/m. Therefore the type of f(z)
must be at least T so it equals . O

Armed with the above tools from the theory of entire functions, we now return to
(10.71) and use the representation to prove the following theorem [109]. We remind
the reader that it is always assumed that § # 1.

Theorem 10.30 Suppose the refractive index n € C3[0, 1] and that n(1) = 1 and
n”’ (1) # 0. Then the entire function D (k) has infinitely many real zeros and infinitely
many complex zeros, i.e., there exist infinitely many real and infinitely many complex
eigenvalues for (10.54).

Proof We first consider the case when n’(1) = 0. Then from (10.71) we have that



410 10 Transmission Eigenvalues

. cos(éd — Dk
D(k) = sin(§ — 1)k — K (8, 8) —

cosk

8 sink [¢ .
/ K:(8,t)cosktdr — T/ K:(8,t)sinkt dt.
0 0

An integration by parts in the last two integrals and using the fact that K¢ (5, 0) =0
shows that

cos(6 — )k

D(k) = sin(§ — )k — K (6, 5) r

cos k sin k8 sink cos k§

+Ki(3.8) 5 — Ke(8.8) =5

cosk

/SK (8, 1) sinkt dr Sink/SK (8, 1) cos ki di
— 1) sin S —— 1) cos .
kz 0 It 2](2 0 Et

In the above expression the terms of order 1/ on the real axis can be rewritten as

K.(5,5) . , Ke (5,
%[sm(aﬂ)kﬂm(a—l)kpr E2(k2 )

[sin(8 + 1)k — sin(8 — 1)k].

Hence, by Corollary 10.29, the sum of this expression with the remainder term
which is of order 1/k> on the real axis is an entire function of type § + 1 if the
coefficient of sin((§ + 1)k) is nonzero. This coefficient is

1
3 [K:(3,8) + K:(8,0)]
and since
1 ré¢
K(§,8) = Ef p(s)ds
0
for 0 < & < § we have that
1 1
3 [K:(8,8) + Ke(8,8)] = 1 p(d).

From (10.68) we see that p(8) = n”(1)/4 since n(1) = 1 and n’(1) = 0. Hence,
under the assumption that n'(1) = 0 we have that for k on the real axis
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§
D(k) = sin(§ — Dk — L cos(8 — l)k/ p(s)ds
2k 0

K:(8,8) — Ke(8,0) . n"(1)
+ Y5 sin(§ — 1)k + ok

sin(6 + Dk + O (k%) .
Since § # 1, from Corollaries 10.27 and 10.29 we have that D (k) is of exponential
type § + 1. Since the leading term sin(6 — 1)k generates an infinite set of positive
real zeros with density equal to |§ — 1|/ while the density of all the zeros in the
right half plane is (§ 4+ 1)/7, we have by the Cartwright-Levinson theorem that in
addition to the infinite set of positive zeros there exist an infinite number of complex
zeros in the right half plane.

We now consider the case when n'(1) # 0. Then from (10.71) it is easy to deduce
that for k on the real axis

D(k) =sin(6 — Dk l MO ksindk — K (6, 9) §— Dk 0<i)
= sin(§ — +k|: 1 sink sin §k — ,8)cos(d — ]+ 2 )

Then, since n'(1) # 0, the density of all the zeros in the right half plane is still
(6 + 1)/m and the density of the real zeros is [6 — 1|/m. |

It has been shown by Vodev [416] that for the general case when n is not
necessarily spherically stratified and the support of 1 — n is a bounded, connected
region with smooth boundary such that n(x) = 1 for x on the boundary then, if
complex transmission eigenvalues exist, they must lie in a region bounded by a
parabola.

In the case when § = 1 it can be shown that if n(1) # 1, then there are at most
finitely many complex eigenvalues for the eigenvalue problem (10.54) (see [109]).
On the other hand, if § = 1 and n(1) = 1, then it is possible to have only finitely
many real eigenvalues for the eigenvalue problem (10.54) (also see [109]).

Before considering the inverse spectral problem for the transmission eigenvalue
problem in a spherically stratified medium we briefly consider the case of absorbing
media [56]. We again assume the coefficients are spherically stratified in a ball of
radius one. Then the transmission eigenvalue problem is

na(r)

Aw+k2<n1(r)+i )w:O, 0<|x| <1,

Av+kPv=0, 0<|x|<l, (10.73)
d 0
v=w and —vz—w, x| =1,
ar or

where n1(r) > 0 and n,(r) > 0 are continuous functions of » for 0 < r < 1 and we
assume that ny(1) = 1. Let
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ink
S and w(r):czM
’

v(r) = crjotkr) = ¢

where ¢ and ¢; are constants. Then

v+ k2 <n1(r)+i n2(r)>y =0, 0<r<l,
k (10.74)

y©0) =0, y(©0) =1L

Following Sect. 8.4, there will exist a nontrivial solution of (10.73) provided k is a
transmission eigenvalue, i.e., k satisfies

0 sink
Y k

d :=det =0.

y'(1) cosk

As in Sect. 8.4, we want to obtain asymptotic expansions of y(1) and y’(1) and
hence of d = d(k).

Following [139, p. 84, see also p. 89], we see that the differential equation in
(10.74) has a fundamental set of solutions y; and y, defined for r € [0, 1] such that

1
y;j(r) = exp(Bojk + B1j) [1 +0<%>i|, j=12, (10.75)

as k — oo uniformly for 0 < r < 1, where

[By; 1> +nmi(r) =0,
. (10.76)
2By;B1j +in2(r) + By; = 0.

Hence, modulo arbitrary additive constants,

r 1 r
ﬂoj‘:i/ V(o) dp, /3ij=:F—/ 204t (17, (10.77)
0 2 Jo ~/ni(p)

where j = 1 corresponds to the upper sign and j = 2 corresponds to the lower sign.
Substituting back into (10.75) and using the initial conditions satisfied by y(r) we

see that
1 . o 1 (7 na(p) 1
ikl Oy ()13 Smh(’k/o Vmip)d _5/0 S0 dp>+0 (ﬁ)

as k — o0o. Using the fact that this expression can be differentiated with respect to
r, we now have that

y@r) =
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R SN SR s Ry R Y !

(10.78)

as k — oo.

Assuming § # 1 where § is given by (10.57) with n(r) = n(r), we now want
to use (10.78) to deduce the existence of transmission eigenvalues as we did for
the non-absorbing case in Sect. 8.4. For the non-absorbing case, this was a simple
consequence of Bolzano’s theorem. However, this argument is no longer applicable
in this case and we need to use more sophisticated arguments. We first note that
d = d(k) is an entire function of k of order one and finite type. Furthermore, d
is bounded as k — oo. For k < 0, d(k) has the asymptotic behavior (10.78) with
ny replaced by —nj and hence d(k) is also bounded as k — oo and therefore on
the entire real axis. By Hadamard’s factorization theorem we can now conclude that
d (k) has an infinite number of (complex) zeros, i.e., there exist an infinite number
of transmission eigenvalues.

10.4 The Inverse Spectral Problem for Transmission
Eigenvalues

We now consider the inverse spectral problem for transmission eigenvalues in the
case of a spherically stratified medium with spherically stratified eigenfunctions. We
again assume that the scattering domain is a ball of radius one and in this case k is a
transmission eigenvalue if and only if d = d(k) = 0 where d is defined by (10.55).
We have previously seen that both real and complex transmission eigenvalues can
exist depending on the value of n(1) and § defined by (10.57). Unless otherwise
stated we assume that n € C3[0, 1] and that n(r) is positive for 0 < r < 1. Our
problem then is that if we know all the zeros of d(k), both real and complex as well
as their multiplicities, does this information uniquely determine n(r)?

The first results for the above inverse spectral problem for transmission eigenval-
ues were obtained by McLaughlin and Polyakov [314] where it was shown that
uniqueness is obtained for the inverse spectral problem provided that § < 1/3
and that n(1) = 1 and n’/(1) = 0. The bound on n given by § < 1/3 was
improved to § < 1 by Aktosun, Gintides, and Papanicolaou in [5] with different
proofs of this result being given in [6, 106] (see Chapter 5 of [57] where the
condition in [106] that n(0) is known a priori is removed). If norming constants are
introduced, the restriction on § can be removed [420]. Here we will follow [83] and
establish a uniqueness result for the inverse spectral problem for all n(r) > 0 and
without assuming that n(1) and n’(1) are known nor using norming constants (see
also [107]). This will be accomplished by considering an inverse spectral problem
for a modified transmission eigenvalue problem depending on a parameter n. For
the case when n = 1 we retrieve the results of [5, 6, 106].
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We begin by introducing the concept of a modified far field operator for a scat-
tering problem which is not necessarily spherically stratified. Such a construction
will be used in this section (for the spherically stratified case) and in the following
section (for the more general case). In particular, for k > 0 and a unit vector d we
consider the scattering problem (cf. Theorem 8.7)

Au+kKn(x)u=0 inR3,

u(x) = e* ¥ 4y (x),
a 5
lim r ( 8” - ikw‘) —0,
r—00 r

where r = |x|, the refractive index n(x) is positive and continuous in D where D
is the support of # — 1 and D is connected with a connected C? boundary. Without
loss of generality we assume that D contains the origin. We will also consider the
transmission problem

(10.79)

Ahy +k*hy =0 inR3\ D,
Ahy +k*n%hy =0 in D,
hiy=hy and % = % ondD,
v v (10.80)
h(x) = e* ¥4 43 (x),

. 8h51' .
lim r —ikhi ) =0,
r—00 ov

where v is the unit outward normal to d D and n > 0 is a constant. The Sommerfeld
radiation condition in (10.79) and (10.80) is assumed to hold uniformly in all
directions. Note that there exists a unique solution to the transmission problem
(10.80) (see Sect. 3.3 or [104, Theorem 3.41]).

Definition 10.31 The modified far field operator ¥ : L*(S?) — L*($?) is
defined by

(F)E) = /S [uso(E, d) — hoo(R, )] g(d) ds(d), % €S2,

where u is the far field pattern of the scattering problem (10.79) and h« is the far
field pattern of the scattering problem (10.80).

Definition 10.32 Given a solution /1, i> to (10.80), the function defined by
hg(x) = f hax, dyg(d)ds(d), x € R,
SZ

for g € L?(S?) is called a generalized Herglotz wave function.
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Note that in the case n = 1 we have that the unique solution of (10.80) is &1 (x) =
ho(x) = etkxd, hi =0, so in this case &3, is the standard Herglotz wave function
defined by Definition 3.26. Furthermore, h] = O implies that i, = 0 so ¥ is the
standard far field operator defined in Theorem 3.30.

Theorem 10.33 The modified far field operator F is injective with dense range
if and only if there does not exist a nontrivial solution w,v to the generalized
transmission eigenvalue problem

Aw +k2n(x)w =0 inD,

Av + kznzv =0 inD, (10.81)
Jw ov
w=v and — = — ondD,
av av

where v is a generalized Herglotz wave function and v is the unit outward normal
to 0D.

Proof Let g be in the nullspace of F, i.e.,
/SZ [too(R, d) — hoo(R, d)] g(d)ds(d) =0 & e S~
Define the Herglotz wave function
hg(x) = /SZ e*do(d)yds(d), xeR>. (10.82)
Then
Woo (R) 1= /Szuoo()e,d)g(d)ds(d), $es?

is the far field pattern corresponding to the scattering problem

Aw+En(x)w =0 inIR3,

w = hg +w’,

and

N1oo(X) :=/ hoo(X,d)g(d)ds(d), X € s?,
S2
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is the far field pattern corresponding to the transmission problem

Ahy +k*hy =0 inR3\ D,
Ahy + k*n%hy =0 in D,

oh ohy
hi=hy) and — = —= onadD,
av av
hy = hg + hj,

. Bhi )
lim r —ikhi ) =0.
r—00 ov
Since

Woo(®) = oo (R) = /S (oo, d) — hoo (R, )] g(d) ds(d) = O

forall £ € S? we have that wy, = hi in R3 \ D by Rellich’s lemma. Thus w = A in
IR\ D so the Cauchy data for w and A2 on 3 D coincide and so w and v = h; satisfy
the generalized transmission eigenvalue problem (10.81). If g is nonzero then, by
Theorem 3.27, the solution w, v is nontrivial.

Conversely, suppose w, v satisfy (10.81) where v is a nontrivial generalized
Herglotz wave function, i.e.,

v(x) = /zhz(x,d)g(d)ds(d), x € R,
S

for some nonzero g € L2(S?) where h1, h» satisfy (10.80). Define h, by (10.82)
and u, and h%g by

uz,(x) :=/ u®(x,d)g(d)ds(d),
SZ
B () = /Sz 1S (x, d)g(d) ds(d)

for x € R\ D. Noting that hslg(x) = ug(x) for x € R\ D since they are the
scattered fields of the same scattering problem for Aw +k?n(x)w = 0 with incident
field v, we have that

/ [0 (R, d) — hoo(R, d)] g(d) ds(d) = 0
SZ

for £ € S?. Since g is nonzero we see that # is not injective.
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The fact that ¥ has dense range follows from the fact that ¥ is injective as in
the proof of Theorem 3.30 for obstacle scattering since both u (X, d) and heo (X, d)
satisfy the reciprocity relation. O

Values of k for which there exists a nontrivial solution to the generalized trans-
mission eigenvalue problem will be called generalized transmission eigenvalues.

We now return to the inverse spectral problem for spherically stratified media
and from now on assume that n(x) = n(r) with n € C3[0, 1]. For a given constant
n > 0 we consider the generalized transmission eigenvalue problem

Aw +k*n(r)w =0 in B,

Av + kznzv =0 in B, (10.83)
d 0
v=w and _vz_w on dB,
or or

where B is now the open unit ball in IR®. We note that, as with the unmodified
transmission eigenvalue problem, the n-modified transmission eigenvalues can be
determined by a consideration of the modified far field equation ¢ = P (-, 2)
where @, is the far field pattern of the free space fundamental solution to the
Helmholtz equation with source at z € IR? (see the discussion at the beginning
of Sect. 10.1). If we look for spherically symmetric eigenfunctions

in k
w(x) = 61&, v(x) = Czsm nr’
r knr

where c1, ¢; are constants, then as in Sect. 8.4 we can conclude that k is a generalized
transmission eigenvalue if and only if

sink
y — 1
d, = det T | =o, (10.84)

y'(1) coskn

where y is the solution of y” + k?n(r)y = 0, y(0) = 0, y'(0) = 1. We will always
assume that n > 0 is a fixed constant such that n(r) < 172 for 0 <r < 1.Byan
asymptotic analysis similar to that in Sect. 8.4 we have that

1 V(D
n

k[n(O)n(1)]'/4

dy (k) = =
(10.85)

1
(sin kécoskn — cos k& sin kn) + 0 <—

as k — oo along the real axis and § is given by (10.57).

Now note that the expression in brackets in (10.85) is almost periodic and
takes both positive and negative values. Hence if 8§ # 5 and n(1) # 72, then
there exist infinitely many positive zeros of dj(k) and hence infinitely many
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positive generalized transmission eigenvalues. From (10.85) we can determine §
from the generalized transmission eigenvalues in the following way. Let D, (k) :=
[(0)n(1)1"/*kd,, (k) and rewrite (10.85) as

Dy (k) = Asink(5 + 1) + Bsink(§ — ) + O (%) , (10.86)

where

A:l(l— V”(1)>, B=l<1+ ””(1))
2 n 2 n

From (10.86) the set of all zeros of d, (k) in the right half complex plane has density
(8+n)/mifn(1) # n*and § # 7 so § is determined by the generalized transmission
eigenvalues if n(r) < n>for0 <r < 1.

We now note that d = dj (k) is an even entire function of order one that is real
on the real axis and if n(r) < 5> then dy (k) has a zero of order two at the origin
(cf. Section 5.2 of [57]). Hence if {k;} are the zeros of d;(k), then by Hadamard’s
factorization theorem we have that

o0 2
dy(k) = ck® [ ] (1 — ’;—2) (10.87)

Jj=1 J

for some nonzero constant ¢c. We will now use (10.86) and (10.87) to show that n(1)
is uniquely determined by the generalized transmission eigenvalues corresponding
to n when n(r) < 172 for 0 < r < 1. To this end we need the following lemma
(see [128, Lemma 1]).

Lemma 10.34 [f (k) is an entire function which is almost-periodic and bounded
on the real axis, then each of the limits

17 1 (7
Tli_)moo?/a p(k)sinakdk and Tli_)mOOT/Q (k) cosakdk

exists for any real a and a fixed constant a.

Lemma 10.35 If n(r) < n? for 0 < r < 1, then the generalized transmission
eigenvalues uniquely determine n(1).

Proof First note that n(1) # 52 and hence 8 is known. Define

o0 2
OB (1 — k—2>
j=1 k./'
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Then if

1
= cnOn(h]/4

we have from the definition of D, (k) that ¥ (k) = C D; (k). From (10.86) we have
that

Y (k) = C[Asink(s + 1) + Bsink(8 — )]+ O <%> (10.88)

and from Lemma 10.34 with @ > O sufficiently large we have that

1

T T
—/ Y(k)sink(6+n)dk, M; := Tlim %/ Y (k) sink(§—n) dk

M := lim
T—ooo T

exist and are known. From (10.88) we now have that M; = 1CA, M, = %CB and
hence from the definition of A and B we have

My n—/n(D
M, n+n()’
i.e., n(1) is known. O

We can now conclude that if n(r) < n% for 0 < r < 1, then both n(1) and
C are known and hence so is c[n(0)]"/ 4. We can thus conclude that [ (0)1dy (k) is
uniquely determined by the generalized transmission eigenvalues {k;}. In order to
prove our desired uniqueness theorem we need representations for y(1) and y’(1).
These can be obtained in the same way as in the derivations (10.67)—(10.70) where it
was assumed that n(1) = 1. Dropping this assumption and proceeding as in (10.67)—
(10.70) yield

1 : ’ .
y(l): W[SlnkS'i‘v/(; K((S,t)Slnktdt],

1/4 . 5 5 -
V(1) = [@} [cosk8+ Smkgf p(s)ds—i—/ Ke(3.1) S“;C—ktdz}
0 0

n(0) 2%k

B n'(1)
4k[n(O)1/4[n (D) P/

B
|:sink8 —i—/ K(@,t) sinktdtj|,
0
(10.89)

where K is the solution of the Goursat problem (10.69) with p given by (10.68).
For future use, we recall the following result of Rundell and Sachs [381] (see
also [238, p. 162]).
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Theorem 10.36 Let K satisfy (10.69) where p € C'[0,8]. Then p is uniquely
determined by the Cauchy data K (3, t), K¢(8,1),0 <t <.

Having determined § and n(1) we can now prove our desired inverse spectral
theorem [83].

Theorem 10.37 Assume thatn € C3[0.1]. If n > 0and 0 <n(r) < n*for0O<r <1,
then the generalized transmission eigenvalues (including multiplicity) uniquely
determine n(r).

Proof Since 6 and n(l) are known we see from (10.85) and (10.87) that
[n(0]1"/ 4d,7 (k) is uniquely determined by the generalized transmission eigenvalues
{kj}. Substituting the expressions for y(1) and y’(1) given in (10.89) into the
determinant d,, (k) we have

1 . s :
dy(k) = W |:smk<3 ~|—/0 K(@,1) smktdti| coskn
n(1)7V4 sinks [ 8 sinkz 7 sinkn
— [m} |:cosk6+ T /Op(s)ds —|—/0 K:(8,1) . dt:| o
n'(1) . 8 , sin kn
_4k[n(0)]1/4[n(1)]5/4 |:smk8+-/0 K(S,t)smktdt:| o
(10.90)

From (10.90) we now have that

)] 4 (5—”> _ vt [sin@ +f(S K@, 1) singltdt]
n "\n [n(D)]'/4 n o Joo 0
(10.91)

for £ an integer. From the change of variables s = ¢ /7 in the integral in (10.91) we
have that

5 et 8/n
/ K(5,t)sin — dt = nf K (8, ns)sin(€ms)ds.
0 n 0

We now note that {sin{rs}scN is complete in L2[0, 8/n1if §/n < 1 (see [432,
p- 97]). Since we are assuming that n(r) < n? we have that § < 5 and hence from
(10.91) we have that K(§,1),0 <t < 8, is known.

We now use the fact that K (8,t) is known to determine n’(1). Applying
integration by parts in the expression for y’(1) in (10.89) we see that

) [n(l)]l/“ [ sinks [? } n'(1) sin k8 ( 1 >
y() =|——= coské + ——| p(s)ds +0 .
0

n(0) 2k  4k[n(0)]Y4[n(1)13/4 K2

Substituting this into d, (k) we see that
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[n(O)1"4dy (k) = [n(0)]/*y (1) cos kn

3 1/4 sin kd /‘8 sinkn
[n(1D)] [cosk3+ % Jy p(s)ds n (10.92)
n'(1)

RPTENEIEE

1
sinké$ sinkn + O (k_3> .

If we now define H (k) by

H (k) := 4k*nin(1)P/* [[n(on‘/“dn(k) — [n(0)1"*y(1) cos kn

14 sinks [ sin kn
+[n(1)] coskd + —— p(s)ds ,
2k Jo kn
then from (10.92) we have that
’ . . 1
H(k) =n"(1)sinké sinkn + O 7)) (10.93)

Since K (8, 1) is known for 0 < t < § we have that [2(0)]'/#y(1) is known from the
first expression in (10.89). Furthermore

1 $
K(@,68) = —/ p(s)ds
2 Jo
and so H (k) is known. From (10.93) we can rewrite H (k) as

n'(1)

H(k) = >

[cosk(8 —n) —cosk(S +n)]+ O (%) . (10.94)

Since the leading term of H (k) is almost periodic we can use Lemma 10.34 for a
sufficiently large to conclude that

1 T

M := lim —/ H (k) cosk(s§ —n)dk
T—oo T J,

exists and is known. Using (10.94) to compute this limit we have that

n'(1)
4

M =

so n’(1) is uniquely determined.
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From (10.90) we now have that

l V4 ¥4
?”[n(on”“dn (7”) = [n(@]““y(l)% cos =~

[n(l)]1/4sm£8 [(-1)‘4-/ K& (8, 1) sm—dt:|

n'(1y . dapy

8 Lt
- sin — K (8, t)sin — dt
4n[n(1)1/4 3 Jo )

(10.95)

for each integer £. Since n’(1) is known we see that the first and third terms
in the right-hand side of (10.95) are also known. Hence by the completeness of

Lt
{sin L} in L2[0, 8] we have that K:(8,1),0 <t < 4,is known from (10.95).
N

€
By Theorem 10.36 we can now conclude that p(&) is known.
We now need to show that n is uniquely determined. Suppose n| and nj
correspond to the same set of eigenvalues. Then p(§;) is uniquely determined where

,
fim [ VmGdp. =12
From (10.68) we have that n; (r (&;)) satisfies

(]~ peomi” =0, 0<& <.
n*(r(8) = ()4,
(1] 6 = (24,

where n(1) and n’(1) are uniquely determined from the set of eigenvalues and i =
1, 2. Hence by the uniqueness of the solution to the initial value problem for linear
ordinary differential equations we have that n1(r(-)) = n2(r(-)). But r; = r(&)
satisfies

dr, i 1

d& i r@&)

and r;(0) = O for i = 1,2 and hence r1(-) = ra(-). This implies that £&; = &, and
hence n; = ny. O
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10.5 Modified Transmission Eigenvalues and Their Use as
Target Signatures

As mentioned in the Introduction to this book, the theory of scattering resonances
is a rich and beautiful part of scattering theory. However, their use in inverse
scattering theory has been limited due to the fact that these eigenvalues all lie in
the lower half-plane and hence determining them from measured scattering data
is problematic. It is for this reason that we have not discussed them in our book
and instead have focused on the theory of transmission eigenvalues since, as has
been seen, real transmission eigenvalues exist if the index of refraction is real and
thus can be determined from measured scattering data. This opens up the possibility
of using transmission eigenvalues as target signatures for non-absorbing materials,
i.e., to relate changes in the material properties of a medium to changes in the
values of the corresponding transmission eigenvalues. However, using transmission
eigenvalues as target signatures is limited by the fact that for absorbing materials
the transmission eigenvalues are no longer real (cf. Theorem 8.12 ) and, since
these eigenvalues are determined by the material properties of the scatterer, it is
not possible to choose the interrogation frequency a priori.

In an effort to overcome the above drawbacks in using transmission eigenvalues
as target signatures, a different approach to this problem has been proposed in a
number of papers by various authors [21, 58,73, 82, 84]. In this approach, a modified
far field operator is introduced which allows the wave number to be fixed (and real)
while introducing a new parameter which now serves the role of a target signature.
To describe this set of ideas we have chosen the approach of [84] which makes use
of modified far field operators in a similar way as they were used in the inverse
spectral problem for spherically stratified media.

Fix k > 0 and for each unit vector d in R3 let uso (%, d), £ = x/|x|, be the far
field pattern corresponding to the scattering problem

Au+kn(x)u =0 inR>,

u(x) = e**d 4y (x),

. ou*
lim r —iku’ ) =0,
r—00 or

where r = |x|, and n satisfies the same assumptions as in (10.79) except that we now
allow n to be complex-valued with a positive real part and nonnegative imaginary
part. We again denote the support of n — 1 by D where D is connected with a
connected C? boundary such that D contains the origin (These assumptions on 7
and D can be weakened). Let B be a ball centered at the origin containing D in its
interior and let s (X, d) be the far field pattern corresponding to the transmission
problem

(10.96)
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Ahy +k2hy =0 inR3\ B,

1
— Ahy +k*nhy =0 in B,
%

hi(x) = 5 + hi(x),

hy=hy ondB, (10.97)

ohy 1 0hy
— = ——>- o0naa~B,
ar ar

14
) ohy
lim r —ikh{ | =0,
r—00 ar

where y > 0 is a fixed constant not equal to one and n # 0 is a (possibly complex)
constant. As usual the Sommerfeld radiation condition in the last line of (10.97)
is assumed to hold uniformly in all directions * = x/|x|. Note that there exists a
unique solution to both (10.96) and (10.97). (For (10.96) see Chap. 8 and for (10.97)
see Sect. 3.3 or also [104, Section 3.8].) In particular, the unique solution of (10.97)
can be constructed by the method of separation of variables. We now consider the
modified far field operator F : L*(S?) — L?(S?) defined by

(FOR) == fgz[uoo()?, d) — hoo}, d)Ig(d) ds(d), % €S

A slight modification of Theorem 10.33 yields the following result where we set
n(x) =1forx € B\ D.

Theorem 10.38 The modified far field operator F is injective with dense range
if and only if there does not exist a nontrivial solution w, v to the modified
transmission eigenvalue problem

Aw+kn(x)w =0 inB,

1
—Av+Kkn=0 inB,
%

(10.98)
w=v ondbB,
ow 1 dv
— = —— o0nodB,
ar y or

where v is a generalized Herglotz wave function, i.e., of the form
v(x) = / ha(x,d)g(d)ds(d), x € B,
S2

for some g € L%(S?), where hy, hy satisfy (10.97).
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Note that the problem with y = 1 and B = D was previously considered where
the eigenparameter was the wave number k and this was called the generalized
transmission eigenvalue problem. We now consider n as the eigenparameter, fix
k > 0 and assume that y # 1. Whenever the modified transmission eigenvalue
problem (10.98) has a nontrivial solution (w, v) € HY(B) x H'(B), we will call
n # 0 a modified transmission eigenvalue. It can be shown that these modified
transmission eigenvalues can be determined from the scattering data by considering
the modified far field equation ¥ g = @ (-, z) Where P is the far field pattern of
the Helmholtz equation with source at z € R3 [84].

For future use we need to show that the modified interior transmission problem

Aw+k*n(x)w = f in B,

1
—Av+k2nv:g in B,
v

(10.99)
w—v=4¥{¢ onodB,
ow 1 dv
— ——— =¥, ondBb,
ar y dr

where f, g € L?(B), £; € H'/>(3B), and £, € H~'/2(3 B) satisfies the Fredholm
alternative. Recall that we are always assuming that k is fixed and y > 0, y # 1.
We note that setting the right-hand sides of the equations in (10.99) to zero yields
the modified transmission eigenvalue problem. We will now reformulate (10.99) as
a variational problem using the space

H(B) := {(u, v e H'(B)x H'(B) :u—v e HOI(B)}.

Defining a lifting function ¢ € H'!(B) such that ‘/”33 = {1 and writingu = w — ¢,
we have that (u, v) € H(B) satisfies

Au~+kn(x)u = f — Ap —k*n(x)¢ in B,

1
—Av+k2nv=g in B,
4

(10.100)
u—v=0 onadB,
d 10 d
_v___vzz__go on 0B,
ar y or ar

which is equivalent to the variational problem of finding (u, v) € H(B) satisfying

ay ((u,v), @', v)) = €@, v, @' v') € H(B), (10.101)
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where the sesquilinear form a;; is given by
o l 1 / 2 1 2 1
ay ((u, v), (u',v )) = (gradu, grad u )—; (grad v, grad v")—k“(u, u")+k“n(v, v'),

the antilinear functional £ is given by
L' V) == =(f.u') + (8. V) + (€2.0') — (grad @, grad u”) + K*(ng, u')

and
(fig) = f fedx, (f.g) = / fgds,
B 0B

where the integral in (-, -) must be understood in the sense of the duality pairing
H-'2(3B) x H'/2(3B).

In order to show that the variational problem (10.101) satisfies the Fredholm
property, we begin by defining the sesquilinear forms a and b, by

1
a((u,v), W', v)) = (gradu, gradu’) — — (grad v, grad VYK (u, u') — ko (v, V)
14

and
by (w,v), W', V")) == ((n + Du,u') — (0 + &) (v, V)

for a constant o > 0 such that 1 — « has the same sign as 1 — 1/y from which we
see that

ay ((u,v), W', v)) =a ((u,v), W, v)) - kb, ((u,v), (', V"))

for every (u, v), (', v') € H(B). By the Riesz representation theorem we can now
define the bounded linear operators A,, A, B, taking H(B) into itself by

(Ap(u, v), (0, U/))‘H(B) = ay ((u,v), W', v)),
(Aw o) @' ) iy = 4 (0. @),
(%WWLWmem=%«%WJWW»

for all (u,v), (', v") € H(B) and we see that A, = A - kZBn. Thus, in order
to show that A, is a Fredholm operator of index zero, it suffices to show that A
is invertible and B;; is compact. The compactness of B;, follows from the compact
embedding of H(B) into L2(B) x L?*(B). Since a(-, -) is not coercive due to the
opposite signs in the gradient terms, we will appeal to the idea of T-coercivity [38]
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in order to show the invertibility of A.In particular, for a given isomorphism T :
H(B) — H(B) we define the sesquilinear form

a’ ((u,v), @', v)) = a ((u,v), T, v))

for (u, v), (u’,v") € H(B). Choosing T (u,v) = (u, —v + 2u) when y > 1 and
T (u,v) = (u—2v, —v) when y < 1 yields that aT is coercive. In particular assume
y > 1. In this case we choose @ < 1 and see that

1
a’ ((u,v), (', v")) = (gradu, gradu’) + —(grad v, grad v') + k% (u, u’)
Y

2
+i2a (v, V) — = (grad v, grad ') — 2k%a (v, u')
14
and hence using the triangle inequality we have that

1
|&T((u, v), (u, v))| > (grad u, gradu) + — (grad v, grad v) + kz(u, u)
14

2
+k%a (v, v) — = |(grad v, grad u)| — 2k*a |(v, u)|
14
By Young’s inequality we have that for 1, & > 0
1
2|(grad v, gradu)| < e1(grad v, grad v) + — (grad u, grad u)
€1
and
1
2|, wl < &2(v,v) + — (u, 1)
2

and hence we arrive at the inequality

1 1
a’((u,v), (u, v))| > (1 — —) (gradu, gradu) + — (1 — &1)(grad v, grad v)
1431 14

e (1 _ :—2) (u, 1) + K2a(1 — £2) (v, ).

Thus, choosing 1/y < &1 < 1 and @ < &5 < 1 we have that a” is coercive. Similar
arguments establish the same result for 0 < y < 1.

Applying the Lax—Milgram theorem and the fact that 7" is an isomorphism we
now have that A is invertible and hence that A, is a Fredholm operator with index
zero. We now have the following theorem.
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Theorem 10.39 The modified interior transmission problem (10.99) satisfies the
Fredholm alternative. In particular, if n is not a modified transmission eigenvalue,
then the modified interior transmission problem is well-posed.

We now turn our attention to the modified transmission eigenvalue problem
(10.98). We are first concerned with the issue of discreteness, i.e., does there exist at
most a discrete set of modified transmission eigenvalues? From the above discussion
this is equivalent to asking if A, = A— sz is invertible for all but a discrete set
of n. To this end, we recall that A is invertible and By, is compact for each n € C.
Furthermore, the mapping n — Bj is analytic and hence from the analytic Fredholm
theory we can conclude that the existence of at least one n for which A, is invertible
implies that A, is invertible for all but a discrete set of n without finite accumulation
points. In other words, the set of modified transmission eigenvalues is discrete with-
out finite accumulation points provided (10.99) is well-posed for some 7. If 7 is real-
valued, then we can choose n = it for some v > 0 and observe thatif A, (u, v) =0
for some (u, v) € H(B), then, taking the imaginary part of the equation

ay((u,v), (u,v)) =0,

we have that r||v||L2(B) = 0 and hence v = 0 which in turn implies that u = 0.
By the Fredholm alternative we now have the invertibility of A;;. In particular,
a modification of this argument shows that if n is real-valued, then modified
transmission eigenvalues, if they exist, must be real (cf. (10.107)).

Theorem 10.40 Assume that n is real-valued. Then modified transmission eigen-
values exist, are real, and form a discrete set without finite accumulation points.

Proof 1t only remains to show existence. To this end, let o be real and not a
modified transmission eigenvalue. Such an ng exists by the above discussion. Given
g € L?(B), consider the auxiliary problem of finding (wg, vs) € H'(B) x H'(B)
satisfying

Awg + k*n(x)wy =0 in B,

1
— Avg + kznovg =k%g in B,
4 . (10.102)
wg =V, InB,
ow 10
MW _ 2 %% on dB.
ar y or
Then by Theorem 10.39 we have that (10.102) satisfies the Fredholm property
and, since 17 = ng is not a modified transmission eigenvalue, there exists a unique
solution (wg, vg) € H'(B) x H'(B) to (10.102) satisfying the estimate

||wg||H1(B) + ||vg||Hl(B) < C||g||L2(B) (10.103)

where C > 0 is a constant.
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We can now define the linear operator T : L2(B) — LZ(B) by Tg := vg. From
(10.103) we have that T is bounded from L%(B) into H'(B) and hence the compact
embedding of H!(B) into L%(B) implies that T : L*(B) — L%*(B) is compact.
From (10.99) and (10.102) we see that 5 is a modified transmission eigenvalue if
and only if

(mo—mTg=2g (10.104)

for some nontrivial g € L?(B). We now introduce a variational formulation of
(10.102) which is to find (wg, v,) € H(B) such that

1
(grad wy, gradw’) — " (grad vg, gradv') — kz(nwg, w') +k2(n0vg, V) = k*(g,v")

(10.105)
for all (w’, v') € H(B). Then for g, h € L*>(B) we have that

K*(Tg, h) = k*(vg, h) = k*(h, vg)

1
= (grad wy, grad wy)—— (grad vy, grad v —k” (nwy, we)+k” (MoVA, Vg)
YV

1
= (grad wg, grad wh)—; (grad vy, grad vh)—kz(nwg, wh)+k2(r/0vg, vn)
= k*(g, v) = k*(g, Th),

i.e., the compact operator 7T : L%*(B) - L2%(B) is self-adjoint. Hence if n is real-
valued, modified transmission eigenvalues exist. m]

We note that y # 1 is necessary since if n(x) = n forx € Band y = 1,
then the modified transmission eigenvalue problem (10.98) degenerates and the
corresponding eigenspace has infinite dimension. The sensitivity of the change
in the modified transmission eigenvalues to changes in the material properties of
the scatterer depends on the choice of y. Numerical experiments show that an
appropriate choice of y can affect this sensitivity by an order of magnitude [84]. We
also note that although changes in the material properties of the scatterer obviously
are reflected in changes in the far field pattern, the presence of noise makes such
changes difficult to reliably detect whereas numerical experiments indicate that the
location of modified transmission eigenvalues is relatively insensitive to noise on
the scattering data [84].

We now investigate the case when the refractive index n(x) is complex valued.
In particular, we assume that

na (k)

nx)=n1(x)+i T
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with n1(x) > 0 and na(x) > O for x € B. We furthermore assume that
ni,ny € COO(E). In the case of absorbing media, i.e., when nj is not identically
zero, the modified transmission eigenvalue problem is non-self-adjoint and hence
the existence of modified transmission eigenvalues is not clear. However, from our
previous discussion we have the discreteness of the set of eigenvalues provided
there exists an 1 which is not a modified transmission eigenvalue. To show that
eigenvalues exist let (w, v) € H!(B) x H'(B) be a nontrivial solution to (10.98)
for some n where n, is not identically zero. Then from the variational formulation
(10.101) with the right-hand side set equal to zero and (u, v) = (4, v') = (w, v)
we have that

1
/ [— | grad v|?* — | grad w|* + k*n|w|* — k2n|u|2] dx = 0. (10.106)
BLY
Taking the imaginary part of (10.106) we have

Imn/ |v|2dx=/n2|w|2dx. (10.107)
B B

Since n, is not identically zero, by the unique continuation principle we see that we
must have that Imn > 0, i.e., no real modified transmission eigenvalues exist. Thus
we have that if n; is not identically zero then the set of transmission eigenvalues
forms a discrete set.

We now consider the existence of modified transmission eigenvalues in the case
where nj is not identically zero. Then in this case the problem

AY +k*n(x)y =0 in B,
Yv=0 ondB

(10.108)

for ¢ € H'(B) only has the trivial solution. To facilitate the analysis, we first
introduce the following source problem. For any given € C and g € L?*(B), find
a solution (w, v) € HY(B) x H'(B) such that

Aw+k*n(x)w =0 inB,

— Av+knv=k°g inB,
14

(10.109)
w=v onadBb,
Jw 1 dv
— = —— onodB.
ar y or

From our previous discussion we have that problem (10.109) satisfies the Fredholm
property, i.e., the existence of a solution to (10.109) is equivalent to the uniqueness
of a solution. If 5 is not a modified transmission eigenvalue then (10.109) is well-
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posed, i.e., for a solution (w, v) the mapping g — (w, v) is bounded from L*(B)
into H'(B) x H'(B). The difference w — v has homogeneous Dirichlet boundary
values and satisfies A(w — v) = F where F = k*(ynv — nw — yg). Clearly
the mapping g +— F' is linear and bounded from L?(B) into L*(B). Therefore
Lemma 10.15 implies that g + w — v is bounded from L2(B) into H%(B). Based
on a version of Lemma 10.15 for the Neumann boundary condition (see Proposition
7.2 in [405, Vol. I, p. 404]) analogously it can be seen that the mapping g — yw —v
is bounded from L%(B) into H?(B). Since y # 1 this implies that the mapping
g — (w, v) is bounded from L2(B) into H2(B) x H?(B), i.e.,

lwll2cs) + 10l 28y < cliglz2s). (10.110)

where ¢ = ¢(n) > 0 is a constant independent of g.

In addition to this fact, we will need the following theorem in order to establish
the existence of modified transmission eigenvalues. The proof is quite technical and
relies on results from pseudo-differential calculus [84].

Theorem 10.41 Assume that (w,v) € H'(B) x Hl(B) and g € L%(B) satisfy
(10.109) and let n be such that |n| is sufficiently large, arg n is fixed, and n ¢ [0, 00).
Then v € H*(B) and

c
lvllz2ep) < Tl lgllz2(m)

where ¢ > 0 is a constant independent of g.

Let z € C be fixed such that |z] is sufficiently large, arg z is fixed and z ¢ [0, 00).
We consider the problem (10.109) with n = z (This is done in order to avoid
confusion later). Note that from Theorem 10.41 we have that the problem (10.109)
has at most one solution. Furthermore, since the problem (10.109) satisfies the
Fredholm property, there exists a unique solution (w, v) to (10.109). We define the
operator T : L?*(B) — L%(B) by

T,8 :=v, (10.111)

where (w, v) is the unique solution to (10.109) with n = z. Note that if 5 is an
eigenvalue of (10.109) (where g = 0), then k=%(z —n)~!is an eigenvalue of 7,
since if y~'Av 4+ k*nv = 0, then y~'Av + k?zv = k*(z — n)v. The analysis
of the eigenvalues to (10.109) (where g = 0) thus reduces to the analysis of the
operator 7;.

Our approach to the existence of eigenvalues is based on the spectral theory of
Hilbert—Schmidt operators as discussed in [3].

Definition 10.42 An linear operator T is called a Hilbert—Schmidt operator on a
Hilbert space if there exists a sequence of operators 7, having rank not greater than
m such that
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o
SN = Tull* < 0.
m=1

For equivalent definitions of Hilbert—Schmidt operators see [375]. The above
definition has been chosen to clarify the fact that Hilbert—Schmidt operators are
compact since they are the limit of finite rank operators. The following theorem
follows from Theorem 16.4 in [3].

Theorem 10.43 Let H be a Hilbert space and S a bounded linear operator from
H into H. If =" is in the resolvent of S, define

S, =S —Ar8)~"L

Assume S is a Hilbert-Schmidt operator. Assume further that there exist 0 < 67 <
0 <--- <Oy <2m suchthat O —Op_1 <mw/2fork=2,...,Nand2x — Oy +
01 < /2 and ro > 0 such that
1
IS, it | = O -

fork =1,...,N andr > ro. Then the space spanned by the nonzero generalized
eigenfunctions of S is dense in the closure of the range of S.

We shall now apply Theorem 10.43 to the operator 7. To this end we have the
following special case of Theorem 13.5 in [3].

Lemma 10.44 Assume that T : L*(B) — H?(B) is bounded. Then T : L*(B) —
L?(B) is a Hilbert-Schmidt operator.

Lemma 10.45 Assume that A satisfies 7— A ¢ R, arg z is fixed and |\| is sufficiently
large. Then T, 5 := T,(I — )»TZ)_l is bounded from L%(B) into L*(B) and

||Tz,k||L2(3) < (10.112)

|A]
for some constant ¢ > 0.

Proof We first show that T,(I — A,)~! is bounded from L2(B) into L3(B). From
the estimate (10.110) and the definition (10.111) we see from Lemma 10.44 that
T, : L2(B) — L2(B ) is a Hilbert—Schmidt operator and hence is compact. To show
that I — AT, has a bounded inverse it suffices to show that (I — AT;)v = 0 has only
the trivial solution. To this end, suppose (I — AT;)v = 0, that is, T (Av) = v. Then,
from the definition of T}, there exists w € H'(B) such that
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Aw +k2n(x)w =0 in B,

1
— Av+Kk*zv = k2av  in B,

14
w=v ondB,
ow 1 ov
— = — — ondB.
ar y or

Then (w, v) satisfies (10.109) with n = z — A and g = 0. From the assumptions
of the lemma we have that the assumptions of Theorem 10.41 are satisfied for n =
z — A. Hence v = 0 and thus we can conclude that / — AT, has a bounded inverse
in L%(B).

We now show that the estimate (10.112) is valid. Assume that 7, (1 — ATZ)_lg =
v where v, g € L?*(B). To prove (10.112) it suffices to show that

c
i) = 7 1812s) (10.113)

for any g € L?(B). To this end, let u = (I — ATZ)_lg. Then we have that

MW=AT,(I —AT.) lg=(U —-AT,)'g— (U = AT)UI —AT,) 'g =u—g.
(10.114)

We now estimate [lu — g||,2(p) to obtain (10.113). Since u = (I — AT.)"'g we have
that g = (I — AT,)u, thatis, T;(Au) = u — g. From the definition of T it follows
that u — g € H?(B) and there exists w € H'(B) such that

Aw +k*n(x)w =0 in B,
l _ 2 o _ 1.2 :
Alu—g)+k“zu—g) =k" u in B,
14

w=u—g ondB,

8w_ 1 0(u—g)

on 0B,
ar % ar

that means,
Aw +k*n(x)w =0 in B,
A=)+ R - 1) — ) = kg B
w=u—g ondB,

_1u—g)

ow 1
ar y ar

on 0B,
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For z fixed and |A| sufficiently large we have from Theorem 10.41 and the
assumptions of the lemma that

lu —gllp2my = cligliz2(p)

for some constant ¢ > 0. From this together with (10.114) the estimate (10.113)
follows and the lemma is proved. O

Lemma 10.46 The operator T, has dense range in L*>(B).
Proof Suppose f € L?(B) is such that

(T8, /)=0 (10.115)

for every g € L%(B) where (-, ) is the inner product in L?(B). The lemma will
follow if we can show that f = 0. To this end, let f,, € C;°(B) be such that
fm — fin L?(B) as m — oo in L?(B) and define

1 /1
g = — (— Afm + kzzfm> :
k=\vy
Then w = 0, v = f,;, § = gm, and n = z satisfy (10.109) and by the definition of
T, we have that 7, g, = fi. Then from (10.115) we have that (f;,,, f) = O for every
m. Since f,, — f in L?>(B) we now have that f = 0 and the lemma is proved. O

We can now show that there exist modified transmission eigenvalues for absorb-
ing media.

Theorem 10.47 Assume that n(x) = ni(x) + iny(x)/k for x € B where
ny(x) > 0 for some x € B and n € C®(B). Then there exist infinitely many
modified transmission eigenvalues 1, the eigenvalues form a discrete set, and the
space spanned by the nonzero generalized eigenfunctions of T is dense in L*(B).
Furthermore, there are only a finite number of eigenvalues outside {n : 0 < argn <
e} for any ¢ > 0.

Proof We will apply Theorem 10.43 to the operator 7,. From Lemma 10.44 we
have that T is a Hilbert—Schmidt operator. Now choose 0 < 6] < 6, < --- <
Oy < 2m suchthat Oy — 6y < w/2fork =2,...,N,2m — Oy + 61 < 7/2 and

7z —re'% ¢ IR. By Lemma 10.45 there exists rg > 0 such that ||szre,~ek l=o0@¢hH
fork = 1,..., N and r > rg. Then all of the assumptions in Theorem 10.43 are

satisfied. In particular, the space spanned by the nonzero generalized eigenfunctions
of T, is dense in the closure of the range of 7,. From Lemma 10.46 we have that T,
has dense range in L2(B) and hence there exist infinitely many eigenvalues of T, and
the space spanned by the nonzero generalized eigenfunction of 7, is dense in L2(B).
The discreteness of the eigenvalues follows from the compactness of 7. : L*>(B) —
L*(B). Furthermore, since any 7 outside the set { : 0 < argn < e or2mw — ¢ <
argn < 2w} with sufficiently large || satisfies the assumptions of Theorem 10.41,
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we have that (w, v) is zero if (w, v) satisfies (10.109) with g = 0. In particular
such an 7 is not an eigenvalue. Since the set of eigenvalues is discrete and we have
previously shown that the imaginary part of every eigenvalue is nonnegative, we can
now conclude that there are only a finite number of eigenvalues outside of {n : 0 <
argn < ¢} for any ¢ > 0. O

Until now we have only considered the case when y > 0. However the scattering
problem (10.97) is also well-posed when y < 0 (see [37]) and hence we can also
consider the modified transmission eigenvalue problem (10.98) in this case. The
case when y < 0 was considered in [21] where it was shown that the corresponding
modified transmission eigenvalues can again be determined from the scattering data
and, if n is real valued, the analogue of Theorem 10.40 remains valid. Of particular
interest in this case is that it can be shown that there exists a largest modified
transmission eigenvalue and this eigenvalue satisfies a monotonicity property with
respect to n. We will conclude this section by establishing this result. We first
establish the following preliminary result.

Theorem 10.48 Assume that y < 0, n is real valued and k > 0 is fixed. Then there
exists at least one modified transmission eigenvalue that is positive. If in addition
k? is not a Dirichlet eigenvalue of (10.108), then there are at most finitely many
positive modified transmission eigenvalues.

Proof Assume to the contrary that all the eigenvalues are less than or equal to zero.
Then from (10.98) we have that

/ (|gradw|2 — 7! grad v? —k2n|w|2) ds >0
B

for all (w,v) € H(B) since due to self-adjointness all the eigenfunctions form a
basis for H(B). Since n(x) > 0 for x € B, taking w = v = 1 gives a contradiction
which proves the first statement.

To prove the second statement, assume by contradiction that there exists a
sequence of positive eigenvalues n,, > 0, m € 1IN, tending to +oo with
eigenfunctions (w,,, v,;,) € H(B) normalized such that

lwmll g1 gy + IVl g1 gy = 1. (10.116)
Note that Theorem 10.40 and its proof remain valid for y < 0. From

(grad wy,, grad w,,) — V_l(gfad U, grad vy,) — k2(nwm7 W) = _k277m(vmv Um),
(10.117)

where (-, -) is the inner product on L?(B), we have that v,, — 0 in L%(B) since
the left-hand side of (10.117) is bounded. From (10.116) we can conclude that, by
taking a subsequence, w, — w weakly in H!(B) and this weak limit satisfies
Aw 4 k*nw = 0in B and w = 0 on 3B (interpreted in the sense of the trace
operator). Our assumption on k now implies that w = 0, i.e., w,;, — 0 weakly
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in H'(B) and hence, by taking a subsequence, w,, — 0 strongly in L?(B). From
(10.117) we have that

(grad wy,, grad w,) — yfl(grad U, grad vy,) < k2(nwm, W)

for all m € IN. Since (nwy,, wn) — 0 we have that || grad wy |25y — 0 and
I grad vy |25y — 0 as m — oo. Since we already have that vy || 25y — 0 and,
by taking a subsequence, ||wp |l 25y — O, we have a contradiction to (10.116) and
the theorem is proved. O

We now want to establish our desired result on the monotonicity of the largest
modified transmission eigenvalue with respect to n. Let (w, v) € H(B). Then, since
w—ve HO1 (B), we have from Poincaré’s inequality that

lw = vli7a ) < Cpllgradw — grad vl|75 4
where the optimal constant C,, > 0 is the reciprocal of the first Dirichlet eigenvalue
for —A in B. Thus

1125 = Cp (Il gradwis py + Ngrad vl ) ) + 01220 (10.118)

We first want to find @ > 0 such that

2

g — v lgrad vl o — k2w, w) +av))7

| grad w| L2(B) L2(B)

(10.119)

> C (I3 + 10115 )

for all (v, w) € H(B) and some positive constant C. If we define

max ‘= sup n(x),
xeB

then from (10.118) the coercivity (10.119) holds if kK < C;ln;ullx and y is chosen

sufficiently small (recall that y < 0). In this case the eigenvalue problem (10.99) in
variational form is

(grad w, grad w') —y ~\(grad v, grad v') —kX(nw, w')+a (v, V') =—k*(n—a) (v, V')
(10.120)

and is an eigenvalue problem for a positive, compact, self-adjoint operator with
eigenparameter —k? (1 —a). Hence the eigenvalues —k? () — «) satisfy the Courant—
Fischer minimum—maximum principle [291] and thus the largest positive eigenvalue
n1 of (10.99) satisfies
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2 _ 2 —1 2
0 = sup k (nwv w) ” gradw”LZ(B) + Y ” gradv”LZ(B) . (10121)
(w,vgi‘lo-((B) kz”””iz(B)

We can now conclude that n; is monotonically increasing with respect to n. The

next theorem shows that the condition that k> < Cljln;;x can be weakened.

Theorem 10.49 Assume that y < 0, n is real-valued and k < ko where k(% is the
smallest eigenvalue of (10.108). Then there exists « > 0 and C > 0 such that
(10.119) is valid and in this case the largest positive eigenvalue of (10.99) satisfies
(10.121).

Proof Fix k < kg and assume to the contrary that there is no pair of constants « > 0
and C > O such that (10.119) is valid. Then, taking« = m and C = 1/m form € IN
there exist functions (wy,, v;,) € H(B) normalized by ||w,, It gy +lvmll gy =1
such that

_ 1
| rad w3 5y = v Il grad vm a5, = K> (1w, wp) + mifom g5 < — -

From

_ 1
I grad winllZ2 ) = v~ grad v 72 ) + mlvmli e ) < K200, wa) + —

we see that since y < 0 we have that m ||v,, || is bounded which implies that v,, — 0
in L2(B). On the other hand, the normalization condition on w,, and v, implies
that, by taking a subsequence, w,, — 0 and v,, — 0 weakly in H'(B). Now let
7: HY(B) — H'Y2(3B) be the trace operator and 7*: H'2(3B) — HY(B) its
Hilbert space adjoint. Then since (wy, — w, T*¢) g1 5y — 0 as m — oo for every
¢ € H'2(3B), we have that tw,, — tw weakly in H'/2(3B). Similarly, we
have that tv,, — 0 weakly in Hl/z(aB) and since (wy,, v;,) € H(B) we have that
tw=0,ie,we HO1 (B). By going to a subsequence, we can assume that w,, — w
strongly in L2(B). Since the norm of the weak limit is smaller than the lim-inf of
the norm, we have that

2

” grad w ||L2(B)

< liminf || grad wm||%2(B) < lim kz(nwm, Wy) = kz(nw, w),
m—0oQ m—0Q0

which contradicts the fact that by Rayleigh’s principle

Il grad w7

K= inf L*(B)
weH!(B)  (nw,w)
w#0

and by assumption k < ko. This ends the proof. O



Chapter 11 ®
The Inverse Medium Problem Chock or

We now turn our attention to the problem of reconstructing the refractive index from
a knowledge of the far field pattern of the scattered acoustic or electromagnetic
wave. We shall call this problem the inverse medium problem. We first consider the
case of acoustic waves and the use of the Lippmann—Schwinger equation to reformu-
late the acoustic inverse medium problem as a problem in constrained optimization.
Included here is a brief discussion of the use of the Born approximation to linearize
the problem. We then proceed to the proof of a uniqueness theorem for the acoustic
inverse medium problem. Our uniqueness result is then followed by a discussion
of decomposition methods for solving the inverse medium problem for acoustic
waves and the use of sampling methods and transmission eigenvalues to obtain
qualitative estimates on the refractive index. We conclude by examining the use of
decomposition methods to solve the inverse medium problem for electromagnetic
waves followed by some numerical examples illustrating the use of decomposition
methods to solve the inverse medium problem for acoustic waves.

11.1 The Inverse Medium Problem for Acoustic Waves

We consider the inverse scattering problem for time-harmonic acoustic waves in an
inhomogeneous medium which we shall from now on refer to as the acoustic inverse
medium problem. Recall from Chap. 8 that the direct scattering problem we are now
concerned with is, given the refractive index

n2(x)
k b

nx)=n1(x)+i

where k > 0 and n is piecewise continuous in R? such that
m:=1-—n
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has compact support, to determine u such that

Au+kKn@xu=0 inR>, (11.1)
ulx,d) = **4 4y (x,d), (11.2)
u’ ,
lim r< " —iku‘) =0 (11.3)
r—00 or

uniformly for all directions. As in Chap. 8, we shall in addition always assume that
ni(x) > 0and ny(x) > O0forx € IR3. The existence of a unique solution to (11.1)-
(11.3) was established in Chap. 8 via the Lippmann—Schwinger equation

u(x,d) =eikx'd—kz/gfp(x,y)m(y)u(y,d)dy, x € R%. (11.4)
]R\

Further it was also shown that u* has the asymptotic behavior

eiklx\ R 1
Ms(x,d)zwuoo(x,d)‘i‘O(W), |.x|_>oo,

with the far field pattern u, given by

k? -
Uoo(X,d) = _Efs e Y mWu(y, dydy, % eSS (11.5)
R

The inverse medium problem for acoustic waves is to determine n from uso (X, d)
for £, d € S?. We shall also often consider data for different values of k and in this
case we shall write oo (X, d) = uso (X, d, k).

The solution of the inverse medium problem becomes particularly simple when
use is made of the Born approximation (8.29). In this case, assuming the far field
pattern uoo (X, d, k) is known for x € S%,d e {dy,...,dp}and k € {kq,..., kol
instead of the nonlinear system (11.4) and (11.5) we have the linear integral
equations

k2 . A
Uoo(X. dp. kg) = — = / M =D m(y)dy, % e, (11.6)
47 Rr3
forp =1,...,Pand g = 1,..., Q to solve for the unknown function m and

any one of the linear methods described in Chap. 4 can be used to do this. (Note
that since the kernel of each equation is analytic, this problem is severely ill-posed
and regularization methods must be used.) The obvious advantage to the Born
approximation approach is that the nonlinear inverse medium problem is reduced
to considering a set of linear integral equations (albeit of the first kind). The equally
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obvious disadvantage is that the approach is only valid if k(? [Im|lsc < 1, acondition
that is often not satisfied in applications. For a further discussion of the Born
approximation approach to the inverse medium problem, the reader is referred to
Bleistein [33], Chew [81], Devaney [132], Kirsch [242], Langenberg [289], and
Moskow and Scotland [327] where additional references may be found.

11.2 Uniqueness

In this section we shall prove a uniqueness theorem for the inverse acoustic medium
problem, which is due to Nachman [333], Novikov[340], and Ramm[370, 372] (see
also Gosh Roy and Couchman [152]). To motivate our analysis we begin by proving
the following theorem due to Calderén [72] (see also Ramm [369]).

Theorem 11.1 The set of products h1hy of entire harmonic functions hy and hy is
complete in L*(D) for any bounded domain D C R>.

Proof Given y € IR choose a vector b € R3 with b - y = 0and |b| = |y|. Then for
z:=y+ib e C wehave z - z = 0 and therefore the function ho(x) :==e%* x €
IR3, is harmonic. Now assume that Q€ L?(D) is such that

/ @hihydx =0
D

for all pairs of entire harmonic functions /| and hj. For A1 = h, and hy = h; this
becomes

/ e(x) ¥ V¥ dx =0
D

for y € IR? and we can now conclude by the Fourier integral theorem that ¢ = 0
almost everywhere in D. O

For our uniqueness proof for the inverse medium problem we need a property
corresponding to Theorem 11.1 for products vjv; of solutions to Avy + k*njv; =0
and Avy + k*npvy = 0 for two different refractive indices n and ny. Such a result
was first established by Sylvester and Uhlmann [404] by using solutions which
asymptotically behave like the functions e’ #* occurring in the proof of the previous
theorem. To construct these solutions Sylvester and Uhlmann employed Fourier
integral techniques. Here, however, we will follow Hihner [176] who simplified
the analysis considerably by using Fourier series techniques.

Define the set
~3 1 3
Z ={a=p-— 0’5’0 BeZ’;.
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Then, in the cube Q := [—m, 71? the functions

1 ; =3
eq(x) = 3 et ae”Z,
2

provide a complete orthonormal system for L2(Q). We denote the Fourier coeffi-
cients of f € L?(Q) with respect to this orthonormal system by fo,

Lemma 11.2 Lett >0and¢ =1t (1,i,0) € C3. Then
fu
G fi=— _
of 230[%){—{-2{'0{60[
acZ

defines an operator G : L2(Q) — H?(Q) with the properties

1
1Ge fliz2) = " If 220y
and
AG f+2i¢ -gradG, f = f

in the weak sense for all f € L*(Q).

Proof Obviously, we have |ap| > 1/2 for all @ = (1, a2, @3) € 23, whence
lo-a+2¢-a|l>|Im{a-a+2¢-a}] =2 |az| >t

follows for all ¢ € 23. This implies that G : L%(Q) — L2(Q) is well defined and
by Parseval’s equality we have

~ 2
Jo

1
var2ra =7 Wl

1Ge I3y = Z

weZ’

for all f € L?(Q). Clearly there exists a constant ¢, depending on #, such that

l+o- -«
a-a0+2¢-«a

forall ¢ € 23. Hence, for the Fourier coefficients of G, f we have

S taar |67, <o

=3
aeZ
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ie,G:f € H%(0). Finally, we compute

AGf +2i¢ gadGef=— > (@ a+20 - 0)G;fpea= D futa=f

3 3
aeZ aeZ

in the weak sense. O
Lemma 11.3 Let D be an open ball centered at the origin and containing the
support of 1 — n. Then there exists a constant C > 0 such that for each 7 € c’
with z -z = 0 and |Rez| > 2k*||n||oo there exists a solution v € H*(D) to the
equation

Av+k*nv=0 inD
of the form

V() = e+ w()]

where w satisfies
lwll << (11.7)
w —_— . .
LXD) = |Rez|

Proof Without loss of generality we may assume that D is contained in the interior
of Q. Since the property z - z = 0 implies that |Rez| = |Imz| and Rez - Imz = 0,
we can choose a unitary transformation U of IR? such that

URez=(]Rez[,0,0) and UlImz = (0, |Imz|,0).
Weset ¢ =|Rez|(1,i,0)and n(x) = n(U~'x), and consider the equation
U+ k*Ge(n) = —k*Ge. (11.8)

Provided | Re z| > 2k2||| o0, the mapping u +— kZG; (u) is a contraction in L2(Q)
since in this case, by Lemma 11.2, we have the estimate

k2 1
k*G (jiu <—:/n u <= |lu .
l ¢ )||L2(Q) = |Rez| Inllooll ||L2(Q) ) l ||L2(Q)

Hence, by the Neumann series, for |Rez| > 2k2|In|lso the equation (11.8) has a
unique solution u € L?(Q) and this solution satisfies

lull 20y < 2K G il 1200y
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From this, by Lemma 11.2, it follows that

) 1
lull 20y < 2k 17l L2 g) Rerl (11.9)

From the fixed point equation (11.8) and Lemma 11.2 we also can conclude that
u € H*(Q) and

Au+2i ¢ -gradu = —k*i(1 + u). (11.10)
We now set w(x) := u(Ux) and
v(x) =€ T 1 + wx)].
Then, using z - z =0, Uz = ¢ and (11.10), we compute
Av(x) = €' (A 4 2i z - grad)w(x) = ! “¥[Au(Ux) +2i Uz - gradu(Ux)]
= —k2 U] + u(Ux)] = —k2e “*n(x)[1 + wx)] = —kZn(x)v(x)

in the weak sense for x € D. Finally, (11.9) implies that (11.7) is satisfied. |
Now we return to the scattering problem.

Lemma 11.4 Let B and D be two open balls centered at the origin and containing
the support of m = 1 — n such that B C D. Then the set of total fields {u(-,d) :
d € S?} satisfying (11.1)—(11.3) is complete in the closure of

H = {v e H(D) : Av + Knv =0mD}

with respect to the L%(B) norm.

Proof Consider the mapping A : H — Hl%)c (R3) defined by the volume potential

(Av)(x) := / @ (e, NIU + KT~ (y)dy, x € R,
B

where T* : L?(B) — L*(B) denotes the adjoint of the Lippmann—Schwinger

m

operator T}, : L>(B) — L?(B) given by
(Thu)(x) := /B D(x,yym(y)u(y)dy, x € B. (11.11)

Note that for v € H we have that Av € H?(B). For the density

. 2 -1
V= + KT
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of this potential we have that
v(x) = Vi(x) + k2m(x)/ Q(x,y)V(y)dy, x¢€B, (11.12)
B

which, in particular, implies that V. € H 2(B). From Theorem 8.1 we obtain that
AAv +k2Av = -V in B, and from this, using (11.12), it follows that

i = —AAv — k*Av + k*mAv = —AAv — K*nAv  in B.
Multiplying this equation by w € H and then integrating, by Green’s theorem

and using the fact that both Av and w solve the Helmholtz equation in D \ B,
we deduce that

/wﬁdx:—/w(AAv—i—kznAv)dx:/ Av — —w — ¢ ds
B B 9D v v

forallv,w e H. Here, v denotes the outward unit normal to 9 D.
Now let v € H,ie., v € L2(B) is the L2 limit of a sequence (v;) from H.
Assume that

(u(.,d),v)zfmu(x,d)dxzo, deS?%.
B

Then from the Lippmann—Schwinger equation (11.4) we obtain
0= (I+KT) W' (-, d),v) = @' (-,d), I +K*T})"'v), deS> (11.14)

As a consequence of (11.14), the potential Av with density V := (I + sz,;)’lv
has the far field pattern

(AV)oo(d) = %/B V(y)e H*ydgy = % u'(,=d),V)=0, deS.

By Rellich’s Lemma 2.12, this implies Av = 0 in R3 \ B. Since I + k>T,* has
a bounded inverse, by the Cauchy—Schwarz inequality the mapping A is bounded
from L2(B) into H2(K) for each compact set K C R®\ B. Hence, inserting v; into
(11.13) and passing to the limit j — oo yield

/wﬁdx:O
B
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for allw € H. Now inserting w = v; in this equation and again passing to the limit

Jj — 0o we obtain
/ |v|2dx =0,
B

whence v = 0 follows and the proof is complete. O
Now we are ready to prove the uniqueness result for the inverse medium problem.

Theorem 11.5 The refractive index n is uniquely determined by a knowledge of the
far field pattern uso (%, d) for %, d € S* and a fixed wave number k.

Proof Assume that n1 and n; are two refractive indices such that
Uloo(,d) =z oo(-,d), d €S
and let B and D be two open balls centered at the origin and containing the supports
of 1 —njand 1 — ny such that B C D. Then, by Rellich’s Lemma 2.12, it follows
that
ui(,d)=uy(-,d) inR*\B
forall d € S%. Hence u := u; — u» satisfies the boundary conditions

9
u=22_0 ondB (11.15)
ov

and the differential equation
Au + k2n1u = kz(nz —ny)uy in B.
From this and the differential equation for 11 := u (-, d ) we obtain
K2iuz(ny — ny) = it (Au + k*nyu) = it Au — uAiy.

Now Green'’s theorem and the boundary values (11.15) imply that
[ w6 duste s =y dx =0
for all d, d € S2. In view of Lemma 11.4 from this it follows that
/Bvlvz(nl—nz)dx:O (11.16)

for all solutions vy, va € H2(D) of Avy + k*njv; =0, Avy + k2npvs = 0in D.
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Given y € R? \ {0} and p > 0, we choose vectors a, b € R? such that {y,a, b}
is an orthogonal basis in R? with the properties |a| = 1 and |b]? = |y|*> + p2. Then
for

71 =y+pa+ib, z:=y—pa—ib
we have that
zj-zj =|Rez;|* — |Imz;|* +2iRez; - Imz; = |y|* + p> — [b|* =0
and
|Rez; > = [y|* + p* = p*.

In (11.16) we now insert the solutions v; and v, from Lemma 11.3 for the refractive
indices n1 and nj and the vectors z; and z3, respectively. In view of z; + zo = 2y
this yields

/ Y1 4+ wi ()1 + wa(0)][n (x) — na(x)]dx = 0.
B

Passing to the limit p — o0 in this equation, with the help of the inequality (11.7)
and |Rez;| > p yields

/ 1 [ (x) — na(x)] dx = 0.
B

Since the latter equation is true for all y € R, by the Fourier integral theorem, we
now can conclude that n; = n3 in B and the proof is finished. O

The above proof does not work in two dimensions because in this case there is
no corresponding decomposition of y into two complex vectors z; and z, such that
71 - 22 = 0 and z; and z; tend to infinity. However, using different methods, it can
be shown that Theorem 11.5 is also valid in two dimensions [45].

Although of obvious theoretical interest, a uniqueness theorem such as Theo-
rem 11.5 is often of limited practical interest, other than suggesting the amount
of information that is necessary in order to reconstruct the refractive index. The
reason for this is that in order to numerically solve the inverse medium problem
one usually reduces the problem to a constrained nonlinear optimization problem
involving inexact far field data. Hence, the uniqueness question of primary interest
is whether or not there exist local minima to this optimization problem and, more
specifically, whether or not there exists a unique global minimum. In general, these
questions are still unanswered for these optimization problems.
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11.3 Iterative Solution Methods

Analogous to the inverse obstacle scattering problem, we can reformulate the inverse
medium problem as a nonlinear operator equation. To this end we define the operator
F 1 m > Uux that maps m := 1 — n to the far field pattern uo, for plane wave
incidence u’(x, d) = ¢**“. Since by Theorem 11.5 we know that m is uniquely
determined by a knowledge of u (%, d) for all incident and observation directions
d, % € S?, we interpret ¥ as an operator from L?(B) into L>(S? x S?) for a ball B
that contains the unknown support of m.

In view of the Lippmann—Schwinger equation (11.4) and the far field representa-
tion (11.5) we can write

k2 iy .
(F(m)(X,d) = —4—f e R Y mu(y,d)dy, %.deS?, (11.17)
T JB
where u (-, d) is the unique solution of
u(x,d) +k2/ D(x,y)ym(Mu(y,d)dy = u'(x,d), xe€B. (11.18)
B

The representation (11.17) indicates that ¥ is nonlinear and completely continuous.
From (11.18) it can be seen that the Fréchet derivative v := u/, g of u with respect
to m (in direction ¢g) satisfies the Lippmann—Schwinger equation

v(x,d)—i—kz/Bd)(x, m»Hv(y,d)+qMu(y,d)]dy =0, xeB. (11.19)

From this and (11.17) it follows that the Fréchet derivative of ¥ is given by

k2 e N
Fr) Gy =~ /B R Iy, d) + guly. d)ldy,  F.d € S,

which coincides with the far field pattern of the solution v(-,d) € Hl%)c (R3) of
(11.19). Hence, we have proven the following theorem.

Theorem 11.6 The operator F : m +— uo is Fréchet differentiable. The derivative
is given by

j(-:r:'[q = Voo,
where v is the far field pattern of the radiating solution v € Hl%)c (R3) to

Av + k*nv = —k*ug  in R%. (11.20)
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Confirming Theorem 4.21, from the above characterization of the Fréchet deriva-
tive it is obvious that ¥, : L*(B) — L*(S? x S?) is compact. Theorem 11.6 can
also be used to establish injectivity of #,, in the following theorem (see [178, 195]).

Theorem 11.7 For piecewise continuous m the operator F,, : L%(B) — L*(S* x
S?) is injective.

Proof Assume that ¢ € L?(B) satisfies g = 0. Then for each d € S? the far field
pattern of the solution v of (11.19) vanishes and Rellich’s lemma yields v(-,d) =
dv(-,d)/dv = 0 on d B. Therefore Green’s second theorem implies that

kZ/ qu(-,d)ywdx =0
B

for all d € S? and all solutions w € HZ(D) of Aw + k*nw = 0 in D where the
domain D is such that B C D. In view of Lemma 11.4 this implies

/ quwwdx =0

B

for all w, W € H?(D) satisfying Aw + k*nw = 0 and A + k*ni = 0 in D. Now
the proof can be completed analogously to that of Theorem 11.5. O

Theorems 11.6 and 11.7 provide the theoretical foundation for the application
of Newton type iterations such as the Levenberg—Marquardt algorithm and the
iteratively regularized Gauss—Newton iteration from Sect. 4.5 for solving the inverse
medium problem. Gutman and Klibanow [158-160] proposed and analyzed a quasi-
Newton scheme where the Fréchet derivative F), is kept fixed throughout the
iterations and is replaced by Fj which sort of mimics the Born approximation (see
also [178, 238]). For an application of the Levenberg—Marquardt algorithm to the
inverse medium problem we refer to Hohage [195]. For a corresponding approach
to the electromagnetic inverse medium problem based on the Lippmann—Schwinger
equation (9.7) we refer to Hohage and Langer [196, 197].

In view of the Lippmann—Schwinger equation (11.4) and the far field repre-
sentation (11.5) the inverse medium problem is equivalent to solving the system
consisting of the field equation

u(x,d) +k2/ & (x, ymWu(y,d)dy =u'(x,d), xeB,deS> (11.21)
B

and the data equation

k2

e e EYm(u(y, d)dy = uss(,d), %£,d €S> (11.22)
7T JB
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For a more concise formulation we define the integral operators 7 : L%(B x S?) —
L*(B x S?) and Two : L>(B x S?) — L*(S* x $?) by

(Tv)(x,d) := —sz @ (x, y)v(y,d)dy, xe€B,deS?
B
and
k2 .
(Toov) (£, d) 1= ——/ e Yy, dydy, %,deS?
47'[ B

and rewrite the field equation (11.21) as

u 4+ Tmu=u (11.23)
and the data equation (11.22) as

Toomu = Upo. (11.24)

In principle one could try to first solve the ill-posed linear equation (11.24) to
determine the source mu from the far field pattern and then solve the nonlinear
equation (11.23) to construct the contrast m. Unfortunately this approach is
unsatisfactory due to the fact that T is not injective and has a null space with
infinite dimension. In particular, all functions v of the form v = Aw + k2w fora C?
function w with compact support contained in B belong to the null space of 7, as
can be seen from the Green’s formula (2.4) applied to w. Hence it is not possible to
break up the solution of (11.23) and (11.24) as in a decomposition method and we
need to keep them combined. For this we define the cost function

' + Tmu—ull?, p o loo = Toomull?, o
o (BxS?) L2(S?2xS?)
im0 = lul 12 ool (122
L2(BxS?) ool 12($2xS?)

and reformulate the inverse medium problem as the optimization problem to
minimize pu over the contrast m € V and the fields u € W where V and W are
appropriately chosen admissible sets. The weights in the cost function are chosen
such that the two terms are of the same magnitude.

Since by Theorem 11.5 all incident directions are required, the discrete versions
of the optimization problem suffer from a large number of unknowns. Assuming the
far field pattern uso (X, d) is known for x € S2,d € {d,, ...,dp)}, adiscrete version
of the cost function is given by

up(m,uy,...,up)
P

-y

p=1

' o dp) + Tmup = upll7s gy Nitoo o dp)=Toomup |y,

’

”ui('vdp)”iZ(B) ”uOO(vdp)”iZ(SZ)
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which has to be minimized over the contrast m € V and the fields uy, ..., up € W.
One way to reduce the computational complexity is to use a modified conjugate
gradient method for this optimization problem as proposed by Kleinman and van
den Berg [254, 255]. We also note that multiple frequency data can be incorporated
in the cost functionals by integrating or summing in the above definitions over a
corresponding range of wave numbers.

In a modified version of this approach van den Berg and Kleinman [412]
transformed the Lippmann—Schwinger equation (11.23) into the equation

mu' +mTw=w (11.26)
for the contrast sources w := mu and instead of simultaneously updating the

contrast m and the fields u the contrast is updated together with the contrast source
w. The cost function (11.25) is now changed to

1 2 2
M(m w) . ”mul + mTw — w”LZ(BXSZ) ”uOO - TOOmu||L2(S2><S2)
9 L i 2 2 ’
11 e, ool 2t

Via the Lippmann—Schwinger equation (9.7) the above approach for the acoustic
inverse medium problem can be adapted to the case of electromagnetic waves.

A drawback of iterative methods based on a reformulation of the inverse
medium problem as an optimization problem arises from the occurrence of local
minima at fixed frequencies and in particular at higher frequencies. One possibility
to overcome this issue is to use multi-frequency data provided the medium is
nondispersive. Starting with Chen [79] in 1997 and further developed by Bao and Li
and their co-workers [24-26] recursive linearization algorithms were developed and
analyzed that indeed can alleviate the problem of local minima at high frequencies.
Assume that far field data are available at a sequence of wave numbers kg < k; <

- < k¢—1 < k¢. Then the main idea of the recursive linearization algorithm is
to construct a sequence of approximations ny, . .., ng for the refractive index n by
obtaining n; for j = 1, ..., £, from just one step of a Newton type iteration based
on Theorems 11.6 and 11.7 as discussed above with the wave number k; (and the far
field data for k;) and the preceding n;_; as starting value. The initial value n¢ for
this algorithm, for example, can be obtained by the Born approximation as briefly
discussed at the end of Sect. 11.1 using the far field data at the wave number kg
provided k¢ is small enough. For further work on these ideas we refer to Borges,
Gillman, and Greengard [39, 40] who in addition to inverse medium scattering also
applied recursive linearizations for the case of inverse obstacle scattering.

A different iterative algorithm for the inverse medium problem was developed by
Natterer, Vogeler, and Wiibbeling [336, 417]. Their method is based on solving the
direct scattering problem by a marching scheme in space and the inverse problem
by Kaczmarz’s algorithm adopting ideas from computerized tomography.



452 11 The Inverse Medium Problem
11.4 Decomposition Methods

In this section we shall discuss a decomposition method for solving the inverse
medium problem for acoustic waves due to Colton and Monk [114] (see also Colton
and Kirsch [92]) that is based on an application of Theorem 8.10. This method (as
well as the modified method to be discussed below) has the advantage of being able
to increase the number of incident fields without increasing the cost of solving the
inverse problem. We shall call this approach the dual space method since it requires
the determination of a function g,, € L2(S?) such that

p—1
/ oo (B, d)gpg (B) ds(®) = lT Yi(d), deS?, (11.27)
S2

i.e., the determination of a linear functional in the dual space of L?(S?) having
prescribed values on the class ¥ = {uxo(-,dy) : n = 1,2,3,...} of far field
patterns where {d, : n = 1,2,3,...} is a countable dense set of vectors on the
unit sphere S. We shall assume throughout this section that Imn(x) > 0 for all
x € D := {x € R®: m(x) # 0} where again m := 1 — n. From Theorem 8.12 we
see that this implies that, if a solution exists to the integral equation (11.27), then
this solution is unique. As in Chap. 8, we shall, for the sake of simplicity, always
assume that D is connected with a connected C? boundary 3D and D contains the
origin.

We shall begin our analysis by giving a different proof of the “if” part of
Theorem 8.10. In particular, assume that there exist functions v, w € H 2(D) which
satisfy the interior transmission problem

Aw+kKn(x)w=0, Av+k*v=0 inD (11.28)
with the transmission condition
wW—v=u, - ——=—— ondD (11.29)
where
whx) = D (klx]) Y] (%)

denotes a radiating spherical wave function and where v is the unit outward normal
to 0 D. If we further assume that v is a Herglotz wave function

v(x) = /2 e~hrd g (d)ds(d), xeR’, (11.30)
S
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where g pqeLz(Sz), then from the representation (2.14) for the far field pattern,
Green’s theorem and the radiation condition we have for fixed k and every d € S?
that

A . . 1 ov ou
/Sz oo (% d)gpg () ds(X) = 7 / ( P 5) @

1 9 9 1 u? 9
—_ u_w_w_u ds—— u—up—u%—u ds
4 Jap av av 4 Jop av av

1 ikx-d OUp g, 9 v g
= — - = Y .
4 Jop <e gy B Tupx) Erss Jds@) = == ¥ (d)
(11.31)

From (11.31) we see that the identity (11.27) is approximately satisfied if there exists
a Herglotz wave function v such that the Cauchy data (11.29) for w is approximately
satisfied in L2(d D).

The dual space method for solving the inverse acoustic medium problem is
to determine g,, € L%(S?) such that (11.27) is satisfied and, given v defined
by (11.30), to determine w and n from the overdetermined boundary value
problem (11.28) and (11.29). This is done for a finite set of values of k and integers p
and g withg = —p, ..., p. To reformulate this scheme as an optimization problem,
we define the operator T, as in (11.11) and the operator Fy : L>(S?) — L%(S?) by

(Frg)(d) ::/ Uso(X,d, k)g(®)ds(®), deS* (11.32)
S2

Then, from Green’s formula (2.4) we can rewrite the boundary value problem
(11.28) and (11.29) in the form

Wpg = Vpg — szmwpq in B,
(11.33)
—szmwl,q = u% on dB

where v = vp; and w = w),. Note that by the uniqueness for the exterior
Dirichlet problem for the Helmholtz equation the boundary condition in (11.33)
ensures that k%7, w pqt+ u?, =0 first in R* \ B and then, by unique continuation
K*T,ywp, +u% =0in R\ D. This implies that both boundary conditions in (11.29)
are satisfied.

The dual space method for solving the inverse medium problem can then be
formulated as the optimization problem
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2

P p R S ip71
min 430 >0 YD | Figpg)(dr) = —— Y} (dy)
g €W p=1qg=—pr=1s=1 s
wpqu|
melU,
P p S
+ Z Z Z [||wpq + kamwpq - qulliz(g) + ||k3mepq + uf,lliz(ag)] ,
p=1g=—p s=1

(11.34)

noting that vp,, wpy, u(,]) and the operator T, all depend on k = ks, s = 1,...S.
Here W, U; and U, are appropriate (possibly weakly) compact sets. We shall again
not dwell on the details of the optimization scheme (11.34) except to note that if
exact far field data is used and W, Uy, and U, are large enough, then the minimum
value of the cost functional in (11.34) will be zero, provided the approximation
property stated after (11.31) is valid. We now turn our attention to showing that
this approximation property is indeed true. In the analysis which follows, we shall
occasionally apply Green’s theorem to functions in C?(D) having L? Cauchy data.
When doing so, we shall always be implicitly appealing to a limiting argument
involving parallel surfaces (cf. [235]).
For the Herglotz wave function

ve(y) = / e Ky Ee(R)ds(R), ye R, (11.35)
SZ
with kernel g and
V(D) = {w € HX(D) : Aw + K*n(x)w = 0in D} ,

we define the subspace W C L2(dD) x L*(dD) by

W= {<vg —w, E% (vg — u))) cgeLl*SH, we V(D)}.

The desired approximation property is valid provided W is dense in L?(dD) x
L2(3D). To this end, we have the following theorem due to Colton and Kirsch [92].
This result has been extended to the case of the Maxwell equations by Héhner [175].

Theorem 11.8 Suppose Imn(x) > 0 for x € D. Then the subspace W is dense in
L>(dD) x L*(dD).

Proof Let ¢, ¥ € L?(dD) be such that

/ {(p(vg—w)—i—iﬂi(vg—w)}ds:o (11.36)
aD v
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forall g € L%(S?), w € V(D). We first set w = 0 in (11.36). Then from (11.35)
and (11.36) we have that

—tkyx
/g(x)/ {(ﬂ(y)e_'ky +1ﬂ(y) () }dS(y)dS(i)=0

for all g € L?(S?) and hence

—ik y-x

o 0
—iky-x
/i;D {(p(y)e v v (y)

} ds(y) =0

for £ € S%. Therefore, the far field pattern of the combined single- and double-layer
potential

(x,

8() w( )}ds(y) x e R*\ 3D,

Rl
u(x) :=/ {Cb(x Vo) + ——
aD

vanishes, i.e., from Theorem 2.14 we can conclude that u(x) = 0 for x € R3 \ D.
Since ¢, ¥ € L?(d D), we can apply the generalized jump relations (3.22)—(3.25) to
conclude that

u_

Y=—-"

, Y=—u_ onadD (11.37)
v

and hence u € H3/2(D) (cf. [235]). If we now set g = 0 in (11.36), we see from
Green’s theorem that

2 _ AU
k muwdx = u w ds = (11.38)
D 9D av av

for all w € V(D).
Now consider the boundary value problem

Av+ E2n(x)v =km()u in D,
(11.39)
v=0 ondD.

Since Imn(x) > 0 for x € D, this problem has a unique solution v € H 2(D)
(cf. [431]). Then from Green’s theorem and (11.38) we have that

9
/ w —vds=/ w(Av~|—k2nv)dx=k2/ muw dx =0 (11.40)
ap OV D D
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for all w € V(D). Note that from the trace theorem we have that the boundary
integral in (11.40) is well defined. Since Imn(x) > 0 for x € D, the boundary
values of functions w € V(D) are dense in L?(3D) and hence we can conclude
from (11.40) that dv/9v = 0 on dD. From (11.39) and Green’s theorems we now
see that, since u € H3/2(D) and Au + k*u = 0 in D, we have

1 1
0= / u(AD + k*v) dx = —f — (Av + K*nv) (AD + k20) dx
D k2 pm

1 1 2 |2 2 - 2=
= — —‘Av—i—k v‘ —k“v (Av + k“v) ) dx
k2 Jp

m

1 1 2
— _/ — ‘Av—i—kzv‘ — K*|v* + & grad v|* ) dx
k2 D \m

and, taking the imaginary part, we see that

I 2
/l’; ‘Av—}—k%‘ dx = 0.
p |m|

Hence, Av + kv = 0 in D. From the trace theorem we have that Theorem 2.1
remains valid in the present context and therefore since the Cauchy data for v vanish
on 0D we have that v = 0 in D. Hence, u = 0 in D and thus, from (11.37),
¢ = ¢ = 0. This completes the proof of the theorem. O

Due to the fact that the far field operator Fy is injective with dense range
(provided k is not a transmission eigenvalue) the dual space method described above
can be broken up into two problems, i.e., one first solves the linear ill-posed problem

ir-t

Figpq = P
forl < p < P,—p < g < p, constructs the Herglotz wave function v, with kernel
&pq and then uses nonlinear optimization methods to find a refractive index such
that (11.33) is optimally satisfied. (Note that this decomposition was not possible
for the iterative approach of the previous section.) The integer P is chosen by
the criteria that P is the order of the spherical harmonic in the last numerically
meaningful term in the spherical harmonic expansion of the (noisy) far field pattern.
Following this procedure can dramatically reduce the number of unknowns in the
nonlinear optimization step for determining the refractive index. For a mathematical
justification for breaking up the dual space method into two separate problems in

this way, we refer the reader to [75].

In addition to breaking up the dual space method into two separate problems, in
practice one often needs to consider point sources as incident fields and near field
scattering data. An example of this is the use of microwaves to detect leukemia in
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the bone marrow of the upper part of the lower leg. The possibility of using such
an approach arises from the fact that the presence of cancer cells can cause the
refractive index in the bone marrow to change significantly. However, in order for
the incident fields to penetrate the body there must be a good impedance match
between the leg and the host medium, e.g., the leg should be immersed in water.
Since water is a conductor, point sources and near field measurements are more
appropriate than plane wave incident fields and far field measurements. A further
consideration that needs to be addressed is that the human body is dispersive with
a poorly understood dispersion relation, i.e., the refractive index depends on the
wave number and this functional relationship is not precisely known. This means
that the dual space method, as modified for point sources and near field data, should
be restricted to a fixed value of k. For details and numerical examples of the above
modifications of the dual space method to the detection of leukemia the reader is
referred to [120].

In order for the dual space method presented in this section to work, we have
required that Imn(x) > O for x € D. In particular, if this is not the case, or Imn
is small, the presence of transmission eigenvalues can contaminate the method to
the extent of destroying its ability to reconstruct the refractive index. Numerical
examples using this method for solving the inverse medium problem can be found
in [114, 117] and Sect. 11.8 of this book.

As just mentioned, a disadvantage of the dual space method presented above
is that the presence of transmission eigenvalues can lead to numerical instabilities
and poor reconstructions of the refractive index. We shall now introduce a modified
version of the identity (11.27) that leads to a method for solving the acoustic inverse
medium problem that avoids this difficulty and that in the sequel we will refer to as
the modified dual space method.

We begin by considering the following auxiliary problem. Let A > 0 and let
h e CX(R? \B)nc! (R3 \ B) be the solution of the exterior impedance boundary
value problem

Ah+kK*h=0 inR’\ B, (11.41)
h(x) = e* ¥4 4 1S (x), (11.42)
oh
— +ikAh =0 ondB, (11.43)
v

ah .
lim r <— — ikhs) =0 (11.44)

r—00 ar

where again B is an open ball centered at the origin containing the support of m and
where v denotes the exterior normal to d B. (Domains other than balls could also be
used provided they contain the support of m.) We discussed already uniqueness and
existence of a solution to (11.41)—(11.44) in Theorem 3.16 where we left the details
of the existence proof seeking a solution in the form (3.32) to the reader. We note
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that by the analytic Riesz—Fredholm Theorem 8.26 the integral equation obtained
from the use of (3.32) is uniquely solvable for all A € C with the possible exception
of a countable set of values of A, i.e., there exists a solution to (11.41)—(11.44) for
arange of A where the condition A > 0 is violated. Finally, from the representation
(3.32), we see that #* has the asymptotic behavior

hs( ) oiklxl
X) =

1
hoo(X,d) + O (—) , x| = oo,

|x| x|

and from (3.61) we see that the far field pattern s, satisfies the reciprocity relation
hoo(X,d) = hoo(—d, —X), Xx,d e S% (11.45)

Now let uy, be the far field pattern of the scattering problem (11.1)—(11.3) for
acoustic waves in an inhomogeneous medium and consider the problem of when
there exists a function g,, € L2(S?) such that

-p—1
/ [Uoo (X, d) — hoo(X, d)] gpg (X) ds(X) = % Yg(d) (11.46)
S2

for all d in a countable dense set of vectors on the unit sphere, i.e., by continuity,
foralld € S2. By the Reciprocity Theorem 8.8 and (11.45) we see that (11.46) is
equivalent to the identity

(_i)erl

/Sz[uoo()?, d) — hoo(X,d)] gpg(—d)ds(d) = Yg()?) (11.47)

for all £ € S?. If we define the Herglotz wave function w' by

w' (x) :=/ e*ikxdgpq(d)ds(d):/ ekxdg, (—d)yds(d), xeR>,
2 2
s s (11.48)

then
Woo (R) 1= /Sz Uoo (R, d) gpg(—d)ds(d), €S,
is the far field pattern corresponding to the scattering problem
Aw +Kn(x)w =0 inIR3,

wx) = w (x) + w' (x),

. ow'
lim r —ikw’ ) =0,
r—00 or
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and
Voo (£) 1= /Sz hoo(%, d) gpg(—d) ds(d), % eS?,
is the far field pattern corresponding to the scattering problem
Av+k*v=0 inR*\B,
v(x) = w' (x) +v* (x),

9
X fikiv=0 ondB,
Jv

a N
lim (i - ikv5> =0.
r—00 ar
Hence, from (2.42), (11.47), and Theorem 2.14 we can conclude that
w'(x) — v (x) = AV klx) Y7 (R), xeR’\B,

i.e., w satisfies the boundary value problem

Aw + kKn(x)w =0 in B, (11.49)
wx) = w (x) + w'(x), (11.50)
9 p
a——}—tk)\ (w—up)zo on dB, (11.51)
V
A
lim r (3"’ —ikwf> —0 (11.52)
r—00 ar

uniformly for all directions. Again, as in Sect. 11.4, we have written
wh(x) = h (klx) Y (%)

for the radiating spherical wave function.

The boundary value problem (11.49)—(11.52) can be understood as the problem
of first solving the interior impedance problem (11.49)—(11.51) and then decompos-
ing the solution in the form (11.50) where w' satisfies the Helmholtz equation in B
and w* is defined for all of R, satisfies the Helmholtz equation in IR® \ B and the
radiation condition (11.52). Note that for the identity (11.46) to be valid, w’ must
be a Herglotz wave function with Herglotz kernel g, . In particular, from the above
analysis we have the following theorem [115, 116].
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Theorem 11.9 Assume there exists a solution w € H?*(B) fo the interior
impedance problem (11.49) and (11.51) such that w has the decomposition
(11.50) with w' and w* as described in the paragraph above. Then there exists
8pq € L%(S?) such that (11.46) is valid if and only if w' is a Herglotz wave function
with Herglotz kernel gpq.

We now turn our attention to when there exists a solution to (11.49) and (11.51)
having the decomposition (11.50). To establish the existence of a unique solution
to (11.49) and (11.51) we make use of potential theory. In particular, we recall
from Sect. 3.1 the single-layer operator S : C(dB) — C%*(3B) and the normal
derivative operator K’ : C(dB) — C(dB) and from Sect. 8.2 the volume potential
T,, : C(B) — C(B). We can now prove the following theorem.

Theorem 11.10 Suppose that . = 0 if Imn(x) > 0 for some x € B and » > 0
if Imn(x) = O for all x € B. Then there exists a unique solution w € H?*(B)
to the impedance problem (11.49)—(11.51) having the decomposition (11.50) where
w' € H?(B) is a solution of the Helmholtz equation in B and w® € H*(R3) satisfies
the radiation condition (11.52).

Proof We first establish uniqueness for the boundary value problem (11.49) and
(11.51). Assume that w is a solution of (11.49) satisfying homogeneous impedance
boundary data on d B. Then, by Green’s theorem, we have that

.
k)\/ \w|2ds =Im/ w 2 gs = —kzlm/ 7 |w|?dx, (11.53)
9B ag 9 B

where w and dw/dv are to be interpreted in the sense of the trace theorem. If
Im n(x) > O for some x € B, then by assumption A = 0 and we can conclude
from (11.53) that w(x) = O for those points x € B where Imn(x) > 0. Hence, by
the Unique Continuation Theorem 8.6, we have w(x) = 0 for x € B. On the other
hand, if Imn(x) = Oforall x € B then A > 0 and (11.53) implies that w = O on d B.
Since w satisfies homogeneous impedance boundary data, we have that dw/dv = 0
on 9 B and Green’s formula (2.4) now tells us that w + k*T,,w = 0 in B. Hence, we
see from the invertibility of 7 + k27, in C(B) that w(x) = 0 for x € B.

In order to establish existence for (11.49) and (11.51), we look for a solution in
the form

w(x)=fan><x,y>¢<y>ds<y>—szgm,y)m(ywy)dy, xeB,

(11.54)
where the densities ¢ € C(dB) and ¢ € C(B) are assumed to satisfy the two
integral equations

V=S¢ + KTy =0 (11.55)
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and
@+ (K +ikAS)p — 2k Ty op = 2.f (11.56)
with
P q
f = % +ik)\u?, on dB.
Y

Here we define S : C(HB) — C(B) by
Se)(x) = /aB D (x, () ds(y), xe€B,
and T, : C(B) — C(dB) by

9P (x,
(T2 W) (x) :=/ {# +ikm<x,y>}m<y>w<y)dy, x € dB.
B v(x)

By the regularity of f, from Theorems 3.4 and 8.2 we have that for a continuous
solution of (11.55) and (11.56) we automatically have ¢ € C%*(3B) and v o€
H?(B). Hence, defining w by (11.54), we see that w € H?*(B), i.e., w has the
required regularity. By Theorem 8.2, the integral equation (11.55) ensures that w
solves the differential equation (11.49) and from the jump relations of Theorem 3.1
we see that the integral equation (11.56) implies that the boundary condition (11.51)
is satisfied.

All integral operators in the system (11.55) and (11.56) clearly have weakly
singular kernels and therefore they are compact. Hence, by the Riesz—Fredholm
theory, to show the existence of a unique solution of (11.55) and (11.56) we must
show that the only solution of the homogeneous problem is the trivial solution
¢ =0,¢% = 0. 1If ¢, ¥ is a solution to (11.55) and (11.56) with f = 0, then w
defined by (11.54) is a solution to the homogeneous problem (11.49) and (11.51)
and therefore by uniqueness we have w = 0 in B. Applying A + k? to both sides
of (11.54) (with w = 0) now shows that miy = 0 and S‘q) = 0 in B. Hence, from
(11.55), we have that + = 0 in B. Now, making use of the uniqueness for the
exterior Dirichlet problem (Theorem 3.9) and the jump relations of Theorem 3.1,
we can also conclude that ¢ = 0.

The decomposition (11.50) holds where w = S’(p is in H%(B) and w® =
—k2 Ty is in Hl%)c (]R3). We have already shown above that the solution of
(11.49) and (11.51) is unique and all that remains is to show the uniqueness of
the decomposition (11.50). But this follows from the fact that entire solutions of
the Helmholtz equation satisfying the radiation condition must be identically zero
(cf. p. 24). |
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Corollary 11.11 In the decomposition (11.50), w' can be approximated in H'(B)
by a Herglotz wave function.

Proof From the regularity properties of surface potentials we see that if v € C(B)
and ¢ € C(3B) is a solution of (11.55) and (11.56) then ¢ € C%%(3B).
The corollary now follows by approximating the surface density ¢ by a linear
combination of spherical harmonics. O

With Theorem 11.10 and Corollary 11.11 at our disposal, we can now formulate
a decomposition method for solving the inverse scattering problem such that the
problem of transmission eigenvalues is avoided. Indeed, using the same notation as
in (11.34) and defining FkA : L2(S?) — L2(S%) by

(Flg)(d) = /2 hoo(R,d, k) g(X)ds(®), deS? (11.57)
S

we can formulate the optimization problem

P p R S il 2
min 43 >0 Y D |((Fiy = FL)gpg) ) + —— Yi(d)
8pg €W p=lgq=—pr=1s=1 §
wpqEUl

P p S
2 2
20 D0 D lwpg + K Twpg — VpqllL2(s)

2

.
(5 + m) (Wpg — k2 Tmwpg + uf)

L2(dB)
(11.58)

From Theorem 11.10 and Corollary 11.11 we see that if exact far field data is used
the minimum value of the cost functional in (11.58) will be zero provided W, U; and
U, are large enough. Numerical examples using this method for solving the inverse
medium problem can be found in [115, 116] and Sect. 11.8 of this book.

There are other decomposition methods for the case when Im n = 0 than the
one presented in this section and for these alternate methods the reader is referred
to [89, 118, 119].

11.5 Sampling Methods

The sampling methods obtained in Sect. 5.6 for determining the shape of a sound-
soft obstacle from a knowledge of the far field pattern of the scattered wave can
be extended to the problem of determining the support D of an inhomogeneous
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medium from the far field data corresponding to (11.1)—(11.3) (see [51, 57, 240,
243]). This section is devoted to the development of this set of ideas where we
assume that D is bounded with a connected exterior R? \ D and has C? boundary
dD and that n is piecewise continuous in IR? such that n(x) > 1 forx € D and
n(x) =1forx € R3\ D.

We first derive the factorization method for inhomogeneous media. To this end,
following [238], we rewrite (11.1) as

A’ + kKnud = k>0 — )i’ = K*mu’ in R? (11.59)
where u = u’ + u® and m := 1 — n. Then, more generally, we consider
Au® + knu® =mf  in R (11.60)

where f € L%*(D) and u® satisfies the Sommerfeld radiation condition (11.3). The
existence of a unique solution #* to (11.60) in the space HI%)C (R3) follows from
the existence of a unique solution to the Lippmann—Schwinger equation (8.13)
in L>(D). This follows in the same way as in Theorem 8.7 by noting that from
Theorem 8.2 and the Rellich selection theorem the integral operator in (8.13) is
compact in L?(D). We can now define the operator G : L%(D) — L*(S?) which
maps f € L?(D) onto the far field pattern of the solution «* of (11.60). We again let
Uoo € L%(S?) be the far field pattern associated with the scattering problem (11.1)—
(11.3) and recall the definition of the far field operator F : L?(S?) — L*(S$?)
given by

(Fg)@®) = / ool gy ds(d), § €5
S

The following factorization theorem is fundamental.

Theorem 11.12 Ler G : L*(D) — L*(S?) be defined as above and let F
L2(S*) — L2(S?) be the far field operator associated with the scattering problem
(11.1)—~(11.3). Then

F = 47k*’GS*G* (11.61)
where S* is the adjoint of S : L*(D) — L?(D) defined by

SY)(x) = _M — kZ/D®(x, Wy (y)dy, xe€D, (11.62)

m(x)

and G* : L*(S?) — L*(D) is the adjoint of G.

Proof From (11.59) and the definition of G we have that us = k*Gu’. We now
define the Herglotz operator H : L*(S?) — L*(D) by

(Hg)(x) := /2 e**g(dyds(d), x e D, (11.63)
S
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and note that by the analogue of Lemma 3.28 for medium scattering F'g is the far
field pattern corresponding to the incident field Hg, that is,

F = k*GH.

The adjoint H* of H is given by
(H*¥)(&) = / e MYy (y)ydy, %eS?
D
and hence H*Y = 4w wy, where we is he far field pattern of

w(x) :=/Dq>(x,y)1p(y)dy, x e R3.
But

Aw + Knw = —m (K + k2w>
m
and hence

14

m

thatis, H* = 47 GS. Thus
H =47 S*G*

and since we have previously shown that F = k>G H , the theorem follows. O

The next step in the derivation of the factorization method for inhomogeneous
media is to characterize D in terms of the range of G.

Lemma 11.13 For z € R? let
s ks
¢00(x3 Z) =-—¢€ ¢
Vi 4

be the far field of the fundamental solution ®(-,z). Then z € D if and only if
Doo(-, 2) is in the range G(L*(D)) of G.

Proof First let z € D and choose ¢ such that B, := {x € R3 : lx —z| < e} C D.
Choose p € C°°(]R3) such that p(x) = O for |[x — z] < ¢/2 and p(x) = 1 for
|x —z| > ¢ and set v(x) := p(x)P(x, z) for x € R>. Then v € C®°(R?) and has
Do (-, 7) as its far field pattern. Hence @ (-, ) = Gf where

fi= % (Av + k2nv> e LX(D).
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Now assume that z ¢ D and that @ (-, z) = Gf for some f € L%(D). We will
show that this leads to a contradiction. Let u® be the radiating solution of (11.60).
Then since @ (-, z) is the far field pattern of @ (-, z) and Gf is the far field pattern
of ¥, by Rellich’s lemma we have that @ (-, z) = ©® in the exterior of D U {z}. If
z ¢ D then this is a contradiction since u* is a smooth function in a neighborhood
of z but @ (-, z) is singular at z. If z € dD, let Cy C IR? be an open truncated cone
with vertex at z such that Co N D = . Then @ (-, z) ¢ H'(Cp) but u® € H'(Cp)
and we are again led to a contradiction. O

To proceed further we need to collect some properties of the operator S defined
by (11.62).

Theorem 11.14 Ler S : L*(D) — L*(D) be defined by (11.62) and let Sy :
L?*(D) — L?(D) be given by

Soy = —% .

Then the following statements are true:

1. So is bounded, self-adjoint, and satisfies

1
(So¥, W2y =2 7 W I3ap)s ¥ € LX(D). (11.64)

= lmlloo

2. S —So: L%(D) — L%(D) is compact.

3. S is an isomorphism from L*(D) onto L*(D).

4. Im(Sy, ¥)2p < O forall ¢ € L*(D) with strict inequality holding for all
Y € G*(L%(S?)) with W # 0 provided k is not a transmission eigenvalue (see
(10.6)).

Proof

1. This follows immediately since m is real valued and bounded away from zero in
D.

2. This follows from Theorem 8.2 and the compact embedding of H2(D) into
L%(D).

3. From the first two statements, it suffices to show that S is injective. Suppose
Sy = 0. Then setting ¢ = —y/m we see that ¢ satisfies the homogeneous
Lippmann—Schwinger equation and hence by Theorem 8.7 we have that ¢ = 0
and hence ¢ = 0.

4. Let € L*(D) and define f € L*(D) by

f ) =1(x) +k2m(x)/D¢(x,y)1ﬁ(y) dy, xeD.
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Then S¢¥ = — f/m and setting

W(X)=f D(x, Y dy, xeR’,
D
we see that

SY, ¥)2py = —/D {f—k2mu')}dx :_/Dn% |f|2dx+k2/ fwdx.

D
(11.65)

Since
Aw + Knw = —¢ — Kmw = —f

in D, by Green'’s first integral theorem (which remains valid for H 2(D) functions
as pointed out in the remarks after Theorem 8.2) we have

/Dflbdxz—/DzD{Aw—i-k2nw}

d
/ {|gradw|2—k2n|w|2}dx—/ w —wds.
D ap OV

Taking the imaginary part now gives

dx

9
Im(SY, ¥)2(p) = —k> Im/aD o % ds (11.66)

whence Im(Syr, ¥) 2oy = 0 follows from the identity (2.11) (which again

remains valid for H2 functions) since w satisfies Aw + k*w = 0 in R?\ D
and the Sommerfeld radiation condition.

We now prove the last part of the fourth statement. To this end, denote by N (G)
the null space of G and let ¥ € L?(D) be in G*(L2(S?)) = [N(G)]* such that
Im(SY, ¥)2(py = 0. From (10.66) and Theorem 2.13 (which is also valid for H?

functions) we have that w = 0 in R3 \ D. For Q€ C(‘)>Q (D) extended by zero outside
into R3 \ D we set

1
g:=— (Ap +k*ngp).
m

Then g € N(G) since ¢ clearly has far field pattern ¢, = 0. Because ¥ € [N(G)]*+
we conclude that

/ % (Ap + K2n@)yr dx =0 (11.67)
D
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forall ¢ € C3°(D). Let
1 2
u:=— v e LAD).
m

Then by (11.67) we have that u is a distributional solution of Au + k*nu = 01in D.
Let v := u — k*>w. Then in the sense of distributions

Av + k2 = Au+ Ku — K (Aw + k*w) = —k>mu + kK> = 0.

i.e., v is a distributional solution of Av + kv = 0 in D. Since u — v = k*w €
HOZ(D) we conclude from the assumption that k is not a transmission eigenvalue
that ¥ = v = 0 in D and thus ¥ = 0 in D. This ends the proof. O

We are now in a position to establish the factorization method for determining
the support of D of m = 1 — n from a knowledge of the far field pattern of the
scattered field corresponding to (11.1)—(11.3). To this end, we assume that & is not
a transmission eigenvalue. Then by Theorem 8.9 the far field operator F is injective
and by Corollary 8.20 it is normal. In particular, by (8.46) the operator

1 ik F
+ 2
is unitary. Hence, using Theorems 11.12, 11.14, Lemma 11.13 and applying
Theorem 5.40, we obtain as in the case of obstacle scattering the factorization
method for determining the support D of m = 1 — n.

Theorem 11.15 Assume that n(x) > 1 for x € D and that k > 0 is not a
transmission eigenvalue. Then z € D if and only if oo (-, 2) € (F* FYV4(L2(S?)).

In practice the support D of m = 1—n can now be determined by using Tikhonov
regularization to find a regularized solution of the modified far field equation

(F*F)Y*g = &5 (-, 2) (11.68)

and noting that the regularized solution g7 of (11.68) converges in L3(S?)asa — 0
if and only if z € D (cf. Theorem 4.20). Although we have assumed that n(x) > 1
for x € D, the factorization method remains valid for 0 < n(x) < lforx e D, the
proof being exactly the same as that given above. There also exist extensions of the
factorization method for the case when n(x) is no longer real valued for x € D. In
this case the far field operator is no longer normal and different techniques must be
used [243]. Finally, for either the case when n(x) > 1forx € Dor0 < n(x) < 1 for
x € D one can derive the linear sampling method as a corollary to Theorem 11.15
in precisely the same way as in the case of obstacle scattering (cf. Corollary 5.43).
Of course, as was done in Sects. 5.6 and 7.5, the linear sampling method can also be
derived in a manner independent of the factorization method [94, 125]. We will now
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illustrate this by considering the problem of determining the support of an absorbing
inhomogeneous medium from a knowledge of the far field pattern of the scattered
wave [125].

We begin with a projection theorem. Let X be a Hilbert space with the scalar
product (-, -) and norm || - || induced by (-, -). Let (-, -) be a bounded sesquilinear
form on X such that

o, )| > v lloll* (11.69)

for all ¢ € X where y is a positive constant. For a subspace H C X we define
H' to be the orthogonal complement of H with respect to (-, -) and H+ to be the
orthogonal complement of H with respect to (-, -). By the Lax—Milgram theorem
there exists a unique bounded linear operator M : X — X such that

(o, ¥) = Mo, ¥) (11.70)

for all ¢, ¥ € X, M is bijective and the norm of M~ is bounded by y .

Lemma 11.16 For every closed subspace H C X we have the decomposition
X =H'+ MH,

where H- N M H = {0}.
Proof Define G := H- + MH andlet y € G-. Theny € HU (MH)', ie.,

(. ¥) =Mg,¥) =0

for all ¢ € H. Setting ¢ = ¥ from (11.69) we obtain ¢y = 0 and therefore X =
H+ + MH. Now assume that for f € X we have f = ¥ + Mg = ¥ + M.
Then for ¥ := 1 — ¥ and ¢ := ¢ — > we have 0 = ¥ + Mo with € H* and
¢ € H. Therefore

0= +Mp,0) = Mo, p) ={p, )

and hence ¢ = 0. This implies ¥ = 0 and the proof is complete. O

Now let Py be the orthogonal projection operator in X onto the space H with
respect to the scalar product (-, -) and let Py, be the projection operator onto M H
as defined by Lemma 11.16. By the closed graph theorem, Py, is a bounded operator.

Lemma 11.17 For every closed subspace H C X we have
M 'HY = M*H)t = H.

Proof The first equality follows from the fact that ¢ € (M*H)* if and only if
(@, M*y) = (Mg, ¥) = 0 for every v € H and hence Mg € H',ie., ¢ €
M~'H". The second equality follows from the fact that (¢, M*y) = (M@, V)

(@, ). o
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We are now in a position to show that every ¢ € X can be uniquely written as a
sum ¢ = v+ w withv € Hts andw € H,ie, X = H- @ H where @y is the
orthogonal decomposition with respect to the sesquilinear form (-, -).

Theorem 11.18 For every closed subspace H C X we have the orthogonal
decomposition

X=H" &, H.

The projection operator P : X — H-s defined by this decomposition is bounded
in X.

Proof For ¢ € X we define ¢ := M. Then from Lemma 11.16 we have that

¢=1—-Pu)¢+ Pug,

that is,
Mop=0—Py)My + PyMg.
Hence
o =M"'(1—Py)Mo+M ' PyMg = v, +w
where

vi=M'0-PyMpe M '"H* =H> and w:=M"'PyMyc H.

We have thus shown that X = H's 4+ H. To show the uniqueness of this
decomposition, suppose v + w = 0 with v € H*s and w € H. Then

0= (v, w)| = {w, w)| = y[lwl?,

which implies that w = v = 0. Finally, since from the above analysis we have that
P=M _1(1 — Py)M and Py, is bounded, we have that P is bounded. m]

We will now turn our attention to the problem of showing the existence of a
unique solution v, w of the inhomogeneous interior transmission problem

Aw+kEnxw=0, Av+k*v=0 inD (11.71)

with the transmission condition

ow ov 0
w—v=®&(,z), ———=—®&(-,z) ondD (11.72)
ov ov ov
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where n is piecewise continuously differentiable in D and, for the sake of simplicity,
D is assumed to be connected with a connected C? boundary 9D and z € D. We
will further assume that there exists a positive constant ¢ such that

Imn(x) >c (11.73)

for x € D. Using Theorem 8.2 we can formulate the problem as follows:

Definition 11.19 Let H be the linear space of all Herglotz wave functions and H
the closure of H in L?(D). For ¢ € L*(D) define the volume potential by

(Tn)(x) == /D o (x, m(e(y)dy, xeR’.

Then a pair v, w with v € H and w € L?*(D) is said to be a solution of the
inhomogeneous interior transmission problem (11.71) and (11.72) with point source
z € D if v and w satisfy the integral equation

w+k*Tyw=v inD
and the boundary condition
—k*Tyw=®(-,z) ondB,

where B is an open ball centered at the origin with D C B

Before proceeding to establish the existence of a unique solution to the interior
inhomogeneous transmission problem (11.71) and (11.72), we make a few pre-
liminary observations. We note that condition (11.73) implies that in L*(D) the
sesquilinear form

0.9 = /D m(»)eNTO) dy (11.74)

satisfies the assumption (11.69). In this case the operator M is simply the mul-
tiplication operator (M¢)(x) := m(x)p(x). Finally by the uniqueness of the
solution to the exterior Dirichlet problem for the Helmholtz equation and the unique
continuation principle, we see that if v, w is a solution of the inhomogeneous interior
transmission problem with point source z € D then —(kK*Tpw)(x) = @ (x, z) for
all x € R2\D.

Theorem 11.20 For every source point z € D there exists at most one solution of
the inhomogeneous interior transmission problem.

Proof Let w and v be the difference between two solutions of the inhomogeneous
interior transmission problem. Then from the boundary condition 7,,w = 0 on 0B
we have

/ D(x,yym(y)w(y)dy =0, x¢e R? \ D. (11.75)
D
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Hence 7, w has vanishing far field pattern, i.e.,
f e_ik)?'ym(y)w(y) dy=0, X¢€ S?,
D

(see (8.28)). Multiplying this identity by 4, integrating over S* and interchanging
the order of integration, we obtain

(w, vp) = / mwv,dy =0 (11.76)
D

for each Herglotz wave function v;, with kernel & € L2(S?). By continuity (11.76)
also holds for v € H.

Now let (v;) € H be a sequence withv; — vas j — ocoin L2(D) and note that
(I + k*T,,)~" exists and is a bounded operator in L2(D). Hence, for

wi =+ kT, v;
we have that w; — w € L%(D) as j — oo. For x ¢ D we define w; by
wi(x) == v;(x) — kK (Tpwj)(x), xeR\D.

The functions v; and w; satisfy

Avj + k0 =0, Aw;+k*n(x)w; =0 (11.77)

in both D and B\ D. From (11.77), by Green’s first theorem applied to D and B\D,
we have

o
Im/aB(wj—vj)a(wj—vj)ds
=Im/(wj—vj)A(wj—vj)dx (11.78)
D

=k’ Im/ m(w; — v;)w; dx.
D

We now note that from (11.75) and (11.76) we have by the Cauchy—Schwarz
inequality that

w; —vj = —szmwj - —k2T,w =0,

B a
_(wj _vj) = —k2—meJ‘ g —k2_me =0
v v dv
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uniformly on 0B and

/Dm(y)w,,(y)v,(y)dy%/Dmmw(y)Ty)dy:o

as j — oo. Hence, taking the limit j — oo in (11.78) we obtain
f Imm |w|>dy = 0.
D

From (11.73) we can now conclude that w(x) = 0 forx € D. Since v = w+k*T,,w
in D we can also conclude that v(x) = 0 for x € D and the proof is complete. O

Theorem 11.21 For every source point z € D there exists a solution to the
inhomogeneous interior transmission problem.

Proof Choosing an appropriate coordinate system, we can assume without loss of
generality that z = 0. We consider the space

H?::span{jp(kr)Y;,’:p=1,2,..., -p<q=<p},

where j, is a spherical Bessel function and Yg is a spherical harmonic and denote
by H; the closure of H 10 in L2(D). We note that from the Jacobi—Anger expansion
(2.46) we have that the space

span{jp(kr)Yg:p=0,1,2,..-, —PEQEP}

is a dense subset of H. From Theorem 11.18 we conclude that H = H IL @y Hy, and

therefore there exists a nontrivial ¥ € H IJ‘ N H. (It is easily verified that H # Hj,
since for sufficiently small a a function 4 € H; satisfies fl x|<a dx = 0 but this

is not true for h = jo € H.) Then (jo, ¥) # 0 because otherwise we would have
(h,¥) = 0forall h € H which contradicts the fact that the nontrivial ¢ belongs to
H.

Now let P be the projection operator from L?(D) onto H's as defined by
Theorem 11.18. We first consider the integral equation

u+k*PThu=k*PT,y (11.79)
in L2(D). Since T}, is compact and P is bounded, the operator PT,, is compact
in L2(D). In order to apply the Riesz theory, we will prove uniqueness for the
homogeneous equation. To this end, assume that w € L?(D) satisfies

w + kzPme =0.

Then w € HYs and

vi= kz(l —P)T,weH
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satisfy
w + k2 Thw = v.

Since (w, ¢) = 0 for all ¢ € H, from the Addition Theorem 2.11 we conclude that
Tnw = 0 on dB. Now from Theorem 11.20 we have that v = w = 0 and by the
Riesz theory we obtain the continuous invertibility of I + k> PTj, in L*>(D).

Now let u be the solution of (11.79) and note that u € H-~s. We define the
constant ¢ and function w € L%(D) by

czzm, w:=clu—y).
Then we compute
w4 kK2PT,w = —cyr
and hence
w + szmw =v
where

v:=k*(I — P)Tpw —cy € H.
Since (w, h) = c(u — ¥, h) = 0forall h € Hy and

<w7 J0> = C(” - l/f, jO’ ) = _k_2
we have from the Addition Theorem 2.11 that

2 _ ik _
K(Tw)) = — hy (klx) = @(x,0),  x € 9B,
T

where h(l) is the spherical Hankel function of the first kind of order zero and the
proof is complete. O

We are now in a position to show how the support D of m can be determined
from the far field pattern u, corresponding to the scattering problem (11.1)-(11.3)
by using the linear sampling method. To this end we define the far field operator
F : L%*(S?) — L%(S?) by

(Fg)(®) := /zuoo()?,d)g(d) ds(d), %eS2 (11.80)
S

We then have the following theorem that corresponds to Theorem 5.35 for obstacle
scattering (note that by (11.73) k > 0 is not a transmission eigenvalue):
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Theorem 11.22 Assume that (11.73) is valid and let F be the far field operator
(11.80) for scattering by an inhomogeneous medium. Then the following hold:

1. Forz € D and a given & > 0 there exists a function g¢ € L*(S?) such that
Fg; — Pool-, D22y < € (11.81)

and the Herglotz wave function vge with kernel g converges to the solution v €

H of the inhomogeneous interior transmission problem as ¢ — 0.
2. Forz & D every gf € L?(S?) that satisfies (11.81) for a given & > 0 is such that

lim ||vee = 0.
£0 || gt ||L2(D)
Proof Let v(-, z), w(-, z) be the unique solution to the inhomogeneous interior
transmission problem with source point z € D. By the definition of H, we can
approximate v(-,z) € H by a Herglotz wave function v, with kernel g = g(-, 2),
i.e., forevery &€ > 0 and z € D there exists g € L*(S?) such that

”v('a Z) - vg”LZ(D) =< E. (1182)
Then by the continuity of (1 + k*T,,)~" we have for ug == + KT, ! v, that

lw(:, z) —ugll2py < cé (11.83)

for some positive constant ¢ and by the continuity of 7}, : LZ(D) — C(0B) we
have that

162 Twug + @ (-, Dllcon) < ' (11.84)

for some positive constant ¢’. We now note that the far field pattern k>7}, oou g of
—szmug is given by

(T oottg) (R) = —/ Uso(®, d)g(d)ds(d), % €S
SZ

Hence, by the continuous dependence of the solution of the exterior Dirichlet
problem with respect to the boundary data, we obtain from (11.84) the estimate

1Ty — Poo(-, 2) 22 < ¢ &

for a positive constant ¢”. Letting ¢ — 0 now establishes part one of the theorem.
In order to prove the second part, let z ¢ D and, contrary to the statement of the
theorem assume that there exists a null sequence (¢;) and corresponding Herglotz

wave functions v; with kernels g; = gzs'f such that [[vjll;2(p) remains bounded.
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Then without loss of generality we may assume weak convergence v; — v € L*(D)
as j — oo. Denote by v* € H] (R®\ D) the scattered field for (11.1)~(11.3)
arising from the incident field v instead of e’**¢ (obtained by using the Lippmann—
Schwinger equation) and denote its far field pattern by veo. Since Fg; is the far
field pattern of the scattered wave for the incident field v; then if u; € L*(D)
is the solution of u; + szmuj = v; in D we have that Fg; = —szm,oouj.
Letting j — oo and using (11.81) shows that vy, = —szm,oou = @ (-, 7) Where
u = (I +KkT,) 'v.But —k*T,,u € H. (R*\ D) and @(-, 2) is not and hence
by Rellich’s lemma we arrive at a contradiction. O

Finally, as another variant of sampling methods, the method of convex scattering
support was introduced by Kusiak and Sylvester [283] (see also [403]). In this
approach the amount of data needed for reconstruction is severely reduced at the
expense of only being able to determine a convex body containing the scatterer.

11.6 The Inverse Medium Problem for Electromagnetic
Waves

We recall from Chap. 9 that the direct scattering problem for electromagnetic waves
can be formulated as that of determining the electric field £ and magnetic field H
such that

curl E— ikH =0, curl H 4+ ikn(x)E =0 in R?, (11.85)
E(x) = % curlcurl p &4+ ES(x), H(x) =curl pe** 4+ HS(x), (11.86)

lim (H* x x —rE*) =0 (11.87)

r—>0o0

uniformly for all directions where k > 0 is the wave number, p € R? is the
polarization, and d € S? the direction of the incident wave. The refractive index
n € CH¥(R?) is of the form

n(x) = i {8(x)+i U(X)}’
1200 w

where ¢ = ¢e(x) is the permittivity, 0 = o (x) is the conductivity, and w is the
frequency. We assume that m := 1 — n is of compact support and, as usual, define

D::{xe]R3:m(x)7é0}.
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It is further assumed that D is connected with a connected C? boundary 8D and
D contains the origin. The existence of a unique solution to (11.85)—(11.87) was
established in Chap. 9. It was also shown there that £° has the asymptotic behavior

eik\xl . 1
ES(X,d)pszoo(X,d)p'f‘O(W), x| — oo, (11.88)

where E is the electric far field pattern. The inverse medium problem for
electromagnetic waves is to determine n from Eoo (X, d)p for x,d € S2, p € R,
and (possibly) different values of k. It can be shown that for k fixed, £, d € S* and
p € ]R3, the electric far field pattern E o, uniquely determines n [59, 123, 178]. The
proof of this fact is similar to the one for acoustic waves given in Theorem 11.5.
The main difference is that we must now construct a solution E, H of (11.85) such
that E has the form

E@x) = e [n+ R (x)],

where z,7 € €, n-¢ = 0,and ¢ - ¢ = k? and, in contrast to the case of
acoustic waves, it is no longer true that R, decays to zero as || tends to infinity.
This makes the uniqueness proof for electromagnetic waves more complicated than
the corresponding proof for acoustic waves and for details we refer to [123]. For
uniqueness results in the case when the magnetic permeability is also a function of
x,1.e., u = u(x), we refer the reader to [341, 342, 402].

As with the case of acoustic waves there are a number of methods that can be used
to solve the inverse medium problem for electromagnetic waves. One approach is to
use sampling methods together with a knowledge of the first transmission eigenvalue
as was done in Sect. 11.5 for acoustic waves. Such an approach yields qualitative
information on the index of refraction n and for details of such an approach for
electromagnetic waves we refer the reader to [59, 167]. A second approach to
determining the index of refraction # is to use an optimization method applied to the
integral equation (9.7) in order to determine n. Since this can be done in precisely the
same manner as in the case for acoustic waves (cf. Sect. 11.3), we shall forego such
an investigation and proceed directly to the derivation of decomposition methods
for solving the electromagnetic inverse medium problem that are analogous to those
derived for acoustic waves in Sect. 11.4. To this end, we recall the Hilbert space
L?(Sz) of L? tangential fields on the unit sphere S%let{d, :n = 1,2,3,...)
be a dense set of vectors on S? and consider the set of electric far field patterns
F = {Ex(-,dy)e; :n =1,2,3,..., j = 1,2,3} where ey, e, e3 are the unit
coordinate vectors in R3. Following the proofs of Theorems 6.41 and 9.7, we can
immediately deduce the following result.

Theorem 11.23 For g € IR?, define the radiating solution E,, H, of the Maxwell
equations by

1
E (x) :=curlg®(x,0), H,(x):= m curlcurlg@ (x,0), x € R*\ {0}.
l
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Then there exists g € L?(SZ) such that

i

p-gxd (11.89)
4

/ Eo(G, d)p - g(R) ds(®) =
Sz

forall p € ]R_3 and d € S? if and only if there exists a solution Eq, E1, Hy, H) in
CY(D) N C(D) of the electromagnetic interior transmission problem

curl Ey —ikH; =0, curlHy +ikn(x)E; =0 inD, (11.90)
curl Eg —ikHy =0, curlHy+ikEg=0 inD, (11.91)
vX(Ey—E)=vxE;,, vx(H —Hy)=vxH; onoD, (11.92)

such that Eq, Hy is an electromagnetic Herglotz pair.

In order to make use of Theorem 11.23, we need to show that there exists a
solution to the interior transmission problem (11.90)—(11.92) and that E¢, Hy can
be approximated by an electromagnetic Herglotz pair. Following the ideas of Colton
and Piivirinta [121], we shall now proceed to do this for the special case when
g(x) =¢gpforall x € R3,ie.,

o(x)

nx)=1+i (11.93)

Eow

where o (x) > 0 forx € D.
We begin by introducing the Hilbert space Lg (D) defined by

Li(D) = {f :D— C: fmeasurable,/ cr|f|2 < oo}
D
with scalar product
(f. &) ;:/ of-gdx.
D
Of special importance to us is the subspace H C L(Zr (D) defined by

H :=span{M)' curl M) :n=1,2,...,m=—n,...,n}

where, as in Sect. 6.5,

M (x) := curl {xj,, (klx]) Y™ <i> }

|x]

Let H denote the closure of H in Lg(D). Instead of considering solutions of
(11.90)=(11.92) in C'(D) N C(D), it is convenient for our purposes to consider
a weak formulation based on Theorem 9.2.
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Definition 11.24 Let e(x) = g for all x € R3. Then the pair Eg, Ey € Lg(D) is
said to be a weak solution of the interior transmission problem for electromagnetic
waves with g € R*if Eg € H, E| € L(Z,(D) satisfy the integral equation

Ei=Ey+T,E; inD, (11.94)

where

(T, E)(x) = i oo /D O (x. Y)o (EW) dy

1
~|—grad/ —— gradn(y) - E()) @(x, y)dy, x€R>,
p n(y)
(11.95)

forn(x) =1+4+io(x)/eow and
T,Ey=E;, inR*\D (11.96)

where E, (x) := curlg®(x, 0).

Before proceeding, we make some preliminary observations concerning Defi-
nition 11.24. To begin with, as in the acoustic case (see Sect. 8.6), we can view
(11.96) as a generalized form of the boundary conditions (11.92). In order to ensure
the existence of the second integral in (11.95), for the sake of simplicity, we assume
that there exists a positive constant M such that

|grado (x)|* < Mo(x), x € D.

This also implies that we can write T, (E) = f(ﬁ E) where T has a weakly
singular kernel. In particular, from this we can see that 7, : L?, (D) — L(Z, (D)
is compact. From the proof of Theorem 9.5 we recall that the inverse operator
(I—-T,)~': C(D) - C(D) exists and is bounded. For our following analysis
we also need to establish the boundedness of (I — T,)~! : Lg(D) — L(ZJ (D). To
this end, we first note that since 7T, is an integral operator with weakly singular
kernel it has an adjoint 7} with respect to the L? bilinear form

(E,F)::/E~Fdx,
D

which again is an integral operator with a weakly singular kernel and therefore
compact from C(D) into C(D). Hence, by the Fredholm alternative, applied
in the two dual systems (C(D),C(f))) and (L?,(D), C(D)) (see the proof of
Theorem 3.35) the nullspaces of the operator I — T, in C (D) and L(Z, (D) coincide.
Since from the proof of Theorem 9.5 we already know that the nullspace in
C(D) is trivial, by the Riesz—Fredholm theory, we have established existence and
boundedness of (I — T,) ™! : L2(D) — L2 (D).
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If Eg € H, then given a solution E| € L(zj (D) of (11.94), we can use (11.94)
and (11.95) to define E; also in IR® \ D such that (11.94) is satisfied in all of
IR?. From Theorem 9.2 we can then conclude that E, Hy = curl Eg/ik and
E1, Hy = curl E{/ik satisfy (11.91) and (11.90) respectively. If Ey € H, we choose
a sequence (Ep, ;) from H such that Eq; — Ep, j — oo, and define £ ; by
Ey;:=U- Tg)_lEo’j. Then, by the boundedness of (I — )L L?T(D) —
L%,(D), we have E_; - Ey, j — oo.From Ey ; — Ey; = T, E1,j we see that
divT,E; =0in R’ \ D. Since from (11.95) we have that

(div T, E1)(x) = i,uowdiV/ @ (x, y)o(y)Er1(y)dy
D

_szz)#y) gradn(y) - E1(y) @(x, y)dy, x € R*\ D,

using the Cauchy—Schwarz inequality we can now deduce that div7T,E; = 0 in
R3 \ D. Hence, by Theorems 6.4 and 6.8 we conclude that 7, E| is a solution to the
Maxwell equations in R3 \ D satisfying the Silver—Miiller radiation condition.

We now proceed to proving that there exists a unique weak solution to the interior
transmission problem for electromagnetic waves.

Theorem 11.25 Let e(x) = &g for all x € R>. Then for any g € R> and wave
number k > 0 there exists at most one weak solution of the interior transmission
problem for electromagnetic waves.

Proof 1Tt suffices to show that if
Ei1=Ey+T,E; inD, (11.97)
T,E; =0 inR>\ D, (11.98)
where Eq € H then E; = 0. We first show that the only solution of (11.97) with
Eoe Hand E; € HL is Ey = E; = 0. To this end, let (Eo, ) be a sequence from
H with Ey ; — Eo, j — 00, and, as above, define E ; by £y := (I—Tg)’lEo,j.
Then Ey ; — Eo,j = T5 E1,j and, with the aid of

curlcurl Eg j = k*Eo; and curlcurl Ey j = k*nE) ;,

by Green’s vector theorem (6.2) using k% = eouow?® we find that

/ v-T,Ey xcurngEl,jds=/ |curl(Eo,j—E1,j)|2dx
9B B

—k2/ |E0,j—E1,j|2dx—iuow/ o|E1,j|2dx+iuow/ o Ei ;- Eojdx
B B B
(11.99)



480 11 The Inverse Medium Problem
where B is an open ball with D C B. Furthermore, from (11.95) we have
(curl T, E{)(x) = i,uoa)curl/ oD, VE(y)dy, x¢€ IR3\D, (11.100)
D

and from the Vector Addition Theorem 6.29 and the fact that E; € H+ we obtain
that curl 7, E; = 0 in R® \ D. Therefore, using the Cauchy—Schwarz inequality in
(11.95) and (11.100), we can now conclude that the integral on the left-hand side of
(11.99) tends to zero as j — oo. Hence, taking the imaginary part in (11.99) and
letting j — oo, we see that

/ o|Ei|?dx =0
D
and hence E1 = Eo = 0.

We must now show that if Eg, E| is a solution of (11.97) and (11.98) with
Eo € H then E; € H™*. To this end, we note that from (11.98) we trivially have
that curl T, E; = 0 in R3 \ D. From this, using (11.100) and the Vector Addition
Theorem 6.29, we have by orthogonality that

/JM_,’,"-Eldyzo and /acurlM_,’l"-Eldyzo
D D

forn:1,2,...andm:—n,...,n,thatis,E1GHL. m]

Having established the uniqueness of a weak solution to the interior transmission
problem, we now want to show existence. Without loss of generality, we shall
assume that ¢ = (0, 0, 1) and, in this case,

ik?
E4(x) :=curlg®(x,0) = N NY(x),
where, as in Sect. 6.5,
N™(x) := curl {thll)(k|x|) Y" (|x—|)} .
X

Theorem 11.26 Let £(x) = &g for all x € R>. Then for any ¢ € R> and wave
number k > 0 there exists a weak solution of the interior transmission problem for
electromagnetic waves.

Proof We begin by defining Hy to be the closure in Lg (D) of

span[curlMO,M,T,curle:n=1,m=:|:1,n=2,3,...,m=—n,...,n}
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and then define the associated orthogonal projection operator Py : H — Hy. We
can then define the vector field F € H by

Fi=M?— poM!
and note that F € HOL and (F, M?) # 0 since F # 0 and, by orthogonality,

(F, M ?) = (F, F). Without loss of generality we can assume F' is normalized such
that

(F, MY) =

1
i~/3m V 1o .
We now want to construct a solution Eg € H, E; € Hd‘ of
Ei\=Ey+T,E, inD

such that

1
(E1. M%) = —— [0 (11.101)

iv3m

Let P : L§ (D) — H* be the orthogonal projection operator. From the proof of
Theorem 11.25, we see that I — P T, has a trivial nullspace since E1 — PT,E1 =0
implies that E1 — T E; = Eo with Eg € H and E; € H*. Hence, by the Riesz—
Fredholm theory, the equation

E\ - PT,E\ = PT,F
has a unique solution E; € H~L. Setting
E| = E~'1 + F

we have E1 — PT,E| = F and, since T, E; = PT,E{ + Eo with Eo € H, we
finally have E; — To E1 = Eo with Ey = Eo + F € H. Since E] e H', the
condition (11.101) and E; € HJ- are satisfied.

We will now show that T, E; = E; in R3 \ D which implies that (11.96) is
satisfied, thus completing the proof of the theorem. To show this, we first note that
from E; € Hy and (11.101) we have

€0
UMm Eidy = 6418m0 ——
A y n19m ,_37'[
(11.102)

f o cuer-Eldy:O
D
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forn = 1,2,... and m = —n,...,n where §,,, denotes the Kronecker delta
symbol. From (11.100), (11.102), and the Vector Addition Theorem 6.29 we now
see that for | x| sufficiently large we have

ik?
V127

By unique continuation, this holds for x € R*\ D. Since from the analysis preceding
Theorem 11.25 we know that T, E; solves the Maxwell equations in R3 \ D this
implies that 75 £y = E; in R3 \ D and we are done. O

(curl T, E1)(x) = curl N (x) = curl E;(x).

Corollary 11.27 Let e(x) = &g for all x € R? and let Eo, E| be a weak solution
of the interior transmission problem for electromagnetic waves. Then Ey can be
approximated in L%, (D) by the electric field of an electromagnetic Herglotz pair.

Proof This follows from the facts that Eg € H and the elements of H are the
electric fields of an electromagnetic Herglotz pair. O

Using Theorem 11.23 and Definition 11.24, we can now set up an optimization
scheme for solving the inverse scattering problem for electromagnetic waves in
the special case when e(x) = g for all x € IR? that is analogous to the
optimization scheme (11.34) for acoustic waves. We shall spare the reader the details
of examining the optimization scheme more closely and instead now proceed to
deriving the electromagnetic analogue of the modified scheme used to solve the
acoustic inverse medium problem in Sect. 11.4. An alternate method for modifying
the above decomposition method for electromagnetic waves can be found in [89].

The modified dual space method of Sect. 11.4 was based on two ingredients: the
existence of a solution to the interior impedance problem (11.49) and (11.51) having
the decomposition (11.50) and a characterization of the Herglotz kernel satisfying
the identity (11.46) in terms of this impedance problem. Following Colton and Kress
[99], we shall now proceed to derive the electromagnetic analogue of these two
ingredients from which the electromagnetic analogue of the modified dual space
method for solving the acoustic inverse medium problem will follow immediately.
Note that in the sequel we no longer assume that (x) = gg for all x € R3, ie., we
only assume thatn € C 2¢(R3) and Im n > 0.

We first consider the following interior impedance problem for electromagnetic
waves.

Interior Impedance Problem Ler G be a bounded domain in R? containing D =
{x e R : m(x) # 0} with connected C* boundary 3G, let ¢ be a given Hélder
continuous tangential field on 0G and A a complex constant. Find vector fields
Ei, H € CY(G)N C(G) and E*, H* € C'(IR?) satisfying

curl El —ikH' =0, curlH +ikE' =0 inG, (11.103)

curl E* —ikH® =0, curl H +ikE°=0 inR>\G, (11.104)



11.6  The Inverse Medium Problem for Electromagnetic Waves 483

and

lim (H* x x —rE®) =0, (11.105)

F—00
suchthat E=E' + ES, H=H' + H® satisfies
curl E —ikH =0, curl H+ikn(x)E =0 inG, (11.106)
and
vxcurl E—iA(vx E) xv=c onaG, (11.107)

where, as usual, v is the unit outward normal to 0G and the radiation condition
(11.105) is assumed to hold uniformly for all directions.

We note that the interior impedance problem can be viewed as the problem of
first solving the impedance boundary value problem (11.106) and (11.107) and then
decomposing the solution such that (11.103)—-(11.105) hold.

Theorem 11.28 Assume ) < 0. Then the interior impedance problem has at most
one solution.

Proof Let E, H denote the difference between two solutions. Then from (9.17) and
the homogeneous form of the boundary condition (11.107) we see that

ik/ lv x E|’ds = —k2/ (#|E)? — |H*) dx
G G
and hence, taking the imaginary part,
x[ lv x E|?ds = sz Imn |E|*dx > 0.
G G

Since A < 0 it follows that v x E = 0 on dG and hence, from the boundary
condition, v x H = 0 on dG. Applying Theorem 6.2 to E and H in the domain
G \ supp m, we can conclude that E, H can be extended to all of R? as a solution to
(11.106) satisfying the radiation condition. Hence, by Theorem 9.4, we can conclude
that E=H =0in G.

To show uniqueness for the decomposition (11.103)—(11.105), we assume that
E' + ES = 0and H' + H* = 0 are such that (11.103)—(11.105) is valid. Then
E', H' can be extended to all of IR as an entire solution of the Maxwell equations
(11.103) satisfying the radiation condition whence E! = H' = 0 in IR? follows
(cf. p. 231). This in turn implies E* = H* = 0. |

Motivated by the methods of Chap.9, we now seek a solution of the interior
impedance problem by solving the integral equation
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E(x) = curl fa 0 a0 ds) — /G (. yIm()E(y) dy
(11.108)

1 -
+grad/ —— gradn(y) - E(y) @(x,y)dy, x¢€G,
G n(y)

where the surface density a € C%%(Div, dG) is determined from the boundary
condition and, having found @ and E, we define H by

1
H(x) = o curl E(x), x €G.

After recalling the operators M, N and R from our investigation of the exterior
impedance problem in Sect. 9.5, the electromagnetic operator 7, from (9.18) in the
proof of Theorem 9.5 (with D replaced by G) and introducing the two additional
operators W : C%*(Div, 3G) — C(G) and T, 5, : C(G) — C>*(dG) by

(Wa)(x) := curl/ & (x, ya(y)ds(y), xeG,
G

(To ) E)(x) :=v(x) X (curl T,E)(x) —ir (v(x) X (TLE)(x)) x v(x), x €9G,
we consider the system of integral equations

NRa —iARMa +iARa + T, E = 2c,
(11.109)
E—Wa-T,E=0.

Analogous to the proof of Theorem 9.18 (cf. (9.50)), the first integral equation
in (11.109) ensures that the impedance boundary condition (11.107) is satisfied.
Proceeding as in the proof of Theorem 9.2, it can be seen that the second integral
equation guarantees that E and H = curl E/ik satisfy the differential equations
(11.106). The decomposition E = E' + ES, H = H' + H?, follows in an obvious
way from (11.108). Hence, to show the existence of a solution of the interior
impedance problem we must show the existence of a solution to the system of
integral equations (11.109).

Theorem 11.29 Assume ). < 0. Then there exists a solution to the interior
impedance problem.

Proof We need to show the existence of a solution to (11.109). To this end, we have
by Theorem 3.3 that the operator W is bounded from C 0.%(Div, 8G) into C**(G)
and hence W : €0 (Div, 3G) — C(G) is compact by Theorem 3.2. Similarly,
using Theorem 8.1, we see that T ; : C(G) — C,O’O‘(BG) is bounded.

Now choose a real wave number k which is not a Maxwell eigenvalue for G and
denote the operators corresponding to M and N by M and N. Then, since A < 0,
we have from Theorem 9.18 that
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NR+iAR(I + M) : C**(Div, 3G) — C>*(3G)
has a bounded inverse
= (NR+iARI +iXRM)~": C**(G) — C*¥(Div, 8G).

Therefore, by setting b := B~ 'a we can equivalently transform the system (11.109)
into the form

IT,;B\ (b B 0 b 2c

0 I E WT,) \E 0
where
= (N — N)RB + i*R(M + M)B.

In this system, the first matrix operator has a bounded inverse and the second is
compact from C? "*(0G) x C(G) into itself since the operator

(N — N)R : C*¥(Div, 9G) — CV*(3G)

is compact by Theorem 2.23 of [104]. Hence, the Riesz—Fredholm theory can be
applied.

Suppose a and E are a solution of the homogeneous form of (11.109). Then E
and H := curl E/ik solve the homogeneous interior impedance problem and hence
by Theorem 11.28 we have that E = 0 in D. This implies from (11.108) that the
field E defined by

E = curl/ @ (x, y)a(y)ds(y), xeR>\dD,
oD

vanishes in D. By the jump relations of Theorem 6.12 we see that the exterior field
curl E in R? \ G satisfies v x curl E = 0ondD whence curl E = 0in R? \ D follows
by Theorem 6.20. This implies E = 0in IR\ D since curl curl E—k%E = 0. Hence,
by Theorem 6.12 we can conclude that @ = 0. The proof is now complete. O

We now turn our attention to the second ingredient that is needed in order to
extend the modified dual space method of Sect. 11.4 to the case of electromagnetic
waves, i.e., the generalization of the identity (11.46). To this end, let E be the
electric far field pattern corresponding to the scattering problem (11.85)—(11.87) and
E é‘o the electric far field pattern for the exterior impedance problem (9.43)-(9.45)
with

c=—-vxcul El +ix (v x E') x v
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and with H' and E’ given by (9.19). (We note that by the analytic Riesz—Fredholm
Theorem 8.26 applied to the integral equation (9.47) we have that there exists a
solution of the exterior impedance problem not only for A > 0 but in fact for all
A € C with the exception of a countable set of values of A accumulating only at zero
and infinity.) Our aim is to find a vector field g € L,Z(S2) such that, given g € R3,
we have

/ (oG, d)p — EX G d)pl - g ds(®) = - p g x d (11.110)
S2 4

foralld € S?, pE R3. To this end, we have the following theorem.

Theorem 11.30 Let g € R? and define E, and H, by

1
E;(x) :=curlg®(x,0), H,;x):= = curlcurlg® (x,0), x € R3 \ {0}.
i

Suppose X < 0 is such that there exists a solution to the exterior impedance
problem. Then there exists g € L%(SQ) such that the integral equation (11.110)
is satisfied for all d € S* p € R3, if and only if the solution of the interior
impedance problem for ¢ = v x curl E; — iA(v X E;) X v is such that El H
is an electromagnetic Herglotz pair.

Proof First assume that there exists g € L,Z(SZ) such that (11.110) is true. Then, by
the reciprocity relations given in Theorems 9.6 and 9.18 we have that

ik
p f [Eoo(—d. —2)g(}) — E5,(—d. —R)g(®)]ds(%) = = p-gxd
s? 4

for every p € R? and hence
Ay n i A A R ik
[Eco(=d, =X)g(x) — Eg(=d, —X)g(X)]ds(x) = -—q x d,
S2? 4
or
. PP ik .
Sz[EOO(x’ —d)h(d) — EZ (x; d)h(d)]ds(d) = ypd X q (11.111)

where h(d) = g(—d). For this h, we define the electromagnetic Herglotz pair
E(’), H(’) by

. . . 1 .
Hi(x) = curl/ h(d) e** ds(d), Ej(x) = - curl Hj(x), (11.112)
S? i

denote by Ej, Hj the radiating field of (9.3)-(9.6) with incident field given by
(11.112) and let E3, be the radiating field of the exterior impedance problem with
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E' replaced by Eé in the definition of ¢ above. Then the left-hand side of (11.111)
represents the electric far field pattern of the scattered field £ — E3 . Since E,, H,
is a radiating solution of the Maxwell equations with electric far field given by the
right-hand side of (11.111), we can conclude from Theorem 6.10 that

Ey— E,=E, inR*\D, (11.113)

It can now be verified that Eg = Ej + Ei Hy = Hj + H, ! satisfies the interior
impedance problem with ¢ as given in the theorem.

Now suppose there exists a solution to the interior impedance problem with ¢
given as in the theorem such that E/, H' is an electromagnetic Herglotz pair. Relabel
E',H' by E!, Hé and let Ejj, H; be the relabeled scattered fields. Then, defining
Eio as above, we see that (11.113) is valid. Retracing our steps, we see that (11.110)
is true, and the proof of the theorem is complete. O

With Theorems 11.28-11.30 at our disposal, we can now follow Sect. 11.4 for
the case of acoustic waves and formulate an optimization scheme for solving the
inverse medium problem for electromagnetic waves. In particular, from the proof
of Theorem 11.29, we see that if G is a ball, then the solution of the interior
impedance problem can be approximated in C(G) by a continuously differentiable
solution such that E', H' is an electromagnetic Herglotz pair (Approximate the
surface density by a finite sum of the surface gradients of spherical harmonics
and the rotation of these functions by ninety degrees; see Theorem 6.25). This
implies that (11.110) can be approximated in C (Sz). We can now reformulate the
inverse medium problem for electromagnetic waves as a problem in constrained
optimization in precisely the same manner as in the case of acoustic waves in
Sect. 11.4. By the above remarks, the cost functional of this optimization scheme
has infimum equal to zero provided the constraint set is sufficiently large. Since this
approach for solving the electromagnetic inverse medium problem is completely
analogous to the method for solving the acoustic inverse medium problem given in
Sect. 11.4, we shall omit giving further details.

11.7 Remarks on Anisotropic Media

So far in this chapter we have concentrated our attention on isotropic media. This
is mainly due to the fact that the case of anisotropic media is intensively discussed
in [57, 59]. We will now briefly highlight the main results for the inverse scattering
problem for anisotropic media and direct the reader to appropriate references for
further reading.

For a bounded domain D C IR® with a connected C2 boundary 9D, we now
consider the scattering problem to find u € HILC(]R3) such that u = u’ + u® satisfies

divAgradu + k*nu =0 in R, (11.114)
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u® satisfies the Sommerfeld radiation condition, and u’(x) = e**?. The matrix
valued function A has entries in L°°(D), is symmetric, satisfies A(x) = I for x €
R?\ D and

£.-ImAE <0 and &-ReAf > yl€)? (11.115)

forall & € Q3 and x € D where y > 1. The function 7 is in L°°(D) and satisfies
Ren > 0andImn > 0in D and n(x) = 1 forx € R? \ D. Under these conditions
it is known [57] that (11.114) has a unique solution where u* again satisfies the
asymptotic relation

eiklx\ R 1
Ms(x,d)zwuoo(x,d)‘i‘O(W), |.x|_>oo,

with us, again denoting the far field pattern. The inverse scattering problem for
(11.114) is to now determine A and n from the far filed pattern u,. Unfortunately,
as shown by Gylys—Colwell [161], A and n are in general not uniquely determined
by u~. However, using the ideas of Isakov [203], it was shown by Hihner [177]
that the support D is uniquely determined.

Theorem 11.31 Suppose that the far field patterns corresponding to Dy, A1, ny
and D, Ay, na, respectively, coincide for all X, d € S*. Then Dy = D,.

Theorem 11.31 remains valid if the second assumption on A in (11.115) is
replaced by 0 < Re Aé < y|&|> where y < 1. It was extended to the case of
electromagnetic waves by Cakoni and Colton [48].

The sampling methods that we have previously discussed extend to the case
of anisotropic media both in the scalar case and also in the case of Maxwell’s
equations. For details we refer to [57, 59]. Such results are of particular interest for
anisotropic media since, due to the nonuniqueness of the inverse scattering problem,
optimization methods are in general no longer applicable.

Given f € H'/2(dD) and g € H~'/2(3D), the interior transmission problem
for anisotropic media in the scalar case is to find « and v in H'(D) satisfying

div A gradu + Knu=0 inD,

Av+k*v=0 inD,

11.116
u—v=yf ondD, ( )
au ov
— — — =g ondD,
dvg  dv
where
d
o =v-Agradu.

81),4
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This problem was first investigated by Cakoni, Colton, and Haddar [53] and in
the electromagnetic case by Haddar [166]. These authors also established the
discreteness of the set of transmission eigenvalues (which are values of k such that
for f = g = 0 a nontrivial solution to (11.116) exists). Finally, the existence of real
transmission eigenvalues for anisotropic media for both the scalar case and the case
of Maxwell’s equations was established by Cakoni, Gintides, and Haddar [62] who
also established monotonicity properties for transmission eigenvalues.

11.8 Numerical Examples

We shall now proceed to give some simple numerical examples of the methods
discussed in this chapter for solving the acoustic inverse medium problem. We shall
refer to the dual space method discussed in Sect. 11.4 as Method A and the modified
dual space method of Sect. 11.4 as Method B. For the sake of simplicity we shall
restrict ourselves to the case of a spherically stratified medium, i.e., it is known a
priori that m(x) = m(r) and m(r) = 0 for r > a. Numerical examples for the case
of non-spherically stratified media in IR? can be found in [87].

We first consider the direct problem. When m(x) = m(r), the total field u in
(11.1)—(11.3) can be written as

[e.0]

u(x) =Y up(r) Pylcost), (11.117)

p=0
where P, is Legendre’s polynomial, r = |x| and

x-d
cosf = — .
r

Without loss of generality we can assume that d = (0,0, 1). Using (11.117) in
(11.4), it is seen that u, satisfies

up(r) =i?@p + 1) j,kr) — ik /0 K, (r, pym(p)up(p)p>dp  (11.118)
where

Jpkry B ko), p >,
K,(r, p) ==
Jpkp) B (kr),  p <,

and j, and hg) are, respectively, the p-th order spherical Bessel and first kind
Hankel functions. Then, from Theorem 2.16 and (11.118), we obtain
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Uoo(®,d) = fp(k) Py(cos 0), (11.119)
p=0
where
fpll) = ()P /0 Jpkp)m(p)u,(p)p* dp. (11.120)

The Fourier coefficients f}, (k) of the far field pattern can thus be found by solving
(11.118) and using (11.120).

Turning now to the inverse problem, we discuss Method A first and, in the case
that m is real, assume that k is not a transmission eigenvalue. From (11.27) and
(11.119) we have

_ ;p-1 2p + l)Yff

8pq Ak f, (k) (11.121)

Under the above assumptions, we have that fj,(k) # 0. As to be expected, g,
depends on g in a way that is independent of u, and hence independent of m. Thus,
we only consider the case ¢ = 0. Having computed g0, we can compute v from
(11.30) and (11.121) as

iCp+1Djptkr) [2p+1
kfp(k) 47

vp(x) = — Pp(cos0). (11.122)

From (11.28) and (11.29) we now have that w is given by

2p+1
w(x) = w,(r) ,/% P, (cosf),

where w, satisfies

[2p + 1) jp(k a
wp(r) = - % — ik} /0 Kp(r. p)m(p)wp(p)p*dp.  (11.123)
i2p + 1) j,(kb
wp(b) + % = h')) (kb) (11.124)
and

M) (11.125)

kfp (k)

0 0
il N A ()]
o (wp(r) + . = <8r hp (kr))

r=b
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where b > a. Note that (11.124) and (11.125) each imply the other since, if we
replace b by r, from (11.123) we see that both sides of (11.124) are radiating
solutions to the Helmholtz equation and hence are equal for » > a. To summarize,
Method A consists of finding m and w, for p = 0, 1, 2, ... such that (11.123) and
either (11.124) or (11.125) hold for each p and for k in some interval.

A similar derivation to that given above can be carried out for Method B and we
only summarize the results here. Let

J . -
iCp+1) Jptkr) +idjy(kr)
k

a
Q) WY
a_rhp (kr)—l—l)»hp (kr) ,

ypk) == , p=0,12,...,

i.e., the y, (k) are the Fourier coefficients of ho, where h is the far field pattern
associated with (11.41)—(11.44). Then w), satisfies the integral equation

i2p+1)jplkr)

a
wp(r) = — 2 DDy / K (r, pym(p)wy(p)p* dp
g kLfp (k) — vp (0] o !
(11.126)
and the impedance condition (11.51) becomes

. )
— FikA ) (wp(r) — k)’ (kr)) =0. (11.127)
or b r=b

Thus, for Method B, we must find m and w, for p =0, 1, 2, ..., such that (11.126)
and (11.127) are satisfied for an interval of k values.

To construct our synthetic far field data, we use a N point trapezoidal Nystrom
method to approximate u, as a solution of (11.118). Then we compute the far field
pattern for

1 .
k= kj = knin + (kmax — kmin) ~—— . j =1,2..... Ni.
N —1
by using the trapezoidal rule with Ny points to discretize (11.120). Thus the data
for the inverse solver is an approximation to f,(k;) for p =0,1,..., P and j =
1,2,..., Ng.

We now present some numerical results for Methods A and B applied to the
inverse problem using the synthetic far field data obtained above. To discretize
m we use a cubic spline basis with N,, equally spaced knots in [0, a] under the
constraints that m(a) = m’(0) = 0. This implies that the expansion for m has
N,, free parameters that must be computed via an appropriate inverse algorithm. To
implement Methods A and B, we approximate, respectively, (11.123) and (11.126)
using the trapezoidal Nystrom method with N; equally spaced quadrature points
on [0, a]. The approximate solution to (11.123) or (11.126) can be computed away
from the Nystrom points by using the N; point trapezoidal rule to approximate the
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integral in (11.123) or (11.126). Let wZ(r, m, k) represent the Nystrom solution of
either (11.123) or (11.126) with m replaced by an arbitrary function 7.

For Method A, we choose to work with (11.123) and (11.125). For this case the
inverse algorithm consists of finding m* such that the sum of the squares of

Cp+1Djplkjr)

0
(m) = (w (r,m, kj)+i %7 0)

—nV(k m)

r=>b
(11.128)

is as small as possible when m = m*. Similarly, from (11.127), Method B consists
of finding m* such that the sum of the squares of

Fp ;i) = (% + ikk) (W' (r, i, kj) — ) (k7)) (11.129)

r=b

is as small as possible when m = m*. Since the inverse problem is ill-posed, we use
a Tikhonov regularization technique to minimize (11.128) or (11.129). Let

P Ni
Jai) = - (P+1) ZZlF N+ 1320 )0 (11.130)

where F), ; is given by either (11.128) or (11.129) and « > 0 is a regularization
parameter. The approximate solution m* for either Method A or B is obtained by
minimizing J, (/1) over the spline space for m with F, ; (i) replaced by (11.128)
for Method A or (11.129) for Method B. Since m is given by a cubic spline, the
minimization of (11.130) is a finite dimensional optimization problem and we use a
Levenberg—Marquardt method to implement the optimization scheme.

Before presenting some numerical examples, some comments are in order
regarding the design of numerical tests for our inverse algorithms (cf. p. 179). Care
must be taken that interactions between the inverse and forward solvers do not result
in excessively optimistic predictions regarding the stability or accuracy of an inverse
algorithm. For example, if (11.5) and (11.4) are discretized and used to generate far
field data for a given profile, and the same discretization is used to solve the inverse
problem, it is possible that the essential ill-posedness of the inverse problem may not
be evident. This is avoided in our example, since different discretizations are used in
the forward and the inverse algorithms. A similar problem can occur if the subspace
containing the discrete coefficient m contains or conforms with the exact solution.
This problem is particularly acute if a piecewise constant approximation is used to
approximate a discontinuous coefficient. If the grid lines for the discrete coefficient
correspond to actual discontinuities in the exact solution, the inverse solver may
again show spurious accuracy. In particular, one cannot choose the mesh consistent
with the coefficient to be reconstructed. In our examples, we use a cubic spline basis
for approximating m, and choose coefficients m that are not contained in the cubic
spline space.
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We now discuss a few numerical examples. In what follows, we write the
refractive index as in (8.7), i.e.,

n@):ndﬂ+¢ni”,

and identify n, as the absorption coefficient of the inhomogeneous medium.

Example 1 We take

1 9
ni(r) =1+—2 cos 2 77,
0<r<l=a. (11.131)

na(r) = % (1 —r)*(1+2r),

The absorption n; is a cubic spline, but n; is not. We choose kmin = 1, kmax = 7,
Ny = 513, N; = 150, N, = 15 and A = 0. The solution is computed for the
regularization parameter « = 0.001 by first computing m* for « = 0.1, taking as
initial guess for the coefficients of m the value —0.3. The solution for « = 0.1
is used as an initial guess for @ = 0.01 and this solution is used as initial guess
for « = 0.001. We report only results for « = 0.001. In Table 11.1 we report the
relative L2 error in the reconstructions defined by

| Re(n,)]|? + k2| Im(n,) |12

1/2
[ IRe(r* = n0)l125, oy + K21 Tmn* — ”6)”iZ<o,a>}
L2%(0,a)

L2(0,a)

expressed as a percentage. Here, n, is the exact solution (in this case given by
(11.131) and (11.132)) and n* is the approximate reconstruction. Table 11.1 shows
that both methods work comparably well on this problem except in the case P = 1,
when Method A is markedly superior to Method B.

Table 11.1 Numerical reconstructions for (11.131)

Method A Method B
P N, =9 Ny =15 Ny =9 Ny =15
0 26.50 26.20 27.2 27.1
1 13.20 13.30 41.0 40.3
2 9.59 9.66 12.0 11.7
3 9.35 8.66 11.7 11.8
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Table 11.2 Numerical reconstructions for (11.132)

Method A Method B
P Ny =9 N =15 Ny =9 Ny =15
0 11.2 10.50 11.10 10.80
1 10.0 9.85 10.50 11.20
2 111.0 9.51 10.10 9.88
3 131.0 9.38 9.67 9.49

Example 2 Our next example is a discontinuous coefficient given by

3.5, 0<r<0.5,
ni(r) =
1, 05<r<l1=a, (11.132)

ny(r)y=03(1 +cos3nr), 0<r<1=a.

In this case, neither n1 nor n; are cubic spline functions. Table 11.2 shows the results
for reconstructing this coefficient (the parameters are the same as in Example 1).
When both methods yield satisfactory results, they possess similar errors. However,
Method A is somewhat less robust than Method B and fails to work in two cases.
This failure may be due to insufficient absorption to stabilize Method A. The effect
of absorption on the reconstruction is investigated further in the next example.

Example 3 In this example we allow the maximum value of the absorption to be
variable.

1 5
ni(ry=1+ 3 cosinr,
O<r<l=a. (11.133)

na(r) = g (1 = r)2(1 +27),

To reconstruct (11.133), we take Ny = 129, Ny = 15, N; = 50 and N,,, = 15.
Independent of y, we take A = k, since we want to vary only a single parameter in
our numerical experiments.

First we investigate changing the amount of absorption in the problem for kn,x =
7, kmin = 1. Table 11.3 shows that results of varying y between O and 0.5. As to
be expected, Method B is insensitive to y (although if y is made large enough, we
would expect that the quality of reconstruction would deteriorate).

Method A does not work for y = 0. It is believed that this failure is due to
transmission eigenvalues in [kmin, kmax]- The value of y below which Method A is
unstable depends on P. For example, when P = 0 Method A works satisfactorily
when y = 0.15 but not when y = 0.1, whereas when P = 3 the method
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Table 11.3 Reconstruction of (11.133) as y varies

Method A Method B
y P=0 P=1 P=2 P=3 P=0 P = P = P=3
0.0 107.00 87.40 53.50 52.00 5.89 2.44 2.59 2.26

0.01 109.00 88.60 2.72 25.90 - - - -
0.025 105.00 88.90 3.88 2.53 - - - -
0.05 213.00 96.50 2.73 2.56 - - - -
0.1 124.00 165.00 2.76 2.62 5.87 2.44 2.59 2.26

0.15 6.24 320.00 2.78 2.68 - - - -
0.2 6.24 2.60 2.80 2.74 5.81 2.44 2.58 2.26
0.3 6.24 2.65 2.83 2.83 5.73 2.44 2.58 2.24
0.4 6.21 2.70 2.86 2.92 5.62 2.43 2.57 2.25
0.5 6.15 2.76 2.90 3.00 5.50 2.43 2.56 2.25
a b
Error Error

A y
25 1 45 | A
20 40 | B
15+ 35+
10 | 3.0 b
5t A 25}

B
34 5 6 7 Koo 2 3 4 5 6 7 Koin

Fig. 11.1 A graph of the percentage relative L? error in reconstructing (11.133)

works satisfactorily when y = 0.025 but not when y = 0.01. These results are
the principle reason for preferring Method B over Method A in the case of low
absorption.

Finally, we investigate the dependence on kmax and kpi, of the reconstruction
error. Figure 11.1a shows the relative L? error in the reconstruction of (11.133) when
y = 0.5, kmin = 1 and kyax varies. Clearly, in this example, increasing kpy,x greatly
improves the reconstruction. Figure 11.1b shows the results in the reconstruction of
(11.133) with y = 0.5, kmax = 7 and ki variable. For this example, it is clear that
lower wave numbers contribute little information to the reconstruction. However, in
the presence of large absorption, the lower wave number may well be important.
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Singular value decomposition, 117
Sommerfeld radiation condition, 18,22, 90
Sound-hard obstacle, 17
Sound-soft obstacle, 17
Spectral cut-off, 121
Spectral decomposition, 116
Speed of sound, 16
Spherical harmonics, 25
vector, 248
Spherically stratified medium, 320, 357
Spherical wave functions, 34, 91
vector, 251
Starlike surface, 152
State equation, 16
Stratton—Chu formula, 223, 225, 228
Surface curl, 236
Surface divergence, 236

Index

Surface divergence theorem, 236
Surface gradient, 235

Surface of class C¥, 19
Symmetry relation, 74, 261

T
T-coercivity, 427
Tikhonov functional, 126
Tikhonov regularization, 124
nonlinear, 133
Topological derivative, 217
Trace class operator, 324
Trace operator, 51, 386
normal derivative, 54
Trace theorem, 51
Transmission conditions, 18
Transmission eigenvalues, 320, 375
generalized, 417
modified, 425
Transmission problem, 69,221,414
Trial and error, 115

U

Unique continuation principle, 312

w

Wave equation, 16
Wave number, 17
Well-posed, 112
Wienert’s method, 103
‘Wronskian, 33, 89
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