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Abstract. This paper deals with the ontology matching problem, and
proposes a pattern mining approach that exploits the different correla-
tion and dependencies between the different properties to select the most
appropriate features for the matching process. The proposed method first
discovers the frequent patterns from the ontology database, and then find
out the most relevant features using the patterns derived. To demon-
strate the usefulness of the suggested method, several experiments have
been carried out on the DBpedia ontology databases. The results show
that our proposal outperforms the state-of-the-art ontology matching
approaches in terms of both execution time and quality of the matching
process.
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1 Introduction

The ontology matching is the process to build a bridge between different
instances that represent the same real world, by the set of instances, where
each instance is characterized by different properties. It is applied in diverse
fields such as biomedical data [15], and Natural Language Processing [9]. Trivial
solutions for ontology matching compare each instance of the first ontology with
each instance of the second ontology by taking into account all the properties of
both ontologies. n×n′ ×m×m′ comparisons are required to find the alignment,
where n and n′ are the numbers of instances, and m and m′ are the correspond-
ing numbers of the data properties of the first ontology and the second ontology,
respectively. These solutions have polynomial complexity. However, for some
high dimensional data like DBpedia ontology1 containing 4,233,000 instances,

1 http://wiki.dbpedia.org/Datasets.
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and 2,795 different properties, 144 × 1018 possible comparisons are required for
such solutions. As a result, the matching process became a high time consuming,
and also it can be reduced on the alignment’s quality performance.

Emergent solutions to the ontology matching problem attempt to improve
the quality of the overall matching process, by exploiting the enumeration search
space using partitioning algorithms [3], evolutionary algorithms [18] and using
high performance computing [16]. However, the overall performance of these
algorithms is still low when dealing with high dimensional data. Pattern mining
is a data mining technique that finds frequently co-occurring items in a database,
and accordingly provides relevant patterns useful in the decision making process.
Pattern mining largely applies as preprocessing step for solving complex prob-
lems [4,5]. Motivated by the success of the pattern mining discovery process,
and in order to improve the overall performance of the ontology matching prob-
lem on high dimensional data, this paper investigates the use of pattern mining
in selecting the most relevant features for solving the ontology matching based
instance problem. In the pattern mining related literature, several algorithms
have been proposed such as the Apriori [1], Fpgrowth [8], and many others. These
approaches are both time-consuming and memory-consuming, especially when
dealing with a low minimum support value. Recently, SSFIM [7] was proposed
to extract the frequent itemsets using only a single pass, and it was proven to be
non-sensitive to the minimum support value. The experimental study reported
in [6] reveals that the SSFIM outperforms the state-of-the-art pattern mining
algorithms. Therefore, in this work, the SSFIM is adopted to study the corre-
lations of the properties of the given ontologies. The main contributions of our
work are threefold: (i) Propose a new framework called PMOM (Pattern Mining
for Ontology Matching) which adopts the pattern mining techniques to solve
the ontology matching problem. In this context, SSFIM [7] is applied to discover
the frequent patterns of the given ontologies. (ii) Develop a new strategy based
on the extracted patterns for selecting the most relevant properties of the given
ontologies. This is realized by computing the probability of each property in the
set of the derived patterns. (iii) An intensive experiments have been performed
to demonstrate the usefulness of the PMOM framework. The results reveal that
PMOM outperforms the state-of-the art ontology matching algorithms.

The rest of this paper is organized as follows. Section 2 reviews some existing
works related to the ontology matching problem. Section 3 introduces the ontol-
ogy matching based instance problem. Section 4 presents a detail explanation
of the PMOM framework. The evaluation performance is sketched in Sect. 5.
Section 6, concludes this paper with some perspectives for a future work.

2 Related Work

In the last decade, several works have been proposed for solving the ontology
matching problem [12,14]. Wang et al. [10] developed a generic VMI approach,
which reduces the number of similarity computations by introducing multiple
indexes, and candidate selection rules. Li et al. [17] first combines multiple lex-
ical matching strategies using a novel voting-based aggregation method, and



Exploring Pattern Mining for Solving the Ontology Matching Problem 87

then utilizes the structural information and the correspondences already found
to discover additional ones. Hu et al. [13] proposed RiMOM, an iterative match-
ing framework where the distinctive information is based on a blocking strategy
to reduce the number of candidate instance pairs. It uses predicates and their
distinctive object feature as a key of the index for the instances. It also employs
a weighted exponential function based similarity aggregation approach to assure
the high accuracy of instance matching. Niu et al. [11] developed EIFPS, a
semi-supervised learning algorithm, to recursively refine the matching process
by using rules extracted by the association rule mining approach. A small num-
ber of existing properties are used as seeds and the matching rules are treated
as parameters for maximizing the precision. Cerón-Figueroa et al. [2] proposed
LOM by presenting the power of homogeneity resources in e-learning context.
The application of an original associative classifier to the problem of ontology
matching is investigated, in order to extend and improve the available tools
for online learning in the semantic way. Although, the ontology matching-based
approaches perform well on small and medium ontology databases, they are inef-
ficient, in terms of runtime performance and solution’s quality, for large ontolo-
gies (i,e high number of instances), and high dimensional data (instances with
high number of properties). To deal with these two challenging issues, in this
work, we present a pattern mining-based approach that explores the discovered
patterns to select the most relevant features for solving the ontology matching
process. Before detailing on our proposal, the next section presents the ontology
matching based instance problem.

3 Ontology Matching Based Instance Problem

The goal of the ontology matching problem is to determine the common features
between two ontologies. The result of this process is to represent the alignment
between these ontologies. For that, an ontology O described by a set of instances
I = {I1....Im}. Each of which is defined by a set of attributes (data properties)
P = {p1....pn}. The properties may have more than one value.

It exists many variants of ontology matching problem. We are interesting
in this work to ontology matching based instance. This variant of matching
considers the common instances between two ontologies, with considering that
the instance could have the same values for some properties and could also have
missing values for other properties. Note that the name of properties for each
ontology can be different, this issue causes the alignment more difficult. Thus, all
the values of the instances of the first ontology should be scanned and compared
to all the values of the instances of the second ontology. Consequently, the aim
of the ontology matching based instance problem is to find the same information
represented differently.

The alignment’s result depends to the method used in the matching pro-
cess, for that each matching can result a different number of instances in align-
ment. For that, each resulted alignment is evaluated and compared to an align-
ment reference. Alignment reference represents an alignment that is suggested by
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the domain expert. The alignment reference contains all the common instances
between the ontologies.

4 PMOM: Pattern Mining for Ontology Matching Based
Instances

4.1 Overall Framework

Fig. 1. PMOM framework

In this part, we present the main components of the proposed framework
called PMOM (Pattern Mining for Ontology Matching based instances). The
aim of PMOM is to improve the ontology matching based instance problem by
taking into account the relevant features of the two ontologies to be aligned.
This reducing allows on the one hand to boost the matching process for finding
the common instances between two ontologies, on the other hand, it aims to
improve the quality of the resulted alignment. PMOM is mainly composed into
two steps: feature selection and matching process steps (See Fig. 1 for more
details). The feature selection step is first performed to the set of attributes for
each ontology, which results in an optimal subset of attributes that represents
perfectly the two ontologies. This step is considered as a pre-processing step, (it
will be executed only one time). To do so, an archive folder will be constructed
for each ontology in the ontology base system. The matching process is then
applied between the instances of the ontologies by taking only the attributes
selected of the above step. The K-cross-validation model is used here, where at
each pass of the algorithm, the training and the test alignments are performed.
For the training matching process, the proposed model is learned to fix the best
parameters. If the alignment rate exceeds the given threshold, then the test
alignment is started. In this work, we are interested in the feature selection part,
by proposing the pattern mining strategy for selecting the relevant attributes
for the input ontologies. Any existing methods could be used for the ontology
matching process.

Feature Selection. This strategy studies the correlation between the data prop-
erties of the ontologies to select the best features of the matching process. It is
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inspired by the pattern mining process [1] which is used to extract the most
relevant data properties that cover the maximum number of possible instances.
PMOM denotes the extraction of the relevant patterns that satisfies the min-
imum support constraint (minsup) from the transactions. Motivated by the
success of SSFIM [6] in discovering the pattern mining problem, this work pro-
poses the use of SSFIM in PMOM framework. The mining process is performed
through two main steps: generation and extraction. In the generation step, start-
ing from the first instance I1, we refer Pattern(I1) by the set of all possible
combinations of the literals of this instance. The result is added to the hash
table H by creating an entry for each itemset in Pattern(I1). The frequency of
each pattern is initialized by one in the hash table H. Then, the patterns of the
second instance I2 are generated for each pattern in Pattern(I2); if this pattern
exists in H, then, its frequency is incremented by one; otherwise, a new entry is
created with the frequency set to 1. This process is repeated until all instances
I are processed. The second step aims to extract the frequent patterns (frequent
literals in our case) from the hash table H. For that purpose, the support of each
pattern t is computed as h(t).freq

|I| . If the support of t is greater than minsup,
then t is called the frequent literal and added to the set of frequent literals S.
Based on the frequent literals S discovered above, the appropriate set SP is
selected. The probability P (i, S) denotes the probability of the apparition of the
ith property in the set of frequent literals S. A threshold µ which is between
[0-1], is used to select the appropriate data properties. Indeed, for each property,
if its probability value is greater than µ then, it is added to SP set.

Matching Process. After the selection of the appropriate properties, it is time
to compare the instances of the basic ontology to the second one. In this part,
we consider two ontologies, the basic ontology BO that will be matched with
the second ontology O. <P, I> is the set of property P and the instances I of
the basic ontology. <P ′, I ′> is the set of property P ′ and the instances I ′ of the
second ontology. P and P ′ are the set resulted by the feature selection described
above. The iterative matching consists to scan the whole set of instances I of
the basic ontology, and compares it with each instance in the set of instances
I ′ of the second ontology. The comparison between two instances is established
by checking each value in the ith instance in BO with all the values in the jth

instance in O.

5 Performance and Evaluation

To validate the usefulness of the PMOM framework, extensive experiments have
been carried out using well-known ontology matching databases. The approach
has been implemented in Java2 and experiments have been run on a desktop
machine equipped with an Intel I7 processor and 16GB memory. DBpedia (See
footnote 1), a well-known ontology database, is used in this experiment. It is
a hub data that represent the Wikipedia knowledge and make this structured
2 Code available at https://github.com/YousIA/PMOM.

https://github.com/YousIA/PMOM
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Fig. 2. Comparison of the runtime performance (in seconds) of the PMOM, the EIFPS,
and the RiMOM using the DBpedia by varying the percentage of the data properties
(%P) from 20% to 100%

information available on the Web. This database ontology contains 4,233,000
instances, and 2,795 different properties. The quality of the returned solutions
is evaluated using recall, precision, and fmeasure, which are common measures
for the evaluation of ontology matching methods. The experiment aims to com-
pare PMOM with the state-of-the-art algorithms (EIFPS [11], and RiMOM [13])
using the DBPedia ontology database. Figure 2 shows the runtime of the three
approaches at the percentage of data properties from 20% to 100%, consider-
ing all instances. When the number of matching varied from 100 to 1,000,000,
PMOM outperforms the two other approaches. Moreover, the runtime of PMOM
stabilized at a high number of data properties, where the two baseline approaches
were highly time-consuming for a large number of instances and a large num-
ber of matchings. Thus, EIFPS and RiMOM need more than 900 seconds for
dealing 1,000,000 matching in the whole DBpedia ontology database, whereas,
it took only 111 seconds for PMOM. These results were obtained using the pre-
processing step, where only the most relevant features were selected using the
pattern mining approach. Table 1 compares the quality of matching of PMOM
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Table 1. Comparison of Recall, Precision, and Fmeasure of PMOM, the EIFPS, and
the RiMOM using the DBpedia by varying both the percentage of instances (%I) and
the percentage of the data properties (%P) from 20% to 100%

%I %P PMOM EIFPS RiMOM

Rec. Prec. Fmeas. Rec. Prec. Fmeas. Rec. Prec. Fmeas.

20 20 0.97 0.95 0.96 0.97 0.94 0.95 0.98 0.95 0.96

50 0.97 0.95 0.96 0.92 0.92 0.92 0.95 0.93 0.94

80 0.97 0.95 0.96 0.90 0.91 0.90 0.93 0.92 0.92

100 0.97 0.95 0.96 0.88 0.90 0.89 0.89 0.90 0.89

20 0.96 0.94 0.95 0.93 0.92 0.92 0.95 0.92 0.93

50 0.96 0.94 0.95 0.89 0.87 0.88 0.91 0.89 0.90

80 0.96 0.94 0.95 0.87 0.84 0.85 0.89 0.86 0.87

100 0.96 0.94 0.95 0.85 0.82 0.83 0.87 0.83 0.85

80 20 0.95 0.92 0.93 0.90 0.89 0.89 0.91 0.90 0.90

50 0.95 0.92 0.93 0.88 0.86 0.87 0.89 0.88 0.88

80 0.95 0.92 0.93 0.82 0.80 0.81 0.83 0.81 0.82

100 0.95 0.92 0.93 0.78 0.75 0.76 0.80 0.79 0.79

100 20 0.94 0.90 0.92 0.85 0.82 0.83 0.87 0.86 0.86

50 0.94 0.90 0.92 0.83 0.81 0.82 0.84 0.82 0.83

80 0.94 0.90 0.92 0.78 0.75 0.76 0.80 0.77 0.78

100 0.94 0.90 0.92 0.74 0.70 0.72 0.73 0.72 0.72

framework and the baseline algorithms (EIFPS and RiMOM) using the DBpe-
dia ontology database. By varying the percentage of data properties and the
percentage of instances from 20% to 100%, PMOM outperforms the two other
algorithms regarding the quality (recall, precision, and fmeasure) in all cases,
except in the first case that containing 20% of data properties and instances.
Moreover, the results showed that the quality of PMOM is non-sensitive to the
number of data properties and the number of instances. Thus, the quality of
PMOM exceeds 92%, whereas the quality of the EIFPS and RiMOM does not
reach 70% and 72%, respectively. These results were obtained thanks to the fea-
ture selection procedure, which find out the most relevant data properties of the
given ontologies.

6 Conclusions

This paper presents PMOM (Pattern Mining for Ontology Matching based
instances) framework, for ontology matching problem. The approach explores
different correlations between the data properties and selects the most frequent
data properties describing the overall instances of the given ontology. To eval-
uate PMOM framework, intensive experiments have been carried on DBpe-
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dia database. The results show that PMOM outperforms the baseline meth-
ods (EIFPS, and RiMOM) in terms of execution time and solution’s quality.
As future work, we plan to explore other data mining techniques for ontology
matching problem. Dealing with big ontology databases is also in our future
agenda.
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