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Preface

Contemporary economics, when analyzing economic behavior of people, increas-
ingly takes into account non-market and non-economic factors, such as cognitive,
behavioral, and emotional. It uses insights from humanities and natural sciences,
becoming more and more an interdisciplinary science. Nowadays, economists
realize the necessity to develop a new methodology and investigation instruments,
and the need to use the diversity of research methods and modern ways of dis-
covering knowledge. The increasing popularity of using economic experiments
requires the use of IT tools and quantitative methods that facilitate the analysis
of the research material obtained as a result of the experiments and the formulation
of correct conclusions.

This book presents experiences and innovative solutions showing issues related
to contemporary economics and what and how quantitative and experimental tools
can be applied to solve modern economic problems.

In particular, it refers, among others, to important issues, such as growth theory,
sustainability, public policy, real estate market, unemployment, silver economy,
behavioral finance, consumer preferences, social campaigns, and neuromarketing.
It shows the possibility of using tools and methods from the above-mentioned areas
for solving problems, such as multicriteria analysis, multidimensional analysis,
statistical methods, computer simulation, and computer games or techniques of
cognitive neuroscience.

This book does not provide a comprehensive overview but focuses on selected
topics. It includes papers of researchers which represent a certain level of experi-
ence in mentioned fields above. Its main purpose is to illustrate the links between
various domains of contemporary economics and its methodological apparatus.

The book is divided into three parts:

I Theoretical Aspects of Contemporary Economics
II Application of Quantitative and Experimental Methods and Tools in Contem-

porary Economics
III Practical Issues—Case Studies

v



As the title suggests, the first part of the book presents the theoretical founda-
tions of selected aspects in the contemporary economics. It raises issues related to
methodological foundations of unified growth theory, assumptions of the silver
economy and the main achievements of innovative technology supporting the
independent functioning of seniors. It also refers to the theoretical basis for mea-
suring sustainable development, the problems of using the achievements from the
field of behavioral economics in the public policy and using experimental methods
in behavioral economic. It finally shows the attempt of handling knowledge in
experimental economics.

The second part of the book contains a general outline of possible methods and
tools that support scientists in solving the current economic problems in different
fields. It particularly shows the application of econometric and statistical methods in
the mass appraisal process, the ESG risk analysis, the analysis of unemployment,
measuring investors’ optimism or in solving contemporary problems of green
management from the perspective of modern economics. It also covers issues
related to the use of such tools as IT, neuroscience techniques and simulation
models in various domains of economics and business.

The last part of the volume presents examples of quantitative and experimental
research. There are only selected case studies shown, but they outline a wide range
of topics connected to contemporary economics, for instance, investigating the
effectiveness of the product placement, assessing the level of sustainable energy
provision in EU countries, assessment of the quality characteristics of real estate,
mass land appraisal or analyzing intra-Community supplies. Moreover, an impor-
tant place in this part is occupied by case studies related to the use of experimental
methods.

The issues raised in the monograph do not exhaust the subject of contemporary
economics. Yet, in the opinion of the editors, it does show the diversity of areas,
current problems, methods, techniques and domains concerning this subject.

Szczecin, Poland Małgorzata Łatuszyńska
Kesra Nermend
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Chapter 1
Some Remarks on Methodological
Foundations of Unified Growth Theory

Jerzy Boehlke

Abstract The purpose of this chapter is to present and evaluate methodological
foundations of unified growth theory. In a context of the modern theory of economic
growth, Oded Galor, the protoplast of unified growth theory, provides a fresh theo-
retical and methodological approach in comparison with Keynesian and neoclassical
economics. From the methodological perspective, he emphasizes an importance a
context of the economic history of growth and development process observed in
market type economies. This chapter shows some links with ideas coming from
Ferdinand Braudel, institutional economics, and convergence theory. An interdisci-
plinary approach is the main achievement in unified growth theory.

Keywords History of economic development · Unified growth theory ·
Methodology

1.1 Introduction

In studies on the historical process of socioeconomic transformations, for many
years attempts have been made to describe, explain, and interpret it in the context of
historical sciences, sociology, geoeconomics, theory of economic growth and devel-
opment, cultural anthropology, and many other scientific disciplines. Regardless of
the historical conditions of that process, its causes, mechanism, and consequences are
relevant for the present and future of human civilization. According to Braudel [10],
the founder of “Annales” school, conducting research in this field requires references
to the so-called near history, whose topic of interest are events from the nearest past,
distant history, known as “tele-history,” which encompasses the history of different
civilizations and distinguishes between what is important and what is of secondary
importance. It is worth mentioning that the theory of pluralism of social time had
been formulated earlier by F. Braudel, in a famous essay entitled “History and social
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4 J. Boehlke

sciences: The Long Duration” [9], where he distinguished between three categories:
short time, time of cycles and intercycles, and time of secular tendencies. Those
three categories were reflected in the history of events, history of business cycles,
and structural history, which was related to long duration. According to F. Braudel,
the result of such an approach is the multitude of ways of understanding history, a
variety of points of view and interpretations which is made uniform due to dialectics
relevant to the history. A synthesis of studies on the historical process of socioeco-
nomic development is a consequence of an analysis of the so-called long duration,
which is a historical process in which all the changes have a renewable and cyclical
nature. Thanks to such an approach, social sciences gain a historical perspective,
whereas historical sciences are capable of formulating various types of generaliza-
tions, avoiding the randomness and uniqueness of the studied events and processes.
F. Braudel’s methodological proposal is accepted and successfully implemented in
the studies by I. Wallerstein [9]. Making use of the three categories of time proposed
by F. Braudel, he makes an attempt to interpret and understand both the dynamics
of changes of the analyzed historical social systems and the factors and mechanisms
causing them to last. For I.Wallerstein, the primary category of analysis is the term of
historical social systems, so-called world-systems, which are autonomous structures
of long duration with relatively wide geographical range. Among world-systems,
there is also “world-capitalist economy,” which just like every social system has
its time boundaries established within the long duration (hence, it has a beginning
and an end), as well as spatial boundaries, which undergo various transformations
in the course of its history. Economic theory cannot, obviously, ignore Braudel’s
methodological proposals but, on the other hand, it must not resign from studying
the economic growth and development within own essential and methodological
concepts which dwell upon it.

1.2 Economic Growth and Development in the Theory
of Economy

In the economic theory, it is commonly accepted that there are three main groups of
factorswhich influence the course of historical economic growth, namely the size and
structure of means of production assets, institutional order and its transformations,
and the model and quality of the economic policy implemented. The answer to the
question concerning the force and character of the impact of particular groups of
factors in the course of the historical process of economic growth remains open. The
search for the answer to that question is very often associated with a comparative
analysis of long-term economic growth rates in particular countries. They served
as a basis for the dynamic development of economic growth theory in the first half
of the nineteenth century, both within the classical, neoclassical, and Keynesian
tradition. However, at the turn of the twentieth and twenty-first centuries, there was a
visibly increased interest among the scholars in the impact of institutional order and
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its transformations on the course of economic growth and development [17]. It was
caused, among other factors, by disillusionment with modernity, and in particular, by
the phenomenon of divergence, observed since the nineteenth century both between
the studied countries and within particular national economies. For example, the
research findings by L. Pritchett and A. Madison quoted by Wojtyna [66, p. 15]
indicate a significant growth of disparities in the level of wealth around the world
during the years 1870–2000. According to L. Pritchett, they grew fivefold, whereas
A.Madison claims that they increased during that period from three- to nineteen-fold.

The abovementioned development of research concerning the impact of insti-
tutional changes on the development and functioning of the economy, both in the
macro- and microeconomic scale is mostly related to expansion of institutional eco-
nomics and especially new institutional economics. However, one cannot at this point
ignore the accomplishments of evolutionary economics [14, 15]. Already plentiful
and synthetic elaborations from that field [21] demonstrate, on the one hand, the vast-
ness of the field of scientific research conducted within that current of contemporary
economic thought, while on the other, their still insufficient applicability.

An analysis of institutional changes is also a canon of research on development
economics [48]. They emphasize the impact of differences in the institutional order
of individual countries, as well as their constituent regions, on the course of processes
of socioeconomic development, whose result is usually a particular pace of economic
growth or a change in the value of HDI indicator [3, 42]. A special example here
may be the research recently conducted within the framework of endogenic theory of
economic growth [63] concerning the impact of institutional changes on the pace and
stability of economic growth [66]. Significant development was also observed in the
field of research concerning the determination of cultural conditions for development
processes [64, 29]. A theoretical background for a majority of analyses of the rela-
tionships between the system of institutions and economic development is the theory
of economic growth and various theories of economic and political development [4,
19, 54]. Recently, increasing importance is attributed to research on the conditions for
regional development conducted upon the foundation of new economic geography,
whose ideological and methodological foundations were formulated by P. Krugman
[33, 41, 65]. In the theory of economic development, the currents which are tra-
ditionally distinguished are research on the growth of highly developed economies
and the analysis of the possibilities as well as conditions, strategies, and policies
of dealing with economic underdevelopment. For research on underdevelopment, a
useful and justified distinction turned out to be the one between economic growth and
development. Known examples from the literature which confirm that opinion are,
among others, the “big push” theory by Rosenstein-Rodan [57], the “vicious circle
of poverty” theory by Nurkse [46], theory of economic development by Schumpeter
[60], growth poles theory by Perroux [50], and the theory of structural changes by
Chenery [12], all known from subject literature. A separate group is constituted by
theories of economic growth of highly developed countries.

As it is known, economic literature contains a large number of economic growth
models for highly developed countries which refer to Keynesian tradition, as well
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as neoclassical one [6]. It should be emphasized that the Keynesian and neoclas-
sical models are characterized by significant differences concerning institutional
assumptions regarding the role of state, the nature and importance of competition,
the breakdown structure of the economy, the impact of globalization, etc. However, it
is assumed that for analysis of growth in highly developed countries, the best tool is
growth models based on neoclassical tradition, particularly the Solow–Swan model
[61] and its various mutations. It is on the basis of that model that a conclusion
was formulated, according to which accumulation of physical capital is incapable of
explaining very high growth of GDP per capita and its enormous diversity among
countries, which are the reasons for the phenomenon of divergence observed world-
wide, especially among highly developed and undeveloped countries. As it is known,
the model is based on the analysis of production function in its general form; Y (t)
= f (K(t), L(t)), where t means time, K—capital, L—labor force, and Y—product.
Constant income in relation to scale in terms of capital and labor is assumed. In the
Solow–Swanmodel, economic growth is not determined by the policy of the state. In
particular, it does not depend on savings, since over a longer period the market mech-
anism causes the growth to be balanced, with capital and production growing at the
pace determined by growth in labor assets. Technological progress is of exogenous
nature and serves as a factor which compensates for dwindling income of capital
and labor. The phenomena of divergence observed worldwide have been a reason
for modification of that model. In alternative models, endogenous nature of techno-
logical progress was assumed [55], and the assumption of dwindling income from
the capital was revoked. However, the assumption of falling income from labor was
preserved, as a rejection of the dwindling income assumption, both for capital and
labor, would result in endogenous growth rates, which would be constantly growing.
That, in turn, would be against the empirical practice. A change in assumptions has
allowed Mankiw, Romer, and Weil to explain the phenomena of divergence in the
contemporary global economy with the differences in the population growth and
capital accumulation rate, using the concept of human capital [39]. A generalization
of that model was made by Nonneman and Vanhoudt [43]. It is commonly assumed
that endogenous growth models allow for a more thorough analysis of the role of
capital, labor, and technology in the process of growth. Unlike the models which
assume the exogenous nature of growth and institutions, in the context of which it
is difficult to explain and understand the enormous diversity of institutional order
among countries, they make a much broader attempt to analyze the impact of institu-
tions in the course of growth. They even introduce a factor known as “public order,”
created by the state as a provider of public goods [18]. Especially interesting in this
field are social impact models [5, 19] and creative destruction models [2].

In exogenous growth models, one can only analyze the influence of institutional
order on economic growth in the long-term perspective. Such an approach, however,
is highly insufficient in the context of socioeconomic reforms attempted in many
countries, which accelerate or stabilize its pace over short and medium periods. The-
ories which assume exogenous changes of production factors and institutions may,
first of all, explain sudden and unexpected changes in the pace of growth [13, p. 232].
On the other hand, theories of that type are unable to answer the question why the
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Industrial Revolution and the emergence of capitalism took place, why economic
reforms in China caused a rapid acceleration of growth process, whereas attempts
to replicate those reforms in Russia ended in failure. According to Rodrik (2011,
p. 68), effective growth strategies should be always based on two-way changes. The
first direction is related to short-term strategy, whose aim is to accelerate growth,
whereas the second direction should include medium- and long-term strategies, ori-
ented toward sustaining the growth. The necessity to combine the policy of economic
growth and institutional changes which facilitate development and are related to so-
called inclusive institutions is emphasized by Acemoglu and Robinson [1]. It is
currently the most widely acknowledged belief in economics.

An important achievement of economic thought in recent years in research on the
historical process of economic growth was undoubtedly the formulation of unified
economic growth theory. Its creator wasOdedGalor, and it is undoubtedly an attempt
to synthesize the use of the concept of long duration according to F. Braudel with
the development of the economic theory of endogenous growth. For that reason,
it can be viewed as a theoretical concept which belongs to the theory of socioe-
conomic development. It definitely goes beyond the well-established framework of
mainstream economics. In comparison with development economics and the theory
of economic development and economic history, the unified growth theory by Oded
Galor is based on more sophisticated methodological foundations.

That obviously makes it more novel, as well as more effective when describing,
explaining, and interpreting findings of research on the course of historical transfor-
mation process.

1.3 Studies on Development and Growth in Economic
History

Studies on economic development and growth in the context of socioeconomic his-
tory are development and supplementation of analyses concerning those issues con-
ducted within the framework of economics, especially the theory of economic devel-
opment and growth, evolutionary economics, and institutional economics. Analyses
of economic development and growth from the historical perspectivemost commonly
include the issues related to modernization and emergence of capitalism in Western
Europe and its expansion to other geographical areas. The subjects of analysis are
also the conditions and consequences of industrialization. The scope of that analy-
sis may be viewed as not very precise due to existing controversies concerning the
understanding of terms such as “modernity,” “modernization,” or “contemporane-
ity,” which is, for instance, mentioned by Golka [26], Osińska [47]. Regardless of
the aforementioned interpretation problems, the starting point for historians of the
economy is usually the question regarding the origins, results, and mechanisms of
transformations to subsequent periods and stages of development in the particular his-
toriosophical concepts they acknowledge and analyze. An example which confirms
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the correctness of the abovementioned ascertainment is the analysis of economic
underdevelopment conducted by Gerschenkron [25]. He is the author of a concept
well-known in subject literature which presents the relationships between institu-
tional forms and the types of ideology and the degree of relative underdevelopment.
As a result of the conducted studies, he defined the conditions for entering a path of
sustainable and relatively fast economic growth and industrialization. According to
Gerscherkron, the observed differences in the course of industrialization processes
result from the degree of underdevelopment of individual economies. He also formu-
lated the thesis of developmental pluralism, according to which one should allow for
differentiation of development and industrialization in various countries. It should
be noted, however, that the interpretation of the idea of developmental pluralism is
not unambiguous.

For example, whereas according to Gerschenkron there is a major problem in
the context of historical experience of the West concerning the degree to which the
processes of industrialization of European countries may be considered as series
of repetitions of the history of England’s industrialization or deviations from that
path, Marcin Kula suggests that one should completely abandon the perception of
their economic development paths with regard to repetitions or deviations from the
English pattern [34, pp. 67–70] and acknowledge the relevance of studying the so-
called historical path of dependence. Otherwise, despite Gerschenkron’s intentions,
one should adopt some version of one-way interpretation of the vision of devel-
opment. In practical terms, it means engaging in a discussion on the prerequisites
of modern industrialization, which are related, among other factors, to the role of
original accumulation of capital.

Another important issue was touched upon by Berger (1995). Commenting on
Rostov’s known concept of growth stages [58], he formulated the thesis that accep-
tance of the idea of gradual development does not mean the necessity of mechanical
transition to subsequent stages. The view was shared also by Marks [40] and Hobs-
bawn [27]. Step changes are also possible [32], since development can be treated as
a process of progressing economic growth which leads to an increase in the society’s
wealth. As it is known, Rostov’s concept was viewed as Eurocentric and overly opti-
mistic. As experience shows, in reality we deal with coexistence of phenomena of
capitalist wealth and poverty, which since Prebish’s [53] formulation of the “center”
and “periphery” theory, which was developed within Wallerstein’s [65] well-known
concept of global economy system and the dependent development theory [49, 20],
and in recent years within the research current called colonial studies [38, 59], are
considered as mutually conditioned and functional. However, history does not con-
firm their continuity and durability, the examples of which are the countries that
managed to overcome barriers of underdevelopment or dropped out of the “center”
into the “periphery.”

Another important issue in the studies on economic growth and development is the
shape and role of the state. As emphasized by Polanyi [52], regardless of the achieved
level of development, industrialization and strong acceleration of economic growth
usually require good organization and high effectiveness of that institution, although
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according to aforementionedGerschenkron the case of England proves that the devel-
opment could occur on its own, being reinforced by laissez-faire ideology. It should
thus be concluded that, generally speaking, the methodological proposal concerning
the thesis of developmental pluralism is fully justified. For example, the thesis is
accepted by Landes [36], yet according to him the historical approach is merely a
necessary condition, but definitely not a sufficient one for finding the answer to the
question concerning the causes of poverty and wealth. He claims that when it comes,
for instance, to thewealth and dominance of theWest there are generally two explana-
tions, the first of whichmaintains that it is a result of better organization, intelligence,
hard work, and innovations of all kinds, whereas the second one points to aggres-
sion, greed, and ruthlessness of the Europeans. In light of the conducted analyses,
factors of great interest and significance are ascertainments by Eisenstadt [16], Levy
[37] regarding a faster pace of spreading capitalism in the form of modernization
process than in the form of changes in the production methods and social structures.
Progress and underdevelopment are a result of accelerated accumulation of capital
which took place in Europe at the turn of the eighteenth and nineteenth centuries [7].
However, the understanding of lasting underdevelopment requires referring to the
mechanism of functioning of the global economy according to Prebish and Waller-
stein, as an effect of the emergence of industrial capitalism. Thus, whereas according
to the aforementioned authors, economic growth and development depends mostly
on institutional factors, in the opinion of Rosenberg and Birdzel [56] the wealth of
the West should be treated as a coincidence which occurred in particular histori-
cal conditions. It resulted in economic, military, technological, and political global
supremacy of Western Europe after the year 1500, which was the period of modern-
ization and emergence of capitalism. It also caused the shaping of a bipolar world
model, in which the “center” dominated the “periphery” [28, 30]. The opinion is also
shared by Kennedy [31]. He notices, however, that it was a dynamic process fueled
mostly by technological and economic progress in particular geographical and social
conditions.

Within the current analyses of the course of the historical process of growth and
development, it seems important to notice the concepts concerning its structure. An
example here may be an interesting work by Gelei [24]. She introduced a division of
all processes into differentiative, substitutive, and shaping the absolute growth. The
phenomenon of differentiation, as a complex, multi-level one, involves changes in
themanner of usingmeans of production which influence division of labor, increased
labor efficiency and capital, and uneven development and processes of specialization,
integration, and concentration. As far as the substitutive processes are concerned,
they are related to changes in the systems of relations between old and new types
of activity and combinations of means of production, as well as transformations of
their structure. Finally, the term of absolute growths expresses the essence of the
economic growth process, manifested, for example, by an increase in the factors of
production and the volume of goods and services produced. Differentiation, substi-
tution, and absolute growths constitute and inseparable unity. According to Gelei,
economic growth processes occur thanks to the creation of absolute growths through
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differentiation, which results from substitution. In her opinion, the process of long-
distance economic growth includes two periods, namely stagnation and accelerated
growth. In the accelerated growth period, an economy ceases to be a one-sector econ-
omy. The ultimate effect of those changes is faster development and dominance of
money–goods relations. The emergence of a global market increases the economic
interdependence of individual countries.

In the literature concerning the topic of economic growth and development, a
worthwhile element is the theoretically and empirically interesting discussion on the
legitimacy of accepting the logistic curve as a proper description of the historical
process of economic growth. The curve is even called the growth curve and is used
for the analysis of numerous social phenomena. An example heremay be the remarks
by Cameron [11], who claims that whereas it is possible to use the logistic curve
while analyzing economic growth due to the reversibility of the process, it is highly
questionable whether it is possible to reverse development, since organizations of
social, political, and economic structures rarely have the same form at particular
stages. Kurowski [35], on the other hand, while describing the growth mechanism
according to the logistic curve, claims that it has a dialectic nature. According to him,
the thesis of logistic nature of growth may be deductively derived from the geometric
progress rule and the theory which assumes the finiteness of the material world.

According to Best [8], on the other hand, economic growth processes depend on
the so-called triad, which means a particular size and structure of factors of produc-
tion, efficient institutions for coordination of actions taken within the economy, and
policy based on experience and knowledge, especially institutional one.

Summing up, the research conducted upon the foundation of economic history
concerning development and growth processes demonstrate their evolutionary char-
acter. The processes are subject to certain regularities, derived inductively from
empirical studies, or deductively from the accepted presumptions concerning their
nature and the ontological nature of the material world. Their pace grew signifi-
cantly along with the emergence of structures of capitalism and the industrial econ-
omy. According to North [45], growth periods occurred throughout history when the
economy generated strong stimuli for productivity growth. He formulates the idea
that focusing attention on the studies of institutional and organizational structure
allows for identification of the relations between a society’s economic and political
organization in the context of changing beliefs which drive human actions. The best
example here is the history of the emergence of capitalism in Western Europe. The
key to success in this case turned out to be a huge variety of the opportunities taken
and increasing the probability of entering the path of economic growth thanks to
shaping a competitive economic order which facilitated the extension of individual
liberties. As claimed by North [44], the analysis and comprehension of the processes
of long-term economic changes are possible on the grounds of the concept of his-
torical path of dependence. It should, however, be remembered that understanding
the processes of long-term growth and development is not equivalent to explain-
ing them. A review of the literature concerning the course of economic growth and
development processeswithin the economic history indicateswide variability of their
interpretation without an unambiguous and ultimate explanation.
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1.4 General Characteristics of the Unified Economic
Growth Theory by Oded Galor

The unified economic growth theory by Oded Galor is a concept which describes
the transformation of societies and economies from the period of stagnation, defined
as the Malthusian period to the regime of modern growth, which means the period
of sustainable growth. Its author assumes in his analysis that the course of the his-
torical economic process is significantly influenced by geographical factors (when
analyzing the growth paths one must thus not neglect the importance of the spatial
criterion), institutional and cultural factors, and the characteristics of human capital.
They determine not only the course but also the diversity of the pace and outcomes
of growth, manifested mostly by the diversity in the level of income and life standard
of the populations of individual countries. According to Galor [23], the starting point
for the studies on the historical growth process should be theMalthusian period, with
its distinctive stagnation, low standard of life of the population, low labor efficiency,
and primitive technologies, accompanied by the growing population and territorial
expansion. Improvement of life standards is not of a universal nature. Experience
shows the existence of strong divergence processes in that area. However, many
societies have succeeded in escaping the trap of poverty and underdevelopment and
subsequently enter the path of economic growth, associated with sustainable growth.
According to Galor, the transformation from the Malthusian period to the era of
sustainable growth and the accompanying processes of divergence in the level of per
capita income appear to be a problem of crucial significance in the studies on eco-
nomic growth. The unified growth theory concentrates of recognizing and describing
the fundamental factors which facilitate the ability to escape the Malthusian trap and
progress to the post-Malthusian period, and then to the period of sustainable growth.
The process of transition from the post-Malthusian period into the period of modern
growth is characterized by technological changes which are more rapid in compar-
ison to the ones observed during the Malthusian period, a relatively high pace of
human capital accumulation and a significant decrease in the population growth rate,
which has become the reason for economic surplus, allowing for an increase in per
capita income, and consequently contributing to an improvement in the population’s
life standard. Within the unified theory of economic growth, Galor makes an attempt
to answer the questions of why a major part of the history of human civilization is
marked with stagnation and other characteristic features of the Malthusian period
and what factors and mechanisms trigger the growth process. He concludes that pro-
viding an answer to those questions require an analysis of the mutual influence of
technological changes on the changes in the population size and the changes in the
level of per capita income which are related to that. Galor’s intention was to depart
from the instrumental treatment of the theory and to make an attempt to describe,
explain, and interpret the growth process with reference to the historical and cultural
context. That is why the starting point for him is characterizing three aforemen-
tioned growth regimes. Thus, as mentioned earlier, the Malthusian period, due to the
principles of the Malthusian Law, is marked with lack of changes in the population
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size, technological changes and changes in the level of per capita income. During
the post-Malthusian period, due to an industrial revolution, technological changes
take place, along with a population growth caused by an increase in the per capita
income, due to increased labor efficiency. During the modern growth period, on the
other hand, in comparison with the Malthusian and post-Malthusian period, one can
observe rapid changes in the level of human capital and per capita income. In the
unified growth theory, it is assumed that from the methodological point of view, the
process of growth is considered to by the basic unit for theoretical and practical
analysis [22]. The process is of endogenous and evolutionary nature. It includes the
already mentioned changes in the population, technology, human capital, and per
capita income in a spontaneous process of transition from the Malthusian stagnation
to sustainable growth, with the accompanying phenomenon of divergence. Galor’s
theory involves studies of the dynamics of interaction between human evolution and
the process of economic development. A hypothesis is tested concerning a significant
role of the mechanism of natural selection in the evolution processes of the global
economy and its transformation from stagnation to growth. According to Galor, the
working of Malthusian law is crucial to the changes in population. At the same time,
he expresses the belief that understanding and a proper interpretation of the global
differences in the course of economic development processes will be incomplete as
long as an analysis is conducted concerning the changes in the standard of life of par-
ticular communities, both in highly developed and undeveloped countries.Within the
field of unified growth theory, it is also assumed that some differences in the observed
growth processes are conditioned by biogeographical factors, as well as historical
factors, related to, for instance, colonization, or political and military ones. Thus, on
the one hand, the unified growth theory is an analysis of the prehistorical and histor-
ical factors which influence the course of contemporary processes of development,
while, on the other hand, it is an example of an analysis of human evolution and
the growth process. Philosophical and epistemological bases of the unified growth
theory refer to the ideas of historicism, empiricism, hermeneutics, and the already
mentioned evolutionism. Their embedment in history provides the analysis with an
empirical basis. On the other hand, the time–space sequence of changes adopted by
Galor, as well as acknowledging the key role of changes related to technology and
human capital, as well as accumulation of capital, whose acceleration took place in
the period of Industrial Revolution in England clearly indicate implicit acceptance
for Braudel’s idea of long duration and the idea of progress from the Enlightenment
period. The reason to explain the reasons for wealth has a long history, especially
in the domain of economy. From that point of view, Galor’s concept is not anything
unique. In his model, development, despite being marked with strong divergence, is
ultimately one-directional, progressing from less advanced to more advanced stages.
In this sense, it can be perceived as a realization of theEnlightenment idea of progress,
although in a slightly modified form, which is manifested by associating develop-
ment with divergence, which is uneven development simultaneously occurring both
in time and space. Galor’s original proposal is an acknowledged periodization of
development. Similarly to the case of Rostov’s growth stages theory, the former
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stage is related to the Malthusian and encompasses the longest period in the his-
tory of human civilization, whereas the contemporary growth originates from the
Industrial Revolution. As it is known, the Industrial Revolution instigated the period
over 200 years of economic growth. However, whereas until the half of the twentieth
century the average worldwide pace of growth had oscillated around 3.4%, after that
period its changes demonstrate a declining trend, which is the fact emphasized by
Pinker [51]. He claims that the phenomenon has become the basis for the formulation
of new long-term stagnation hypothesis by Lawrence Summers. On that basis, the
necessity appears to search for the answer to the question concerning the relevance
of the periodization of history adopted by Galor. Another question is the manner of
referring to and using the idea of evolutionism. It seems that assuming the historical
growth process to be an analytical unit on the one hand and studying the influence of
changes in the relations between human behaviors and between the level of human
capital and diversity in terms of growth, and as a result also the observed phenomenon
of divergence on the other, locates Galor’s concept within the current of holistic evo-
lutionism, which characterizes certain theories in contemporary social sciences. In
commentaries concerning the unified growth theory, it is commonly acknowledged
that it has an interdisciplinary character. In view of the current state of knowledge of
contemporary scientific methodology, hermeneutics in particular, such an approach
significantly increases the number of possible interpretations of the course and out-
comes of the economic growth process. References to history locate Galor’s theory
among the concepts of long duration in the sense postulated by Braudel, without at
the same time rejecting the manner of interpretation of the time appropriate for the
endogenous and exogenous growth.What makes it similar to the latter ones is the use
of the language of mathematics and statistics, which undoubtedly increases the level
of accuracy of the conducted analyses and improves the possibilities for empirical
verification.

1.5 Conclusion

Summing up, the concept of economic growth analysis devised by Galor is an impor-
tant development of the contemporary economic growth theory, being at the same
time strongly embedded in earlier experiences and traditions of studies of this process.
His theoretical and methodological approach is a link between economic history,
modern methodology proposed by hermeneutics, evolutionary economics, institu-
tional economics, and mainstream economics.

Oded Galor proposes an innovative methodology of development and growth
processes investigation.
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4. Balcerowicz, L., Rzońca, A.: Puzzles of Economic Growth. TheWorld Bank, Washington, DC
(2014)

5. Barro, R.: Economic growth in a cross section of countries. Quart. J. Econ. 106, 407–443
(1991)

6. Barro, R., Sala-i-Martin, X.: Economic Growth. McGraw-Hill, New York (1995)
7. Berger, P.L.: The Capitalist Revolution. Fifty Propositions about Prosperity, Equality and Lib-

erty. Basic Books, a Division of Harper Collins Publisher, New York (1986)
8. Best, M.H.: How Growth Really Happens. The Making of Economic Miracles Through Pro-

duction, Governance, and Skills. Princeton University Press, Princeton & Oxford (2018)
9. Braudel, F.: Historia i trwanie. Czytelnik, Warszawa (1999)
10. Braudel, F.: Gramatyka cywilizacji. Oficyna Naukowa, Warszawa (2006)
11. Cameron, R.: A Concise Economic History of theWord: From Paleolithic Times to the Present.

Oxford University Press, Oxford (Polish edition) (1993)
12. Chenery, H.: Structural Change and Development Policy. John Hopkins University Press, Bal-

timore (1979)
13. Clark, G.: Farewell to Alms: A Brief Economic History of the World. Princeton University

Press, Princeton (2008)
14. Dopfer, K.: Evolutionary Foundations of Economics. Cambridge University Press, Cambridge

(2006)
15. Dopfer, K., Potts, J.: The General Theory of Economic Evolution. Routledge, London, New

York (2008)
16. Eisenstadt, S.: Modernisation: Protest and Change. Prentice Hall, New Jersey (1966)
17. Elsner,W.: The theory of institutional change revisited: the institutional dichotomy, its dynamic,

and its policy implications in a more formal analysis. J. Econ. Issues XLVI(1) (2012)
18. Findlay, R., Wilson, J.D.: The political economy of Lewiatan. In: Razin, A., Sadka, E. (eds.)

Economic Policy in Theory and Practice. St. Martin’s Press, New York (1987)
19. Fukuyama, F.: Trust: The Social Virtues and the Creation of Prosperity. Free Press, New York

(1995)
20. Furtado, C.: Development and Underdevelopment. U.C. Press, California (1964)
21. Furubotn, E.G., Richter, R.: Institutions and Economic Theory. The Contribution of the New

Institutional Economics. The University of Michigan Press, An Arbor (1997)
22. Galor, O.: From Stagnation to growth: Unified groeth theory. In: Aghion, P., Durlauf S. N.

(eds.) Handbook of Economiv Growth, vol. IA. Elsevier North-Holland, Amsterdam (2005)
23. Galor, O.: Unified Growth Theory. Princeton University Press, Princeton, New Jersey (2011)
24. Gelei, A.: Trendywzrostu gospodarczego. PaństwoweWydawnictwo Ekonomiczne,Warszawa
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Chapter 2
Innovative Technologies in the Process
of Development of the Silver Economy

Grażyna Krzyminiewska

Abstract This chapter discusses the issue of the role of innovative technology in
the process of development of the silver economy. It is recognized here that the new
paradigm of development constitutes a response to the global processes of popula-
tion ageing, and that computer science in management is an indispensable element
in this process, allowing for the development of issues in the field of information
technology and management sciences, as it provides a perfect combination of tech-
nological knowledge from the scope of IT and business skills. The chapter indicates
that we should incorporate the values associated with the silver economy into our
thinking about the development of advanced technologies, and that we should treat it
as an opportunity for technological progress, development of business and the imple-
mentation of important social values associated with the goal of providing a good
life to an ageing population. The author refers to extensive scientific research and
the application of these studies to the socio-economic practice within the adopted
paradigm of the silver economy. It is also pointed out that the new paradigm of
development does not focus exclusively on the silver economy as a new economic
sector, but develops the thinking about the older generation, which we are obliged to
respect and to provide with a dignified life. These two points of view are mutually
integrated, and the purpose of the article is to present the assumptions of the silver
economy and the main achievements of innovative technology supporting the inde-
pendent functioning of seniors and improving the quality of their lives. The contents
contained in the chapter fall within the category of economic and social analyses,
utilize the achievements of sociological and economic studies and were based both
on existing sources and the results of own research. The methods of desk research
and descriptive analysis were used in the presentation of the studied issues. In con-
clusion, the chapter emphasizes the need to overcome cultural, ethical and mental
barriers, so that the successful implementation of advanced technologies to the silver
economy translates into general economic and social success.
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2.1 Introduction

An analysis of the demographic trends clearly indicates that the phenomenon of
ageing of the world’s population is occurring on a previously unprecedented scale.
The global population aged 60 years or over numbered 962 million in 2017, more
than twice as large as in 1980 when there were 382 million older persons worldwide.
The number of older persons is expected to double again by 2050, when it is projected
to reach nearly 2.1 billion. The process of population ageing is most advanced in
Europe and in Northern America. In 2050, older persons are expected to account for
35% of the population in Europe, 28% in Northern America, 25% in Latin America
and the Caribbean, 24% in Asia, 23% in Oceania and 9% in Africa [12].

According to the forecasts of the Polish Central Statistical Office, in 2050 the
share of people aged 65 and above in the total population in Poland will amount to
30.2%,while people aged 80 and abovewill account for 10.4% of the total population
(in 2013—3.9%) [9].

These figures undoubtedly prompt us to pursue an analysis of the phenomenon,
to conduct a broad discussion and to develop effective strategies taking into account
its nature and consequences. Public attention frequently focuses on the negative
effects of population ageing, which result from the fear that the demographic burdens
will negatively affect the developmental capabilities of the given society (including
Poland). On the one hand, emphasis is primarily placed on the inefficiency of the
existing eldercare systems and the inefficiency of the social security system. On the
other hand—weare dealingwith a view through the prismof newdevelopment oppor-
tunities, consistent with the concept of silver economy and exploring the economic
potential inherent in the silver economy [5].

The concept of the silver economy ties into the concept of social development
based on the belief that economic growth must be associated with social progress
in all spheres of life. The economy of ageing societies is both a challenge and an
opportunity for development. On the one hand, the nature of the silver economy
could be beneficial to the economy for economic reasons, and on the other hand,
it is a manifestation of care for the seniors and their needs. The silver economy
could positively affect the quality of life of older people, but could also positively
influence the labour market, allowing for the friendly treatment of older workers,
who better understand the needs and problems of seniors, and could also stimulate
the creative sector and lead to an increase in employment in industries utilizing
innovative technologies. According to the OECD estimates, the ageing marketplace
will be huge: by 2020, the +60 consumer spending power will total US$15 trillion,
up from US$8trillion in 2010 [8].

Based on the assumption that the silver economy could become a developmental
impulse, this article focuses on:

1. The assumptions of the silver economy, the implementation of which will allow
for the transformation of demographic problems into development opportunities
and the development strategy, which takes into account the needs of an ageing
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population and is conducive to an improvement in the quality of life, applying
not only to the elderly, but also to other members of the population.

2. Innovative technology supporting the independent functioning of seniors and
improving the quality of their lives.

The contents contained in the article fall within the category of economic and
social analyses, utilize the achievements of sociological and economic studies and
were based both on existing sources and the results of own research. The methods of
desk research and descriptive analysis were used in the presentation of the studied
issues.

2.2 The Essence of the Silver Economy

In the last decade, the silver economy has become the subject of many studies. This
is primarily due to the fact that an unprecedented phenomenon of population ageing
is currently taking place, primarily (but not only) in highly developed countries. This
phenomenon leads people to change their views on economic processes and to create
a development paradigmutilizing the process of population ageing.We are frequently
dealing with an approach which points to the great threat to economic growth result-
ing from the fact of population ageing, and also with a contrary approach, pointing
out, that these processes may lead to the formation of a “new path of development”.
In OECD’s document [8] entitled The Silver Economy as a Pathway for Growth, the
experts clearly state that “several efforts are underway to drive a paradigm shift that
views the ageing as assets not liabilities”.

This point of view has become characteristic for many institutions that include the
senior economy in their development strategies. For example, the outline of the Euro-
pean concept of the silver economy appeared many years ago in the documents of the
European Union, where it was pointed out, that the ageing of the European popula-
tion could be an opportunity to increase the competitiveness of the economy through
the production of goods and services targeted at older people [2], and, as was noted
in later documents, that the development of innovative enterprises will also allow for
the expansion of development opportunities based on global markets, due to the fact
that the issue of population ageing is also affecting many non-European countries.
This creates the possibility for the developed solutions, products and services to be
exported to other countries [3].

The meaning of the concept of silver economy is not uniform—it is a conceptual
construct engendered by the various needs of older people. As indicated by Szukalski
[10], a mature economy utilizing the potential of silver economy is an economy that
exhibits a proactive—and not a reactive—approach. This means actions ensuring
the longest possible independence of older people through the development of ser-
vices enabling them to stay at home longer (cleaning, shopping, care services) and
the provision of knowledge about the existence and the use of the so-called civi-
lizational prostheses which compensate for the lost fitness. It is the organization of
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the transportation services, the activity of companies preparing the so-called smart
apartments (premiseswith systems of devices supporting independent living), aswell
as the management of senior citizens’ free time (education, entertainment, tourism
and recreation), services related to the breeding of pets and “age sensitive” financial
services.

What is crucial here is the fact that a mature senior economy works towards
ensuring social integration, as well as the creation of products and services enabling
the elderly to continue the professional activity, which ultimately benefits the entire
society.

There is no single universally accepted definition of the silver economy, but all
the existing definitions have certain common elements. For example, we can recall
the definitions presented by two major institutions:

– the European Commission, which defines the silver economy as the existing and
emerging economic opportunities associated with the growing public and con-
sumer expenditures related to population ageing and the specific needs of the
population over 50 [6];

– and the definition used by OECD, which in turn equates the silver economy with
silver production, i.e. one that produces and supplies products and services targeted
at older people, shaping an environment in which people over 60 years of age
interact and thrive in the workplace, engage in innovative enterprise, help drive
the marketplace as consumers and lead healthy, active and productive lives [8].

A reflection on the essence of the silver economy significantly enriches its under-
standing and the method of analysis. Figure 2.1 indicates that the essence of the
silver economy is not only the production of goods and services dedicated to seniors,
but a wide spectrum of activities that can be arranged in silver industries, social
innovations and gerontechnology.

It should be emphasized that the silver economy understood in such a way covers
an extremely interdisciplinary field of activities in which scientific research should
reach the areas of the economy, society, psychology and technology.

In the process of designing activities in the field of the silver economy, it is
extremely important to take into consideration that the population of older people is
not a homogeneous group. Seniors differ from each other in a variety of ways—both
due to the features of social differentiation characteristic of society as awhole (wealth,
social status, social and cultural capital, gender, physical and mental condition), as
well as the differentiation based on age. The needs of a person aged 60+ are totally
different than those of a person aged 90+ . There aremore differences than similarities
between them. Therefore, in order to adequately respond to the needs of seniors and
to achieve economic and social success, it is necessary to take into account the
heterogeneity of the senior population. In accordance with the proposals presented
by Zsarnoczky [14], seniors can be divided according to the following age criteria:



2 Innovative Technologies in the Process of Development … 21

SILVER ECONOMY

SILVER 
INDUSTRIES

goods and 
services 

dedicated to 
seniors 

support for 
older workers

counteracting 
ageism 

designing 
friendly public 

spaces 
education

SOCIAL 
INNOVATION

S  

strategies  
concepts 

organizational 
forms

GERONTECHNOLOGY

research and 
technological 
development 

Fig. 2.1 Areas of activities of the silver economy. Source Author’s own compilation based on the
literature of the subject

1. Mature—51 to 64
2. Young-Old—65 to 74
3. Middle-Old—75 to 84
4. Old-Old—85 to 94
5. Very Old—95+.

The varied needs of an ageing population provide a wide range of opportunities
for entrepreneurs to create new jobs and opportunities on the labour market and also
create various challenges for science.

2.3 Innovative Technology as a Challenge for Science

After conducting interviews with experts in various fields, Zsarnoczky [14] analysed
their opinions in relation to the possibilities for the development of the silver econ-
omy. It turns out that they are very broad. In this regard, we can distinguish areas
such as media, fashion, gerontology, health services, home services, real estate,
smart homes, educational system, tourism, medical tourism, nursing home, assistant
living, fitness, finance, insurance, cosmetics, mobility, culture, recreation, IT, innova-
tive technology, home delivery, robotics, architecture, design, public transport, local
markets (e.g. food).



22 G. Krzyminiewska

Being aware that each of these areas unquestionably involves in its activities the
participation of technology and innovation, without which no field could function,
for the purposes of this text, our attention will be limited to two of the above areas—
innovative technology and robotics. They tie into the concept of gerontechnology,
shaped at the interface between technology and advanced age. It is one of the five
Key Insights highlighted by the OECD, which recognizes, that “technology solu-
tions empower the ageing by helping build new markets, delivering new products
and services, supporting new work practices and creating connected communities
that respond to their needs […] A technology-driven silver economy ecosystem is
emerging to support the unique requirements of the ageing. Physical and mental
deterioration among the oldest cohorts create demand for new products and services
and offer opportunities for innovators to respond to unmet needs” [8].

Gerontechnology relates to the designing of electronic aids to daily living, such as
telework solutions, detectors, alarms, equipment to improve hearing, sense of smell,
eyesight, bathroom systems, intelligent houses. The processes of technologization
are undoubtedly mainly taking place in the field of health care, and one of the most
intensively developing areas of innovative technology is telemedicine and telecare.
These are various forms of exercising full-time care over an elderly person and round-
the-clock monitoring of their health. As indicated by Zapędowska-Kling [13], new
technologies in the healthcare sector are not limited to complicatedmicro devices that
are still in the experimental phase. So-called assistive technologies are popular and
widely used. Their primary objective is to improve the functioning of older people
with locomotor system dysfunctions, as well as hearing or vision impairment. The
group of assistive technologies includes wheelchairs/walkers, hearing aids, speech
synthesizers, prostheses, as well as devices from the category of home automation
[11]. The postulate of increased availability of assistive technologies goes hand in
hand with the idea of a public space friendly to seniors, free of architectural barriers,
adapted to the capabilities and needs of older people.

Table 2.1 indicates some of the devices supporting the safe functioning of seniors
at their homes.

Medical technology is one field that is very advanced, but requires constant new
research. “Medical instruments, devices, and equipment, including medical diag-
nostic machines medical therapeutic devices (drug delivery, surgical instruments,
pacemakers, artificial organs); and other health-related products, such as medical
monitoring equipment, handicap aids, reading glasses, and contact lenses. Medical
technology also includes molecular diagnostic devices and health information tech-
nology, such as smartphone and IT applications. This broad range of products goes
from simple, non-invasive equipment, such as wheelchairs, to high-tech and highly
regulated invasive devices, such as pacemakers and insulin pumps” [7].

The safe functioning of seniors is also associated with the design of so-called
smart homes [11]. It includes a range of facilities and user-friendly solutions, which
were also indicated above, but it mainly involves devices enabling the automated
control of the home environment, as well as devices (Table 2.2) used for recreation
(virtual reality, robots) [1].
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Table 2.1 Selected assistive devices

Device Assistive devices

Description Application

Portable GPS systems—in
the form of a watch
(including waterproof
products)—shoes equipped
with GPS

Real-time monitoring and
directing the user to the right
place in case they are lost

Devices dedicated to people
in the early stages of
dementia diseases

Medication dosing devices Medications sorted into cups
with alarm signals, if the drug
is not taken after 90 min of
alarm reminders, a message is
sent to the carer

Devices dedicated to people
in the early stages of
dementia diseases

Home alarm
systems—necklaces,
bracelets

Real-time monitoring. They
enable direct contact with the
emergency services

Devices dedicated to seniors
in order to increase their
safety

Smart carpet Monitoring of steps and
activation of an alarm in the
case of a fall

Fall detector

Environmental voice
controller

Controlling household
electronic devices

Hands-free control elements

Emotion controller (in the
form of a small
item—earring, brooch)

Device for monitoring of a
person’s emotional state

Devices dedicated to persons
with emotional disorders
threatening their life

Biomedical sensors Monitoring of physiological
functions

Useful, for example, in the
measurement of the glucose
levels in the blood, etc.

Sensors and detectors Control of gas valves and
water valves, reminding the
user to switch off the oven,
etc.

Devices dedicated to people
in the early stages of
dementia diseases

Source Author’s own compilation based on the literature of the subject

The listed technological achievements do not cover the entire spectrum of already
existing solutions, but allow for at least a cursory overview of the broad possi-
bilities offered to seniors by new technologies. A huge role in this regard is also
attributed to computer programming and designing, along with the introduction of
these solutions to economics, project management, marketing and human resource
management. Computer science in management is an indispensable element in this
process, allowing for the development of issues in the field of information technol-
ogy and management sciences as it provides a perfect combination of technological
knowledge from the scope of IT and business skills. It is important to incorporate
the values associated with the silver economy into our thinking about the devel-
opment of advanced technologies and to treat it as an opportunity for technological
progress, development of business and the implementation of important social values
associated with the goal of providing a good life to an ageing population.
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Table 2.2 Selected robotic technologies

Technologies

Name Author Substitution Description

Aibo Sony Improvement of the
quality of life A robot
companion, supporting the
life of an elderly person

A set of sensors and
drives. Programmed for
having fun and
maintaining contact with
people. It is not currently
produced

Paro Intelligent Systems
Research Institute (ISRI)
belonging to the National
Institute of Advanced
(AIST)

Robot companion.
Therapeutic purposes,
mainly in dementia
diseases. It fulfils the need
for touch and safety

Robot in the shape of a
seal programming
environment and a set of
sensors covering the entire
surface of the robot. It is
not mobile

iCat Philips Electronics Supporting basic activities
and monitoring of persons
requiring constant
attention

Platform for the purposes
of man–robot interactions.
Mobile robot. Its
appearance is similar to a
cat. The face expresses
emotions

Pearl Carnegie Mellon
University

Cognitive and mobile
support

The mobile robot supports
the movement of elderly
people in care centres

Source Author’s own compilation based on the literature of the subject

The essence of such an approach can be found in the work of [4], which is
based on cutting-edge research into demographics, technology and the ambitions
and aspirations of those in the over-fifty market. The director of the MIT AgeLab
shows how businesses can profit from designing for and marketing to people aged
fifty and over and from selling them products and services they truly want and need.
The aforementioned AgeLab is one of the growing number of more well-known
research centres, which “sit at the intersection of infrastructure, information, and
institutions […] explore ideas in information-seeking, the power of place and ‘things’
in the environment, as well as business strategies and government policies to develop
solutions for ageing successfully”. The AgeLab bases its activities on the search for
the answer to four basic questions:

• How do older adults learn, trust, adopt and use new technology and related ser-
vices?

• How do novel technologies such as robotics, telemedicine and vehicle interfaces
extend the safety and independence of older adults?

• What is the optimal design of everyday “things” and places to facilitate use as well
as to excite and delight across the lifespan? How does the framing of information,
formation of social networks and trust in “experts” impact the decision-making
process of a consumer, patient or client?
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• What are the implications of disruptive demographics on how businesses engage
the consumer, develop products and services, deliver value and see ageing as a
source of economic opportunity? (http://agelab.mit.edu/research).

The AgeLab uses its own methods and research tools in the course of the carried
out experiments.

The development of innovative technologies understood in such a way translates
into technological progress and the development of the economy, but also contributes
to an increased quality of life of the older generation and the society as a whole,
which also benefits from these achievements. The focus on utilizing the achievements
of science and modern technologies is the answer to the question of what it will
contribute to our everyday life, especially sincewhat is useful for the older generation
is also useful for all other people.

2.4 Barriers to the Development of the Senior Economy

Regardless of the deep conviction concerning the opportunities and benefits coming
from the development of the silver economy, it is necessary to reflect on the numerous
barriers to its development. Above all, it should be noted that many business entities
may not be interested in the production and distribution of products for the elderly.
It may result from the internal barriers of a given company, which does not have
enough technical knowledge and the ability to quickly implement innovations, as
well as the lack of a strategy for the company’s long-term development. Companies
are often too attached to the existing ways of doing things, not noticing new paths
of development.

An important issue here is also the perception that the provision of various senior
services is unattractive and the resulting focus on affluent consumers (luxury products
and services).We are often dealingwith stereotypical thinking about the consumption
patterns of older people, presuming that they focus on satisfying their basic needs
and are characterized by distrust for new solutions, reluctance towards innovations
in their way of life. The poverty of older people is also pointed out, which leads to
a lack of faith in the economic effectiveness of activities geared towards production
and services dedicated to seniors. It is worth emphasizing, however, that there are
many reasons why it is necessary to quickly let go of this stereotype.

First of all—while poverty among the elderly certainly exists, both in the world
and in Poland, when referring to Poland or other countries, e.g. in the region of
Central and Eastern Europe, it should be remembered that the age groups known as
the so-called winners of the economic transformation are now entering old age (and,
contrary to popular belief, this is not a small group). This relates to people who suc-
ceeded in the conditions of the market economy during the systemic transformation,
becoming business owners, high-income employees, as well as owners of real estate
and movable property with significant market value.

http://agelab.mit.edu/research
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Secondly—along with the economic transformations, we are observing signifi-
cant cultural changes in terms of attitudes and lifestyles. Basic mental changes are
taking place both in the seniors’ social environment and among the elderly them-
selves. Nowadays, the process of ageing is seen as a certain stage of life, which does
not necessarily have to mean giving up on activities and being homebound, i.e. rarely
or never leaving one’s home. Modern seniors are open to new experiences and chal-
lenges, which is especially true for those who are in the so-called early phase of old
age and are still full of vitality. Consequently, they expect their life to remain at least
at the same level as before, and they are ready to use their accumulated assets in order
to pursue their passions and interests. Oftentimes, however, they need products and
services of the right quality, as well as appropriate support (including technological
support) in order to be able to do so. The traditional attitudes of seniors are under-
going a significant change. They are no longer solely thinking about transferring
the accumulated assets to the younger generation—they are increasingly frequently
spending their wealth on their own long life. It is worth realizing that the preferences
regarding the ways of spending free time will, in the near future to a significant
extent, become the preferences of the future group of seniors.

Thirdly, in the countries of Central and Eastern Europe, during the last decades the
phenomenon of economic emigration was observed on a significant scale (and was
typical not only for Poland).Many of the economic emigrants intend to return to their
native country for retirement and are ready to pay for the appropriate comfort of their
remaining lives. Additionally, the economic emigration of the young generation and
the associated phenomenon of the so-called elder orphans result in a situation where
the children who live away from their parents often use their purchasing power to
provide them with care and good life and finance the needs of their elderly parents.

While discussing the barriers to the development of the silver economy, especially
in the context of the utilization of information technologies, we should not forget
about the social responsibility associated with its implementation. Technology, and
in particular artificial intelligence, could trigger numerous ethical dilemmas. The
main point is that its use should not lead to the stigmatization of seniors. When
special products are created for seniors, or interactive devices monitoring their lives
are introduced into the lives of seniors (Table 2.1), this could deepen the seniors’
sense of dependence on other people and on technologies and create a feeling of
marginalization and exclusion. Unfortunately, the ethical side of this phenomenon
is not clear, much like the issue of the ethical consequences of the participation
of artificial intelligence in our lives and the replacement of personal relationships
and social bonds with impersonal technology. According to many researchers, the
development of gerontechnology may lead to a dehumanization of life in which the
contact with a “living person” will be replaced by a personalized robot.
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2.5 Conclusion

Knowledge-based economy, technological innovativeness and entrepreneurship can
help us to use demographic trends to create new jobs, new professions and manage-
ment trends. According to these assumptions, by creating challenges for contempo-
rary economic and technological thought, the silver economy may become a new
paradigm of development. The stimulation of the creative sector and the increasing
employment in industries using modern technologies is already becoming a fact.
Researchers and practitioners of economic life point out that the silver economy is
worth billions of dollars, and that there is a great future ahead for the development
of IT tools that provide the basis of creative products and senior services.
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13. Zapędowska-Kling,K.A.:Nowe technologiew służbie seniorom.ActaUniversitatis Lodziensis
Folia Oeconomica 4(315), 206–207 (2015)

14. Zsarnoczky, M.: The_New_Hope_for_the_EU. http://www.regionalstudies.org/uploads/eng.
pdf (2018). Accessed 12 June 2018

http://www.un.org/en/development/desa/population/publications/pdf/ageing/WPA2017_Highlights.pdf
http://www.regionalstudies.org/uploads/eng.pdf


Chapter 3
Possibilities of Measuring Sustainable
Development—Selected Aspects

Ewa Mazur-Wierzbicka

Abstract Adeveloped system of indicators andmeasurement methods, both quanti-
tative and qualitative, has fundamental importance for the possibilities of observation
and implementation of a concept and pursuing its objectives and principles. The same
applies in the case of sustainable development. An assessment of processes involving
sustainable development is usually carried out with the use of indicators as well as
qualitative and quantitative methods. This paper focuses on theoretical aspects and
a general presentation of issues concerning the measurement of sustainable devel-
opment. The aim of the paper is to show the diversity and complexity of measuring
sustainable development (indicators, quantitative and qualitative methods) and to
indicate difficulties associated with measuring it. The paper’s layout is dictated by
the implementation of this aim. The paper presents the theoretical basis of measuring
sustainable development, after which various possibilities of measuring sustainable
development are characterized and the difficulties associated with measuring thereof
are pointed out. Quantitative and qualitativemethods for the assessment of the course
of sustainable development are pointed out.

Keywords Sustainable development ·Measurement · Indicators · Quantitative and
qualitative methods

3.1 Introduction

Since the second half of the twentieth century, the idea of sustainable development
has become the basis of a new development paradigm involving the creation of a
social and economic model based on progress ensuring a better quality of life at the
same time taking care of the state of the natural environment.

In the concept of sustainable development, its holistic approach to the development
policy needs to be emphasized which takes into account interrelations between the
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following dimensions: economic, social and environmental (see [29]).1 At the same
time, it is assumed that these dimensions are to be equivalent. However, some authors
believe that the environmental dimension (or more precisely the so-called ecosphere)
is crucial as it determines life expectancy on Earth [22]. This is reflected in graphical
models of sustainable development, especially in the so-called concentric circles
model [18] or the spatial model proposed by Mauerhofer [28].

Lasting satisfaction of human needs achieved through the implementation of eco-
nomic, social and environmental goals is considered the concept’s prime objective.

The concept’s essence itself seems to be universally understood, yet defining
and a precise analysis of what sustainable development is a subject of discussion
both among theorists and practitioners. Thus, the literature lacks one, generally
accepted definition of sustainable development.2 Existing definitions are formulated
in national documents, documents of various organizations (e.g. the UN) as well as
by individual authors.

Themultiplicity and variety of definitions of sustainable development allow one to
point out a few common elements. Therefore, sustainable development is (cf. [25]):

• a kind of social and economic development which rejects the concept of “zero
growth”,

• an intergenerational concept,
• a concept in which a significant role is played by distributive and intergenerational
justice,

• a process integrating all actions taken by man,
• a development which strives to sustain three dimensions: economic, social and
environmental,

• a concept which points out non-material values, including in particular the quality
of life [19].

The approach to sustainable development defining it as action which should be
economically viable, ecologically sound and socially acceptable can be assumed as
most universal and synthetic (cf. [41]).

Indicators for which no single, universally applicable system has been developed
should be considered a basic tool of monitoring sustainable development (cf. [2]).
Therefore, one can either apply the systems of indicators created by various organi-
zations or use their proposed modifications featuring in the literature.

An assessment of processes involving sustainable development is usually carried
out with the use of indicators as well as qualitative and quantitative methods.

1Of the three dimensions of sustainable development, the environmental dimension was identified
the earliest. Then, the time came for the social and economic dimensions. It was them that were
the main subject of discussion in the report “Our Common Future”. Over the years, the discussion
was clearly reduced to two main themes: environmental and economic. Very little focus was given
to the social dimension. In the literature, apart from the above-mentioned division into three basic
dimensions of sustainable development, there are also more complex divisions, e.g. one can also
encounter, i.e. ethical, technical, legal, political or spatial orders.
2Towards the 1980s, environmental economist Jack Pezzey identified over 60 definitions of SD
[34], in the next decade Michael Jacobs established as many as 386 definitions [30].
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The aim of the paper is to show the diversity and complexity of measuring sustain-
able development (indicators, quantitative and qualitative methods) and to indicate
difficulties associated with measuring it.

The paper focuses on theoretical aspects and a general presentation of issues
concerning the measurement of sustainable development. This topic is continued in
other studies the subject matter of which concerns problems associated with practical
measurement of sustainable development and with the use of quantitative methods
for the assessment of the level of sustainable development.

3.2 Measurement of Sustainable
Development—Introductory Issues

Sustainable development includes very complex and important issues, which should
be measured in an appropriate way. When taking the effort to monitor sustainable
development, one needs to pay attention to the dynamic character of this concept
(the same applies to forecasting). Economic, social and environmental phenomena
function in different rhythms3 [20].

Indicators4 have a fundamental importance to the possibilities of monitoring sus-
tainable development. Owing to them, it is possible to approach the essence of this
concept of development in a measurable manner. Not only do they allow an assess-
ment of the current state, but also a formulation of measurable objectives, the moni-
toring of changes and the assessment of the effects of decisions and actions taken.

Sustainable development indicators are tasked with presenting in a measurable
way the degree of implementation of the principles and targets assumed in this
concept. They ought to, depending on the prevailing conditions and circumstances,
first, make it easier for the authorities of a given area (to which they refer) and
its residents to assess the degree of implementation of the concept of sustainable
development, second, take up activatingmeasures for sustainable development, third,
verify the currently applicable policy directions and development aims together with
the strategies to achieve them.

When drawing up the list of sustainable development indicators, one should be
guided first and foremost by the specifics of the geographic area. A different degree
of importance, a different rank may be assigned to specific aspects of sustainable
development for different areas (country, region), thus different issues will be sub-
ject to monitoring. Due to the above, the most important issue is to specify which
phenomena are considered important from the point of view of implementation of
the outlined vision of sustainable development, and, what is entailed, which of them
should be monitored. Each time the team developing and monitoring the indicators

3For example, planning an energy project requires a different approach (where the period of at least
30 years needs to be taken into account) to an approach taken when making financial transactions,
when it is seconds that decide about a large loss or profit.
4The term indicator was first used by an American sociologist Dodd [15] in his work.
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will chose those that to the greatest degree will express the essence of sustainable
development of a specific area (cf. [7]).

The indicators shouldmeet a number of various correctness criteria, the fulfilment
ofwhich givesmeaning to constructing the systemof indicators. Of these, the greatest
significance is attributed to substantial correctness and formal correctness [9, 36].

The set of indicators which are recommended for monitoring sustainable devel-
opment should have a uniform description manner, the so-called data sheet, which
would include exhaustive information about individual measures. A sample descrip-
tion should include [9]:

• governance quantified in termsof indicators (e.g. environmental governance, social
governance) and the field within the given governance,

• the management level the indicator refers to (e.g. national level),
• a definition of the indicator with a precisely specified measurable parameter, range
of volatility or range of most favourable values,

• the objectives of the creation of the indicator and its place in the indicators’
cause and effect sequence, as well as the interrelation with other indicators of
this sequence,

• the indicator’s strategic context, that is its reference to strategic objectives and
principles of sustainable development,

• the methodology and possibilities of calculating (estimating) the indicator,
• the sources of information (statistical and non-statistical, etc.) necessary to apply
the indicator.

A reliable preparation and appropriate use of sustainable development indicators
may bring a lot of benefits, for instance [6]:

• reviewing the progress of implementationof policy targets and strategies conducive
to the idea of sustainable development (or the assessment of policies and strategies
not conducive to sustainable development),

• making reliable comparisons of the degree of implementation of the concept of
sustainable development,

• facilitating strategic and operational planning of sustainable development,
• ordering and improving existing databases about the environment and individual
spheres of the functioning of social and economic life as well as the system of
statistical reporting,

• providing information in a form that will facilitate communication between
experts, politicians, decision-makers and regular citizens,

• broad participation in creating the indicators contributes to increased understand-
ing of sustainable development and its social acceptance.

A set of indicators proposed by the World Bank should also be noted. World
Development Indicators (WDI) The World Development Indicators is a compila-
tion of relevant, high-quality, and internationally comparable statistics about global
development and the fight against poverty. The database contains 1600 time series
indicators for 217 economies and more than 40 country groups, with data for many
indicators going back more than 50 years (datatopics.worldbank.org).
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3.3 International Systems of Sustainable Development
Indicators

In the 1990s, theOrganisation for EconomicCo-operation andDevelopment (OECD)
developed the system of short-, medium- and long-term indicators that concerned
environmental issues. Their objective was a unified presentation of cross-sectoral
data in individual countries. These indicators were ordered according to the cause
and effect layout, the so-called Pressure–State–Response.5 The principle of causality
is considered the basis for this division, namely, it is assumed that man, through his
action (caused pressure), leads to the occurrence of damage to the natural environ-
ment.A response to it includes various undertakings resulting from the environmental
policy, thanks to which one strives to minimize the damage caused to the environ-
ment. Therefore, a feedback loop occurs (Fig. 3.1) [38].6

The D–P–S–I–R sequence is the development of the classical P–S–Rmodel. Next
to the indicators of pressure, state and response, there appear additionally indicators
of casual factors—D (Driving Force) and indicators of the assessment of impact—I
(Impact).7 In the D–P–S–I–R analysis, first, the driving force factors (D) are estab-
lished, then their impact understood as pressure on, e.g. the state of the natural
environment (P), which causes specified negative consequences (S) affecting both

Fig. 3.1 Pressure–State–Response framework. Source Indicators of Environment [23]

5P (Causes/Determinants)—indicators of causes (origins of the state, factors, determinants,
premises, correlates) of a specific phenomenon,

S (States/Syndromes)—indicators of states or syndromes of a specified phenomenon often
expanded by indicators of consequences (R—Results),

R (Responses)—indicators of response which can also be called indicators of preventive action.
6The description of the OECD indicators is included in the OECD work [13].
7The D–P–S–I–R model is often used by the European Environment Agency (EEA).
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Fig. 3.2 DPSIR framework. Adapted from EEA. Source Smeets and Weterings [40]

the state of the environment and also, e.g. the society’s quality of life (health, rest).
A response to it involves taking action aiming to eliminate the damage occurred or
preventing its emergence (R) (cf. [17]) (Fig. 3.2).

The OCED has also brought about grouping of environmental indicators. There-
fore, one can identify the so-called core environmental indicators allowing contin-
uous monitoring of changes occurring in the natural environment; a few groups of
sectoral indicators in order to promote integration of environmental objectives in
sectoral policies, and the group of indicators stemming from statistical accounting
with the aim of promoting integration of environmental objectives in economics and
sustainable use and management of natural resources [8].

Another important system of sustainable development indicators is the one pro-
posed by the UN. Chapter 40 of Agenda 21 was the starting point for building and
implementing sustainable development indicators by the international community.
The created system of indicators was supposed to help decision-makers of all lev-
els in the process of building a national development policy in which integration
of economic, social and environmental objectives was to be emphasized (see more:
[16]).

In April 1995, the Commission on Sustainable Development—CSD (UNCSD)
adopted a work programme for the creation of the system of sustainable development
indicators. Ultimately, the proposed set comprised 134 indicators (at the outset it was
130 indicators) ordered according to the Driving Force–State–Response scheme,
which can be considered an analogy of the P–S–R concept adopted by the OECD.
The indicators were grouped into four dimensions, 15 themes and 38 sub-themes
(see more: [43]). The created list of indicators was not considered final and generally
applicable. The indicators were often interrelated within the dimensions or main
themes. Each indicator included a brief definition and description as well as the
manner of calculation and interpretation. The sustainable development indicators
proposed by the UN Commission on Sustainable Development were formulated
somehow as an alternative to the OECD indicators.
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After reviewing the indicators, their number decreased to 59. They were grouped
into four dimensions: economic, social, environmental and institutional [44]. The
next stage of changes concerning the specification of the number of indicators took
place in 2006. Then, the number of indicators was established at 98, of which 50
were the so-called core indicators. They were grouped into 14 themes [45]. They
referred to Agenda 21, the Johannesburg Plan of Implementation and theMillennium
Development Goals [45]. The third change in the number of indicators and in the
grouping of sustainable development indicators was dictated by the desire to achieve
greater cohesion with the system of monitoring the Millennium Development Goals.
The last change was proposed in 2015 and was associated with the adoption of
the 2030 Agenda for Sustainable Development (Post-2015 Development Agenda)
including 17 Sustainable Development Goals and the related 169 targets monitored
by means of appropriate indicators.

The currently applicable set of sustainable development indicators of theEuropean
Union refers directly to the 17 Sustainable Development Goals. The indicators were
grouped into 17 themes which reflect the 17 Sustainable Development Goals. The
previous set of EU’s indicators referred to the Renewed Sustainable Development
Strategy (the indictors were grouped into 10 themes (areas) which reflected key
challenges of the Sustainable Development Strategy) [46].

Along with the modification of sustainable development indicators by the UN’s
agendas, one can see the adoption of a new way of ordering them. This is due to
a departure from grouping them according to the D–S–R model in favour of the
division into subject areas, main and specific problems.

3.4 Synthetic Indicators of Sustainable Development

The indicators thanks to which it is possible to enclose important issues in the form
of one figure [26] play a significant role in the process of communication and pro-
viding information. There are many attempts to introduce synthetic indicators on the
international scale. They can also be assigned to individual dimensions of sustainable
development. They allow making comparisons in a more or less general manner in
selected areas between countries. They allow observation of changes in the develop-
ment of individual indicators in time. Thanks to this, it is possible to obtain at least
approximate information on the directions of changes in concrete areas (economic,
social and environmental) of individual countries or in groups of countries.

Synthetic indicators of sustainable development may be assigned to three basic
groups, i.e. indicators of a general nature, indicators focusing on social and economic
issues, indicators addressing environmental matters (Table 3.1).

Table 3.1 presents those synthetic indicators which are most popular (including
the ones referred to in the literature) and positively assessed. The list of synthetic
indicators is not closed. Such a thesis is constantly being confirmed by undertaken
work for the creation of further synthetic indicators, as well as for modifying the
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Table 3.1 Selected synthetic indicators of sustainable development (author’s own compilation)

Name Author(s)/responsible body Objective

Synthetic indicators of a general nature—Group I

Human Development Index
(HDI)

The United Nations Measurement of the
development of individual
countries taking into account
three basic areas: life
expectancy, level of GDP per
capita and educationa

Commitment to Development
Index (CDI)

Center for Global
Development

Assessment of wealthy
countries in terms of their
contribution to the
improvement of the economic
and environmental situation
in poorer countries

Well-being of Nations (WoN) Indicator authored by many
international organizations,
most often associated with
Robert Prescott-Allen

Promotion of an appropriate
condition of societies and
ecosystems

Sustainable Society Index
(SSI)

Sustainable Society
Foundation

Measuring the sustainability
of development at the level of
national economy by
specifying the distance that
separates it from the
predefined desired state

Happy Planet Index (HPI) New Economics Foundation Specifying the length of
satisfying life which should
remain in harmony with the
environment as a source of
resources and services
necessary to people

Synthetic indicators of an economic nature—Group II

Index of Sustainable
Economic Welfare (ISEW)

H. E. Daly, J. B. Cobb Non-pecuniary measurement
of social welfare which takes
into account both mineral
resources management and
intergenerational social
justice

Genuine Progress Indicator
(GPI) (results of continued
work on improving ISEW)

Redefining Progress

Index of Economic
Well-Being (IEWB)

Centre for the Study of
Living Standards—Canada

Referring to those areas of
management which create
well-being and social
satisfaction

(continued)
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Table 3.1 (continued)

Name Author(s)/responsible body Objective

Genuine Savings (GS) K. Hamilton, M.
Clemens/World Bank

Capturing the problem of
sustainability of operation of
national economy

Balanced Development Index
(BDI)

Kozminski University Analysis of and forecast for
social and economic
development

Synthetic indicators of an environmental nature—Group III

Living Planet Index (LPI) Word Wildlife Foundation Identification of biodiversity
threatened by human activity

Environmental Sustainability
Index (ESI)

Scholars of Columbia
University and Yale
University

Tracking social and
economic, environmental and
institutional changes

Environmental Performance
Index (EPI)

Scholars of Columbia
University and Yale
University

Pointing out the lowering of
the pressure on the
environment that negatively
affects human health as well
as the protection of
ecosystems and vitality of
natural resources

Ecological Footprint (EF) Wackernagel [47, 48], Rees
[35], Global Footprint
Network

It shows how much highly
industrialized areas are
dependent on natural
resources located in other
parts of the world

Total Material Requirement
(TMR)

Wuppertal Institute It measures total material
outlays which comprise
national and imported
material outlays

NCI (Natural Capital Index) OECD Investigated area: loss of
biodiversity on the basis of
changes occurring in
ecosystems (changes in their
areas and in their degree of
naturalness)

RLI (Red List Index) IUCN Investigated area: loss of
biodiversity on the basis of
the number of endangered
species (fungi, plants and
animals) and the degree to
which they are endangered
(categories)

aSince 1990, there have been statistical attempts to include the issue of the environment in HDI
calculations, though with little success (see more: [1, 12])
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already existing ones. However, it is not important for the number of synthetic indi-
cators to keep growing, but for the created indicators to provide adequate and concrete
information concerning a specific area or phenomenon, etc., and to reflect essential,
interesting features of sustainable development [39].

Indicators from the first group are very diverse and represent a great degree of
generality. Their task is to show the effect of mutual interactions of the economic,
social and environmental spheres—which is very difficult. Therefore, they are made
upof a number of partial indicatorswhich to the greatest extent are to provide concrete
information from specified areas.

The second aswell as third group of synthetic indicators includes domain-oriented
indicators. To a large degree, they refer to concrete dimensions of sustainable devel-
opment.

Synthetic indicators addressing the environmental issues concern the degree of
human impact on the natural environment. Very often, their components include
indicators characteristic to individual fields of the protection of the environment, e.g.
biodiversity, protection of the air and waters.

The last groupmentioned here includes indicators referring to broadly understood
social and economic issues. One can find in them references both to prosperity
economics as well and to the economics of the public sphere. In their case, the
essential difficulty involves combining available statistical information with data,
in a qualitative approach. Such data may be not registered by official statistics, yet
it has essential significance to prosperity and sustainability of managing social and
economic phenomena.

3.5 Difficulties in Measuring Sustainable Development

The measurement of sustainable development is a difficult and multidimensional
activity, and it raises a lot of controversies and brings a number of difficulties. The
variousmeasurement tools presented in the paper show that there is no single, univer-
sally acceptable one.Most often each organization addressing the issue of sustainable
development, each country and individual researchers adopt different measurement
tools, which is mainly determined by different circumstances in which they function,
availability of data, the level of analysis or its objective [27].

Of the problems in measuring sustainable development, the following are men-
tioned most often: the quality of data and the lack of data comparability, a high cost
of obtaining data and an ambiguously defined function of the objective. Another
question involves the lack of agreement between researchers as to the gravity of
individual dimensions of the concept of sustainable development and the fact that
some objectives within different dimensions are mutually exclusive. Establishing (in
principle often impossible) which variables within individual dimensions should be
considered key brings additional difficulties. One should point to the fact that the
significance of individual dimensions and their components or selected indicators is
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to a large extent determined by, i.e. the level of general civilizational development
of a given country or the issue of priorities of the economic policy.

When using in practice, the division of indicators arranged according to the cause
and effect order, the so-called Pressure–State–Response model, one can encounter a
number of significant difficulties. They include:

• an insufficiently developed theory of social or economic sciences in areas that
are to be subject to investigation in order to establish the division of indicators
according to the P–S–R model (in such a case, a significant difficulty involves
correct assignment of indicators to one of the three groups),

• the lack of appropriate statistical data, that is, data that has attributes necessary for
conducting an analysis of the occurring cause and effect relationships—it needs
to meet a few criteria, i.e. it must be complete, of a dynamic nature and it must
take the form of time series,

• the lack of practical opportunities to define all relationships between the phenom-
ena and their indicators [32].

In turn, in the case of synthetic measures, the main issue addressed is the fact that
they are trying to approach a phenomenon of a very complex nature in a relatively
simple way [2, 24].

Problems related to the measurement may be identified at each stage of construct-
ing a synthetic indicator. Already at the beginning stage—selection of variables—
there occur difficulties in the form of a lack of data presenting different dimensions
of sustainability. This applies in particular to developing countries and as far as
indicators are concerned—indicators of the social dimension area. A number of
requirements have been formulated in terms of variables, yet at the moment finding
a set of indicators meeting them fully is problematic. This stems from the fact that
the established requirements are rather of a postulate nature.

The next stage concerns the unification of partial indicators.A significant difficulty
in this respect involves the establishment of a reference point, often identified with
the state of sustainability. Attempts to establish it have been made, certain solutions
have been offered, yet none were sufficiently convincing for all and did not get full
approval.

In the next stage, namely aggregation, it is themechanisms of weighing individual
components of a synthetic indicator that are mainly problematic. This results from
the fact that they are usually of a subjective nature [5].

3.6 Quantitative and Qualitative Methods Used
in the Analysis and Forecasting of Sustainable
Development

Sustainable development has a multidirectional, dynamic and, at the same time,
evolving nature. It is dependent on the course of numerous complex social and eco-
nomic phenomena occurring in the micro- and macro-economic scale. This brings a
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need to examine, analyse, diagnose aswell as predict them systematically—bemeans
of appropriate indicators and by the application of specified methods (qualitative and
quantitative). They allow, in a longer time perspective, for taking orderly and rational
decisions and resulting actions towards effective and stable sustainable development.
It needs to be noted that quantitative methods are indispensable in creating synthetic
indicators of sustainable development (described earlier in the study). It is necessary
to point, e.g. in the case of building synthetic measures, at the initial stage to proce-
dures of selecting variables for the design of the indicators, then to unifying partial
indicators (an essential difficulty occurring here involves establishing a reference
point), whereas at the final stage, to aggregation—weighing individual components
of a synthetic indicator.

It the case of quantitative methods, it is characteristic in conducting an analysis
of the occurring phenomena to use solely variables of a measurable nature. The most
important quantitativemethods that are used tomeasure and optimize variableswhich
describe the potential and possibilities for development of sustainable development
of a given area were included in Table 3.2.

As part of forecasting (apart from methods shown in the table), econometric
forecasting is alsoworth noting. It is composed of two elements, i.e.modelling,where
identification and a thorough analysis of development processes as well as conditions
and mechanism of its implementation are assumed, as well as proper forecasting,
i.e. using the model and independent variables—which emerged at the modelling
stage—to develop the forecast for the development [4]. Fundamental benefits of
forecasting in the context of sustainable development include greater effectiveness in
managing sustainable development processes, possibility to see in advance potential
effects of undertaken actions and ways of achieving adopted pro-development goals,
opportunity for significant limitation of risk—by selecting appropriate instruments.

Sustainable development is based on a number of processes and components, i.e.
economics, social science or natural environment. A significant role in this concept
is played by relationships occurring between these elements. Adopting issues related
to social disciplines brings about a need to apply qualitative formalisms, not solely
quantitative ones. Qualitative studies involve gathering, analysing and use of various
empirical materials: case studies, personal experience, introspection, interviews (see
more: [49]) or observation materials (cf. [14]). A person carrying out qualitative
research applies a number of interrelated practices in order to understand the essence
of the investigatedphenomenon [cf. 31, 33]. Eachof thepractices allows for seeing the
investigated phenomenon from a different perspective. Qualitative methods include
a few research systems, i.e. grounded theory [11, 37, 42] and qualitative case study
research [10, 14, 21].

The grounded theory is based on an assumption that the social reality is best
understood by actors involved in it. Therefore, it rejects a traditional functionalist
approach where the researcher analyses a population using a previously developed
theoretical model because he concludes that it only causes self-affirmation of a given
theory (the researcher confirms his conviction since he finds what he wants to find)
(see more [11, 37, 42]).
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Table 3.2 Selected quantitative methods serving to measure and optimize variables describing the
potential of sustainable development (author’s own compilation)

Quantitative method Use

Measures of descriptive statistics Characterizing the research sample;
Classification taking into account a
differentiated level of development;
Specifying regularity and trend that
characterize the sample

Correlation analysis Examining the strength of the relationship that
exists between variables 〈−1;1〉;
Determining the direction of correlation
dependence

Regression analysis Identifying variables that affect development

Estimation of frontiers
DEA (Data Envelopment Analysis)

Assessment of investment layouts that
stimulate the process of sustainable
development;
Assessment of the effectiveness of
pro-development activities carried out by
individual entities and of development layouts

Taxonomic analysis Grouping entities that feature similar level of
development

Classification method Dividing areas due to specific attributes which
characterize the level of their development

Linear trend forecasting and multiple criteria
linear programming

Optimizing development processes (e.g.
national, local) and optimizing variables
which determine sustainable development

Multidimensional comparative analysis Identifying areas with a similar level of
development of the phenomenon subject to
analysis and then grouping them and
identifying phases of development of the
investigated areas

Assessment of sustainable development using
aggregation measures

Assessment of sustainable development, its
individual components, governances

A qualitative case study is a research method where the researcher strives to
describe a certain population or individual comprehensively taking into account
an abundant set of variables, where he is interested both in values of variables as
well as relations between them. The subject matter of research is of an individual
nature. The research is initiated without preliminary hypotheses with the aim of
precise examination of an assumed phenomenon in its real context. The main tasks
of a qualitative case study entail determining the case’s boundaries and defining
its context, formulating research questions (in terms of form, content, addressee),
conducting an analysis (using, for example: coding methods, clustering methods,
a decision tree and relationship matrices), finding models in the gathered data and
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formulating theories concerning the investigated case (cf. [14]). Results obtained
by means of qualitative methods are the basis for creating models for quantitative
methods.

3.7 Summary/Conclusions

To conclude, the contents included in the paper allowed the implementation of the
aim set in the study.

The appearance of the concept of sustainable development in science and devel-
opment strategies of organizations, countries and regions has brought about the need
to measure it. It is because measurement has fundamental significance for the pos-
sibilities of observing the introduction of the concept and the implementation of its
objectives.

Currently, numerous international organizations areworking on creating new indi-
cators in terms of sustainable development or improving the already existing ones
[3]. A lot of substantive arguments make a case for it. First, it is essential that precise
monitoring of the implementation of objectives that serve sustainable development,
especially in the context of reviewing progress, should be possible. Second, the
functioning set of indicators accepted and used on an international scale allows com-
parisons between countries in terms of the level of implementation of sustainable
development. Third, constructing, e.g. an international base of indicators, will facil-
itate easier communication and carrying out discussion on the international forum,
and it will allow countries to present their own achievements. Fourth, the work on
indicators is a good opportunity for ordering and improving the existing databases
and the system of national statistical reporting.

However, one needs to bear in mind a number of difficulties accompanying the
measurement of sustainable development and to take them into account, especially
when carrying out various analyses or comparisons.

The search for a synthetic measure still remains an open research topic. Current
attempts of creating and implementing it include too many controversial elements
of sustainable development in order for them to be considered as de facto measuring
sustainable development.

One needs to point out the great importance of quantitative methods for the
measurement, as well as analysing and diagnosing numerous complex social and
economic phenomena affecting sustainable development. They provide as objective
solutions as possible in the scope of shaping social and economic phenomena both
in the past and in the future. In the most precise way, they facilitate the interpretation
of the emerging development processes, as well as their efficient management and
effective use. The use of issues related to social disciplines in the concept of sustain-
able development encourages also the use of qualitative methods and not exclusively
quantitative ones.
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The author wanted to point out in the study the specific nature and complexity
of measuring sustainable development. Investigating the level of sustainable devel-
opment (mainly in reference to individual countries) will be addressed in author’s
further research and studies.
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Wyższej w Bydgoszczy 9, 28–43 (2016)

6. Borys, T.: Dekalog ekorozwoju. In: Lokalna Agenda 21, czyli gminny program ekorozwoju. t.
2, Jelenia Góra- Wrocław (1996)
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10. Brown, L.: A review of the literature on case study research. Can. J. New Scholars Educ. 1(1),
1–13 (2008)

11. Charmaz, C.: ConstructingGrounded Theory: A Practical Guide ThroughQualitativeAnalysis.
Sage, London (2006)

12. Constantini, V., Monni, S.: Sustainable human development for European countries. J. Hum.
Dev. Capabilities 6(3), 329–351 (2005)

13. Core Set of Indicators for Environmental Performance Reviews: A Synthesis Report by the
Group on the State of the Environment Monographs. Paris 83, 61–163 (1993)

14. Denzin, N.K., Lincoln, Y.S.: Metody badań jakościowych. PWN, Warszawa (2009)
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Chapter 4
Designing Public Policy According
to Achievements of Behavioural
Economics

Danuta Miłaszewicz

Abstract The assumptions of behavioural economics, about cognitive biases,
heuristics, and observations that sometimes individuals are not the best judges of
their own well-being, are now being used in the paternalist libertarian approach.
It is the basis for creating a behavioural public policy. Previous experience in its
implementation has allowed the development of strategies for policy and regulatory
design. Applying this approach should lead to increasing the efficiency of the public
policy, often thanks to quite small, simple and not too expensive interventions. The
aim of the study is to analyse the existing possibilities of using the achievements of
behavioural economics in the public policy with reference to the strategy of creating
and conducting behavioural public interventions. This aim was achieved thanks to
the application of critical literature analysis and desk research.

Keywords Behavioural public policy · Nudging · Principles of good choice
architecture

4.1 Introduction

In developed market economies, the public policy finds support primarily in theo-
retical views existing in the mainstream economics and in the long-term experience
in conducting public policy. Deriving from the mainstream economics, models of
the impact of economic policy on the economy are built on the basis of neoclassical
synthesis, which is based on the Keynesian theory of the aggregate demand and clas-
sical microeconomics. These models are constructed under numerous assumptions
about the behaviour of markets and individual decision-makers. A basic assumption
adopted in this models is that in effective markets, which sooner or later are able
to reach stability, rational entities, so-called homo oeconomicus operate, which hav-
ing full information about available alternatives, have unlimited possibilities of its
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processing, and when making decisions are guided only by their constant, selfish
preferences, making choices that maximize their usability. The normative models
created on these foundations are confronted with the real behaviours of people, and
the results of this confrontation indicate that the more difficult and complex are
the decisions actually made the less the individuals are similar to the model homo
economicus, and the harder the effects of the policy are to predict.

The solution to this problem is findings of the behavioural economics, resulting
fromconducted experiments and improving the understandingof the humandecision-
making process. According to D. Kahneman, behavioural economics is economics
that rejects the extreme model of rational market participants [1, p. 339]. In turn, R.
Thaler perceives it as ‘economics based on realistic assumptions and descriptions of
human behaviour’. This is ‘evidence based economics, which has more explanatory
power because the models are better fit with the data’ [2, p. 23]. It has three essential
elements that R. Thaler refers to as ‘three bounds’. These include: bounded rational-
ity, bounded willpower and bounded self-interest [3, p. 258]. Behavioural economy
is a combination of classical economic knowledge with psychological models, and
such a relation of both sciences has resulted in the formation of theories in this field,
defined as descriptive. They describe typical, average behaviour of decision-makers,
which is very important for making public policies and interventions, which are
supposed to solve problems of real people (Humans) and not ideally rational ones
(Econs). Application of behavioural economics findings as innovative solutions in
evidence-based public policy has been growing in popularity among scientists, pol-
icymakers and international organizations promoting it for decades.

The aim of the study is to analyse the existing possibilities of using the achieve-
ments of behavioural economics in the public policy with reference to the strategy
of creating and conducting behavioural public interventions. The article has been
divided into two main parts, which are summarized with a conclusion. The first part
is a short presentation of the libertarian paternalism paradigm and the concept of
choice architecture. The second part presents the strategies of behavioural changes
currently used in the public policy and the principles of using behavioural insights in
the public policy. The aim of the article was achieved thanks to application of critical
literature analysis and desk research.

4.2 Libertarian Paternalism and Nudging

Using the findings of behavioural economics regarding cognitive biases, heuristics,
and an observation that sometimes individuals are not the best judges of their own
welfare C. Sunstein and R. Thaler’s proposed the concept of libertarian paternalism1

known as ‘Third Way’ [14, p. 252] or ‘the middle way’ [6, p. 914] between the

1This concept triggered a broad discussion both in the environment of scientists and public policy
practitioners who presented both criticism and support. See e.g. [4–13]. The subject of the present
study is not an additional voice in this discussion, and therefore, the discussion is not presented.
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traditional paternalism and libertarianism. The authors of this approach to the public
policy describe libertarian paternalism as a form of paternalism, libertarian in spirit
that should be acceptable to those who are firmly committed to freedom of choice
on grounds of either autonomy or welfare [15]. They also underline that libertarian
paternalism ‘attempts to influence the choices of affected parties in a way that will
make choosers better off’ [16, p. 1162].

Instead ofmandatory rules, libertarian paternalism introduces default rules, which
choosers may easily opt for a different rule, a ‘so long as people can contract around
the default rule, it is fair to say that the legal system is protecting freedom of choice,
and in that sense complying with libertarian goals’ [16, p. 1199].

This ensures not only increase in freedom of individuals but also ‘to allow people
to go their ownway’ [14, p. 249]. According to them, such away of conducting public
policy ‘does not coerce anyone to do anything’ [16, p. 1165]. It is also not onerous,
because it ‘is a relatively weak and nonintrusive type of paternalism, because choices
are not blocked or fenced off. In its most cautious forms, libertarian paternalism
imposes trivial costs on those who seek to depart from the planner’s preferred option’
[16, p. 1162].

The concept of libertarian paternalism can be reduced to the fact that if people
systematically apply heuristics, which result in cognitive and motivational errors,
they are hopelessly incompetent to make choices that actually further their own best
interests, and the government should at least direct them towards the ‘right’ choice
[13].

According Tverskiego and Kahneman, who created the basis for the research pro-
gram heuristics and cognitive biases, the context and the framework of the decision
are important because people make different decisions depending on the informa-
tion presented to them, despite the fact that the information presented has not been
substantively changed by the way they are presented [17]. This means that decisions
and behaviour of individuals depend to a large extent on factors related to the context
or situation (its framework) in which these units are located.

Individuals do not make decisions in the vacuum. Their decisions are influenced
by perceived and unnoticed features of the environment in which these decisions are
made, and for real people—Humans by Thaler and Sunstein [14]—details forming
the conditions of the choice made can be important [18, p. 428]. According to Thaler
and Sunstein, the decision-making environment can be appropriately created and
changed, influencing the conditions of the decisions made, and the formulation of
the interpretive framework for individual decisions has a huge impact on the result.
They described such frames as choice architecture and manipulating the choice as
nudging [14].

The choice architecture (or nudging) generate more deliberate, reflective and
reasoned forms of decision-making. It is an approach to designing intentional inter-
vention aimed at influencing behaviour change. It uses the evidence provided by
behavioural economics to overcome mistakes we usually make in making decisions
[9]. The choice architecture describes the fact that there is no neutral way of present-
ing the choice. People choose what is available and not what they absolutely want;
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they do not make much effort when they make a choice and apply rules called heuris-
tics; they do not have the main strategy to make decisions. People behave differently
in different circumstances, and contextual influences are much more significant than
we would like to believe. Behavioural economics makes it clear that every time a
decision has to be made, it is reconstructed and depends on the context—what?,
who?, how?, where?, when? [19].

The choice architecture is the background to the choices made, and many real
people turn out to be choice architects, although most do not realize it. The architect
of choice is responsible for organizing the context in which people make decisions.
Wherever institutions, private or public, can create sets of options, fromwhich people
choose,we are dealingwith choice architects [18, pp. 428, 430]. The choice architects
create strategies for influencing the environment of individuals and construct the
condition of the environment in which the decision is made.

For real people, the details that create the conditions of the selection can be impor-
tant; therefore, the choice architects, that is, the people who create the environment
of choice, can have a significant impact on decisions, e.g. by providing nudges. By
providing default options and rules, nudges can help people make good decisions
that are in their long-term interest without limiting their freedom [1]. According to
Thaler and Sunstein, nudge ‘is any aspect of the choice architecture that alters peo-
ple’s behaviour in a predictable way without forbidding any options or significantly
changing their economic incentives. To count as a mere nudge, the intervention must
be easy and cheap to avoid’ [14].

The broader definition of nudge was presented by Hansen [20] who explained that
nudge is a function of choice architecture that changes people’s behaviour in a pre-
dictableway regardless of: (1) prohibiting or adding any rationally important options,
(2) changing their motivation, no matter for time, trouble, social or economic sanc-
tions, etc. and (3) to provide factual information or rational argumentation. Nudges
are necessary because of bounds and cognitive biases, routines, habits in individual
and social decision-making and work through the use of these bounds, mistakes,
routines and habits as integral parts of the choice architecture [20].

The concept of nudges is a non-regulatory approach that enables people to become
behavioural change through slight changes in the environment of choice that people
face [21].According toThaler and Sunstein [14, p. 252], nudges are everywhere, even
if we do not see them. It can be ‘any factor that significantly alters the behaviour
of Humans, even though it would be ignored by Econs’ [14, p. 8]. Nudges are
interventions that push (direct) people in specific directions, but also allow them to
follow their own path. To encourage specific behaviour (or change existing), people
should be offered choices that make the decision easy and automatic—taken ‘without
fatigue’ [14].

In order for the intervention to be treated as a nudge, it cannot impose significant
material incentives and must fully keep freedom of choice [22, p. 57, 23]. Both the
reminder and the warning are nudges. However, they are not subsidies, taxes, fines
or imprisonment. If the intervention causes significant material costs for selected
people, which of course may be justified, it is not considered as a nudge. Some
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nudges work because they inform people, others act because they make choices
easier, yet another work because of inertia and postponement (procrastination) [23,
p. 21].

4.3 Principles of Creating Behavioural Public Policy

The principles of creating public policy based on the findings of behavioural eco-
nomics are determined as behavioural change principles, basic principles of effective
choice architecture or good choice architecture [18, pp. 432, 436] or strategies for
policy and regulatory design [24, p. 77]. These rules usually have the form of catchy
mnemonic instructions, indicating the main methods of influencing the decisions of
individuals. At the same time, they are a set of guidelines for the architects of choice
involved in the design of public interventions. The best-known acronym for this
meaning is the word nudge described above as the behavioural change instrument.

At the same time, it is an acronym in which each letter is taken from words
explaining a simple set of advice for choice architects [18, p. 437]:

• iNcentives—create an incentive system;
• Understand choice mapping—understand how the selection process proceeds;
• Defaults matter—remember that settings and default options are crucial;
• Give feedback—provide feedback that will help people to understand, and there-
fore, inform, warn against failure and praise for successes;

• Expect error—remember that people make errors—a good project of behavioural
change that takes into account and minimizes penalties for these errors;

• Structure complex choices—try to simplify the possibilities, do not multiply the
alternatives—the more choices people will have, the more complicated and prob-
lematic they will become.

NUDGES, as behavioural change principles, is a set of simple recommendations,
what and how to do to be successful and focuses on counteracting cognitive errors,
which are the source of an intuitive, fast thinking system (so-called System 1).

The second of strategies for policy and regulatory design called MINDSPACE
refers both to System 1 of thinking and to so-called System 2—a system of reflective
thinking. This set of rules to use when creating behaviour change policy includes
[25, pp. 18–28, 26, 27, p. 197]:

• Messenger—we are heavily influenced by who communicates information;
• Incentives—our responses to incentives are shaped by predictablemental shortcuts
such as strongly avoiding losses;

• Norms—we are strongly influenced by what others do;
• Defaults—we ‘go with the flow’ of preset options;
• Salience—our attention is drawn to what is novel and seems relevant to us;
• Priming—our acts are often influenced by subconscious cues;
• Affect—our emotional associations can powerfully shape our actions;
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• Commitments—we seek to be consistent with our public promises and reciprocate
acts;

• EGO—we act in ways that make us feel better about ourselves.

MINDSPACE is a descriptive strategy, because by showing the mechanisms and
principles of operation of the choice architects, it also creates choices in relation to the
design of public activities [24, p. 78]. This strategy can help in situations if govern-
ment is attempting to shape behaviour and it should do so as effectively as possible.
The policymakers can useMINDSPACE to improve the effectiveness of existing and
new behaviour change policies [27]. Some of the elements of MINDSPACE have
been developed to explain largely automatic effects on behaviour (e.g. N, D, S, P, A)
while other effects relate to elements that draw more on reflective processing (e.g.
M, I, C, E) [25, p. 18].

Next strategies for behavioural changes take a different method of impact on
individuals because they aimat activating reflective or free thinking systems and focus
on creating the right institutional framework that enables conscious, critical and active
participation of citizens in decision-making [28, pp. 18–20]. These approaches are
not based on acronyms, because free thinking cannot be reduced to simple, automatic
rules [24, p. 78].

One of these approaches is STEER, based onworkshops that are designed tomake
participants aware of how their brain works and to make them aware of the mental
shortcuts used in everyday decisions. The STEER strategy therefore stimulates in
citizens the awareness of their limitations in making decisions and teaches them how
to make important decisions in a more conscious way. In short—it teaches reflexivity
in making decisions [29, pp. 177–182]. This is therefore one of the possibilities, the
so-called debiasing.2

Secondof these approaches isTHINK,which canbe seen as an alternative to nudge
[28]. This strategy is giving citizens the space to think through and debate solutions
and focuses on the process of developing public opinion and deliberate citizenships.
The key ways of achieving behavioural change in this approach are debate self-
ownership and collective decision-making and this strategy can be expensive to
implement. Therefore, they seem to be betterwhen concerns addressing thorny public
problems than day-to-day issues of behavioural change [31, p. 18]. Its postulates can
be described as follows [24, p. 79]:

• let people know a problem, let them gain knowledge;
• create a platform for discussion, expressing thoughts and beliefs—in discussion
people learn, change their views and attitudes;

• give people the opportunity to participate in a process for which they will feel
co-responsible, which they will be co-authors.

In this strategy, the basis for overcoming cognitive errors and activating reflec-
tive thinking is deliberation. It assumes the intellectual involvement of recipients in

2This is the process of ‘applying techniques that intervene in and alter the situation that produces
the boundedly rational behaviour, without operating on the degree of motivation or effort an actor
brings to the task’ [30, p. 16].
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discussion, appealing to their beliefs, values and views. Its foundation is conscious
and partnership-based commitment of individuals in deliberation over directions of
social changes [24, p. 79].

According to Halpern, in the practical application should be used four simple
ways to apply behavioural insights in public policy. The basic idea should be EAST,
whichmeans, according to him, ‘that to encourage any desired behaviour, the choices
should be made simple and understandable (easy), salient in citizens’ lives (attrac-
tive), socially encouraged (social), and present at the key time in the decision-making
process (timely)’ [32 p. 60]. The EAST principles apply equally to policymakers
themselves. But, this framework cannot be applied in isolation from a good under-
standing of the nature and context of the problem. Therefore, in practice, it was
elaborated a fuller method for developing projects, which has four main stages [33,
p. 7].

• Define the outcome—Identify exactlywhat behaviour is to be influenced. Consider
how this can be measured reliably and efficiently. Establish how large a change
would make the project worthwhile, and over what time period.

• Understand the context—Visit the situations and people involved in the behaviour
and understand the context from their perspective. Use this opportunity to develop
new insights and design a sensitive and feasible intervention.

• Build your intervention—Use the EAST framework to generate your behavioural
insights. It is a mnemonic to encapsulate of the key success factors for developing
an effective behavioural insights function, as a prompt to help others government
to find the best way mainstreamed behaviour change as a core public policy mech-
anism for ensuring the public goods.

• Test, learn, adapt—Put your intervention into practice so its effects can be reli-
ably measured. Wherever possible, use randomized controlled trials to evaluate its
interventions. These introduce a control group so you can understand what would
have happened if you had done nothing.

This framework is explicitly designed for applying insights in practice, and should
be used alongside the existing strategies for policy and regulatory design such as
MINDSPACE and Test, Learn, Adapt [32, p. 149].

The experiences in the conduct of behavioural public policies indicate that gov-
ernment or other public bodies are advised to pay heed to the following necessary
components that can be summarized in the simple mnemonic of APPLES [34, p. 12,
35]:

• A for administration and the importance of gaining traction within the public
administration;

• P for politics, because it is critical to get political buy-in;
• P for people who need to do the job and need to have the necessary skills and
knowledge;

• L for the location of the unit or units who will work on behavioural insights;
• E for experimentation, as it helps to start with a few quick wins to show some
results and develop a number of longer-term projects;
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• S for scholarship and academia which can be an essential resource.

It is a mnemonic to encapsulate of the key success factors for developing an
effective behavioural insights function, as a prompt to help others government to
find the best way mainstream behaviour change as a core public policy mechanism
for ensuring the public goods [36, p. 73].

4.4 Conclusion

The objective of the public policy is to solve a specific problem or even reduce
its negative effects. It may be conducted using traditional tools, like restrictions,
incentives and increased information or using the findings of behavioural economics
to help design the environments in which humans make decisions to benefit society.
The latter method of making the public policy in many countries is used more and
more often, and as Goldin [37] emphasizes the literature on the subject shows that
nudging is inevitable and a government cannot help but nudge: policymakers end up
shaping choice architecture whether they intend to or not.

The behavioural approach to the public policy-making described as innovative is
promoted by institutions such as the World Bank [38], the European Commission
[39] or the Organization for Economic Cooperation and Development [40]. It is
currently used in many countries as part of one of the three institutional models that
mutually exclusive and can coexist [40]:

• specialized units within the Centre of Government;
• networks of teams across ministries and agencies, even involving academic insti-
tutions and the private sector or not-for-profit organisations;

• ad hoc approaches, where behavioural insights are used for specific projects and
initiatives.

Experiences of conducting behavioural policy in these institutional frameworks
have become the source of elaboration of strategies for policy and regulatory design
presented in this article, aimed at facilitating and encouraging the more frequent use
of nudges—elements of the choice architecture. Applying this approach should lead
to increasing the efficiency of the public policy, often thanks to quite small, simple
and not too expensive interventions. The main task of the choice architecture, i.e. a
task of organizing the context in which the decision is made, is replacing one biasing
context by another. As presented by Thaler and Sunstein, it is justified if there is
evidence that one option is actually better than the other, and the new context leads
to that option being chosen more often [14, p. 236].

However nowadays, in the literature on the subject, it is emphasized that the impact
of choice architecture on decisions is not always easy to anticipate, because choice
architects should also be aware of the implicit interaction taking place between the
targets of the choice architecture and themselves. It is therefore proposed to supple-
ment the current approach to behavioural public policy (defined as choice architecture
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1.0) by analyzing the hidden social interactions inherent in choice architecture. This
approach, defined as choice architecture 2.0 conceives of targeted individuals as
‘social sensemakers’ [41].

The literature on the subject also emphasizes that governments facedwith frequent
and unavoidable decisions regarding the choice architecture (selection framework,
selection context), aimed at influencing the voluntary choices of people in a way that
leads them to increase their welfare, are forced to specify the best direction to nudge.
According to Goldin [37], it is quite simple in two cases, when:

• policymakers have strong (possibly paternalistic) views of their own about which
of the available options would make decision-makers better off;

• the decision under consideration involves substantial externalities to other mem-
bers of society.

In other cases the public policymakers face the problem of identification of
behavioural preference, which they have to cope and must have some way of iden-
tifying which nudge will make decision-makers better off.

Another direction of current analyses related to the behavioural approach to mak-
ing public policy is research about what people think about the choice architecture
and nudge, conducted in various countries [42] and if individuals want to make the
choices that they are being nudged towards [43]. The conclusions of these studies
should contribute to creation of more effective public policy based on evidence.
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Chapter 5
Application of Behavioral Economics
Insights to Increase Effectiveness
of Public Awareness Campaigns

Anna Borawska

Abstract The traditional (neoclassical) economics assumes that every individual is
egoistically oriented toward achieving their main goal (their own interest), which is
to maximize utility. However, in many studies referring to various aspects of human
behavior, behavioral economics proves that human choices vary depending on the
circumstances, place, time, norms and social influences, emotional judgments, cogni-
tive distortions and biases, simplifying reasoning principles applied (heuristics), and
at the same time on how and in what circumstances the choice is made (the choice
architecture). The objective of the article is to define the concepts of behavioral
economics which are the most interesting from the point of view of increasing the
effectiveness of public awareness campaigns. In order to determine which concepts
of behavioral economics are the most interesting from the point of view of increas-
ing the effectiveness of social campaigns, an analysis of the results of the systematic
publication search in the Google Scholar database has been carried out. Literature
overview has shown that the effectiveness of social campaigns can be increased by
using the knowledge provided by behavioral economics on the subject of reflexive,
unreflective, unwise, and fast cognitive processes carried out by individuals.

Keywords Public awareness campaigns · Effectiveness · Behavioral economics

5.1 Introduction

The traditional (neoclassical) economics assumes that every individual is egoistically
oriented toward achieving their main goal (their own interest), which is to maximize
utility. Using all available information, a fully rational individual carefully calculates
and evaluates each of the available options to choose the one that ensures goal
achieving. The rational choice theory, according to which people act rationally, are
driven by self-interest and strive to maximize their benefits while minimizing costs,
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leads the homo oeconomicusmodel, which is an idealisticmodel of individual choice
[2]. This model stipulates that people provided with information, incentives, orders,
or prohibitions will also react in a rational and thought-out manner, calculating their
benefits and losses and considering all “pros and cons” [18, pp. 1–2].

However, in many studies referring to various aspects of human behavior, behav-
ioral economics proves that human choices vary depending on the circumstances,
place, time, norms and social influences, emotional judgments, cognitive distortions
and biases, simplifying reasoning principles applied (heuristics), and at the same
time on how and in what circumstances the choice is made (the choice architec-
ture). The findings of behavioral economics, resulting from numerous experiments,
indicate that both the consequences of unintentional (unconscious) and organized
(ordered) decision-making do not follow the traditional model of homo oeconomi-
cus, but rather lead to a specific choice depending on the conditions in which it is
made.

Knowledge derived from behavioral economics explorations is more and more
applied in practice, and its findingsmay be of fundamental importance for institutions
(public and private) which create social campaigns. This knowledge helps in better
understanding, explanation, and prediction of the real reactions of people tomessages
contained in social campaigns, contributing to increase their effectiveness. This is
of a special social importance, because their creators try to solve specific social
problems, and the main goal of such campaigns is to pursue interests for the common
good—educating and persuading recipients to a certain value, assimilating social
ideas, promoting pro-social attitudes, changing behavior or getting them to certain
activities desirable from a social point of view, and overcoming social pathologies
[27, p. 8].

The objective of the article is to define the concepts of behavioral economics
which are the most interesting from the point of view of increasing the effectiveness
of social campaigns. The article has been divided into 3 parts. The first part describes
the nature of behavioral economics and its foundations, the second one presents the
idea of social campaigns and measurement of their effectiveness, and the third one
includes the outcomes from the literature review on the use of behavioral economy
findings in social campaigns. The article concludes with a summary.

5.2 Behavioral Economics and Its Foundations

In its traditional form, economics assumes that individuals always make decisions
in order to maximize utility. However, many observations and studies conducted
to confirm or reject economic theories show that humans do not always behave in
such rational way. These remarks led to the occurrence of a new trend within the
field of economics. It is commonly known as behavioral economics (BE), and it
adds to economics more realistic psychological foundations [5]. Its role is to extend
the traditional framework, but it is not intended to replace it [11]. The behavioral
economics enquiries include two elements: recognizing the ways in which behavior
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differs from the standard model and showing how this behavior is important in
economic contexts [21].

The origins of BE can be traced back to the first half of the twentieth century.
Already at that time, there were economists that used some psychological factors in
their work (Irving Fisher, Vilfredo Pareto, and JohnMaynardKeynes) (see [34]). But,
it is Herbert Simon and his “bounded rationality” concept that became a real founda-
tion of behavioral economics [24]. Further development of the BE domain happened
during the 1970s, and it is strongly connected with the research of two psycholo-
gists: Tversky and Kahneman. Their contribution consists of mostly “heuristics and
biases” [30] program and prospect theory [12] explaining the different departures
from rational choice. Since then, field of behavioral economics has developed greatly
as both economists and psychologists have expanded the work of above-mentioned
pioneers [10].

Behavioral economics concepts do not focus only on the explanation of human
behavior and deviations from rationality. Some researchers (i.e., [26]) have turnedBE
into a doctrine that gives the tools to influence human behavior change. This doctrine
is known as “nudging” or “architecture of choice”. Its concepts can be effectively
used by institutions (public and private) which create social campaigns.

5.3 Public Awareness Campaigns and Measurement of its
Effectiveness

The public awareness campaign is one of the elements of the social marketing [3,
14, 15] and, according to the frequently quoted definition, it is “a set of various
activities planned at a specific time, addressed to a specific target group, whose
aim is to increase knowledge, change in thinking, and behavior toward a specific
social problem or to solve a social problem which blocks the achievement of the
common good defined as a given marketing goal” [8]. As part of the campaign,
information, intervention or information and intervention measures may be taken
[13]. The selection of the right strategy is most often dependent on the problem that
the campaign is to face.

The quality of a social campaign is usually determined on the basis of its effec-
tiveness, i.e., the degree of achieving the intended goal [35]. As a rule, due to the
complexity of the issue, the assessment is carried out on five different levels [7]:

• awareness of the problem,
• involvement,
• desired change in behavior,
• establishing a social norm (widespread and permanent change in behavior),
• general improvement of the social and environmental situation.

At eachof these levels, there are other indicators that evidence the success achieved
by the campaign’s authors. In order to collect relevant data, differentmethods are also
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applied at each stage. Table 5.1 presents a summary of commonly used indicators
together with the methods of data collection specific for such indicators.

The selection of methods to measure effectiveness is conditioned by both the
nature of the actions taken in the campaign and the stage at which the campaign
is currently located. The effectiveness of information activities and interventions is
checked differently. There are other ways to test the effectiveness of the campaign
before it is published and some others after its completion. However, not all methods
of obtaining data to assess the effectiveness of the campaign are equally reliable. The

Table 5.1 Indicators and methods to measure the effectiveness of social campaigns at the five
levels

Level Indicator Method of measurement

Awareness • The percentage of
recipients aware of a
problem

• Surveys among recipients

Involvement • The percentage of
recipients involved in
deliberations and
discussions about the
problem

• The percentage of
recipients taking actions to
obtain additional
knowledge about the
problem

• Surveys among recipients
• Behavioral data (e.g.,
number of visits on the
campaign’s webpage)

Change in behavior • The percentage of
recipients who declare to
change behavior

• The percentage of
recipients in whom changes
were observed

• Surveys among recipients
• Behavioral data (e.g.,
increase in number of
people undergoing control
tests)

Establishing a social norm • The percentage of
recipients who present
positive attitude to the
problem

• The percentage of
newspaper articles and
opinions favorable to the
campaign

• legal regulations regarding
the problem

• Surveys among recipients
observations
• Anecdotal feedback
• Monitoring of media and
politics

General improvement of a
situation

• The percentage increase in
social indicators

• The percentage increase in
environmental indicators

• Epidemiological data
• Environmental data
• Data regarding safety on
roads

• …

Source Varcoe [31]
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Experts’ opinion

Case studies

Randomized 

Uncontrolled observational

Systematic

Fig. 5.1 The hierarchy of scientific evidence. Source Own elaboration under [25]

hierarchy of scientific evidence, presented in Fig. 5.1, ranks possible tests from the
least (the base of the pyramid) to the most reliable (the top of the pyramid).

The presented hierarchy served as the basis for selecting examples of the appli-
cation of the concept of behavioral economics to increase the effectiveness of social
campaigns. First, publications presenting systematic reviews and randomized con-
trolled trials were included. Then, controlled and uncontrolled observational studies
were also taken into account in order to broaden the thematic scope of the analyzed
campaigns.

5.4 Use of Methods of Behavioral Economics in Public
Awareness Campaigns

In order to determine which concepts of behavioral economics are the most interest-
ing from the point of view of increasing the effectiveness of social campaigns, an
analysis of the results of the publication search in the Google Scholar database has
been carried out. The usefulness of this base in conducting the literature review has
been confirmed by researches (See [9]). The search was carried out initially with the
following set of keywords: “behavioral economics,” “socialmarketing,” “social cam-
paign,” “public awareness campaign,” “public service announcement,” and “social
advertisement”. This stage was used to separate publications that combined infor-
mation about behavioral economics with those about social campaigns. Table 5.2
presents the results showing the number of publications meeting the preliminary
search conditions.
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Table 5.2 Number of search
results of publications which
contain specific key words

Key words Number of search
results

“Behavioral
economics”+

“Social
marketing”

1240

“Public service
announcement”

66

“Public awareness
campaign”

41

“Social campaign” 11

“Social
advertisement”

10

Source Own elaboration

Analysis of the found sources allowed distinguishing those concepts of behav-
ioral economics, which are most often considered and applied in relation to social
campaigns. Among them, three main strategies can be distinguished:

• reference to social norms,
• financial incentives,
• message framing.

Next, key words were identified that allowed to search for sources reporting the
effectiveness of using the above-mentioned concepts of behavioral economics in
social campaigns, especially those containing quantitative results. Tables 5.3, 5.4,
and 5.5 present a sequence of the selected publications on the possibility of referring
to social norms, the use of financial incentives, and message framing. First of all,
sources containing studies conducted with the use of methods that are high in the
hierarchy of scientific evidence were selected for the compilation. At the same time,
the broadest possible thematic spectrum of campaigns that can benefit from the use
of the concept of behavioral economics was presented.

5.5 Conclusion

The effectiveness of social campaigns can be increased by using the knowledge
provided by behavioral economics on the subject of reflexive, unreflective, unwise,
and fast cognitive processes carried out by individuals. Behavioral economics proves
that people’s choices and behavior are always influenced by the decision-making
context. In order to guide people to more sensible decision-making and making
better choices (in their own judgment), without forcing anyone to achieve specific
results, the creators of social campaigns can use heuristics and cognitive biases as
well as nudges as elements of choice architecture.

The analysis of world literature allows us to state that the most commonly used
in this area are strategies based on referring to social norms, appropriate message
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Table 5.3 Studies on social campaigns referring to social norms

Area of application Publication Research method Summary of results

Campaign to
counteract driving a
car after drinking
alcohol (USA)

Perkins et al. [22] Controlled
observational studies

The campaign, based
on references to
social norms, allowed
to reduce the number
of cases of driving a
car after alcohol

Campaign to limit
speed (Great Britain)

Toy et al. [29] Uncontrolled
observational studies

Individual initiatives
to convince people to
reduce speed are
ineffective. In order
for changes to be
made, it is necessary
to create an
appropriate social
norm

Campaign for the
reuse of towels by
hotel guests

Bohner and Schlüter
[4]

Controlled
observational studies

Studies have proved
that the message
based on the social
norm made the rate
of reuse of towels
increased

Promoting healthy
eating

Robinson et al. [23] Randomized
controlled trials

Messages
communicating
information about
social norms were
more effective in
encouraging
respondents to
healthy eating than
messages with basic
health information.

Source Own elaboration

framing, and the use of financial incentives. However, these approaches should not
exhaust the list of possibilities to influence people’s behavior in order to focus them
on making good decisions. Taking into account the aforementioned multiplicity of
heuristics and cognitive biases as well as the interventions in the form of nudges used
in architecture, it can be concluded that research should be carried out to increase
the use of behavioral economics in designing effective social campaigns.

The new role of the choice architects, which should be played by the creators of
social campaigns, means choosing and creating decision-making contexts in a way
that promotes behavior that is in our own, as well as the general public interest. By
creatively shaping the choice of recipients of social campaigns, mainly through the
use of soft persuasion and targeting desirable behaviors, their creators can easily and
cheaply influence our decisions, giving us free choice.
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Table 5.4 Studies on social campaigns using financial incentives

Area of application Publication Research method Summary of results

Weight reduction Volpp et al. [33] Randomized
controlled trials

Participants in the
study, who were
supported by financial
incentives, lost on
average more
kilograms than those
in the control group

Quitting smoking Volpp et al. [32] Randomized
controlled trials

In the group with a
financial incentive, the
percentage of people
who quit smoking was
significantly higher
than in the group that
only received
information about
smoking cessation
programs

Promoting use of
public transport

Thøgersen [28] Randomized
controlled trials

Handing the free
monthly card to the
group of respondents
resulted in a
significant increase in
the frequency of using
public transport

Promoting walks
among older adults

Kullgren et al. [16] Randomized
controlled trials

The financial
incentive turned out to
be the most effective
method of promotion
(in comparison to
feedback or creating
social networks)

Encouraging children
and young people to
eat fruits and
vegetables

Morrill et al. [20] Randomized
controlled trials

Students participating
in the program under
study increased
consumption of fruits
and vegetables,
especially in schools,
where they received
material prizes

Source Own elaboration
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Table 5.5 Research on social campaigns based on message framing

Area of application Publication Research method Summary of results

Social advertising
against drug use

Cho and Boster [6] Uncontrolled
observational studies
(post-test)

Messages which
emphasize the loss
resulting from the use
of drugs are more
effective than those
that emphasize their
profits from quitting

Promoting physical
activity

Latimer et al. [17] Controlled
observational studies

Messages
highlighting the
benefits of physical
activity can increase
the effectiveness of
promotional materials

Promoting
vaccination

Abhyankar et al. [1] Randomized
controlled trials

Messages which
emphasize losses
resulting from not
applying vaccines
were found to be
more effective than
those indicating gains
from undergoing a
vaccination

Motivating youth to
quit smoking

Mays et al. [19] Randomized
controlled trials

People with high
self-esteem
responded better to
messages
highlighting the
losses resulting from
smoking, and people
with low self-esteem
presented a reverse
trend

Source Own elaboration

Acknowledgements The project was financed with the National Science Centre funds allocated
according to the decision DEC-2016/21/B/HS4/03036.

References

1. Abhyankar, P., O’connor, D.B., Lawton, R.: The role of message framing in promoting MMR
vaccination: evidence of a loss-frame advantage. Psychol. Health Med. 13, 1–16 (2008)

2. Amadae, S.: Rational choice theory. In: Bevir, M. (ed.) Encyclopedia of Governance,
pp. 785–791. Sage Publications (2007)

3. Andreasen, A.R.: A social marketing approach to changing mental health practices directed at
youth and adolescents. Health Mark. Q. 21(4), 51–75 (2004)



68 A. Borawska

4. Bohner, G., Schlüter, L.E.: A room with a viewpoint revisited: descriptive norms and hotel
guests’ towel reuse behavior. PLoS ONE 9(8), (2014)

5. Camerer, C., Loewenstein, G.: Behavioral economics: past, present, future. In: Camerer, C.,
Loewenstein, G., Rabin, M. (eds.) Advances in Behavioral Economics, pp. 3–51. Princeton
University Press

6. Cho, H., Boster, F.J.: Effects of gain versus loss frame antidrug ads on adolescents. J. Commun.
58, 428–446 (2008)

7. Donovan, R., Henely,N.: SocialMarketing: Principles and Practice. IPCommunications (2003)
8. Fundacja Komunikacji Społecznej.: Definition of public awareness campaign. http://

kampaniespoleczne.pl/kampania-spoleczna-definicja-fundacji-komunikacji-spolecznej/.
Accessed 23 Mar 2019 (2010)

9. Gehanno, J.F., Rollin, L., Darmoni, S.: Is the coverage of Google Scholar enough to be used
alone for systematic reviews. BMC Med. Inform. Decis. Mak. 13(1), 7 (2013)

10. Heukelom, F.: Behavioral Economics: A History. Cambridge University Press (2014)
11. Ho, T.H., Lim, N., Camerer, C.F.: Modeling the psychology of consumer and firm behavior

with behavioral economics. J. Mark. Res. 43, 307–331 (2006)
12. Kahneman, D., Tversky, A.: Prospect theory: an analysis of decision under risk. Econometrica

XLVII, 263–291 (1979)
13. Kotler, P., Lee, N.: Social Marketing: Influencing Behaviors for Good. SAGE Publications

(2011)
14. Kotler, P., Roberto, N., Lee, N.: Social Marketing: Improving the Quality of Life. SAGE (2002)
15. Kotler, P., Zaltman, G.: Social marketing: an approach to planned social change. J. Market. 35,

3–12 (1971)
16. Kullgren, J.T., Harkins, K.A., Bellamy, S.L., et al.: A mixed-methods randomized controlled

trial of financial incentives and peer networks to promote walking among older adults. Health
Edu. Behav. 41(1 Suppl), 43S–50S (2014)

17. Latimer, A.E., Rench, T.A., Rivers, S.E., et al.: Promoting participation in physical activity
using framed messages: an application of prospect theory. Br. J. Health. Psychol. 13(Pt 4),
659–681 (2008)

18. Low, D.: Cognition, choice and policy design. In: Low, D. (ed.) Behavioural Economics and
Policy Design: Examples from Singapore, pp. 1–13. World Scientific Publishing Company
(2011)

19. Mays, D., Turner, M.M., Zhao, X., et al.: Framing pictorial cigarette warning labels to motivate
young smokers to quit. Nicotine Tob. Res. 17(7), 769–775 (2014)

20. Morrill, B.A., Madden, G.J., Wengreen, H.J., et al.: A randomized controlled trial of the Food
DudesProgram: tangible rewards aremore effective than social rewards for increasing short-and
long-term fruit and vegetable consumption. J. Acad. Nutr. Dietetics 116(4), 618–629 (2016)

21. Mullainathan, S., Thaler, R.H.: Behavioral economics No. w7948. National Bureau of Eco-
nomic Research (2000)

22. Perkins, H.W., Linkenbach, J., Lewis, M., et al.: Effectiveness of social normsmedia marketing
in reducing drinking and driving: a statewide campaign. Addict. Behav. 35, 866–874 (2010)

23. Robinson, E., Fleming, A., Higgs, S.: Prompting healthier eating: testing the use of health and
social norm based messages. Health Psychol. 33(9), 1057 (2014)

24. Simon, H.A.: A behavioral model of rational choice. Q. J. Econ. 69(1), 99–118 (1955)
25. Steier, G., Steier, L.: Textbox: the hierarchy of scientific evidence. In: International Food Law

and Policy, pp. 319–320. Springer (2016)
26. Thaler, R.H., Sunstein, C.: Nudge: Improving Decisions About Health, Wealth and Happiness.

Yales University Press, New Haven, CT (2008)
27. Thesis, M., Andrews, M.: Social Campaigns, Art of Visual Persuasion Its Psychology,

Its Semiotics, Its Rhetoric. http://www.mahku.nl/download/m_andrews_socialcampaigns.pdf.
Accessed 23 Mar 2019 (2008)

28. Thøgersen, J.: Promoting public transport as a subscription service: effects of a free month
travel card. Transp. Policy 16, 335–343 (2009)

http://kampaniespoleczne.pl/kampania-spoleczna-definicja-fundacji-komunikacji-spolecznej/
http://www.mahku.nl/download/m_andrews_socialcampaigns.pdf


5 Application of Behavioral Economics Insights to Increase … 69

29. Toy, S., Tapp, A., Musselwhite, C., et al.: Can social marketing make 20 mph the new norm?
J. Trans. Health 1, 165–173 (2014)

30. Tversky, A., Kahneman, D.: Judgment under uncertainty: heuristics and biases. Science
185(4157), 1124–1131 (1974)

31. Varcoe, J.: Assessing the effectiveness of social marketing. https://www.dors.it/
documentazione/testo/200906/Ass_SM_VARCOE.pdf. Accessed 23 Mar 2019 (2004)

32. Volpp, K.G., Troxel, A.B., Pauly, M.V., et al.: A randomized, controlled trial of financial
incentives for smoking cessation. N. Engl. J. Med. 360(7), 699–709 (2009)

33. Volpp, K.G., John, L.K., Troxel, A.B., et al.: Financial incentive-based approaches for weight
loss. A randomized trial. JAMA 300(22), 2631–2637 (2008)

34. Wilkinson, N., Klaes, M.: An Introduction to Behavioral Economics. Macmillan International
Higher Education (2017)

35. Wymer, W.: Developing more effective social marketing strategies. J. Soc. Market. 1(1), 17–31
(2011)

https://www.dors.it/documentazione/testo/200906/Ass_SM_VARCOE.pdf


Chapter 6
Experimental Methods in Behavioural
Economic Sciences

Dominika Korzeniowska and Łukasz Sułkowski

Abstract The aim of the chapter is to present, basing on neo-evolutionary paradigm,
the types of experimental methods used in behavioural economic sciences sup-
ported by research examples. Neo-evolutionary paradigm legitimates incorporation
into behavioural economic sciences not only behavioural economics, behavioural
finance and behavioural accounting but also neuroeconomics, neurofinance and neu-
roaccounting. The adoption of the aforementioned approach enables extending the
methodological perspective by methods used in natural sciences, including experi-
ment. The research methodology is based on a comprehensive review of the world’s
literature on behavioural economics, neuroscience and neo-evolutionism.

Keywords Experiment · Behavioural economics · Neuroeconomics ·
Neo-evolutionism

6.1 Introduction

Behavioural stream is one of the most rapidly developing areas within contemporary
economics. The existing reflection is mostly founded on certain assumptions drawn
from cognitive psychology, which deal with research into cognitive structures and
processes, and into the organisation and functioning of the human mind. Cognitive
psychology, however, treats these structures, processes and the ways the humanmind
works as existing elements. But it does not ask questions about why they developed
in a way (that is a domain of evolutionary psychology), or how learning processes
and constant interactions between organism and its environment shapes behaviour
(as behavioural psychology does) [3]. Moreover, cognitive psychology postulates,
by means of observation and behaviour analysis, the existence of cognitive systems,
which in fact take the formofmodels further used to explain behaviours. So behaviour
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is a base to build a model that explains behaviour. It looks like vicious circle of
inference. The possibility to reveal universal laws underlying human behaviour that
would allow its prediction regardless of environmental conditions is also puzzling.
Assuming we use brain that evolved hundreds of thousands of years ago and whose
structure and “operation rules” remained relatively unchanged thus far, it seems
possible to some extent.

Extending cognitive perspective by adopting another paradigm, i.e. the neo-
evolutionary one, would provide the inspiration to develop new research and to
make valuable discoveries. Studying the response of brain in economic situations by
means of experimental methods could put some light on what happens between the
input and output data, and consequently lead to the creation of models better predict-
ing behaviour. Furthermore, neo-evolutionary paradigm, if applied into behavioural
stream in economic sciences, legitimizes inclusion of neuroeconomics, neurofinance
and neuroaccounting into that scope of reflection [35]. “Behavioural economic sci-
ences” then embrace behavioural economics, finance and accounting together with
their three “neuro-versions”.

The aim of the chapter is thus to present experimentalmethods used in behavioural
economic sciences that, thanks to employment of neo-evolutionary paradigm, expand
their research methodology perspective by utilization of methods applicable for nat-
ural sciences. It bases on comprehensive literature review on behavioural economics,
neuroscience and neo-evolutionism.

6.2 New Research Methods in Social Sciences

The evolutionary paradigm, in the sphere of methodology, is, as mentioned before,
directed towards the applicationof the scientificmethods of the natural sciences, espe-
cially experiment and controlled observation. Methodological constraints comprise
representativeness and randomisation of trials, and control of variables, all of which
facilitate the presentation of the results in a mathematical form. Experimentation and
observation should lead to an incomplete verification or falsification of hypotheses
resulting from theory. It, therefore, seems that the application of the experimental
method in the social sciences requires its adaptation to problems of the highest level
of complexity. At the same time, the methodological achievements obtained so far by
the social sciences should not be rejected. The methodology of the neo-evolutionary
trend in the social sciences is then of eclectic nature. Its core is shaped by methods
such as social experiment and controlled observation, but it is also possible to reach
for the quantitative and qualitative methodology of traditionally understood social
sciences [34].

The largest body of research studies that can be seen as rooted in the neo-
evolutionary trend has been conducted within evolutionary psychology [12]. The
methods of experiment and quasi-experiment, observation and descriptive methods



6 Experimental Methods in Behavioural Economic Sciences 73

dominate in this area. Psychology has developed methods of controlled social exper-
iment that, when accompanied by elements of experiment from the sciences, may
also be applied in experimental psychology [15].

Primatological research, related to the analysis of the behaviour of primates, is
also included in the neo-evolutionary trend. It basically contains controlled obser-
vations in both artificial and natural conditions, experiments and quasi-experiments,
including use of physiological examination, e.g. of the brain [29]. Such research stud-
ies allow to find answers to questions on the stage of development of cognitive and
emotive skills, communication skills and social structures among apes. Comparison
of the results allows us to discover the specifics of human behaviours.

There are three programmes of known studies in the social sciences within the
neo-evolutionary trend: verification of the hypothesis of cultural universalism with
evolutionary roots; indication of the perceptive and cognitive illusions related to the
structure of the human cognitive system, and examination of the ability to detect evo-
lutionary cheaters, the human moral sense and decision-making processes. Research
programmes conducted by Tversky and Kahneman [39] over a number of years have
allowed to describe a series of cognitive limitations on the human mind related to
the assessment of probability, the search for algorithms in random sequences and
other illusions falsifying the picture of reality and others. Tooby and Cosmides [37]
carried out social experiments on the adaptation of the human mind to detecting evo-
lutionary cheaters, i.e. individuals that only simulate group cooperation, while being
untrustworthy. There are also famous observations and quasi-experiments conducted
by Goodall, and later by deWaal [13], on chimpanzees. They show that man’s simian
relatives demonstrate many traits which used to be considered exclusively human,
such as cooperation and formation of coalitions, wars, intrigues, communication,
creation and use of tools [17].

6.3 The Essence of Behavioural Economics, Finance
and Accounting

The “innate” experimental nature of the three behavioural disciplines was deter-
mined by their research subject or the other way round. Behavioural economics and
its “sisters” base on the need for studying human imagination or emotional and cog-
nitive structures that impact economic decisions [1, p. 658]. “Behavioural economics
increase the explanatory power of economics by providing it with more realistic psy-
chological foundations” [11, p. 3]. Brzezicka andWiśniewski’s quite comprehensive
conceptualization [8, p. 354] accentuates experimental nature of this discipline stat-
ing that “behavioural economics is an experimental science that uses the scientific
approach to test and better understand economic theories”. Behavioural finance is, in
turn, the “study of how human interprets and acts on information to make informed
investment decisions” [23] or it “attempts to explain and increase understanding
of the reasoning patterns of investors, including the emotional processes involved
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and the degree to which they influence the decision-making process”. Essentially,
behavioural finance aims to explain the “what, why and how of finance and invest-
ing, from a human perspective” [28, p. 2]. While the fundamental assumption of
behavioural accounting is to predict human behaviour in all possible accounting
aspects. According to Belkaoui [5, preface] “behavioural accounting emphasizes the
relevance of accounting information to decision-making as well as the individual and
group behaviour caused by the communication of this information”,what ismore, “its
purpose is to influence action or behaviour directly through the information content
of the message conveyed and indirectly through the behaviour of accountants”.

The behavioural trend thus opens new paths for understanding people’s economic
behaviour, departing from the rather hermetic assumption of homo oeconomicus.
However, the cognitive paradigm dominating herein does not constitute sufficient
basis for discovering certain mechanisms that decision-maker is not aware of as
they are uncontrollable or unconscious. Adoption of the neo-evolutionary paradigm
in methodology of research on economic behaviours favours taking into account a
number of biological mechanisms in human body, causing that the choices made
by individuals significantly deviate from the patterns proclaimed by neoclassical
economy. These studies show the huge complexity of the decision-making processes
that stems not only from imperfect human cognitive system but also his physiology.
Such research would be impossible without medical techniques allowing for in vivo
examination of the nervous system and the human brain. The dissemination of those
non-invasive methods thus created new possibilities to explore what is hidden in
human body and became a milestone in the emergence of neuroscience.

6.4 The Effect of Marriage Between Neuroscience
and Behavioural Economics

By definition “neuroscience is the multidisciplinary science that analyses the ner-
vous system to understand the biological basis for behaviour” [7, p. 3]. The term
“neuroscience” appeared for the first time in the mid-60s of the last century, as a
common name for many disciplines cooperating with each other, sharing a common
language, common concepts and common goal, which is understanding the structure
and function of a normal and abnormal brain [32].

Neuroeconomics is claimed to be nothing more than a natural development of
behavioural economics [27] or behavioural economics is “the first arm” that neu-
roeconomics relies upon [31]. Some emphasise that neuroeconomics is, on the one
hand, a subfield of behavioural economics as it uses empirical evidence to prove
human limitations, and, on the other one—a subfield of experimental economics
which requires mastering difficult experimental tools being a novelty for economists
[9]. Neuroeconomics is then understood as “the study of the biological microfounda-
tions of economic cognition and economic behaviour. Biological microfoundations
are neurochemical mechanisms and pathways, like brain regions, neurons, genes
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and neurotransmitters. Economic cognition includesmemory, preferences, emotions,
mental representations, expectations, anticipation, learning, perception, information
processing, inference, simulation, valuation and the subjective experience of reward.
In general, neuroeconomic research seeks to identify and test biologically micro-
founded models that link cognitive building blocks to economic behaviour” [10,
p. 153].

“Neurofinance proposes to identify and analyse the black box of the human brain
to understand the physiological developments (including hormonal activities) that
take placewhen peoplemake financial decisions” [14]. Neurofinance seeks to explain
the biological mechanisms (neuronal and physiological) of financial market partic-
ipant’s behaviours [38] and also provide a physiologically conditioned, alternative
explanation for the obvious failure of standard finance theories. Apart from seeking
explanations for individual and market behaviours as a function of classical finan-
cial variables, it aims to discover how neuronal and physiological signals influence
individual differences in financial decision-making. To this end, it uses non-invasive
methods to measure neuronal and physiological activity [25].

When it comes to neuroaccounting, the simplest way to explain its core is that
there are those of the behavioural accounting research studies that use neuroscience
tools. Their task is to discover what is happening in the brain of those involved in
any accounting processes and what are the specific relations between brain activity
and external behaviour (including data interpretation) [2].

Inclusion of neuroscience into research on economic behaviours can bring many
benefits. First, as in psychology, it can facilitate the resolution of which of the com-
peting cognitive theories has corresponding neuronal correlates and is thereforemore
reliable. Second, knowledge about the functioning of the brain and the nervous sys-
tem may help to better target the hypotheses. Third, neurobiological methods may
enable themeasurement of variableswhich, despite their importance for the decision-
making process, have been difficult to grasp so far, such as emotions [16].

6.5 Types of Experimental Methods Used in Behavioural
Economic Sciences

When it comes to behavioural economics, finance and accounting, the experimental
methods include:

A. laboratory experiments in which participants perform specific tasks in a con-
trolled environment,

B. simulation experiments (also known as “experimental economics” or game the-
ory) where participants take on the role of buyers and sellers in an artificially
created market and

C. field experiments where participants function in their natural environment and
their actions are observed by the researcher [18].
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The specifics of those research methods together with research examples empha-
sizing the advantages of adopting the neo-evolutionary paradigm into experimental
design will be presented in the following sections.

It should be also noted that all the three categories of experiments can be carried
out using such types of neuroscientific measurement methods as:

(a) neuroimaging methods: EEG (electroencephalography), CAT (computer-
assisted tomography), MRI (magnetic resonance imaging), PET (positron emis-
sion tomography), fMRI (functionalmagnetic resonance imaging), SPECT (sin-
gle photon emission computed tomography), TMS (transcranial magnetic stim-
ulation), NIRS (near-infrared spectroscopy), DOT (diffuse optical tomography),
EROS (event-related optical signal), SNI (single neuron imaging);

(b) psychophysiological methods: GSR (galvanic skin response), blood pressure,
eye movement;

(c) neuropsychological methods [42].

The characteristics of these methods will be briefly described below. More com-
prehensive descriptions can be found in the literature (e.g. [9, 20]).

If to combine experimental methods (A, B and C) with “neuromeasurement”
instruments (a, b and c), it can be assumed that three types of “neuroexperiments”
will emerge, i.e. neurolaboratory experiments, neurosimulation experiments and neu-
rofield experiments. Their specifics will not be separately presented as frommethod-
ological point of view they do not significantly differ from their “mother” methods.
The presentation will then focus on neuromeasurement methods description and the
research example of their use in experimental conditions.

6.6 Laboratory Experiments

This is the most commonly exploited method in behavioural economic sciences. Its
main advantage is, as stated by Shadish et al. [30, p. 18], “its ability to illuminate
causal inference”. Among other things, it is a particularly useful research method
when testing or building a theory. Its aptness stems from several reasons. It facilitates
maintaining the wide span of control over the experimental environment and the
possibility to eliminate factors disturbing the view of the situation. In consequence,
the measurement of results is quite precise. What is more, the researcher has a
possibility of manipulating the experimental environment that is checking various
factors or the intensity of a given factor. It is also underlined that due to randomization
of participants, laboratory experiments are characterised by a high level of internal
validity. It means that the likelihood of confounding isminimised. Another advantage
of this method is an opportunity to study individual behaviour [18].

Nonetheless, there are also some challenges that experimenter needs to face.
In order for the experiment to be credible (to ensure high internal validity), it is
necessary to create highly artificial conditions far from those existing in reality. This,
in turn, translates into low external validity. Therefore, inference and generalization
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on the basis of the experiment must be made carefully. Experimental results entitle to
conclude whether the phenomenon occurred or not, rather than about its magnitude.
Another issue is the fact that conducting an experiment requires designing a special
task. This is not easy. It is necessary to take into account a number of factors that
can distort the results as they act as decision traps that may appear while resolving
the experimental task. For example, the sequence of data presentation may influence
subjects’ perception and impact the final outcome.

Besides the experiment itself, finding the appropriate participants is often a serious
obstacle. Ideally, they should be practitioners in the fields being tested, but usually
experienced professionals are reluctant to take part in such projects. That is why
the common practice is to replace them by kind of surrogates, e.g. students. Another
challenge is to achieve the right level ofmotivation to complete the experimental task.
Otherwise, the results are useless. It should also be remembered that an experiment
is a kind of social situation that has its own specificity and rights. So, there is also
danger that the experimenter himself will affect the results of the experiment to some
extent.

In recent years, exciting research has been carried out on a mechanism of self-
control. This mechanism undoubtedly is a result of evolutionary development of
brain and social skills. Animals show rather impulsive behaviours, which is man-
ifested in the fact that they choose smaller but immediate gratifications. Children
have also problems with postponing the gratification, however, some of them exhib-
ited various behaviours helping them to resist the temptation to eat sweets during the
experimenter’s absence (the so-calledMarshmallow experiment) [26]. Adults should
be thenmore self-possessed, however, the researchers proved that there are situations
where the resources of self-control may be exhausted. Vohs and Faber [41] tested
how the depletion of self-control resources influences consumer decisions. Thirty-
five students (16men, 19women) at CaseWesternReserveUniversitywere subjected
to their laboratory experiment. It consisted of two parts: psychological one—the aim
of which was to exhaust the resources of self-control and marketing one—where the
students were to propose prices they would pay for given products. First participants
were asked to watch a six-minute film without a sound with a woman being inter-
viewed and then to share judgments about this woman’s personality. During the film
a series of mono-syllable words were displayed for 30 s at the bottom of the screen.
The manipulation was that the control group did not receive any guidance as to the
words at the bottom of the screen, and the test group was told to “not read or look at
any words that may appear on the screen”. After watching the film, the participants
were told that they would participate in the marketing research. They were shown
18 colour images of products and were asked to give the price they would be willing
to pay for each of them. It appeared that the test group proposed higher prices than
the control group. It means that when the person drains their self-control resources
not only will they price the products higher but the point where the price becomes
too expensive to buy, will also move up.
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6.7 Simulation Experiments

Vernon Smith is an originator of that method. It can be treated as a specific form of the
experiment which consists in creating artificial market conditions to study behaviour
of its participants. Economic situations such as: bargaining, buying through auctions,
deciding on the distribution of resources, buying and selling securities, etc., are
measured. If the experiment is to be a market simulation, it is necessary to make real
payments, i.e. the participants are playing for real money. Economic experiments are
a good source of information on financial behaviours occurring in a social context.

The strength of this method is that the experimental conditions are a little bit
closer to reality than in laboratory experiments. It is particularly useful while trying
to predict behaviour in a new, complex environment, e.g. after introducing innovative
legal regulation or a new market institution. However, certain dose of artificiality
is still unavoidable to maintain control and ensure internal validity. An important
advantage of this method is that it enables controlled changing of individual variables
or situational features and observation of how these changes affect the participants.
Suchvariables canbe, for example, the number of participants, the amount of the stake
or the ability to communicatewith one another beforemaking a decision. Fortunately,
in this case, it is not a problem to use students because they act as sellers and buyers
in real life, so their behaviours should not vary from “non-student” respondents. It
seems that the main disadvantage of this method is its cost. Researcher needs to
mimic real market conditions, which is quite expensive. Besides, participants are
very often remunerated for the results they receive [18].

Experimental economics study bases mainly on various economic games like
ultimate game, dictator game, public goods game or trust game (a classic example of
a trust game is that of Berg et al. [6]). Five researchers, in their ground-breaking study
that combined trust game and risk game, were to provide convincing proof for the
independence of trust and risk-taking [22]. The subjects were healthy male students
from different universities in Zurich. In the first game (trust game), the amount of
the sum sent back was decided by the trustee, while in the second (risk game), it was
determined randomly. However, the researchers introduced a bold innovation into
the experiment. Some of the subjects received a single intranasal dose of oxytocin, a
hormone responsible for the process ofmutual trust among people. Therefore, people
who received oxytocin should have sent more money to the partner in the game than
those who received the placebo. However, if trust and risk are two separate categories
then administering a hormone should not increase the propensity to financial risk.
Research results confirmed this assumption.

6.8 Field Experiments

Fieldwork is a research method where the researcher “steps out from behind the
desk or a laboratory” and carries out his project in the analysed community (in the
field). Thus, field experiment means a study where scientists conduct their research
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within a certain company or market to investigate interrelations between variables.
Usually, experimenters use real conditions and manipulate an independent variable
to the extent permitted by the organization. It resembles laboratory experiment, but
it takes place in more real environment. The subjects do not have the awareness
of participating in the experiment, so they take decisions in conditions as close as
possible to natural ones [21]. Therefore, there is a risk of ethical nature related
to the fact that decisions made by subjects can be associated with real economic
consequences, such as the purchase of a specific item, financial loss or failure to
perform professional duties. On the other hand, the researcher has no influence on
the course of the experiment as he has to remain anonymous and unseen to the
participants. This method has two main disadvantages. First, it is difficult to observe
the results. Second, assuring conditions close to reality results in the existence of
many other factors that can “blur the picture”. Field experiments can be classified
under three categories: artefactual, framed and natural [19]. The first is the closest to
a typical laboratory experiment. The main difference is that it uses “non-standard”
subjects, that are participants of a specific market. The next step towards naturally
occurring data is a framed experiment. It differs from the previous one in the fact
that it contains important elements of the context of the natural environment such as
goods, tasks, rates or stakes. However, it should be emphasized that in this type of
experiment, the subjects are still aware that they are participating in the experiment,
and their behaviours are recorded and analysed. In natural experiments, subjects do
not know that they participate in the experiment as the tasks they perform are made
by them on a daily basis. They do not know whether they were added to the sample
or if their behaviour was being analysed. This approach combines the most attractive
elements of the laboratory experiment and naturally occurring data: randomization
and realism. Thus, many of the limitations cited above are not a problem when
deducing from data generated by natural field experiments.

List, in his field experiment designed as a kind of public game but conducted
in real-life conditions, was trying to test whether there is a link between age and
behaviour. The idea of public game is that all participants can collect goods from
the common pool until it is used up. In his research, he used basketball cards in
the role of public good. He recruited subjects during sports card show organized in
a large southern US city. When a potential subject approached the experimenter’s
table and inquired about the sale of the 1989 Michael Jordan Hoops basketball cards
displayed there, he was asked to take part in the five-minute experiment. If the person
agreed, he was presented with the game’s rules and experimental task which was to
divide ten cards between individual’s own and group account (common pool). In
typical simple public game, the amount paid into the common pool is multiplied by
coefficient greater than 1. When everyone makes payments, the total value of the
common good is equally divided between participants, regardless of the size of the
initial contribution. Even if someone pays nothing, he may receive money from the
common pool. In List’s experiment, the marginal return to the group account was
0.40$ and any card fractions were paid in cash. Participants’ answers were recorded
on the sheet. The experimenter informed the respondents that they should return after
some time to find out the results of the game and pick up the gains. If someone did
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not come for the payment, they received it by post. In fact, List conducted his study
in two ways. In the first, the respondents received ten cards at the beginning of the
game, in the second, they had to buy them first for their own money. It appeared that
more mature subjects (age > 49) invested a higher proportion of their endowment
into the public good [24].

6.9 Neuromeasurement Methods

Asmentioned above, there are three types of “neuromethods” that may be utilized by
behavioural economic researchers. One of those types include neuroimaging mea-
sures whose popularity is constantly growing [40, 42]. These measures are briefly
described below.

EEG bases on the fact that stimulated nerve cells produce an electric field. Elec-
trodes placed on the head enable to register the electrical activity of the brain. Postsy-
naptic stimulation sent by the cell is recorded. Thanks to that it is possible to examine
brain reactions to a specific stimulus and changes in its activity over time. The main
advantage of this method is relatively low cost of research.

CAT is actually the equivalent of thousands of X-rays tests. X-rays scan the brain
layer by layer to obtain a three-dimensional image of this organ.

MRI uses the magnetic properties of various atoms that resonate under the influ-
ence of different magnetic fields. The obtained image of brain structures has a much
higher resolution than CAT and indicates the presence or absence of a substance
being tested. As for brain, as the white matter and grey matter have a different water
content, the density of water is often assessed.

Testing the brain activity using blood flow is possible with PET. It is known
that the active nervous tissue needs more glucose that reaches it along with the
blood. To determine where exactly the concentration of glucose is the highest, a
radioactive substance, i.e. a marker is added to blood at regular intervals. The marker
makes the glucose molecules send radiation that can be registered by the electronic
PET scanner’s system. Another method but less expensive than PET and also using
markers is SPECT.SPECTmakes possible to visualize the bloodflowandmetabolism
of a given body area and by this means to create a 3D model of a brain. The main
difference between PET and SPECT are the markers used and hence the types of
cameras that can read certain sorts of radiation.

fMRI bases on the fact that oxyhaemoglobin has different magnetic properties
from haemoglobin. It checks the level of oxygenation of certain brain areas. Those
areas that are involved in resolving specific tasks need more oxygen. The interpreta-
tion of images obtained by fMRI is that when some part of brain activates it means
involvement in the task.

TMS uses electromagnetic induction to produce a weak electrical voltage using a
rapidly changingmagnetic field. The brain is therefore “cannonaded”with amagnetic
field, thanks to which it is possible to draw a map of its activity for a particular task.
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The next three methods, NIRS, DOT and EROS, also based on the differences
in the properties of oxidized and non-oxidized blood. But this time, the laser light
at near-infrared wavelengths is harnessed, which makes the skull transparent. The
amount of light at different frequencies reflecting from the brain is recorded to create
brain activation maps.

SNI due to its invasiveness is used to study the animal brains (e.g. monkey). A
super-tiny microelectrode is placed in the nerve cell and the rate of stimulation of
this cell is thereby monitored.

Apart from the above-mentioned “medical” methods, there are also those examin-
ing the correlation of various mental functions with physiological sensations. Emo-
tional stimulation is usually accompanied by an accelerated heartbeat, higher blood
pressure or increased sweating. The last property is used in GSR, the method that
studies electrodermal activity. It analyses electrical phenomena on the surface of the
skin caused by sweating alterations. Another technique is eye tracking. Thanks to it,
the information on the change of the eye position, time and directions of viewing the
given area is registered. It helps not only in recognizing where and how the eyes are
directed but also in revealing how visual and text code is processed by human brain
[33].

Neuropsychological methods serve to determine the relations between human
behaviour and the state of the brain. They allow to explain the essence andmechanism
of mental processes dysfunctions and allow to conclude whether they are related to
brain pathology [36]. It is known that certain brain areas correspond with particular
mental activities. Hence, if those areas are damaged, taking such activities should
be visibly impaired in comparison with the same activities performed by healthy
people. Scientists discovered that people with frontal lobe lesion exhibit defects in
decision-making consisting especially in inability to choose options beneficial in the
long term. It was clearly visible in the experiment based on Iowa Gambling Task
(IGT) and using GSR [4]. The aim of the research was to test the “somatic marker
hypothesis” which was a kind of “risk as emotion” hypothesis that belongs to the
group of those approaches that interpret decision-making as a process developed as a
result of the biological evolution of the humanmind. Briefly speaking, human choices
are highly adaptive, so decision variants that trigger fear will be rejected, while those
generating positive emotions will be accepted. It means that our “evolutionary brain”
will decide “for us” and our consciousnesswill just try to find satisfactory justification
for our choice.

In IGT, participants were presented with four decks of cards on the computer
screen. On each deck, there were cards that bring a prize or a fine. The goal of the
game was to win as much money as possible. Decks differed from one another by
balancing reward cards and penalty cards. Two decks were “bad decks”, and the
other two were “good decks”. Then, consistent selection of bad decks turned out to
be unfavourable in the long term. People with frontal lobe lesion chose more cards
from “bad decks” regardless of whether they did it for the first time or after an hour,
a month or a half year. It was because they were missing with warning physiological
response (measured by GSR), which was activated by a healthy brain. For healthy
subjects, a warning signal (stronger GSR) appeared before the card was pulled out
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of the “bad deck” even before they realized the real nature of the task. Hence, in the
course of evolution, human brain was shaped so as to even unconsciously help us to
choose more favourable strategies.

6.10 Conclusions

Experimental methods can be considered more and more important for the develop-
ment of contemporary economics with its influential trend of behavioural economic
sciences. They are quite attractive research methods because they make it possible
to recognize the relationship between the isolated number of variables, which is
“normal economic reality”, where a whole bunch of factors impact human reaction,
would be impossible. However, these methods, although it may seem they are not
numerous considering above-mentioned types, are quite sophisticated and require
expert knowledge and skills. Due to the fact that they are not used in “traditional”
economics, they present quite a challenge for economists in terms of their theoretical
foundation, methodology and interpretation of results.

Development of brain imaging techniques significantly expanded the possibilities
of studying economic behaviour. Discovering brain areas that respond to specific
economic problems can help in finding answers to theoretical dilemmas that have
not yet been resolved by other methods. Thanks to “neuroexperiments”, it is also
possible to analyse some automatic response patterns or emotions, which are often
not available to the consciousness, and therefore “not suitable” for research bymeans
of, e.g. “pure” laboratory experiments. Despite the fact that neurobiological methods
seem to be constantly gaining in importance in the nearest future, they should not
be overestimated, as it is not always justified to use them. In some cases, linking the
activity of specific brain areas with the decision problem can be very difficult or even
impossible because the brain can be active simultaneously in many areas. How to
isolate “the proper one” that is in linewith the original assumptions then?Researchers
may find it hard to resist the temptation to interpret the results in a manner consistent
with their initial hypothesis. Sometimes, it may also happen that these methods are
employed only because it is currently in fashion [42]. That is why laboratory and
field experiments as well as experimental economics still can be fruitfully utilized
in discovering rules underlying human economic behaviours.

Valuable experimental research in evolutionary psychology and neuroscience
proves the significance and relevance of neo-evolutionist methodology. A number
of research has verified the use of the general theory of evolution and its many
specifications on various cognitive levels. The amount of empirical material gath-
ered by research programs is rich and continues to grow. It allows to describe the
human world as the subject of the social and humanistic sciences. Research results
will help to create new image of the human mind, society and culture, which is
largely inconsistent with traditional assumptions on human subjectivity accepted by
the social sciences. Accounting for representation of the social sciences in scien-
tific research and discussions is of great significance. This could be in the form of
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integration of neo-evolutionary methods with other traditional methods of the social
sciences. Such integration could be carried out within research programmes realized
by representatives of various scientific disciplines. Complex problems of sociologi-
cal, psychological, economic and anthropological natures could thus be studied from
different perspectives.
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czny V, 49–55 (2011)
17. Goodall, J.: Through a Window: My Thirty Years with the Chimpanzees of Gombe. Houghton

Mifflin, Boston (1990)
18. Hageman, A.M.: A review of the strengths and weaknesses of archival, behavioral and qual-

itative research methods: recognizing the potential benefits of triangulation. Adv. Account.
Behav. Res. 11, 1–30 (2008)

19. Harrison, G.W., List, J.A.: Field experiments. J. Econ. Lit. 42, 1009–1055 (2004)
20. Kable, J.W.: The cognitive neuroscience toolkit for the neuroeconomist: a functional overview.

J. Neurosci. Psychol. Econ. 4(2), 63–84 (2011)
21. Kerlinger, F.N., Lee, H.B.: Foundations of Behavioral Research. Thomson, New York (2000)



84 D. Korzeniowska and Ł. Sułkowski

22. Kosfeld, M., Heinrichs, M., Zak, P.J., Fischbacher, U., Fehr, E.: Oxytocin increases trust in
humans. Nature 435(7042), 673–676 (2005)

23. Lintner, G.: Behavioral finance why investors make bad decisions. Planner 13(1), 7–8 (1998)
24. List, J.A.: Young, selfish, and male: field evidence of social preferences. Econ. J. 114(492),

121–149 (2004)
25. Miendlarzewska, E.A., Kometer, M., Preuschoff, K.: Neurofinance. Organ. Res. Methods 1–27

(2017)
26. Mischel, W., Ayduk, O.: Willpower in a cognitive-affective processing system: the dynamics

of delay of gratification. In: Baumeister, R.F., Vohs, K.D. (eds.) Handbook of Self-regulation.
Research, Theory, and Applications, pp. 99–129. New York (2004)

27. Mohr, P.N.C., Li, S.-C., Heekeren, H.R.: Neuroeconomics and aging: neuromodulation of
economic decision making in old age. Neurosci. Biobehav. Rev. 34, 678–688 (2010)

28. Ricciardi, V., Simon, H.K.:What is behavioral finance? Bus. Educ. Technol. J. 2(2), 1–9 (2000)
29. Setchell, J.M., Curtis, D.J.: Field and Laboratory Methods in Primatology: A Practical Guide.

Cambridge University Press, Cambridge (2003)
30. Shadish, W.R., Cook, T.D., Campbell, D.T.: Experimental and Quasi-Experimental Designs

for Generalized Causal Inference. Houghton Miffin, Boston (2002)
31. Sharp, C.,Monterosso, J.,Montague, P.R.: Neuroeconomics: a bridge for translational research.

Biol. Psychiat. 72, 87–92 (2012)
32. Squire, L., Berg, D., Bloom, F.E., du Lac, S., Ghosh, A., Spitzer, N.C. (eds.): Fundamental

Neuroscience. Academic Press, Elsevier (2008)
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Chapter 7
An Attempt of Knowledge Handling
for Experimental Economics Domain

Agnieszka Konys

Abstract As experimental economics proved to be promising and dynamically
growing research field, a lot of methodological and practical issues are raised in
scientific literature. However, practical possibility of knowledge handling in whole
experimental economics domain is limited. On the other hand, a development of
knowledge management mechanisms, especially focusing on knowledge engineer-
ing and ontologies, provides auspicious means to handle knowledge. As the result
of the mentioned above, in this chapter, an attempt of ontology as a form of knowl-
edge engineering for handling knowledge in experimental economics is proposed.
To confirm the applicability of the proposed approach, several case studies referring
to selected problems of experimental economics are provided.

Keywords Knowledge engineering · Ontology · Experimental economics ·
Knowledge management · Economic ontology · Financial ontology

7.1 Introduction

Global technology spending has increased in the last years and there are some expec-
tations in effectivity of appliedmeans. In aworld of growing business dynamics, high
rates of technological advances and structural changes and challenges, enterprises
need to be effectively and continuously redesigned and reengineered in order to
achieve strategic and operational success. It is quite difficult to expect the outcomes
of these practices. To overcome these problems, effective means offered by exper-
imental economics are increasingly significant sources of competitive advantage
and a key to the success of contemporary organizations, bolstering the collective
expertise of its employees and partners. Thus, to advance the power of experimen-
tal economics, the applicability of knowledge engineering seems to be promising
approach. Infusing more knowledge into the domain and also successful handling
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the knowledge generally helps to improve data interpretation, its management and
prediction, and in the aftermath of this, making better decisions.

When analyzing experimental economics domain, it should be pointed that an
adaptation of new tools, methods, mechanisms and also discovering new areas of
practical usage of these means is well promising. For example, the refinement of
these means may refer to an ontology-based approach and its applicability in exper-
imental economics. The need of finding ways of consolidating the knowledge in
one main aggregate solution might provide complete and comprehensive solution
dedicated to experimental economics, although it requires putting the effort to suc-
cessfully collect, handle and reuse existing knowledge derived from selected case
studies. However, reviewing the literature and existing approaches, therewere narrow
attempts to adapt knowledge engineering mechanisms in experimental economics.
Therefore, the chapter aims to provide an attempt for handling domain knowledge
for experimental economics. The aim is not only an attempt to adapt knowledge engi-
neering mechanisms in experimental economics, but to ensure formal, practical and
methodological guidelines of how to find the comprehensive knowledge of applied
decision situations.

The rest of the chapter is organized as follows: Sect. 7.2 presents literature review,
providing essential information of knowledge management mechanisms and appli-
cability of ontologies in experimental economics. In Sect. 7.3, formal foundations
for ontology for experimental economics domain are featured. Section 7.4 yields an
attempt for ontological representation for experimental economics domain supported
by practical use cases.

7.2 Literature Review

7.2.1 Knowledge Management Mechanisms

According to the literature, knowledge management (KM) is a discipline concerned
with the analysis and technical support of practices used in an organization to iden-
tify, create, represent, distribute, and enable the adoption and leveraging of good
practices in organizational processes [1]. Effective knowledge management is an
increasingly important source to build a competitive advantage as well as a cru-
cial key of contemporary organizations, bolstering the collective expertise of its
participants and collaborators [2]. On the other hand, an open problem in knowl-
edge management concerns effective collecting, systemizing, handling and reusing
of increasingly growing amount of knowledge [3]. This problem encompasses both
tacit and explicit knowledge. Thus, an important challenge is weighing the relevance
of knowledge engineering mechanisms to improve overall means of the progress
towards knowledge handling [1, 4, 5].

Accordingly, ontologies show a wide spectrum of applicability in this area [4,
6]. Ontologies are one of the crucial components of the Semantic Web, providing
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a formal and explicit description of the elements belonging to a domain, such as
concepts, properties, relations, functions and axioms [7, 8]. A well-defined ontology
construction requires to adapt a proper methodology, defining the main steps (e.g.
Noy and McGuiness, Methontology and On-To-Knowledge [9–11]). Apart from
methodologies, there are some tools to support anddevelopontologies andknowledge
engineering processes (e.g. OntoStudio, RapidMiner, Protégé), and recommended
standards to build an ontology (e.g. OWL/XML and RDF/XML) [12].

7.2.2 Ontologies in Experimental Economics (Economy
and Finance)

Nowadays, great effort has been put into building reusable semantic structures that
can be informal vocabularies, catalogues, glossaries as well as more complex finite
formal structures representing the entities within a domain and the relationships
between those entities [13, 14]. A wide range of applications is emerging to handle
with the problem of communication and exchange of information between different
entities [15]. The pertinence of semantic structures, especially ontologies, is widely
discussed in different applications covering economic and financial problems [16].

There are many domains of interests that can utilize ontologies to use them as the
knowledge repository [17]. The field of economy and finance is a conceptually rich
domainwhere information is complex, huge in volume and a highly valuable business
product by itself [18–20]. A massive amount of valuable information is produced
worldwide every day, but its collecting, handling and processing is a hard and time-
consuming task [21]. Efficient handling knowledge is needed in the financial and
economic fields, providing the access the contents that are most relevant in time,
offering an effective way to exploit it [22, 23].

Based on the literature, previous works exploited the practical applicability of
ontology by providing some basic ideas of existing relations between instances [17],
providing an approach to creating domain ontologies for higher education in eco-
nomics [24], using an ontology for the sharing economy [22], and elaborating a
financial fraud ontology [16]. Moreover, the role of ontology in the field of finance
and economy was considered by Lara et al. [21]. They emphasized the important
role of the ontology as a management technique to enable an efficient generation,
management and consumption of complex and big information resources.

Consecutive approaches consider also financial aspects in knowledge engineering,
offering specification of financial knowledge [25], business intelligence modelling
to predict bankruptcy using financial domain ontology with association rule min-
ing algorithm [18] and using an ontology-based business intelligence in a financial
knowledge management system [5]. Other works consider also development of a
method for ontology-based empirical knowledge representation and reasoning [4]
and building an ontology for financial investment [16].
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The in-depth analysis of the literature highlights somemissing aspects of exploita-
tion of knowledge-based engineeringmechanisms in economy and finance fields. For
example, a representation of empirical knowledge in a structural way for experimen-
tal economics in order to help knowledge requesters clearly understand empirical
knowledge seems to be promising approach [1–5, 24]. To do this, an ontology may
be adopted to deduce empirical knowledge in experimental economics in order to
share and reuse relevant empirical knowledge effectively. Unfortunately, the sur-
veyed literature does not demonstrate an existence of a comprehensive and com-
plex ontology-based approach supporting this process. The motivation to provide an
attempt for handling domain knowledge for experimental economics is to fill this
research gap and to ensure formal, practical, and methodological guidelines of how
to find the comprehensive knowledge of applied decision situations in experimental
economics domain.

7.3 Formal Foundations for Ontology for Experimental
Economics Domain

This research aim is to offer an attempt to knowledge handling in experimental
economics domain. Thus, this process requires a carefully elaboration of selected
approaches dedicated to experimental economics domain. The proposed ontology
contains a set of various case studies, however, each ontology may have supplement
super classes, classes and subclasses that can be added or can be borrowed from
another ontology concept.

The process of ontology construction requires collecting and further elaboration
and classification of gathered information. In the aftermath of these activities, the
knowledge is transformed from the unstructured form into the semi-structured form.
To present the well-formed knowledge base, the set theory is used. The application
of the set theory conveys the semi-formal mathematical description. Previously iden-
tified specifications of the selected approaches dedicated to experimental economics
domain were a basis for the mathematical elaboration, shown below.

To define a range of a relation, it is assumed that R is a relation from set Ep and A,
then the set of all taxons (all of the first components of the ordered pairs) belonging
to R is called the domain of R. Thus, Dom is defined as follows:

(R) = {ep ∈ Ep:(ep, a) ∈ R for some a ∈ A}

The set of all second components of the ordered pairs (the set of all taxons)
belonging to R is called the range of R. Thus, the range of R is defined as follows:

(R) = {a ∈ A:(ep, a) ∈ R for some ep ∈ E}
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If experimental economics problem Ep and attributes A are two non-empty sets,
then the Cartesian product E of Ep and A, denoted Ep × A, is the set of all ordered
pairs (ep, a) such that ep ∈ Ep and a ∈ A:

Ep × A = {(ep, a) : ep ∈ Ep, a ∈ A}

Attributes A contain the finite set of taxons, defined as follows:

A = {At,Tt,Kw,Do}

where At is the author of the paper, Tt is the title of the paper, Kw refers to the
keyword and Do is the digital object identifier.

Experimental economics problem Ep contains the finite set of taxons, which are
subsets:

Ep: {Ep1,Ep2,Ep3,Ep4,Ep5,Ep6,Ep7,Ep8,Ep9,Ep10,
Ep11,Ep12,Ep13,Ep14,Ep15,Ep16,Ep17}

where Ep1 is the first experimental economics problem, Ep2 is the second experi-
mental economics problem, Ep3 is the third experimental economics problem, and
Ep4 is the fourth experimental economics problem, Ep5 is the fifth experimental
economics problem, Ep6 is the sixth experimental economics problem, Ep7 is the
seventh experimental economics problem, Ep8 is the eighth experimental economics
problem, Ep9 is the ninth experimental economics problem, Ep10 is the tenth exper-
imental economics problem, Ep11 is the eleventh experimental economics problem,
Ep12 is the twelfth experimental economics problem, Ep13 is the thirteenth experi-
mental economics problem, Ep14 is the fourteenth experimental economics problem,
Ep15 is the fifteenth experimental economics problem, Ep16 is the sixteenth exper-
imental economics problem and Ep17 is the seventeenth experimental economics
problem.

The formalization allows performing these formulations into model of concepts
and relationships between them. Forerunning step of an ontology construction needs
to a taxonomy elaboration. Taxonomical view offers a class hierarchy with assigned
relations. It constitutes a multi-dimensional view and creates a meta-model for fur-
ther ontological elaboration. On base of this, the set of concepts, properties and
relationships was established. In the aftermath of this, the set of criteria and sub-
criteria with existing relations between them was implemented in the Protégé soft-
ware. Overall, the final set of attributes was defined including 4 main criteria and
119 sub-criteria. The set of considered experimental economics problems contains
17 examples (Fig. 7.1) [1, 4, 5, 16–18, 21, 22, 24–34].

To preserve ontological rules, the set of object properties was constituted covering
domain and range. It is assumed that each criterion has an attribute and also the
inversion property is kept. Based on the formed semi-formal description using set
theory, the descriptive notation is also provided.
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Fig. 7.1 Visualization of main schema using OntoGraf tool

• Author attribute contains the set of identified authors of the papers, especially
including all of the authors assigned to a given paper. If it is possible, the full name
is provided. For this ontology, 30 authors were selected: Waralak V. Siricharoen,
Thitima Puttitanun, Pablo Castells, Borja Foncillas, Rubén Lara, Mariano Rico,
Juan Luis Alonso, Dejan Lavbič, Olegas Vasilecas, Rok Rupnik, Josip Mesaric,
Branimir Dukic, Moritz von Hoffen, Jerzy Korczak, Helena Dudycz, Mirosław
Dyczkowski, A. Martin, M. Manjula, V. Prasanna Venkatesan, Hilary Cheng, Yi-
Chuan Lu, Calvin Sheu, Zili Zhang, Chengqi Zhang, Swee San Ong, Yuh-Jen
Chen, Małgorzata Łatuszyńska, Waldemar Tarczyński, Mateusz Piwowarski and
Kesra Nermend (Fig. 7.2) [1, 4, 5, 16–18, 21, 22, 24–34].

• Title attribute covers various titles of the papers referring to experimental eco-
nomics problems. For this ontology, 16 examples were added, but it is only repre-
sentative, exemplary set: A Business Intelligence Model to Predict Bankruptcy
Using Financial Domain Ontology with Association Rule Mining Algorithm,
Semantic Web Technologies for Economic and Financial Information Manage-
ment, An ontology-based business intelligence application in a financial knowl-
edge management system, Cognitive neuroscience techniques in supporting deci-
sionmaking and the analysis of social campaign,AnApproach toCreatingDomain
Ontologies for Higher Education in Economics, Creating Ontology Chart Using

Fig. 7.2 Visualization of author attributes using OntoGraf tool
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Fig. 7.3 Visualization of title attributes using OntoGraf tool

Economy Domain Ontologies, Neuromarketing Tools in Studies on Models of
Social Issue Advertising Impact on Recipients, Experimental Research in Eco-
nomics and Computer Simulation, The Sharing Economy Meets the Semantic
Web: An Ontology for the Matchmaking of Peers, Development of a method for
ontology-based empirical knowledge representation and reasoning, Selected Sta-
tisticalMethods in Experimental Studies, Neuroeconomic and Behavioral Aspects
of Decision Making, Cognitive Neuroscience Techniques in Examining the Effec-
tiveness of Social Advertisements, Specification of Financial Knowledge—The
Case of an Intelligent Dashboard for Managers, EEG in analysis of the level of
interest in social issue advertising, Ontology-based multi-agent system to support
business users and management, and Building an Ontology for Financial Invest-
ment (Fig. 7.3) [1, 4, 5, 16–18, 21, 22, 24–34].

• Keyword attribute comprises the listed keywords from the set of the analyzed
papers. The identified set of keywords contains 55 examples and it is shown as
follows: Ontology, Agent, Test methods of statistical regularities, Social adver-
tisement, Topic maps, Decision making support, AIDA, Dashboard for managers,
Neuroeconomic, Semantic Web, Semantic Web Technologies, Description Lan-
guage, Economic and Financial Information Management, Ontology for the eco-
nomic and financial information domain, Information retrieval, Ontology Chart,
Knowledge base, Cognitive neuroscience, Economic ontology, Data warehouse,
EEG,Behavioral aspects, Correlations, FinancialOntology,Knowledge reasoning,
Multi-agent system, Sharing Economy, Business process management, Data Min-
ing, Computer simulation, Empirical knowledge, Z-Score Model, Advertisement,
Bankruptcy, Higher education, Social campaign, Domain Ontologies, Structure,
Model of advertising impact, Financial domain Ontology, Dynamics and volatil-
ity, Financial Investment, Knowledge management, Decision support, Business
intelligence, Business rules, Financial knowledge,Decisionmaking, Collaborative
Consumption, Economy, Bond ratings, Experimental economics, GSR, Knowl-
edge representation, OWL and HR (Fig. 7.4) [1, 4, 5, 16–18, 21, 22, 24–34].

• DOI attribute provides the information of digital object identifier, used commonly
to add unique identifier to the object, standardized by ISO. The aim of this
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Fig. 7.4 Visualization of keyword attributes using OntoGraf tool

attribute is to help in finding the necessary information of the paper. In case of the
problems with DOI, ISSN and ISBN are provided: https://doi.org/10.4156/jdcta.
vol3.issue3.8, https://doi.org/10.1007/978-0-387-48531-73, https://doi.org/10.
3846/tede.2010.21, https://doi.org/10.1109/iti.2007.4283747, https://doi.org/10.
1109/icsc.2017.103, ISSN 1507-3858, ISSN 1694-0814, https://doi.org/10.1016/
j.eswa.2008.02.047, https://doi.org/10.1007/s10506-005-4163-0, https://doi.org/
10.1016/j.dss.2010.02.010, https://doi.org/10.1007/978-3-319-28419-4, ISBN
978-3-319-62938-4, https://doi.org/10.1007/978-3-319-99187-08, https://doi.
org/10.1007/978-3-319-62938-422, https://doi.org/10.1016/j.procs.2018.08.056,
https://doi.org/10.23918/icabep2018p1 (Fig. 7.5) [1, 4, 5, 16–18, 21, 22, 24–34].

However, it is possible to enrich the ontology adding additional attributes and
relations. The presented set is only an empirical attempt for ontological knowledge
representation in experimental economics domain. To conclude, the elaborated set
of attributes and relations was implemented into the Protégé application using OWL
(Ontology Web Language) standard for knowledge representation.

Fig. 7.5 Visualization of DOI attributes using OntoGraf tool

https://doi.org/10.4156/jdcta.vol3.issue3.8
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https://doi.org/10.1016/j.dss.2010.02.010
https://doi.org/10.1007/978-3-319-28419-4
https://doi.org/10.1007/978-3-319-99187-08
https://doi.org/10.1007/978-3-319-62938-422
https://doi.org/10.1016/j.procs.2018.08.056
https://doi.org/10.23918/icabep2018p1


7 An Attempt of Knowledge Handling for Experimental … 93

7.4 Ontological Representation for Experimental
Economics Domain

To structure of the elaborated knowledge, the extracted concepts (attributes) were
implemented. The formal description of presented knowledge representation allows
for machine-readable processing, sharing, reuse and, finally, populating new knowl-
edge for experimental economics. This formal representation captures domain
knowledge about selected experimental economics problems and offers a wide spec-
trum to capitalize on the effects. The main structure of the ontology is shown in
Fig. 7.6.

To show practical application of the presented ontology, the set of case studies was
mapped out. The case study focuses on collecting the information of experimental
economics problems containing the following keywords: domain ontologies and
economic ontologies, and determining by https://doi.org/10.1109/iti.2007.4283747.
Each of the criteria and sub-criteria should be fulfilled to belong to the final ranking.
This specification was used to formulate the defined class reflecting necessary and
sufficient conditions. Based on this definition, the reasoning and also validating
process of the ontology was started. Validating the ontology allows to check both
the consistency and correctness of the proposed ontology. To investigate whether the
ontology is capable to complete information retrieval and interoperability needs, the
results have been compared to the knowledge included in the comparison analysis
of experimental economics problems.

To obtain the set of results, the query was computed by a Description Logic Query
mechanism (Fig. 7.8), implemented in Protégé software. Visualizing the final ranking
of the solutions is presented in Fig. 7.7. Based on the received results, only one of
experimental economics problems matches these requirements (Fig. 7.8).

Fig. 7.6 Visualisation of the main structure of the ontology using OWLViz tool

Fig. 7.7 Visualisation of the main structure of the ontology using OWLViz tool

https://doi.org/10.1109/iti.2007.4283747
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Additional experimental query has been posed to find the experimental economics
problems including the set of features: keywords—domain ontologies, or economic
and financial information management or economic ontology, or financial ontology,
or financial domain ontology, or ontology for the economic and financial informa-
tion domain.Assuming that this definition can be fulfilled partially, four experimental
economics problems match the results. Thus, the application of the reasoning mech-
anism provides a set of results with regard to these pre-defined requirements, shown
in Fig. 7.9. The definition implemented in the Description Logic Query mechanism
is presented in Fig. 7.10.

Based on the experimental case studies, correctness of the obtained results con-
firms the validation process and, consequently, provides the set of results. Both
of the presented queries were added manually. Enriching ontology by adding new
experimental economics problems offers new opportunities for handling existing
knowledge and obtaining new one.

Fig. 7.8 Visualisation of the main structure of the ontology using DL query mechanism

Fig. 7.9 Visualisation of the main structure of the ontology using OWLViz tool
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Fig. 7.10 Visualisation of the main structure of the ontology using DL query mechanism

7.5 Conclusions

This chapter concerned the compound problem of knowledge handling in experimen-
tal economics domain. Diversity of considered experimental economics problems
and, on the other hand, the process of gathering knowledge in one single place, poses
promising challenges on how to do it effectively and practically. A clear demand
to adapt knowledge engineering mechanisms to modern economic problems high-
lights the validity to an attempt of applicability of ontology for handling knowledge
in experimental economics. A revised literature confirmed the lack of knowledge
systematization in this field. In response to bridge this gap, an author developed an
approach based on knowledge management, tailored for the experimental economics
domain. The main intention of ontologies’ creation is to capture and formalize a
domain of knowledge. In practical terms, the author proposes a reusable domain
model of selected experimental economics problems to multi-usage, reusing, and
knowledge sharing and dissemination.

The presented ontology contained several experimental economics problems, sup-
ported by the set of competency questions. This form of knowledge representation
can be useful in case of finding quickly and intuitively any public available informa-
tion (e.g. author, title, keyword and DOI) of the experimental economics problems.
Technically, the formalized structure of the ontology allows the users to have a
machine-readable access and handling data across the knowledge sources developed
for experimental economics domain.

Through the introduced experiments yield satisfactory results in general pro-
posed attempt of an ontology, there were some limitations in presented approach.
For example, the presented ontology needs to be extended in the future by adding
additional experimental economics problems to ensure complex and complete source
of knowledge. Incorporating great amount of up-to-date information enhances the
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applicability and comprehensiveness of proposed approach. Moreover, each ontol-
ogy may have supplement super classes, classes and subclasses that can be added or
can be borrowed from another ontology concept. It seems to be interesting to ensure
this interoperability in the offered model.
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Chapter 8
Quantitative Methods in Real Estate
Mass Appraisal

Mariusz Doszyń and Krzysztof Dmytrów

Abstract Proposed introduction of the ad valorem tax on the real estate market
makes it necessary to perform mass appraisal of the real estates. The goal of the
chapter was verification of usefulness of econometric and statistical methods in
the mass appraisal process. Exponential econometric model and partial τB Kendall
correlation coefficients were applied to identify the impact of attributes and loca-
tion on unit real estate price. The so-called Szczecin algorithm of real estate mass
appraisal was the basis in both econometric and statistical approach. Accuracy of
both approaches was checked by means of percentage error (PE) and mean abso-
lute percentage error (MAPE) distributions. Real database containing information
about 113 transactions with undeveloped land for housing purposes in Szczecin was
used. The research results suggest that both methods can be used for real estate mass
appraisal; however, the econometric approach gave slightly better results.
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8.1 Introduction

Nowadays, there is a need to use scientific and modern tools in mass evaluations.
The number of real estate for which the value has to be settled is usually high.
Mass evaluations have to be also often repeated. Therefore, in contemporary mass
appraisals, quantitative methods should be applied, if possible.

Mass appraisal process is substantially different than individual real estate val-
uations. In mass appraisal, many real estate have to be evaluated at the same time,
by means of the same methodology. Econometric and statistical methods seem to be
useful in this context.

Therefore, the main hypothesis of the chapter is that quantitative (econometric
and statistical) methods are helpful in supporting the process of real estate mass
appraisal. These methods give the possibility to objectively estimate the impact of
real estate attributes on value (or price). It does not mean that experts (appraisers)
should be excluded from the mass appraisal process. There are situations in which it
is not possible to apply quantitativemethods. For example, databases would contain a
small number of observations or real estate would not have certain states of attributes.
Generally, all quantitative results should be judgedby experts, before they are applied.

There are also many methodological issues connected with the application of
econometric and statistical methods in the real estate mass appraisal. These methods
are envisaged for modelling random variables, for which we have many realizations,
for different states of control variables. That kind of conditions is mainly concerned
in experimental sciences, where controlled (explanatory) variables could be freely
determined.

While applying econometric and statistical methods, instead of different states of
control variables, we have various real estate, with different states of their attributes.
In the presented context, controlling the attributes’ states could be understood as a
choice of real estate with different attribute states.

To sum up, in the chapter, econometric and statistical methods will be applied to
estimate the attributes’ impact on the price of real estate. On the basis of price, real
estate values will be calculated. Instead of control variables, real estate with different
attributes states will be analysed.

8.2 Literature Review

There are manymethodological proposals in the literature in the context of real estate
evaluation but most of them regard individual appraisals. The extensive review of
quantitative methods useful in mass valuation could be found in Kauko and D’amato
[9].

Generally, they might be classified into four groups:

1. model-driven methods,
2. data-driven methods,
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3. methods based on machine learning,
4. expert methods.

That kind of classification could be found in Kauko and D’amato [9]. Model-
driven methods constitute the standard approach. They include standard economet-
ric models, hedonic regression models and spatial econometric models. Data-driven
methods involve nonparametric models, such as geographically weighted regression
(GWR). Nowadays, the fastest growing groups are methods based on machine learn-
ing. They include varieties of quantitative tools, such as artificial neural networks
(ANN), genetic algorithms, fuzzy logic and rough set theory. Also, expert methods,
such as analytic hierarchy process (AHP), conjoint analysis, and contingent valua-
tion (CV), constitute the fast-growing group. They might be helpful if the quality of
databases is low and also could efficiently support mass appraisal process.

Despite the rapid development of other methods, multiple regression analysis is
usually the standard approach in mass real estate valuations. Problems connected
with application of these methods are discussed, e.g., in Benjamin et al. [1], Dell
[3], Isakson [8], and Pagourtzi et al. [15]. Some researchers suggest using a priori
information in the form of restrictions to avoid negative effects of multicollinearity
[14].

Usefulness of econometric models with spatial effects in mass appraisal context
was considered by Bourassa et al. [2], Kauko and D’amato [9]. In Zurada et al. [17],
regression models are compared with artificial intelligence methods. An example of
expert system application is provided in Kilpatrick [10].

In this chapter, in the last step, the Szczecin algorithm of real estate mass appraisal
will be used. It is described, e.g., in Hozer et al. [7]. Problems connected with the
econometric specification of that algorithm are presented in the chapter of Doszyń
and Hozer [5]. The problems of introducing attributes into econometric models with
respect to measurement scales are discussed in Doszyń [4]. Prediction accuracy
measures useful in mass appraisal are discussed in McCluskey et al. [13].

8.3 Methods

In the chapter, two kinds of methods are used to estimate real estate attributes’ impact
on value: econometric and statistical. After this, the Szczecin algorithm of real estate
mass appraisal will be applied to evaluate real estate. In the last step, usefulness of
econometric model will be compared with statistical methods.

The Szczecin algorithm of real estatemass appraisal could be presented as follows
[7]:

w j i = wwr j · powi · cbaz
K∏

k=1

kp∏

p=1

(
1 + akp

)
(8.1)
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where wji—market (or cadastral) value of ith real estate in jth location attractiveness
zone,
wwrj—market value coefficient in jth location attractiveness zone (j = 1, 2, …, J),
J—number of location attractiveness zones,
powi—area of ith real estate,
cbaz—price of 1 m2 of the cheapest (unimproved) land in the appraised area,
akp—the impact of pth state of kth attribute (k = 1, 2, …, K; p = 1, 2, …, kp),
K—number of attributes,
kp—number of states of kth attribute.

The basic price is the price of a real estate with the worst attribute states. The
algorithm works such that the impact of appraised real estate attributes is added
(by multiplication) to the basic price. In the chapter, attributes’ impact (akp) will be
estimated bymeans of econometric and statisticalmethods.Market value coefficients
(wwrj) are calculated for each location attractiveness zone. They reflect the impact
of a broadly understood location.

Algorithm (8.1) served as a basis for the specification of econometric model. The
surface area (powi) was moved to the left side of Eq. (8.1), and the logarithms were
applied and error term was added:

ln

(
w j i

powi

)
= α0 +

K∑

k=1

kp∑

p=2

αkpxkpi +
J∑

j=2

α j te j + ui (8.2)

where α0—intercept parameter,
K—number of real estate attributes,
kp—number of states of kth attribute,
akp—impact of pth state of attribute k,
xkpi—zero-one variable for pth state of attribute k for ith real estate (i = 1, 2, …, N),
N—number of real estates,
αj—market value coefficient for jth location attractiveness zone,
tej—dummy variable equal to one for jth location attractiveness zone (and zero for
others),
ui—error term.

Model (8.2) is an econometric version of the algorithm (8.1). The dependent
variable is a natural logarithm of a real estate unit value. Real estate attributes are
qualitative variables measured on ordinal scale, so they were introduced into the
model (8.2) as dummy variables, for each state of an attribute.

The model (8.2) includes a constant term. To avoid strict collinearity of the inde-
pendent variables, dummy variables for the worst attributes’ states were omitted,
hence the summation of p = 2, …, kp in (8.2). The ignored state of an attribute
is a reference point for the remaining states. For the same reason, also the dummy
variable for the first location attractiveness zone was ignored. Having regard to all
of this, we could assume that constant term is an estimate of the basic price (cbaz). It
is correct if, in the omitted location attractiveness zone, real estate was the cheapest
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with respect to location. Also, database has to contain real estate with the worst states
of each attributes. In other cases, better than worse attribute states will be omitted
and constant term could not be treated as a basic price. For example, let us assume
that we have surroundings as an attribute with three states: adverse, average and
favourable. But in the database, we have real estate with only two states: average and
favourable. Average (not adverse) surroundings would be a reference point in this
case and the constant term would not be a basic price (cbaz).

Market value coefficients (αj) are estimated by introducing dummy variables for
each location attractiveness zone, but ‘first’ location attractiveness zone is omitted
(because of strict collinearity of independent variables). The skipped location attrac-
tiveness zone creates a point of reference in interpreting market value coefficients
for the remaining zones.

In the next step of the analysis, the statistical approach was used. It was based on
the partial correlation coefficients. As the attributes and the location attractiveness
zones were not numerical, the Kendall correlation coefficients were used. It can be
calculated on the basis of the datameasured on the ordinal scale and is based on ranks.
Kendal correlation coefficient exists in three forms—one of them assumes that all
ranks are distinct (τA). The other two (τB and τC) are based on the assumption that
there are tied ranks. In the chapter, the τB coefficient was used. It is calculated by
means of the following equation [16]:

– Observations are linked in all possible pairs: (xi, yi) and (xj, yj), i �= j.
– If both xi > xj and yi > yj or xi < xj and yi < yj, then such a pair is called concordant.
The number of such pairs is equal to nc.

– If both xi > xj and yi < yj or xi < xj and yi > yj, then such a pair is called discordant.
The number of such pairs is equal to nd.

– If xi = xj or yi = yj, then such a pair is neither concordant nor discordant. It is a
tied pair.

Having determined the above values, τB Kendall coefficient is computed in accor-
dance with the following formula:

τB = nc − nd√
(n0 − n1)(n0 − n2)

, (8.3)

where

n1 =
∑

i ti (ti − 1)

2
,

n2 =
∑

j u j
(
u j − 1

)

2
,

ti—number of observations in a sample featuring the same ith rank value of variable
x,
uj—number of observations in a sample featuring the same jth rank value of variable
y.
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When analysing the relationship between attributes and the value of 1 m2, it may
occur that there is a strong correlation between attributes. It may affect the strength
and direction of the relation between attributes and the value of 1m2 of a real property.
In order to eliminate the impact of the remaining variables during the correlation test
between a given attribute and the value of 1 m2, partial correlation coefficients are
calculated [6]:

vyx ·z = − Ryx√
Ryy · Rxx

, (8.4)

where y—vector of the explained variable,
x—vector of the explanatory variable,
z—vector (or matrix) of the remaining variables,
Ryx—determinant of a matrix cofactor obtained by removing the row corresponding
to y variable and the column corresponding to x variable,
Ryy—determinant of a matrix cofactor obtained by removing the row and column
corresponding to y variable,
Rxx—determinant of a matrix cofactor obtained by removing the row and column
corresponding to x variable.

wk =
∣∣vyxk ·z

∣∣
∑K

k=1

∣∣vyxk ·z
∣∣ · 100% , (8.5)

where k—number of an analysed attribute,
K—number of attributes.

The greater the share of the absolute value of a partial correlation coefficient of
a given attribute is in the sum of the absolute values of all attribute coefficients, the
greater the weight ought to be assigned to a given attribute. Formula (8.5) is used for
the assessment of weights of all attributes [11].

The estimation of the impact of pth state of attribute k (1 + akp) on the value of
1 m2 of a real property can be calculated by means of the following formula [12]:

1 + akp =
(
1 − 1

2
wk

)
+ wk

lkp
kp − 1

, (8.6)

where wk—weight of the kth attribute,
lkp—pth state of attribute k,
kp—number of states of kth attribute.

Having estimated all values of 1 + akp, we can obtain the hypothetical value of
1 m2 of real estate by means of the following formula:
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Ŵhi = powi · cbaz ·
kp∏

p=1

K∏

k=1

(
1 + akp

)
, (8.7)

where Ŵhi—hypothetical value of the ith real estate.
The value of thewwri (for every real estate) is calculated bymeans of the following

formula:

wwri = WRri

Ŵhi

, (8.8)

where WRri—value if the ith real estate set by the appraiser.
Next, the wwrj value for every attractiveness zone is given by means of the fol-

lowing formula:

wwr j = l

√√√√
l∏

i=1

wwri , (8.9)

where l is the number of real estates in the jth attractiveness zone.
Having calculated the values wwrj, they are substituted in Eq. (8.1), to obtain the

market (or cadastral) value of ith real estate in jth location attractiveness zone.

8.4 Empirical Results

The database contains information about 113 transactions from years 2014 to 2018.
The analysis period was expanded to four years to increase the number of observa-
tions. These are real estate transactions with undeveloped land for housing purposes
in Szczecin. According tomarket analysis, prices did not exhibit trend, so corrections
(with respect to time) were not necessary.

Five attributes were taken as explanatory variables:

1. plots area: 1—large (over 1200 m2), 2—medium (500–1200 m2) and 3—small
(less than 500 m2),

2. plot utilities: 1—missing, 2—incomplete and 3—full,
3. surroundings: 1—burdensome, 2—unfavourable, 3—average and 4—

favourable,
4. transport accessibility: 1—unfavourable, 2—average and 3—good,
5. plots shape: 1—unfavourable, 2—average and 3—favourable.

Attribute states are important determinants of real estate price (and value), but
probably the most important is the location. In this research, location impact is
estimated by introducing dummy (zero-one) variables for each precinct. In Szczecin
algorithm of mass valuation, dummies are introduced for location attractiveness
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zones. In this research, precinct are taken, because it is not possible to precisely
identify in which location attractiveness zone is given real estate. Only precincts are
precisely known.

Estimation results are presented in Table 8.1.
All explanatory variables are dummy variables. In case of all attributes, the worse

state is omitted, because of strict collinearity. The ‘first’ precinct is omitted for the
same reason. All omitted states and precinct create reference point. Their impact is
present in a constant term.

All attribute states are statistically significant only in case of area.1 Impact of plot
utilities and transport accessibility is not statistically different from zero. This applies
to all states of these attributes. For surroundings and plots’ shape, only the best states
are statistically significant. Therefore, the impact of area and surroundings and plots’
shape (but only the best states) is statistically different from zero. All statistically
significant estimates are positive, which is consistent with the theory.

The question should be asked, what is the reason that sometimes impact of
attributes is statistically insignificant. At first, attributes are purely qualitative vari-
ables and their states are an effect of expert’s decisions. Two experts might judge
the same attribute’s state differently and this is probably often true. Real estate is
frequently also very similar. This makes variability of attributes low. It is known from
econometric theory that the lower variability, the higher standard errors (and lower
t-statistics).Also, collinearity of explanatory variables that increases estimators’ inef-
ficiency might be a reason. Collinearity makes standard errors of parameters high,
so estimates might be statistically insignificant or could have inappropriate signs.

According to the location, impact of dummy variables is statistically insignificant
only in case of four precincts. Most estimates are negative, which means that unit
prices are lower than in the omitted precinct. Impact of the location is the most
important.

The estimatedmodel is well fitted, and determination ratio is R̄2 = 0.806. Accord-
ing to Jarque–Bera test, residuals distribution is not normal. In this test, pemp = 0.004,
which is lower than significance level equal to 0.05. Residuals are homoscedastic.
In Breusch–Pagan–Godfrey test, empirical significance level is 0.129.

To sum up, in mass appraisals, econometrics results should be verified by experts
(e.g., appraisers). It is especially true when estimates are statistically insignificant
and have signs not consistent with the theory. Experts are also necessary when in the
database some attributes’ states are missing and their impact is necessary to evaluate
different real estate.

Next, the statistical approachwas applied. First, the partial τB Kendall coefficients
were calculated, their significance was analysed and appropriate weights were cal-
culated. These weights were further used for estimation of the (1 + akp) in Formula
(8.1). The partial τB Kendall correlation coefficients and obtained on their bases
weights are presented in Table 8.2.

As seen in Table 8.2, the influence of area and surroundings on the real estate
unit values was statistically insignificant. Also, application of the partial coefficients

1In the chapter, significance level is equal to 0.05.
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Table 8.1 Econometric model of real estate unit price (8.2) (own calculations made in EViews)

Variable Coefficient Std. error t-statistic p-value

Const 5.963 0.146 40.852 0.000

Area = 2 0.151 0.047 3.222 0.002

Area = 3 0.561 0.168 3.337 0.001

Utilities = 2 0.134 0.114 1.179 0.242

Utilities = 3 0.123 0.072 1.701 0.093

Surroundings = 3 0.091 0.068 1.340 0.184

Surroundings = 4 0.269 0.125 2.150 0.035

Accessibility = 2 0.053 0.051 1.030 0.306

Accessibility = 3 −0.043 0.075 −0.571 0.570

Shape = 2 0.146 0.074 1.977 0.052

Shape = 3 0.301 0.083 3.628 0.001

Precinct = 1042 −0.067 0.209 −0.323 0.748

Precinct = 1049 −0.174 0.143 −1.211 0.230

Precinct = 1050 −0.422 0.266 −1.583 0.117

Precinct = 2041 −0.184 0.209 −0.882 0.381

Precinct = 2129 −0.629 0.290 −2.168 0.033

Precinct = 3001 −1.642 0.242 −6.785 0.000

Precinct = 3006 −0.975 0.204 −4.783 0.000

Precinct = 3011 −0.921 0.132 −6.957 0.000

Precinct = 3021 −1.118 0.274 −4.089 0.000

Precinct = 3064 −0.903 0.159 −5.677 0.000

Precinct = 3065 −0.724 0.133 −5.437 0.000

Precinct = 3066 −1.082 0.236 −4.588 0.000

Precinct = 3068 −1.097 0.209 −5.255 0.000

Precinct = 3075 −0.735 0.261 −2.811 0.006

Precinct = 3076 −0.702 0.237 −2.962 0.004

Precinct = 3077 −1.248 0.179 −6.959 0.000

Precinct = 3079 −0.806 0.209 −3.864 0.000

Precinct = 3080 −0.779 0.184 −4.236 0.000

Precinct = 3081 −0.891 0.133 −6.717 0.000

Precinct = 3082 −0.834 0.155 −5.384 0.000

Precinct = 3084 −0.848 0.144 −5.872 0.000

Precinct = 3085 −0.364 0.132 −2.766 0.007

Statistically significant results are bolded (significance level 0.05)
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Table 8.2 Partial τB Kendall
correlation coefficients and
weights (own calculations
made in R and Excel)

Attribute Partial τB Kendall
coefficient

p-value Weight

Area 0.103 0.112 0.142

Utilities 0.183 0.005 0.251

Surroundings 0.053 0.412 0.073

Accessibility 0.202 0.002 0.278

Shape 0.187 0.004 0.256

Statistically significant results are bolded (significance level 0.05)

cleared the influence between analysed attribute and the unit price of real estate
from the influence of other attributes. By this manner, the signs of coefficients were
positive and it is concordant with the assumption that the better the state of a given
attribute is, the higher the unit price of the real estate is.

In a contrary to the econometric approach, the influence of location of the real
estate is measured by the market value coefficients (wwrj), calculated for each
precinct by means of Formula (8.9). Their influence on the real estate unit value
is slightly different than this obtained by means of the econometric model. The
econometric model indicated that the theoretical unit real estate values (for the same
values of all attributes) in the precinct 1018 were higher than in other precincts.
The statistical approach, on the contrary, showed that the higher values were in the
precinct 1042 (here, at the same values of all attributes, the theoretical unit real
estate value was 2.275 times higher than the hypothetical value, obtained only by the
values of attributes), followed by the precinct 1049. The theoretical unit real estate
values in the precinct 1018 were third highest. Precinct 3001 was the least attractive
(here, at the same values of all attributes, the theoretical unit real estate value was by
29.4% lower than the hypothetical value, obtained only by the values of attributes)
(Table 8.3).

In the next step, estimated model is used to obtain the real estate unit values.
Experts’ modifications are not made, and their meaning will be considered in the
future research. Removing insignificant variables might make remaining estimates
biased. Therefore, real estate unit values are calculated on the basis of model pre-
sented in Table 8.1 (the econometric approach) and on the basis of weights presented
in Table 8.2 and the market value coefficients presented in Table 8.3 (statistical
approach). It should be added that the experts’ corrections should be made in that
kind of situations.

The obtained results show that the empirical distribution of unit prices is very
similar to the distribution of prices calculated on the basis of the econometric model.
However, application of the statistical approach gave worse results (Fig. 8.1). It may
result from the fact that in the econometric approach, every state of each attribute
was described by a distinct parameter. On the contrary, in the statistical approach,
assigned weight for each attribute was shared for its every state. Therefore, the
transitions between states, obtained by means of Formula (8.6), were linear, which
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Table 8.3 Market value
coefficients (wwrj) (own
work)

Precinct wwrj

Precinct = 1018 2.152

Precinct = 1042 2.275

Precinct = 1049 2.161

Precinct = 1050 2.150

Precinct = 2041 2.024

Precinct = 2129 2.139

Precinct = 3001 0.706

Precinct = 3006 0.875

Precinct = 3011 1.063

Precinct = 3021 1.002

Precinct = 3064 1.103

Precinct = 3065 1.378

Precinct = 3066 1.179

Precinct = 3068 0.813

Precinct = 3075 1.345

Precinct = 3076 1.663

Precinct = 3077 0.757

Precinct = 3079 1.087

Precinct = 3080 1.256

Precinct = 3081 1.211

Precinct = 3082 1.351

Precinct = 3084 1.352

Precinct = 3085 1.627

was not in the case of the econometric approach. Also, distribution of percentage
errors (PE) seems to confirm this conclusion (Fig. 8.2).

Percentage error is calculated as PE = (pi − vi)/pi, where pi—a unit price of
an ith real estate and vi—unit real estate value obtained from the estimated model.
Average percentage error, for all 113 transactions, was equal to −1.06% for the
econometric approach. The statistical approach gave this error on the level of −
1.43%. These results mean that predictions are almost unbiased. Average absolute
percentage error, calculated as a mean for absolute PE (MAPE), is equal to 10.59%
in case of the econometric approach and 12.62% for the statistical one. It means
that the unit real estate values are different than real unit prices on the average by
±10.59% (in the econometric approach) and ±12.62% in the statistical approach.
To conclude, estimated model predicts unit prices (which are treated as a unit real
estate values) quite accurately.

Both econometric and statistical approach provide to a slightly negatively skewed
distribution of percentage error (Fig. 8.2).
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8.5 Conclusions

In the chapter, the econometric and statistical approaches were applied for the real
estate mass appraisal. The modified Szczecin algorithm of real estate mass appraisal
was used. The results show that both approaches can be used in the process of
real estate mass appraisal. The econometric approach yielded better results. Both
methods generated quite lowmean percentage errors, and however, theywere smaller
in the case of econometric approach. The reason for this was that in the econometric
approach, each state of each attribute was described by distinct parameter, while
in the statistical approach it was not—the transitions between states were assumed
to be linear; however, in reality, it was not necessarily true. In order to improve
the statistical approach, it would be necessary to propose the nonlinear transitions
between the states of attributes of the real estates. On the contrary, this research
applied the partial τB Kendall coefficients in order to estimate the impact of attributes
and impact of variables depicting the location in a certain precinct. The analysis also
showed that application of the partial coefficients allowed to clear the influence of
given variable from the influence of other explanatory variables on the unit real estate
price. Also, application of the τB Kendall correlation coefficients is appropriate with
respect to the ordinal scales, by which the attributes are described.

References

1. Benjamin, J.D., Randall, S., Guttery, R.S., Sirmans, C.F.: Mass appraisal: an introduction to
multiple regression analysis for real estate valuation. J. Real Estate Pract. Educ. 7(1), 65–77
(2004)

2. Bourassa, S.C., Cantoni, E., Hoesli, M.: Predicting house prices with spatial dependence: a
comparison of alternative methods. Paper presented at the 15th Conference of the Pacific Rim
Real Estate Society (PRRES), Sydney, Australia, 18–21 Jan 2009

3. Dell, G.: Regression, critical thinking, and the valuation problem today. Apprais. J. 85(3),
217–230 (2017)
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Chapter 9
Application of the Survival Analysis
Methods in Contemporary Economics
on the Example of Unemployment

Beata Bieszk-Stolorz

Abstract Contemporary economics uses newer and newer methods of data analy-
sis. Survival analysis is one of such methods. It originated in the demography and
reliability analysis. Duration of a phenomenon is observed until themoment of occur-
rence of specific event. It can be the duration of life, increase or decrease of share
prices, debt payment, business life, unemployment. If the occurrence of the event
does not take place in specific period, such observation is considered as censored.
Survival function is the basic and primary one. It describes the probability of nonex-
istence of the event until the moment t. The second function is the hazard function
that describes the intensity of occurrence of the event in the moment t. In the chapter,
selected methods of the survival analysis will be applied for the analysis of duration
of the registered unemployment with respect to the unemployed persons’ features.
Among the other things, models of risk of the competing events will be analyzed.
They allow to estimate the probability and intensity of accepting the job, removal
from the register and de-registration due to other causes.

Keywords Survival analysis · Cumulative incidence function · Lunn-McNeil
model · Unemployment

9.1 Introduction

Survival analysis methods are commonly applied in demography and medical sci-
ences for the analysis of human life duration. They are derived from the technical
sciences, where they are used in the reliability theory. They can also be used for the
analysis of the duration of social and economic phenomena. These methods require
the knowledge of the individual data referring to each unit belonging to analyzed
population. It is one of the most significant limitations of these methods because the
access to such data can be very difficult. First, these difficulties can result from the
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K. Nermend and M. Łatuszyńska (eds.), Experimental and Quantitative Methods
in Contemporary Economics, Springer Proceedings in Business and Economics,
https://doi.org/10.1007/978-3-030-30251-1_9

115

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30251-1_9&domain=pdf
http://orcid.org/0000-0001-8086-9037
mailto:beata.bieszk-stolorz@usz.edu.pl
https://doi.org/10.1007/978-3-030-30251-1_9


116 B. Bieszk-Stolorz

institutions’ methods of data collection. Often only the aggregate data is available.
Second, access to the individual data can be limited because of its legal protection.
The survival analysis is based on the probability calculus. The unit’s duration at
given state, which is the random variable, denoted by T, until the moment of cer-
tain event ending its observation, is analyzed. It can be, for example, the company’s
duration, unemployment duration, or duration of credit repayment. The following
events: cessation of the company’s activity, taking up a job or credit repayment are
the terminating ones in these cases. The methods of duration analysis can be used
for the analysis of the companies’ vitality [15], economic activity of the population
[14], dynamics of poverty in urban and rural households [22], credit risk [17], or
unemployment duration [3].

These methods are used in the labor market analyses. Except for the unemploy-
ment duration, the employment time [2, 6], influence of time of receiving allowance
on time, and intensity of looking for employment are also analyzed [18]. The literature
also considers the analysis of competing events (e.g., other forms of unemployment
exit) [7, 21] and the analysis of recurrent periods of unemployment [4].

The goal of the chapter is the comparison of duration and intensity of unemploy-
ment exit due to various forms of de-registration: taking up a job, removal from the
register, and other causes. The hypothesis was made that this differentiation was
caused by the unemployment persons’ features: gender, age, education, and also
seniority and the number of subsequent registrations. In the chapter, the selected
methods of the survival analysis and their application in the analysis of registered
unemployment are analyzed. It was analyzed how the selected characteristics of
the unemployed affected the probability and intensity of unemployment exit. The
three forms of de-registration from the labor office were considered: taking up a job,
removal from the register due to reasons attributable to the unemployed person, and
other causes. It is worth mentioning that in the subject literature often instead of the
term “de-registration”, the term “outflow” is used [19].

9.2 Data Used in the Research

In the research, the individual data obtained from the Poviat Labor Office in Szczecin
was used. Individual data referring to 22,274 unemployed persons registered in 2014
and observed until the end of 2016 was analyzed. The data contained information
about the registration time, gender, age, education, seniority, number of registrations,
and cause of de-registration of the unemployed person. The event that ended obser-
vation was the moment of de-registration from the office. The time from the moment
of registration to the moment of de-registration for a specific cause was analyzed.
Introduction of the Syriusz information system enabled gathering extensive data on
the unemployed persons. Currently, registers give dozens of causes of de-registration.
They are, inter alia, causes connected with taking a job, transition to a pension or
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retirement, continuation of education, going abroad. These causes were grouped and
three groups of competing events were considered: job, removal, and other causes.
Each of the theremain causes of de-registration contained the root causes (Table 9.2).
Taking up job (abbreviated to “job”) consisted of three root causes: taking up job
or other employment, taking up subsidized job, business activity. Removal is the
group of causes, in which the registered person did not show any willingness to
cooperate with the office and was removed from the register through their own fault
or at their own request. Other causes of de-registration (other) were less numerous,
and as previously conducted analyses show, each of them had marginal impact on
the probability of de-registration from the office; therefore, they were considered
together. Part of the observations did not end with the event or de-registration in the
analyzed period. These observations were right-censored. The sizes of each group
are presented in Table 9.1.

Table 9.1 Structure of analyzed unemployed people (own study)

Group Total Job Removal Other Censored

Total 22,274 9837 10,360 1752 325

Gender

Women (K or 1) 9855 4943 3894 832 186

Men (M or 0) 12,419 4894 6466 920 139

Age

18–24 (W1) 3891 1296 2388 199 8

25–34 (W2) 7367 3623 3309 375 60

35–44 (W3) 4547 2090 2152 237 68

45–54 (W4) 3236 1542 1373 249 72

55–59 (W5) 2194 973 787 393 41

60–64 (W6) 1039 313 351 299 76

Education

At most lower secondary (S1) 5439 1505 3498 354 82

Basic vocational (S2) 4905 1947 2482 405 71

General secondary (S3) 2896 1167 1447 250 32

Vocational secondary (S4) 4040 1949 1624 392 75

Higher (S5) 4994 3269 1309 351 65

Number of registrations

Registered for the first time (Z0) 5154 2421 2193 496 44

Registered subsequently (Z0) 17,120 7416 8167 1256 281

Seniority

Without professional experience (D0) 8458 2769 5058 529 102

With professional experience (D1) 13,816 7068 5302 1223 223
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9.3 Research Methodology

The basic concept of the survival analysis is the survival function, defined as follows:

S(t) = P(T > t) = 1 − F(t) (9.1)

where

T—survival time,
F(t)—the cumulative distribution function of the random variable T.

The survival function denotes the probability that the event will not occur until
the moment t. In the case of demography and medical sciences, death is the analyzed
event and the probability that analyzed unit will survive is estimated. In relation
with the defined event, sometimes it is more convenient to analyze the cumulative
distribution functionF(t) that denotes the probability that the event will occur at most
at the moment t. The good example in this case is the analysis of the unemployment
duration. If we define the event as taking up job by the registered unemployed person,
the estimator of the survival function informs, what the probability of staying in the
register is, and the estimator of the cumulative distribution function allows for the
designation of the probability of taking up job.

If the distribution of the survival time of the analyzed occurrence is unknown, the
survival function is mostly estimated by means of the Kaplan–Meier estimator [9]:

Ŝ(t) =
∏

j :t j≤t

(
1 − d j

n j

)
(9.2)

where

dj—the number of events at the moment tj,
nj—the number of individuals at risk by the moment tj.

Research connected with the survival analysis mostly consists in the observation
of units belonging to defined cohort, or the set of units, selected from the population
due to an event or process that takes place simultaneously for the whole set. The
cohort should be selected on the basis of statistically significant features and should
be homogeneous with respect to them. For each unit, the duration at given state
or the duration of analyzed process is observed. If the period of observation of
units is defined, for some of them the event may not occur before its end. In such
cases, the duration for specific unit is known only partially. Such units constitute
the right-censored observations. In research‚ such observations are also situations,
in which the analyzed unit disappears from the view or there is an event excluding
the occurrence of relevant event that ends the observation [20], or the competing
event [1]. In medical applications, the analysis of causes of death is typical example.
For example, in the analysis of cancer, death may occur because of recurrence or
remission (caused by the treatment). Differentiation of these causes is very important
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for the whole treatment process. In the engineering sciences, the competing risk is
connected with the influence of the components on the whole system. Here, the
failure of any component causes the failure of the whole system. The time, in which
the system fails and which component to which degree has caused the failure, is
observed. In practice, observation ended with the competing event can be treated as
the right-censored one. However, the application of the competing risks can bring
interesting results [10, 11].

Let T and C be continuous random variables describing the time to event and
the time to censoring, respectively. When there are K types of competing risks, the
observation encompasses the pairs (X, δ), where X = min(T, C) and δ = 0, 1, …, K.
If a given observation is censored, then δ = 0 and δ = 1, …, K for the observations
ending with an event (one of theK competing risk ones). In this context, one of theK
events can be considered the event of elementary importance, while all the remaining
ones—the competing risk events.

Estimator of the cumulative incidence was for the first time proposed by
Kalbfleisch and Prentice [8]. It is the cumulative probability of occurrence of the
event due to the cause k before time t with the assumption that analyzed unit is
exposed to the existence of any competing risk k [5]. The cumulative incidence
function is defined as follows [12, p. 52]:

CIFk(t) = P(T ≤ t, δ = k) = t∫
0
S(u)hk(u)du = t∫

0
S(u)dHk (9.3)

where

Hk(t)—specified (for a fixed k = 1, 2, 3, …, K) function of cumulative hazard
function,
S(t)—survival function.

Let t1 < t2 < …< ti < …< tn be event times. Similar to the standard cumulative
hazard function in the survival analysis, the cumulative hazard functionHk(t) for the
cause k can be expressed by the Nelson–Aalen estimator:

Ĥk(t) =
∑

j :t j≤t

dk j
n j

(9.4)

where

dkj—number of events that have occurred due to the cause k,
nj—number of individuals at risk at the time tj.

Having combined the two above-mentioned estimators (9.3) and (9.4), we can
estimate the cumulative incidence function due to the cause k [16] as:

CÎFk(t) =
∑

j :t j≤t

Ŝ
(
t j−1

)dkj
n j

(9.5)



120 B. Bieszk-Stolorz

The cumulative incidence function allows to determine the patterns of occurrence
of an event due to the cause k and to assess, to which degree each cause contributes
to the total failure. Since

∑K
k=1 dkj = d j , then the following relation is true:

K∑

k=1

CÎFk(t) = 1 − Ŝ(t) (9.6)

In the absence of competing risk events, we have

CÎF(t) = 1 − Ŝ(t) (9.7)

In order to assess the relative intensity of occurrence of analyzed event until
the moment t, the Lunn-McNeil model can be applied. Data in this model must be
grouped in particular way (Table 9.2). If there areK types of risk, initial data must be
duplicated K times. The ith object with duration ti exists K times. Each observation
(also the duplicated one) is given the status ei that informs about belonging of the ith
object to the specific risk group: ei =1 if observation of the ith object ended with the
occurrence of the event k (k = 1, 2, …, K) and equals 0 otherwise. For the censored
observation, ei = 0 for every k = 1, 2, …, K. Dummy dichotomic variables, D1, D2,
…, DK , representing K types of risk are introduced in the model: Dk = 1 for the risk
of the k—type and 0 otherwise.

If the risk k = 1 is assumed to be the reference, then the model considers K − 1
dummy variables D2, D3, …, DK . X1, X2, …, Xp are the explanatory variables.

If we denote the strata being the types of risk corresponding with K competing
events, and the event k = 1 is considered as the reference by g = 1, 2, …, K, then the
Lunn-McNeil model can be defined as the stratified Cox model with interactions. It
is described by means of the formula [13, p. 423]:

h∗
g(t, X) = h∗

0g(t) exp

⎛

⎝
p∑

j=1

β j X j +
K∑

k=2

p∑

j=1

δk j Dk X j

⎞

⎠ (9.8)

where

X1, X2, …, Xp—explanatory variables,
D2, D3, …, DK—K − 1 dummy variables.

Also, the alternative form of the Lunn-McNeil model can be used [13, p. 423]:

hg(t, X) = h0g(t) exp

⎛

⎝
K∑

g=1

p∑

j=1

δg j DgX j

⎞

⎠ (9.9)

where

X1, X2, …, Xp—explanatory variables,
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D1, D2, …, DK—K dummy variables.

Strata g = 1, 2, …, K correspond with K competing events. The second form of
the model will be used in the presented analysis.

In the Lunn-McNeil model, the parameters δgj are not interpreted directly, but
we interpret the form exp(δgj). If Xi is the explanatory dichotomic variable, then the
expression

HRg
(
X j = 1/X j = 0

) = exp
(
δg j

)
(9.10)

is interpreted as relative hazard (relative intensity) of occurrence of the event of the
k-type.

9.4 Analysis of Probability and Intensity of Exit
from Unemployment

Five features of the unemployed persons were included in the research. In case of
three of them, gender, seniority and the number of subsequent registrations, the two
variants were selected and coded as dichotomic variables. Men, persons without
professional experience, and persons registered for the first one were the reference
groups (coded by 0). In case of education and age, five and six variants were distin-
guished, respectively. In such cases, variables were codes using the method −1, 0, 1
(quasi-experimental coding), what enabled to compare each variant with the mean
value for all groups.

The first stage of the analysis consisted in the estimation of probability of de-
registration with use of the CIF function. Analyzing all forms of exit from unem-
ployment together, it could be noticed thatmedian unemployment durationwas about
3.5 months. It means that until this time half of the unemployed persons were de-
registered (Fig. 9.1). Comparing three causes of exit from unemployment, it should
be emphasized that the probability of exiting to job was similar to the probability of
removal. However, after transition into the state of long-term unemployment (after
12 months since registration) the probability of removal increased.

The leap in value of probability of de-registration due to other causes after
7months of unemployment is characteristic. It also visible in case of selected variants
of analyzed features (Figs. 9.2, 9.3 and 9.4).

Direct analysis of individual data indicated that it was connected with increased
number of de-registrations caused by granting the pre-retirement benefit. In case of
three analyzed dichotomic features women, persons with professional experience
and the unemployed persons registered for the first time had higher probability of
taking up job than removal. For unemployed men, persons without professional
experience and registered subsequently the situation was opposite (Fig. 9.2). In all
variants of features, the probability of de-registration due to other causes was small
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Legend: ■  – job, ■  – removal, ■  – other. 
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Fig. 9.1 Probability of de-registration in total and due to three causes (own study)

and did not exceed the value 0.1. Characteristic leap of its value in the seventh month
of unemployment was particularly visible in case of persons registered for the first
time.

Probability of de-registration due to three causes was differentiated with respect
to education of the unemployed persons. Job was the soonest taken up by the persons
with higher education, next with the vocational secondary education, and the latest
with at most lower secondary (Fig. 9.3). Decision about resignation from mediation
of the labor office was the soonest made by the persons with the lowest education
and the latest with higher education.

In case of the age groups (Fig. 9.4) even 61.5% of persons at the age 18–24 year in
three years since registration resign from the co-operation with the office. Probabili-
ties of taking up job and resignation were similar for persons at the age 35–44 years.
However, persons at the age groups 25–34 and 45–54 slightly more often take up
job than are removed from the register. Persons older than 55 years start to enter
the pre-retirement age. Therefore, they more rarely take up job are removed from
the register. On the contrary, more often than in remaining groups they leave the
register due to other causes. For persons at the age 55–59 year, it is slightly more
than 18% and for persons older than 60 years—almost 30%. For persons at the age
group W5, the leap of the value of probability of de-registration due to other causes
is high in seventh and eighth month and equals 200%. In the group of oldest persons,
probabilities of de-registration due to all three causes are similar.

In the second stage of the research, by using the Lunn-McNeil model, the relative
intensity of de-registration from the labor office was analyzed (Tables 9.3, 9.4 and
9.5).

Figures 9.5 and 9.6 present the hazard ratios. The lack of significance of parameter
in themodelmeans that the intensity for analyzed groupwas similar to the intensity of
the reference group. The analysis showed that among persons registered in the labor
office in Szczecin women (by 7%), persons with professional experience (by 38%),
registered for the first time (by 14%), with higher education (by 58% more than the
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Legend: ■ – job, ■ – removal, ■ – other. 
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Fig. 9.2 Probability of de-registration with respect to gender, seniority, and number of registrations
(own study)
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Legend: ■  – job, ■  – removal, ■  – other. 
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Fig. 9.3 Probability of de-registration with respect to education (own study)

group’s mean) and at the age 25–34 years (by 39%more than the group’s mean) took
up jobmost intensively. On the contrary, men (by 61%), persons without professional
experience (by 57%), with at most lower secondary education (by 46%more than the
group’smean) and at the age 18–24 years (even by 228%more than the group’smean)
were removed most intensively. The number of registrations did not differentiate
the intensity of removal (lack of significance of the parameter). Intensities of de-
registrations of men and women due to other causes were not significantly different.
Persons with basic vocational education (by 20%), registered for the first time (by
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Legend: ■  – job, ■  – removal, ■  – other. 
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Fig. 9.4 Probability of de-registration with respect to age (own study)
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Table 9.3 Estimators of the Lunn-McNeil model for variables: gender, seniority, and the number
of de-registrations (own study)

Parameter Parameter’s
estimator

Standard error Wald’s statistics p Relative hazard

Gender

δ′
1 0.0635 0.0202 9.8638 0.0017 1.0656

δ′
2 −0.4732 0.0204 540.7017 0.0000 0.6230

δ′
3 −0.1027 0.0480 4.5763 0.0324 0.9024

χ2 = 571.734, p = 0.0000

Seniority

δ′
1 0.3197 0.0224 202.9225 0.0000 1.3767

δ′
2 −0.5791 0.0197 865.6541 0.0000 0.5604

δ′
3 0.1861 0.0521 12.7685 0.0004 1.2046

χ2 = 1075.247, p = 0.0000

Number of registrations

δ′
1 −0.1353 0.0234 33.3462 0.0000 0.8734

δ′
2 0.0461 0.0241 3.6689 0.0554 1.0472

δ′
3 −0.3555 0.0531 44.7774 0.0000 0.7008

χ2 = 78.70215, p = 0.0000

Table 9.4 Estimators of the Lunn-McNeil model for education (own study)

Parameter Parameter’s
estimator

Standard error Wald’s statistics p Relative hazard

Education S1

δ′
1 −0.4159 0.0227 337.1938 0.0000 0.6597

δ′
2 0.3797 0.0168 510.6982 0.0000 1.4618

δ′
3 −0.1885 0.0478 15.5521 0.0001 0.8282

Education S2

δ′
1 −0.1401 0.0206 46.4389 0.0000 0.8693

δ′
2 0.0588 0.0188 9.8226 0.0017 1.0606

δ′
3 −0.0514 0.0455 1.2769 0.2585 0.9499

Education S3

δ′
1 −0.0127 0.0251 0.2583 0.6113 0.9873

δ′
2 0.1640 0.0229 51.1901 0.0000 1.1782

δ′
3 0.1390 0.0547 6.4676 0.0110 1.1492

Education S4

δ′
1 0.1096 0.0205 28.4742 0.0000 1.1159

δ′
2 −0.1143 0.0219 27.2365 0.0000 0.8920

(continued)
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Table 9.4 (continued)

Parameter Parameter’s
estimator

Standard error Wald’s statistics p Relative hazard

δ′
3 0.1817 0.0460 15.5889 0.0001 1.1993

Education S5

δ′
1 0.4592 0.0173 707.2241 0.0000 1.5828

δ′
2 −0.4881 0.0239 418.6220 0.0000 0.6138

δ′
3 −0.0808 0.0480 2.8408 0.0919 0.9223

χ2 = 1841.1077, p = 0.0000

Table 9.5 Estimators of the Lunn-McNeil model for age (own study)

Parameter Parameter’s
estimator

Standard error Wald’s statistics p Relative hazard

Age W1

δ′
1 0.2120 0.0266 63.6224 0.0000 1.2362

δ′
2 0.8249 0.0216 1464.0910 0.0000 2.2816

δ′
3 −0.0484 0.0636 0.5779 0.4471 0.9528

Age W2

δ′
1 0.3306 0.0191 300.0242 0.0000 1.3918

δ′
2 0.2121 0.0193 120.8042 0.0000 1.2362

δ′
3 −0.3866 0.0490 62.3716 0.0000 0.6793

Age W3

δ′
1 0.0930 0.0223 17.4245 0.0000 1.0975

δ′
2 0.0656 0.0219 9.0154 0.0027 1.0678

δ′
3 −0.5740 0.0585 96.3522 0.0000 0.5633

Age W4

δ′
1 0.0717 0.0247 8.4292 0.0037 1.0744

δ′
2 −0.1109 0.0256 18.8181 0.0000 0.8950

δ′
3 −0.2574 0.0573 20.1511 0.0000 0.7731

Age W5

δ′
1 −0.0049 0.0294 0.0278 0.8676 0.9951

δ′
2 −0.2804 0.0319 77.4562 0.0000 0.7555

δ′
3 0.5837 0.0480 147.7115 0.0000 1.7926

Age W6

δ′
1 −0.7025 0.0482 212.4250 0.0000 0.4954

δ′
2 −0.7112 0.0457 242.4344 0.0000 0.4911

δ′
3 0.6827 0.0540 159.8288 0.0000 1.9793

χ2 = 2315, p = 0.0000
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Fig. 9.5 Relative intensity of de-registration with respect to gender, seniority, and the number of
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Fig. 9.6 Relative intensity of de-registration with respect to education and age (own study)

43%), with secondary vocational education (by 20%) and older than 60 years (by
98%), were de-registered due to other causes the most intensively. High relative
intensity of de-registration due to other causes was also for the persons at the age of
55–59 years (by 79%).

9.5 Conclusions

Application of the survival analysis allowed to consider various types of competing
risk. In the performed analysis, there were the three various forms of de-registration
from the labor office: taking up job, removal due to the unemployed person’s fault,
and due to other causes. This last cause of de-registration had onlymarginal meaning,
and for most analyzed features, its probability did not exceed 0.1. Only in the groups
of the oldest persons, or at the age 55–59 and 60–64 years, this probability was almost
0.2 and 0.3, respectively. It was connected with transition of the unemployed persons
to retirement or granting the pre-retirement benefit. Also, in case of this form of exit
from unemployment‚ the significant leap in the value of the survival function in the
seventh month since registration is visible. It is particularly high in case of women,
persons with professional experience, registered for the first time, with basic and
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secondary vocational education and for persons older than 55 years. Except for the
two earlier mentioned causes, it was also connected with transition to a pension.

In order to lead efficient labor market policy, the identification of persons, who
have problems with finding employment, is important. Among them, there can be
persons discouraged by job-seeking, who eventually resign from themediation of the
labor office. Such persons were clearly predominant among men, persons without
professional experience, registered subsequently, with at most secondary education,
not older than 25 years. Performed analysis showed that for all unemployed per-
sons, the probability of removal was higher than the probability of taking up job
starting at 12 months since registration, or after transition into the state of long-term
unemployment.

It seems that presented in the chapter, advanced methods of survival analysis are
good supplement to typical statistical indicators used in the analysis of unemploy-
ment. Inclusion of the unemployment duration allows for the identification of groups
of persons to whom the labor market policy should be directed.
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Chapter 10
Could the Volatility Be a Measure
of Investors’ Optimism?

Sebastian Majewski

Abstract The optimism is rather the psychological term describing belief of some-
one in success or hopefulness and confidence in the decision-making process. After
Kahneman and Tversky’s “prospect theory” (Kahneman and Tversky in Economet-
rica 47:263–291, 1979 [9]) the perception of the role of psychology in economic
activities of investors was totally changed. The works of these two authors revolu-
tionized the academic attempt to human judgement. The using of terms “heuristic and
biases” caused that errors of theoretical models became to be explained as the result
of the influence of human nature (Gilovich and others in Heuristic and biases: the
psychology of intuitive judgement. Cambridge University Press, UK, 2002 [5]). The
trading volume on stock exchanges always confirms market trends and signals from
technical analysis. It is possible to assume that during the growing trend, increase in
trading volumedescribes a belief of investors in the bullmarket and during decreasing
trend in bear market. Both situations could be treated as symptoms of optimism and
pessimism of investors. The main goal of the article is to examine that the volatility
could be an indicator of investors’ optimism. So, the main hypothesis is that trading
volume could be modelled by the market risk (standard deviation of rates of return)
using econometric models. Such hypothesis is supported by additional—the sign of
the rate of return is a significant binary variable for econometrical describing of trad-
ing volume. Different methods of estimation of the volatility parameter will be used
in the research—from classical statistics to ARCH-type models. Different length of
the time window of the standard deviation calculating was taken into account and
the 180 trading days window was chosen for the analysis according to similar works
from the past (Majewska in Przeg. Stat. 1–2, 161–170, 2000 [12]). The data used for
verification of raised hypothesis was taken from the Warsaw Stock Exchange, and
it concerns the group of chosen stock exchange indexes listed on the Warsaw Stock
Exchange.
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10.1 Introduction

The trading volume is the one of the most important variables supporting investment
decisions of individual investors on every capital market in the world. Joining trends
of trading volume and prices stand the base rule signalling breakthrough in prices
movements. The technical analysis charges to confirm signals flowing from moving
averages, oscillators and other indicators by the changes of trading volume. It allows
to assume that the changes of volume could express the state of investors’ minds
and emotions. It is not a new approach because some financial analysts have tried
to use volume as a measure of market status [1, 8, 14]. The new in this approach
is to treat indicators or results based on the trading volume as a part of behavioural
finance—the explanation of the obtained results taking into account the behavioural
point of view.

Generally, optimism is defined as hopefulness and confidence about the future
or the success of something. It could be considered that firstly, it is an emotional
state of human nature and secondly, it could drive to illusion of control. In 1979,
Kahneman and Tversky, in their “Prospect Theory”, indicated that investors ascribe
different meanings to gains and loses—emotions after loses have two times more
meaning than after gains. So, emotions should play a serious role in the process of
making investment decisions. Additionally, the level of rates of return (negative or
positive) will have influence on market feeling (optimism or pessimism of individual
investors). It means that relations between trading volume andmarket volatility could
have another character depending on the positive and negative rates of return [9].

The main goal of the article is to answer the question does the volatility be a
measure of investors’ optimism? It is necessary to raise some working hypothesis to
verify usefulness of volatility in measuring of investors’ mood. The hypothesis of the
research assumes that the trading volume could be modelled by 180-working days
volatility using ARCH-type models. The data set of the research is taken from the
Warsaw Stock Exchange, and it involves quotations of five stock exchange indexes:
WIG20, WIG-BUILDING, WIG-BANKS, WIG-INFO and WIG-TELECOM from
their first quotation to the 31October 2018. Indexes taken into account in the research
representing both types: price and income. The chosen group of sectoral indexes is
only a simple sample for verification of possibility of existing relationship between
trading volume and market risk. The main reason for choosing such kind of indexes
was the length of time series (number of observations describing how long is the
index quoted on the market). The positive verification will be a starting point for the
bigger and wider research for all indexes quoted on the Warsaw Stock Exchange.
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10.2 Behavioural Background of the Research

Technical analysis assumes the possibility of the forecasting of market prices by
means of analysis of data generated by the process of trading. It relies on the assump-
tion that markets discount everything except information generated bymarket action.
So, to forecast is needed only to have data generated by market action [16].

First of all, it should be underlined that technical analysis is one of the oldest
techniques supporting investment decisions of individual investors. Its effectiveness
depends on the level of the market efficiency. There is not the meaning of technical
analysis if market is efficient even in weak form. But such kind of knowledge is
insignificant for investors. Tversky and Kahneman also indicated weakness of tech-
nical analysis [17]. According to their work, it is possible to prove that technical
analysis is an example of representativeness effect, which could be understood as
the tendency of investors to predicting future uncertain events by taking a short his-
tory of data and asking what broader picture this history is representing. But the
method is still used and it has a huge group of proponents. The question is why such
big group of investors support technique despite scientific theories? There are some
explanations why so a big number of investors still believe effectiveness of technical
analysis. They are as follow:

1. Communal reinforcement—it is a social construction where an unusual belief is
formed when a claim is repeatedly asserted by investors, rather than due to the
existence of empirical evidence for the validity of the claim.

2. Selective thinking—is the process reliant on focusing on evidences confirming
preconceived, i.e. investment strategy (to justify a belief), ignoring unfavourable
evidences.

3. Confirmation bias—is a type of selective thinking, it is a tendency to notice
and look for information that confirms one’s existing beliefs, whilst ignoring
anything that contradicts those beliefs. The literature gives twomeanings of term
confirmation bias: the first—to preference for confirming information and the
second—a way of testing hypothesis on the basis of instances that are predicted
by the hypothesis while ignoring instances beyond its scope (that is why it is
called as confirmatory strategy of hypothesis testing) [11].

4. Self-deception—is the process of self-misleading tending to acceptance as true
or valid fact believed to be false or invalid by ignoring evidence of the contrary
position.

As it was presented above, the functioning of technical analysis drives to illusion
of control, which is commonly called self-fulfilling prophecy [15]. The “illusion of
control” phenomenon is defined as an expectancy of a personal success probability
inappropriately higher than the objective probability [10]. The environment, chance
situations (competition, choice, familiarity and involvement), skills and propensities
could cause investor more overconfident and less careful in making investment deci-
sion process. Complexity of this problem underlines the fact that overconfidence as
a behavioural phenomenon depends on many other factors.
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The “overconfidence” is one of the most popular phenomena in the literature of
behavioural finance. A term belongs to the wide range of effects called cognitive
biases. There are among others [13]:

– overconfidence;
– confirmation;
– representativeness;
– anchoring effect;
– hindsight.

As the first, Barber and Odean [2] described overconfidence as a very important
effect in decision-making process. They indicated that the gender, age and proficiency
have a strong impact on thewayofmaking investment decision. It could be considered
that all mentioned phenomena have an influence on existing optimism on the capital
market.

10.3 Methodology of the Research

The methodology of the research is based on econometric models. The first step is to
determine trading volume dependent on the sign of rates of return. Dummy variables
describing positive signs (DP) and negative signs (DN) were entered to econometric
modelling. So firstly, the rates of return of chosen indexes were estimated using
ARCH-type models and the Granger causality test, checking is the sign of rate of
return that has an impact on the trading volume.After that rates of returnwere divided
into two groups: above 0 (positive) and below 0 (negative). The second step relies
on the verification of relationships between trading volume and volatility of rates of
return of chosen indexes independently for positive and negative rates of return. The
volatility was based on the moving averages and calculated using standard deviation
in windows n = 30, 90 and 180 trading days. The length of time window refers to
results of researches on the WSE index volatility from the article of Majewska [12].
This way time series of changes in trading volume (dVol—calculated as logarithms)
and standard deviation (SD30, SD90, SD180) were obtained. Because of theWhite’s
test positive results, the ARCH-type models were used to verify the raised problem.

The rate of return of chosen indexes was explained by the following variables in
all the models:

DP—positive signs of rates of return (dummy variable),
DN—negative signs of rates of return (dummy variable),
SD30—moving standard deviation for 30-day window,
SD90—moving standard deviation for 90-day window,
SD180—moving standard deviation for 180-day window.
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The base equation in both steps is described by the general formula:

yt = γ0 +
n∑

k=1

γk Xkt + εt

where

yt—logarithms of changes in trading volume of the index in period t;
Xkt—the value of k-th regressor in period t;
εt—the random component, idd and normally distributed N(0, 1).

The ARCH(q) model is written [4]

ht =∝0 +
q∑

i=1

∝i ε2t−i

where

ht—conditional variance;
εt|I t−1~ N(0, ht)
I t—the information set available at time t;

∝0> 0, 0 ≤∝i≤ 1, εt ∼ N (0, ht )

The general form of the GARCH model is [3]:

ht =∝0 +
q∑

i=1

∝i ε2t−i +
p∑

j=1

β j ht− j

where α0 > 0, αi ≥ 0, β j ≥ 0, i = 1,…, q, j = 1,…, p, to guarantee the non-negativity
of the conditional variance.

The best fit of trading volume movement will attest to the possibility of success-
fully using non-economic factors in econometric modelling. The estimation proce-
dure was maximum likelihood (L), the log of L being given by:

lnL = −N

2
ln2π − 1

2

N∑

t=1

lnht (θ) − 1

2

N∑

t=1

R2
t

ht (θ)
,

where

N—the length of the series;
ht (θ )—the variance function expressed by the equation ht (θ) = eα1+α2·lnεt
Rt—residuals from the regression.
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The concept of Granger causality is based on prediction using econometric linear
models [6, 7]. The idea assumes that the independent variable is the cause of depen-
dent one if there is a possibility of better forecasting its value using historical data
of independent variable that without them. The VAR models are used to testing that.

yt =∝10 +
k∑

j=1

∝1 j yt− j +
k∑

j=1

β1 j xt− j + ε1t

xt =∝20 +
k∑

j=1

∝2 j xt− j +
k∑

j=1

β2 j yt− j + ε2t

where

α, β—estimated parameters of VAR models;
j—time-lag.

The estimation was carried out using the GRETL programme.

10.4 Empirical Results

The research was conducted on the base of five stock exchange indexes listed on the
Warsaw Stock Exchange. It was assumed that the minimum length of time series of
indexes used in the research should be 5000 trading days. They are as follow:WIG20,
WIG-Building, WIG-Banks, WIG-Info andWIG-Telecom. The period of time starts
with the first quotation of indexes (accordingly it was: 21 February 1995 for WIG20,
21 September 1998 for WIG-Building, WIG-Banks and WIG-Telecom and 22nd
September 1998 for WIG-Info) and ends at 30 October 2018. The hypothesis raised
assumes that the relationship between volatility of prices and changes in trading
volume exists. Therefore, the simplest idea was to build an econometric model based
on these two variables. The results of estimation with using OLS classical models,
FGLSmodel (feasible generalized least squarewith correction for heteroscedasticity)
and ARCH-type models indicated there were no relationships between these two
variables. Thus, the idea of using sub-samples time series was applied.

The first step was to verify the significance of signs (negative or positive) of rates
of return in econometric modelling of trading volume. The results of estimation of
ARCH-type models are presented in Table 10.1.

The results presented in Table 10.1 indicate that the sign of the rate of return has a
strong impact on the changes in trading volume. In most cases (4 from 5), there is no
causality between a positive sign of the rate of return and changes in trading volume
in Grager’s meaning. There is only one case of causality—for rates of return of index
WIG20. Such situation could be a result of the existing of technical possibilities of
building investment strategies based on this index. TheWIG20 is an underlying asset
for derivatives quoted on the Warsaw Stock Exchange, so it could be a subject of
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Table 10.1 Results of the regression analysis of trading volume (dVol) of chosen stock exchange
indexes in regard to rates of return’s signs (DP or DN)

Index Independent
variable

Type of
model

Parameter z-stat p-value Granger
causalitya

WIG20 DP ARCH(2) 0.0678222 7.9452 <0.00001 YES

WIG-Banks DP ARCH(1) 0.0654525 5.1278 <0.00001 NOb

WIG-Build DP ARCH(1) 0.0512677 3.3085 0.00094 NOc

WIG-Info DP ARCH(1) 0.0835452 5.8051 <0.00001 NOd

WIG-Tele DP ARCH(1) 0.0677225 4.6550 <0.00001 NOe

Source Own calculations
aVAR models are estimated for variables lagged from t = 1 to t = 5
bThe positive sign is a cause of dVol only for t = 1 lag (p-value equal 0.1)
cThe positive sign is a cause of dVol only for t = 1 lag (p-value equal 0.001)
dThe positive sign is a cause of dVol only for t = 1 lag (p-value equal 0.001)
eThe positive sign is a cause of dVol only for t = 1 lag (p-value equal 0.001)

building hedging and speculative strategies by individual and institutional investors.
It seems to be legitimated to make an experiment, in which econometric models will
be estimated separately for two groups of rates of return (positive and negative).

In the next step, models investigating dependency of changes in trading volume
from moving standard deviations were estimated. In the pre-phase, the length of
time series used for moving standard deviations was determined on the base of the
econometricmodelling. The chosen timewindowequals 180 trading days. The results
of the estimation for the best models are presented in Table 10.2.

The results presented in Table 10.2 indicate that the relationships between changes
in trading volume and volatility exist. Regression parameters have positive sign for
the group of rates of return greater than 0 and negative for rates of return lesser than
0. The proper time window for estimation of standard deviation was determined on
the base of likelihood logarithm—in both cases (“+” and “−”) are the highest for
180 trading days.

Table 10.2 Results of econometric modelling for WIG20

Index/group Independent
variable

Type of
model

Parameter z-stat p-value Likelihood
logarithm

WIG20/(+) SD30 ARCH(1) 5.09088 3.1540 0.00161 −1234.838

SD90 ARCH(1) 5.63147 3.2451 0.00117 −1234.563

SD180 ARCH(1) 6.68186 3.8041 0.00014 −1232.627

WIG20/(−) SD90 ARCH(2) −2.88626 −1.9600 0.05000 −1077.213

SD180 ARCH(1) −3.75376 −2.3531 0.01862 −1076.365

Source Own calculations
Bolded values mean that the probability of making a type I error is small (p-value)
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Table 10.3 Results of econometricmodelling for chosen sectoral sub-indexes for 180-days standard
deviation

Index/group Independent
variable

Type of model Parameter z-stat p-value

There were no statistical significant results for the index WIG-Banks

There were no statistical significant results for the index WIG-Building for the positive group

WIG-Build/(−) SD180 ARCH(2) −9.07012 −2.4520 0.01421

WIG-Info/(+) SD180 ARCH(1) 5.20718 2.2282 0.02587

WIG-Info/(−) SD180 ARCH(1) −6.10447 −2.2747 0.02292

There were no statistical significant results for the index WIG-Telecom

Source Own calculations

Another interesting fact is that absolute values of regression parameters are almost
two times higher in the case of the positive group than in the negative. Stronger
fluctuations of volume in the group of rates of return greater than 0 could testify the
volatility could be the measure of optimism of investors.

Next, the analogical analysis was repeated for sub-sectoral indexes. The results
of estimation are presented in Table 10.3.

First, statistically significant results are obtained only for three of eight cases.
In the most cases, moving standard deviation could not be treated as the regressor
in econometric models. Therefore, the classical OLS models were also estimated
during the research. Unfortunately, that models are also insignificant. Finally, the
results for WIG-Info show that 18-days moving standard deviation could explain
changes in trading volume, and in both cases (“+” and “−”) the force of influence
is similar. The highest absolute value of regression parameter in both Tables (10.2
and 10.3) was obtained for WIG-Building (−). Such situation could be caused by
the speculative bubble, which takes place in building sector on the Warsaw Stock
Exchange in 2007 and 2008.

10.5 Conclusions

The answer to the question contained in the title of the paper was themain goal of this
research. The idea of the research assumes that emotions of investors are reflected
in the trading volume and intensity of the trading could be observed in volatility
of prices. Therefore, the existing of such relationship could bring an argument to
positive verification of the hypothesis. The research gave three general conclusions.

First, that the including of dummy variables pretending positive and negative rates
of return to econometricmodelling of changes in trading volume causes improvement
of results. It means that signs of rates of return have a statistical significant impact
on the changes in trading volume. Obtained results indicate that positive rates of
return generally caused increase in changes of trading volume. Such a situation could
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testify that positive changes on the market build investors optimism. It is necessary
to underline that changes in trading volume are results of decisions of investors
observing changes in assets prices.

Second, the volatility of prices has a strong impact on the changes in trading
volume of index WIG20. These changes are almost two times greater in case of
positive rates of return than negative. Such a situation could testify the volatility
could describe the investors’ optimism. Therefore, for WIG20, the answer on the
question raised is yes, the volatility could be a measure of investors’ optimism.

Third, unfortunately, results for the other indexes are not unambiguous. The rela-
tionship between changes in trading volume andmoving standard deviation forWIG-
Info exists, but regression parameters do not indicate on greater force in case of
positive rates of return than negative. Therefore, for WIG-Info, the answer is maybe
or even no because of lack of relationship for the rest of analyzed indexes.

Fourth, the standard deviation calculated on the base of 180 trading days windows
gives the best results in econometric modelling for trading volume of index WIG20.

The article is a starting point for the researches of relationships between rates of
return, volatility and trading volumes. The further researches will take into account
all kind of indexes from WSE and some important stocks from index WIG20 to
confirm possibility of using trading such kind of optimism measure.

Concluding, it is possible that the volatility could indicate on optimism of
investors, especially when the analyzed asset is a subject of huge number of trans-
actions with high liquidity as the index WIG20.
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Chapter 11
Factor Analysis of the Green
Management in the Context of Poland
Regions Sustainable Development

Adam Sulich and Malgorzata Rutkowska

Abstract The greenmanagement is one ofmany propositions of the actions required
for adopting the new more sustainable and durable models of the economy which
lead to the green economy. This kind of management can be observed on the different
levels of economy, national and regional. Its assessment can be based on secondary
data collected from the companies and presented by the national statistical offices.
The chapter presents the idea of green management in the regional development
context. This chapter aims to examine the role of green management in the context of
sustainable development and use quantitative tools to solve contemporary problems
of green management from the perspective of modern economics. In the first part of
this chapter, green management as an element of the green economy is discussed.
Next, to the quantitative, a qualitative—descriptive method was used. Therefore, this
paper attempts to provide a basic overview of the concept of green management at
the introductory level, which contributes to green job creation.

Keywords Green economy · Green management · Poland regions · Green labour
market · Factor analysis of the development

11.1 Introduction

The greenmanagement is one of the innovative tools for sharing the vision ofmodern
economics. In the literature, the idea of a sustainable economy has been discussed
for decades. In the last few years, the concept of sustainable development has been
sufficiently described, documented and developed, but this cannot be said about the
idea of a green economy. The idea of “green economy” appeared relatively recently
and immediately in documents of high rank of the European Union and the world [5].
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What is more, the latest scientific studies and direct experiences of environmental
devastation and climate change are making it clear, that the economic model needs to
change. Therefore, the green economy was the central theme of the United Nations
conference on sustainable development of Rio + 20 in June 2012 in Rio de Janeiro
[20].

The use of modern econometric methods to measure green management meets
the expectations of modern economics [6, 14]. On the one hand, it contributes to the
broadening of the spectrum of analysed issues and ways of operationalisation of sus-
tainable development and to increase the accuracy of calculations and formulation
of conclusions from the other. In particular, it refers from the perspective of mod-
ern economics to such vital issues as sustainable regional development and green
management. The research covers the chosen indicators data for all voivodeships of
Poland related to the three main areas of sustainable development which is a subject
of green management.

The research aimed to examine the role of green management in the context of
sustainable development. To reach this goal, a factor analysis method was used.

11.2 Green Management as an Element of the Green
Economy

In the literature, there are many publications and papers published in which proposed
the definitions of the green economy, even though the term “green economy” is
not defined consistently because it is still a nascent concept. This chapter presents
the most important (according to the authors) of them. During the conference in
Rio concluded that, the so-called green economy is just another facet of the current
financial phase of capitalism, which alsomakes use of old and newmechanisms, such
as the deepening of the public–private debt, the hyperstimulation of consumption, the
concentration of ownership of new technologies, carbon and biodiversity markets,
land grabbing, increased foreign ownership of land, and public–private partnerships,
among others” [19].

The green economy is an economy that results in improved human well-being
and social equity, while significantly reducing environmental risks and ecological
scarcities [16]. The most widely used and authoritative green economy definition
comes from UNEP [17]. According to this definition, “green economy is one that
results in improved human well-being and social equity, while significantly reducing
environmental risks and ecological scarcities [18].

Based on the principles proposed, a green economy can be seen to have the
following characteristics: environmental, social, economic and others (Fig. 11.1).
Moreover, grounded in the Rio + 20 outcome, the United Nations system views the
green economy as a means for achieving sustainable development and eradicating
poverty [19, 20].
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Fig. 11.1 Sustainability dimensions and related issues. Source Authors’ own elaboration and
Khambayat and Majumdar [4]

It is essential that management systems include the active policy to support the
useful change of business models, regulators and control mechanisms that will be of
increasing importance in the years to come. The use of necessary or voluntary tools
will be fundamental for real mainstreaming of environmental governance as a cross-
cutting action in all sectors of interest. One of the ways to effectively implement
pro-environmental solutions is to implement the so-called green practices, which
will contribute to limiting the negative environmental impact of the organisation
itself as well as its processes and products. Therefore, it was recognised that green
management is an element of the green economy. Green management is a relatively
new term. It is assumed that green management is a situation in which a company
tries to minimise processes that harm the environment. Environmental protection
issues are a company’s priority [9]. One of the most recent studies [8] on green
management defined the term green management as a practice that produces envi-
ronmentally friendly products and minimises the impact on the environment through
green production, green research and development, and green marketing [10]. Green
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management aim is to support ecological, pro-ecological, environmental manage-
ment provided by companies, and to support environmental management by the
government. This kind of management is visible mainly in green jobs and green
processes and products.

Green management is an initiative aiming at continuously improving the founda-
tion of environmentalmanagement, such as the development of personnel responsible
for environmental activities, environmentalmanagement systems, and environmental
communication aswell as conservationof biodiversity. Loknath andAbdulAzeem[8]
point that “green management is the organisation-wide process of applying innova-
tion to achieve sustainability, waste reduction, social responsibility, and competitive
advantage via continuous learning and development and by embracing environmental
goals and strategies that are fully integratedwith the goals and strategies of the organ-
isation”. Green management is an element of the green economy concept because of
its contribution to the labour market, where this type of management creates green
jobs.

11.3 Research Methods

Next, to the descriptive analysis of the idea of the green management and the green
economy presented in previous subchapters, the quantitative method of the factor
analysis was used to construct a model that concerns green management in the sus-
tainable regional development. Factor analysis is a set of algorithms, utilising which
a large number of studied variables describing a given object (a multidimensional
random variable) is replaced with a new set of independent variables, including fac-
tors. The new set is usually less numerous, which means that the purpose of factor
analysis is to reduce the number of variables. In the factor analysis conducted in this
research, the subject of analyses was indicators of green management referring to
three spheres of sustainable development: economy, society and the environment [1,
3, 12, 13]. These indicators refer mostly to the expenditures related to environment
protection or represent the economic and social welfare. Factor analysis is widely
used to support multidimensional analysis and taxonometric methods [12, 14, 15].

Factor analysis was carried out for 2016 for all voivodeships of Poland, based on
secondary data obtained from the Central Statistical Office in Poland [2]. The studied
statistical features and their symbols are presented in Table 11.1.

The indicators presented in Table 11.1 are mostly stimulants, except P11—regis-
tered unemployment rate. In the next step, in order to perform the factor analysis, the
high indicator values (except for P3, P6 and P13) were recalculated per one inhab-
itant of the voivodeship to make them comparable. Only such data were subjected
to factor analysis in the Statistica program. Then data were normalised. The main
components method was selected for the isolation of factors, and the correlation of
the analysed indicators was calculated (Table 11.2). In the first stage of the analy-
sis, correlations between variables that are primary variables were calculated. Two
primary variables strongly correlated with each other are reduced to one factor.
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Table 11.1 Set of variables

Sphere Symbol Indicator characteristics

Environmental
(E)

P1 Underground water exploitation resources (hm3/100 km2)

P2 Expenditure on the protection of atmospheric air and climate
(thousands of PLN)

P3 Fees and receipts for the environmental protection and water
management fund—total revenues per capita (PLN)

P4 Legally protected areas (ha)

P5 Expenditure on fixed assets for water management (thousands
PLN)

Economic
(G)

P6 Gross domestic product per capita (PLN)

P7 The gross value of fixed assets per capita (PLN)

P8 Investment outlays in enterprises per capita of working age
(PLN)

P9 Capital expenditures on total fixed assets (PLN)

P10 Gross operating surplus (billions of PLN)

Social
(S)

P11 Registered unemployment rate (%)

P12 Students of postgraduate studies and participants of doctoral
studies (person/100 thousand citizens)

P13 Average monthly health expenditure (PLN/person)

P14 Green jobs (sectoral approach) (number of employees in
thousand)

Source The author’s study based on Główny Urząd Statystyczny [2]

In the general case, new variables are created for several primary variables as their
linear combinations. Such linear combinations of correlated variables are the main
components (main factors). For new factors, a new coordinate system is created,
which is created by rotating the old coordinate system so that the highest possible
variability of results along the new axis. When a new coordinate system is applied
to the data, a different line can be defined that maximises the remaining variation.
In this way, new main components are separated in such a way that further factors
explain an ever-smaller percentage of variance.

11.4 Results

According to the adoptedmethod of factor analysis, the indicator P6—gross domestic
product per capita (PLN)—is highly correlated with the most significant number of
other indicators: P4, P8, P9, P10, P11, P13 (Table 11.2) and represents the impact
of variables on development of each region of Poland. The variances distinguished
by factors explaining several variations of primary variables are called own values.
Besides, calculationswere carried out by introducing themaximumnumber of factors
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Table 11.3 Own values for all variables

Indicators Own values (Poland_2016.sta)
Isolated: main component

Own values % whole Cumulated Cumulated

1 5.396976 38.54983 5.39698 38.5498

2 2.368947 16.92105 7.76592 55.4709

3 1.730185 12.35847 9.49611 67.8293

4 1.529098 10.92213 11.02521 78.7515

5 1.159405 8.28147 12.18461 87.0329

6 0.809870 5.78478 12.99448 92.8177

7 0.340684 2.43346 13.33517 95.2512

8 0.270400 1.93143 13.60557 97.1826

9 0.196317 1.40227 13.80188 98.5849

10 0.106252 0.75894 13.90813 99.3438

11 0.069922 0.49944 13.97806 99.8433

12 0.021061 0.15044 13.99912 99.9937

13 0.000865 0.00618 13.99998 99.9999

14 0.000018 0.00013 14.00000 100.0000

Source The author’s study

and at the same time introducing an own minimum value (Table 11.3). Having a
measure of the amount of variance that is distinguished by each subsequent factor,
it is determined how many factors to leave. The Kaiser criterion is most commonly
used when making decisions. It shows that it should be left only those factors that
have eigenvalues greater than 1. Then these values were presented as a scree test plot
(Fig. 11.2).

The scree test can also help to make a decision. It is a linear graph that presents
the eigenvalues of separate factors. The chart looks for a place from which a gentle
fall in own values occur to the right (Fig. 11.2).

The analysis of Fig. 11.3 and Table 11.3 was performed in the Statistica program,
which revealed the three main factors—groups of examined indicators (presented
previously in Table 11.1).

Taking the above into account, themethodof themost significant likelihood factors
was chosen in the Statistica program, because this method gives more excellent
correlations of variables with factors. The obtained calculation results are presented
in Table 11.4. There are three main factors which explain the described phenomena
of regional development.

The values in Table 11.4 are different from those for 14 factors (Table 11.5).
The reason for this is to leave the default method of extracting factors. The Statistica
program displays three eigenvalues >1. Table 11.5 presents the results of calculations
of factor loads greater than 0.55 in red. In Table 11.5, coloured part of the columns
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Own Values Chart
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Fig. 11.2 Obtained own values in a scree test. Source The author’s study
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Fig. 11.3 Histogram multiple indicators. Source The author’s study
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Table 11.4 Own values obtained in the method of the highest likelihood factors

No. Results (Poland_2016.sta); extracted: highest value factors

Value % whole Accumulated value Cumulated

1 4.712870 33.66335 4.712870 33.66335

2 1.450720 10.36228 6.163589 44.02564

3 1.662077 11.87198 7.825666 55.89761

Source The author’s study

Table 11.5 Factor loads Variable Factors loads (Poland_2016.sta)
Isolated: factors of highest reliability
(italic values are >0.550000)

Factor 1 Factor 2 Factor 3

P1 −0.208099 0.019499 0.098214

P2 −0.187337 0.041672 0.210609

P3 0.021330 0.364173 0.385046

P4 0.545922 −0.024944 −0.548772

P5 −0.333649 0.364298 0.183917

P6 −0.989744 0.022606 −0.000704

P7 0.439956 0.331333 −0.685911

P8 −0.754489 −0.642673 −0.009125

P9 −0.813589 −0.557839 −0.081122

P10 −0.992195 0.061291 −0.032757

P11 0.602416 0.172778 −0.730152

P12 0.013315 −0.008753 −0.335516

P13 −0.676203 0.085645 −0.027375

P14 0.124674 −0.554183 −0.013549

Explained variance 4.712870 1.450720 1.662077

Share 0.336634 0.103623 0.118720

Source The author’s own study

is correlations between variables and factor loads and is called correlations [11]
between primary variables and factors.

Table 11.5 shows that the first factor is strongly negatively correlated positively
with variablesP6, P8, P9, P11, P13.The second factor is correlatednegativelywith the
variables P8, P9, P14, and the third factor is negatively correlatedwith the variables P7
and P11. Large loads distinguish the first factor with economic indicators (calculated
per capita, unless the Central Statistical Office in Polandmeasurement assumes this):

P6—gross domestic product per capita (PLN),
P8—capital expenditures in enterprises per capita (PLN),
P9—capital expenditures for total fixed assets (PLN),
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P11—registered unemployment rate (%),
P13—average monthly health expenditure (PLN/person).

A positive value of coefficient at P11 means that the value of factor 1 increases
if the unemployment rate decreases, but decreases when it grows: gross domestic
product, investment outlays and health expenditure.

High negative charges with indicators distinguish the second factor:

P8—capital expenditures in enterprises per capita (PLN),
P9—capital expenditures for total fixed assets (PLN),
P14—number of green jobs (sectoral approach) (number of employees in thousands).

The value of factor 2 decreases if investment outlays and the number of green
jobs increase.

The third factor is correlated negatively with variables:

P7—the gross value of fixed assets per capita (PLN),
P11—registered unemployment rate (%).

This means that factor 3 decreases when the unemployment rate and the value of
fixed assets per capita increase. In connection with the above:

• the first factor can be defined as green management,
• the second factor is anthropopressure,
• the third factor is social development.

In the above correlation analysis, it was shown that social development is con-
nected with the labour market by the P11 index (negatively correlated) because in
both cases these factors increase with the decrease of the registered unemployment
rate. The next step in the factor analysis was to calculate the correlation obtained
without rotation continuing the method of the highest credibility factors.

Voivodeship rankings were obtained due to: greenmanagement (factor 1); anthro-
popressure (factor 2) and social development (factor 3). Table 11.6 shows that:

(a) Taking into account the first factor concerning the labour market, the
Mazowieckie voivodeship is the most developed one, and there is the highest
impact of green management on the regional development.

(b) Taking into account the following provinces took the second factor, anthro-
popressure, the top positions: Wielkopolskie, Śląskie and Dolnośląskie.

(c) Taking into account the third factor, social development, the ŚląskieVoivodeship
is the most developed.

The next step in the analysis was to assign rank values by Statistica and add up
these ranks for each province.

Table 11.7 shows that voivodeships: Kujawsko-Pomorskie, Śląskie and
Dolnośląskie occupy the highest positions among voivodeships in terms of the rank
of the analysed factors.

These are voivodeships for socio-economic reasons, developed most with simul-
taneous high pressure on the natural environment. Factor 1 was recognised as green
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Table 11.6 Factors for individual provinces are sorted in ascending order

Voivodeship Factor 1 Voivodeship Factor 2 Voivodeship Factor 3

Mazowieckie −3.35059 Wielkopolskie 1.09075 Śląskie 1.52473

Podlaskie −2.38666 Śląskie 1.02408 Kujawsko-Pomorskie 0.90928

Zachodniopomorskie −1.89653 Dolnośląskie 0.99530 Zachodniopomorskie 0.78831

Śląskie −0.98242 Lubuskie 0.88027 Łódzkie 0.71505

Łódzkie −0.96086 Zachodniopomorskie 0.69472 Małopolskie 0.58935

Wielkopolskie −0.50148 Opolskie 0.53339 Podkarpackie 0.54664

Opolskie −0.48758 Łódzkie 0.40789 Dolnośląskie 0.54660

Podkarpackie −0.44685 Kujawsko-Pomorskie 0.39953 Lubelskie 0.27542

Dolnośląskie −0.34762 Świętokrzyskie 0.11717 Wielkopolskie 0.19930

Małopolskie 0.28580 Podlaskie 0.07774 Świętokrzyskie 0.07659

Pomorskie 0.40821 Warmińsko-
Mazurskie

0.01239 Pomorskie −0.22125

Warmińsko-
Mazurskie

0.50920 Pomorskie −0.81304 Warmińsko-
Mazurskie

−0.71878

Świętokrzyskie 2.19526 Lubelskie −0.90615 Opolskie −0.75315

Kujawsko-
Pomorskie

2.41998 Mazowieckie −0.93062 Mazowieckie −1.00043

Lubelskie 2.75844 Podkarpackie −1.17336 Podlaskie −1.41781

Lubuskie 2.78369 Małopolskie −2.41005 Lubuskie −2.05984

Source The author’s own study

Table 11.7 Rank according to the value of factors for individual voivodeships

Voivodeship Factor 1 Rank Factor 2 Rank Factor 3 Rank Sum of
ranks

Kujawsko-
Pomorskie

2.419980 14 0.399530 9 0.909279 15 38.0

Śląskie −0.982420 4 1.024077 15 1.524730 16 35.0

Dolnośląskie −0.347618 9 0.995296 14 0.546598 10 33.0

Lubuskie 2.783687 16 0.880266 13 −2.059845 1 30.0

Wielkopolskie −0.501482 6 1.090755 16 0.199301 8 30.0

Zachodniopomorskie −1.896528 3 0.694718 12 0.788306 14 29.0

Lubelskie 2.758438 15 −0.906151 4 0.275420 9 28.0

Łódzkie −0.960857 5 0.407887 10 0.715055 13 28.0

Świętokrzyskie 2.195264 13 0.117169 8 0.076594 7 28.0

Małopolskie 0.285804 10 −2.410053 1 0.589345 12 23.0

Warmińsko-
Mazurskie

0.509195 12 0.012390 6 −0.718782 5 23.0

Opolskie −0.487575 7 0.533391 11 −0.753153 4 22.0

Pomorskie 0.408206 11 −0.813037 5 −0.221252 6 22.0

Podkarpackie −0.446848 8 −1.173364 2 0.546638 11 21.0

Podlaskie −2.386657 2 0.077745 7 −1.417807 2 11.0

Mazowieckie −3.350588 1 −0.930618 3 −1.000426 3 7.0

Source The author’s own study
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Table 11.8 Final rank according to the value of factors for individual voivodeships

No. Voivodeship Module F1 No. Voivodeship Module F1

1 Mazowieckie 3.350588 9 Łódzkie 0.960857

2 Lubuskie 2.783687 10 Warmińsko-Mazurskie 0.509195

3 Lubelskie 2.758438 11 Wielkopolskie 0.501482

4 Kujawsko-Pomorskie 2.419980 12 Opolskie 0.487575

5 Podlaskie 2.386657 13 Podkarpackie 0.446848

6 Świętokrzyskie 2.195264 14 Pomorskie 0.408206

7 Zachodniopomorskie 1.896528 15 Dolnośląskie 0.347618

8 Śląskie 0.982420 16 Małopolskie 0.285804

Source The author’s own study

management. In Table 11.8, the module value of first factor (F1) was compared in
order to present a list of voivodeships (regions) in Poland which are affected by green
management both negatively and positively.

The green management has a direct impact on the development of voivodeships
in Poland. Table 11.8 shows that the labour market in some provinces contains a
significant number of green sectors in which green jobs are created. This information
was compared with the spatial distribution of eco-development developed based on
calculations.

The green management is visible sometimes in the specific areas of the economy
such as the labour market, and therefore also some green jobs can be an indicator of
the upcoming changes [13].

11.5 Conclusions

The green economy is a way of managing aimed at reducing the consumption of
natural resources, producing less waste, reducing greenhouse gas emissions and
expenditure on the protection of atmospheric air and climate.

The assumptions of the green management presented in work indicate that it is the
right trend of economic theory andpoints to the proper relations between the economy
and the natural environment. This concept is the realisation in the economic practice
of the theoretical assumption of the idea of sustainable socio-economic development.
It provides solutions for sharing the vision of modern economics.

In economics there is a significant re-evaluation associated with the formulation
of new business objectives, keeping in mind human welfare and satisfying its needs
that also include environmental qualities [7]. The growing popularity of eco-friendly
products and services is a manifestation of the growing impact of the green economy
on economic practice.
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This preliminary study in future is going to be developed to be more related to
the practical aspect of the green management in business sector.
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Chapter 12
ESG Risk Perception in Sustainable
Financial Decisions. Quantitative
Methods Perspective

Magdalena Ziolo, Iwona Bak, Ria Sinha and Manipadma Datta

Abstract The role of ESG risk in both decisions of financial institutions and enter-
prises is systematically growing.Thefinancial sector is particularly predisposed to the
exposure of ESG risk, which is an increasingly important element taken into account
in the credit risk management process. Therefore, sustainable financial decisions
are those that take into account the ESG risk in the decision-making process. The
paper discusses the quantitative methods used in the ESG risk analysis. The critical
literature review, induction, and deduction methods were implemented to diagnose
the significance of qualitative methods in ESG assessment process. Within the meth-
ods enabling the analysis on the financial market, the mathematical, statistical, and
econometric methods are of particular use. The results of the study confirmed that
usage of quantitative tools in the study of ESG factors is beneficial for the analysis
of economic and financial conditions of entities.
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12.1 Introduction

Financial institutions, when determining the criteria for assessing the risk of transac-
tions, select entities by excluding entities that do not meet the requirements specified
by them from the availability of financial services. In turn, entities fulfilling the cri-
teria, depending on the assessment of the level of transaction risk, conditioned by the
degree of implementation of the criterion, are differentiated by financial institutions
in terms of service (including price, range of services, level of monitoring, legal
repayment security, etc.). Criteria for assessing the risk of transactions change under
the influence of economic changes. This is particularly evident in the conditions of
“greening” the economy and social inclusion. These two phenomena referring to the
environmental and social pillar of sustainable development strongly weigh on the
necessity of extending the risk assessment criteria by financial institutions for the
ESG risk (environmental, social, and corporate governance).

Since 1992, the UNEP FI has been pointing out the need for financial institutions
to integrate environmental, social, and corporate governance factors (ESG factors)
into the decision-making process [1]. The banks’ internal regulations also show that
environmental risk must be taken into account with respect to their own ethical
guidelines, prestige, and reputation risk [2]. Among financial market actors, the so-
called environmental, social, and governance rating agencies (ESG rating agencies
or sustainability rating agencies) emerge as key actors connecting how companies
are managing their contribution to sustainable development with the decisions taken
by the financial markets [3].

The global financial crisis of 2007 that resulted from the credit crunch has forced
financial markets and companies to rethink systemic risk exposure. The ESG risk has
particular relevance to financial institutions, especially banks in relation to their role
as financial intermediaries and as capital raising agents. Financial institutions are
significant catalysts in promoting economic development. This role needs to include
and integrate the promotion of sustainable business practices failingwhich, banks and
other financial institutions will end up facilitating practices which have significant
negative environmental and social impacts and will miss opportunities to create new
products and services that capitalize on ESG issues [4]. Finansinspektionen (FI)
notes that several large banks have made an effort to adapt their lending procedures
to take more into account environmental and sustainability issues, for example, by
following various international principles or joining in international initiatives and
standards. FI highlights the importance of banks being more transparent so that their
customers, investors, counterparts, and other stakeholders can form a clearer opinion
of how the banks take account of environmental and sustainability issues in their
lending procedures [5]. Sustainability rating agencies provide environmental, social,
and corporate governance information for the elaboration of sustainability indices.
These indices help to track financial performance of the leading sustainability-driven
firms [6] in a capitalmarket context. The aim of the study is to indicate the importance
and role of quantitative methods in sustainable financial decisions, with particular
emphasis on ESG factors impacting on these decisions. The paper is organized as
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follows: Sect. 12.2 includes a review of literature related to ESG factors incorporated
in risk assessment, Sect. 12.3 presents the quantitative methods used in ESG risk
assessment, and Sect. 12.4 concludes.

12.2 ESG Factors Incorporated in Risk Assessment
Toward Sustainable Financial Decisions

Incorporating ESG factors in financial risk assessments is gaining ground across
developed economies. ESG investing market is expanding at a progressive rate in
USA, Canada, and Europe where ESG investing strategies have increased from $589
billion to $945 billion in the time period 2012–2014.1 Institutional investors are
seeking higher alpha in investments.

Academic literature is indicative of the drivers and motives of such integration.
Przychodzen et al. [7] investigate the motives, drivers, and characteristics of mutual
fund managers to integrate ESG factors in investment decisions. The study finds that
the propensity to incorporate ESG factors is positively correlated with risk aversion.
The othermotives for ESG integration include stakeholder pressure, mandatory com-
pliance to regulatory framework, investor’s reputation, and fiduciary duty of asset
managers. Evidence is also indicative of lower volatility in stocks that incorporate
ESG risk factors [8]. The different forms of ESG risks include reputational, litigation,
competitive, physical, and legal.

HSBC has indicated that risk management forms one of the key drivers of ESG
investing among pension and sovereign funds. Other pertinent drivers include com-
pany strategy, stakeholder pressure, regulatory requirements, and financial planning.
In fact, globally 48% of issuers and 62% of investors have an ESG strategy. This
includes investors from Asia, Gulf States, and the USA [9].

The most commonly used approaches by AMC’s include positive screening,
negative screening, best-in-class, thematic investment, index-based approaches, and
shareholder engagement. Some AMC’s and analytics organizations have also devel-
oped ESG risk assessment frameworks to integrate sustainable factors in portfolios.
CFA in association with UNPRI has developed a comprehensive analytical frame-
work consisting of ESG research, security valuation, and portfolio construction. This
identification of key factors leads to developing an ESG matrix which can have an
impact on firm. The other processes include SWOT analysis, voting, collaborative
engagement, checking the red flags, developing company questionnaires, security
valuation, and portfolio construction [10].

A similar approach has been adopted by MSCI and Morningstar. In MSCI, ESG
ratings are developed by identifying 37 ESG issues such as carbon intensity, water
intensity, pollution, and waste. ESG ratings seek to understand the significant ESG
risks pertaining to core industries, companies’ exposure to such risks, and its ESG
management system as compared to its peers within the same industry. Morningstar

1https://pdfs.semanticscholar.org/3597/efbeea7542e0c649cc366fea523678ca06a5.pdf.

https://pdfs.semanticscholar.org/3597/efbeea7542e0c649cc366fea523678ca06a5.pdf
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uses company ESG ratings from Sustainalytics and compares it to its peers by con-
structing a portfolio sustainability score which is calculated as: Portfolio Sustainabil-
ity score=PortfolioESGscore−PortfolioControversy score. The score reflects how
well the company is managing its ESG issues based on preparedness, performance,
and disclosure [11, 12].

RiskLab has built upon a framework for modeling ESG risk factors. This model
incorporates different types of sustainability risks such as global warming, human
rights, bribery, and corruption and performs sensitivity analysis of ESG factors on
equity returns. Each of the sustainability factors is modeled as a stochastic process
and the analysis is made sector specific [13].

The above sections are indicative of the different approaches undertaken by
AMC’s to capture, integrate, and leverage upon the ESG risks. However, ESG
risks can be accounted for when the firm or business entity makes a disclosure.
There exists no standard disclosure framework; however, some of the pertinent ones
include Global Reporting Initiative, The European Federation of Financial Analysts
Societies, and ISO 26000. Development of a comprehensive ESG risk management
system is necessary to account unsystematic risks as appropriate quantification and
accounting lead to increased value of investments.

12.3 Quantitative Methods Used in ESG Risk Assessment

ESG risk management systems should be based on best information, including his-
torical data, experiences, feedback from stakeholders, forecasts, observations, expert
assessments, etc. In the area of sustainable business, many organizations try to define
the performance indicators, to measure the level of motivation and involvement of
employees, to evaluate customer satisfaction indicators, and to assess the degree of
fulfillment of social expectations. Their decisions are influenced by the quantitative
and qualitative factors. Qualitative factors are not quantifiable and are tinted with
subjectivity. In contrast, the quantitative factors enable an analysis based on numeric
values which often connects with each other and forms mutual relationships. They
can therefore be treated as objective factors.

Quantitative methods in mathematics, including econometrics, statistical meth-
ods, and financial econometrics, are used to analyze and assess economic problems
and enable forecasting economic developments in the future. Skillfully used synthetic
figures support the decision-making processes and allow reducing the risk associ-
ated with them. Application of financial econometrics can be divided into two parts:
Classic financial econometrics, relating to the analysis of financial series (exchange
rates, rates of return, and their variability and stability); financial econometrics relat-
ing to the analysis of the relationship between the prices of financial instruments and
financial-economic figures [14].

The models of multiple regression widely used in socio-economic studies are also
implemented in the ESG risk studies in the following form:
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y = β0 + β1x1 + β2x2 + · · · βk xk + ε, (12.1)

where y—the dependent variable (the endogenous one),
x1, x2, . . . , xk—independent variables (the exogenous ones),
β j—model parameters (regression coefficients) describing the effect of jth vari-

able,
ε—a random component.
In the paper [8], we can find examples of the use of multiple regression in studies

of ESG propensity depending on subjective and objective variables, obtained on the
basis of surveys in five selected countries of the world.

The probit and logit models, also referred to as binomial, may constitute a useful
tool in determining factors that have a significant impact on the financial and eco-
nomic situation of the examined entity (e.g., company, bank, etc.) [15–19]. They are
one of the most commonly used models for the description of the quality phenom-
ena. In their basic versions, dichotomous variables are considered, to the variants of
which values 1 or 0 are assigned. If Yi means the value of 0 or 1 for the relevant
variants of a quality variable, and where i changes following cases then:

P(Yi = 1) = pi and P(Yi = 0) = 1 − pi (12.2)

In probit and logit model, the dependent variables are the probabilities defined
herein above. In the probit model, the probabilities correspond to the values of cumu-
lative distribution function of the standard normal distribution, and in the logit model,
the values of the cumulative distribution function correspond to the logistics distri-
bution. Therefore, these models have the following form:

probit model:

pi =
xTi β

∫
−∞

1√
2π

exp

(
− t2

2

)
dt (12.3)

logit model:

pi = 1

1 + exp
(−xTi β

) (12.4)

where xi—explanatory variable values for individual cases,
β—structural parameters.
After estimating the parameters of the models, one can determine the theoretical

values of the variable Y according to the standard rule of the forecast [19]:

ŷi =
{
1 when 0.5 < p̂i ≤ 1,
0 when 0 ≤ p̂i ≤ 0.5.

(12.5)
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The correctness of the estimated model can be verified by using the likelihood
ratio test, used to verify the null hypothesis stating that all parameters of the model,
except the constant, are equal to zero. The test statistic is expressed by the formula
[19]:

χ2 = 2(lnLUR − lnLR) (12.6)

where LUR—the value of likelihood function for the full model,
LR—the value of the likelihood function for the model reduced to the constant.
The extension of the binomial models is polynomial models for qualitative vari-

ables. Polynomial variables can be ordered or unordered variables (modeled by a
beam of models, several models describe the one variable). In the case of a cate-
gory that can be ordered, we deal with one model and its parameters are clearly
interpretable [20]. The examples of ordered variables y are, for example:

• corporate bond rating: junk (yi = 1), low grade (yi = 2), and investment grade (yi
= 3),

• customer credit risk: very low (yi = 1), low (yi = 2), medium (yi = 3), high (yi =
4), and very high (yi = 5),

• the financial risk of the company: small (yi = 1), moderate (yi = 2), and high (yi
= 3).

In the model for ordered categories, it is assumed that there is an unobservable
continuous variable y*, such that, for example (for five categories):

1. yi = 1 if −∞ − τ0 ≤ y∗
i < τ1

2. yi = 2 if τ1 ≤ y∗
i < τ2

3. yi = 3 if τ2 ≤ y∗
i < τ3

4. yi = 4 if τ3 ≤ y∗
i < τ4

5. yi = 5 if τ4 ≤ y∗
i < τ5 = ∞.

A linear model for y* is:

y∗
i = xTi β + εi , (12.7)

where xTi is a vector (line) of explanatory variable values for the ith observation. For
the ith observation (of the ith individual, the ith company, etc., i = 1, 2, . . . , n) the
probability of pi of the adoption by Y category m (m = 1, . . . , J ) is equal to:

pi = P
(
yi=m/xTi , β, τ

) = F
(
τm − xTi β

) − F
(
τm−1 − xTi β

)
, (12.8)

where F is the cumulative distribution function. For logistic distribution, we get an
ordered logit model in which:

F
(
τm − xTi β

) = exp
(
τm − xTi β

)
/[1 + exp

(
τm − xTi β

)], (12.9)
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and F(τ0) = 0 and F(τ1) = 1. The parameters β and τ of the ordered logit model
are estimated using the method of maximum likelihood. Gruszczyński [21] gives
examples of the application of ordered logit models in finance for modeling: rating
awarded byUSbanking supervision for financial holdings based on inspections (three
categories) [22], credit risk rating: from 1 (minimum) to 5 (maximum) [23], the level
of financial supervision using a variable (FAC Index) with the values arranged from
1 to supervision completely divided to 7 for supervision in one agency [24, 25],
the financial threat level of households in the UK (three categories) [26], and the
monetary decisions of the central bank (three categories: growth, no change, and
decrease) [27].

There is no doubt that in practice almost every decision has a multi-dimensional
character, which results from mutual interactions of many phenomena. Therefore,
good and reliable information needs to be processed so that the decisions made on its
basis are effective. The most important method in this regard includes quantitative
methods and, in particular, multi-dimensional comparative analysis (MCA) [28].

Within MCA, the taxonomic methods are most widely applied, which consist of
comparing objects by organizing sets of objects and grouping them into subsets of
units similar to each other due to their characteristic properties, and then selecting
representatives of the received groups of objects.

The taxonomic research consists of following stages [29–37]: specification of the
subject matter and the purpose of the research; construction of a database of diagnos-
tic features collected in the form of intensity indicators describing the subject of the
study; selection of diagnostic features (the substantive method and the formal and
statistical one); determining the nature of features (stimulants, destimulants); stan-
dardization of diagnostic features; determination of the synthetic measure; ordering
and classification of objects due to the achieved level of the synthetic measure; and
checking the quality of the classification.

The basis for the analysis is the list of m potential diagnostic measure: X1, X2,
…, Xm, which in the next stages of research can be used to organize and classify n
objects � = {�1, �2, . . . , �n}, for example, the member countries of the OECD, in
terms of their level of sustainable development or banks in terms of their financial
condition. The organization of objects consists of their ranking according to the value
of the synthetic measure designated by a selected taxonomic method. In contrast, the
classification is understood as the division of the analyzed set of objects into disjoint
and relatively homogeneous subsets (clusters), composed of objects characterized
by similarity of development, described by the set of m features X1, X2, …, Xm, and
Xj = (x1j, x2j, …, xnj), where xij (i = 1, …, n; j = 1, …, m) is the observed value
of the jth feature for the ith multi-dimensional object � [32, 35]. The object �i (i
= 1, 2, …, n) is treated as m-dimensional vector (or alternatively a point) from the
space Rm whose coordinates are the corresponding values of the features: �i = (xi1,
xi2, …, xnj), i = 1, 2, …, n; j = 1, 2, …, m. The object described in this way can be
presented in the form of a matrix with the following dimensions: n × m, which is
called the observation matrix as:
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X =

⎡
⎢⎢⎣

x11 x12 . . . x1m
x21 x22 . . . x2m
. . . . . . . . . . . .

xm1 xm2 . . . xnm

⎤
⎥⎥⎦ (12.10)

There are researched objects in the rows of this matrix, while in the columns,
there are values of further diagnostic features.

The ways to organize a set of objects can be divided into linear and nonlinear
ordering methods. The first of these enable to determine the hierarchy of objects due
to the specified criterion. However, the use of nonlinear ordering methods does not
allow to establish the hierarchy of objects, but only to indicate objects similar to the
values of the features describing them [36].

Among the methods of linear ordering, one can distinguish, for example, the
procedures based on a synthetic variable. Pattern and non-pattern measures are used
for that purpose [30, 31]. In the non-pattern methods, the synthetic variable is the
function of normalized values of input variables. However, in the pattern methods,
the concept of a reference object, i.e., a model object with the desired values of input
variables is used. The synthetic measure is constructed on the basis of measuring the
distance between the observed object and the reference object [28, 36].

Linear ordering methods applicable in the classification of, for example, enter-
prises or financial institutions include: Taxonomic measure of investment attractive-
ness TMAIi, generalized distance measure GDM, relative measurement of devel-
opment indicator BZW, and positional taxonomic measure based on Weber median.
Thesemeasures are used to describe (evaluate) objects using one aggregated quantity.

1. The synthetic development measure is determined by the following formula:

TMAIi = 1 − di
d0

, (12.11)

di—the distance of the ith object from the reference object determined according
to the formula:

di =
√√√√ m∑

j=1

wi · (
zi j − z0 j

)2
, (i = 1, 2, . . . n), (12.12)

d0—the standard assuring that TMAIi adopts the values from 0 to 1:

d0 = d̄ + a · Sd . (12.13)
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The limit value for constant a is determined by the formula:

a ≥ di max − q̄

Sd
, (12.14)

where di max—this is the maximum value of di.
The formula using the variation coefficient of a feature is adopted as the weights

wj in the distance formula:

w j = Vj∑m
j=1 Vj

. (12.15)

2. In the case of a generalized GDM distance measure, the synthetic measure is
determined using the following formulas:

dik = 1

2
−

∑m
j=1 w j · aik j · bki j + ∑m

j=1

∑n
l=1 w j · ail j · bkl j

2 ·
⌈∑m

j=1

∑n
l=1 w j · a2il j · ∑m

j=1

∑n
l=1 w j · b2kl j

⌉ 1
2

(12.16)

where dik—distance measure (a synthetic meter), w j—the weight of the jth charac-
teristic fulfilling the conditions:

w j ∈ (0,m),

m∑
j=1

w j = m. (12.17)

For variables measured on the ratio scale, the substitution is used:

aipj = xi j − xpj (12.18)

bkr j = xk j − xr j (12.19)

where xij (xkj, xlj)—the ith (kth, lth) observation of the jth variable.

3. The indicator of the relative level of development is based on the idea of the
method of sums of standardized values:

Wi =
∑k

j=1 zi j∑k
j=1 max(zi j )

i

, (12.20)
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zi j = x∗
i j +

∣∣∣∣∣∣∣
min (x∗

i j )︸︷︷︸
i

∣∣∣∣∣∣∣
, (12.21)

x∗
i j = xi j − x̄ j

S j
, (12.22)

where Wi—the indicator of the relative level of development,
xi j—the value of jth feature for ith object,
x̄ j , Sj—respectively, the arithmetic mean and the standard deviation of the feature

number j.

4. The positional variant adopts a different standardization formula in comparison
to the classical approach (TMAIi), based on the ratio of the deviation of the
feature value to the corresponding Weber median coordinate and the weighted
median absolute deviation using the Weber median [37]:

zi j = xi j − θ0 j

1.4826 · m̃ad
(
X j

) , (12.23)

where θ0 = (θ01, θ02, . . . , θ0m) is theWeber median, m̃ad
(
X j

)
is the absolute median

deviation, in which the distance from the features to the Weber vector is measured,2

i.e., m̃ad
(
X j

) = medi=1,2,...,n

∣∣xi j − θ0 j
∣∣ ( j = 1, 2, . . .m). The aggregate measure is

calculated with the formula:

μi = 1 − di
d_

, (12.24)

where d_ = med(d) + 2.5mad(d), where d = (d1, d2, …, dn) is a distance vector
calculated with the formula: di = med j=1,2,...,m

∣∣zi j − ϕ j

∣∣ i = 1, 2, . . . , n,
ϕ j = maxi=1,2,...,n zi j—the coordinated of the development pattern vector, which

constitutes of the maximum values of the normalized features.
Another proposal to useMCA is the discriminant analysis, which on the one hand

allows the classification and the division of objects (companies and enterprises) into
attractive and unattractive from the point of view of the adopted criterion, and on
the other hand enables to select companies to a portfolio of securities [28]. It is used
primarily to assess the financial condition of enterprises, to evaluate credit applica-
tions, audit opinions, and the early warning system. The essence of the discriminant
method consists in the estimation of one-dimensional linear observation functions
(discriminant functions), on the basis of which the groups of objects are differen-
tiated. The most important issues of discriminant analysis, which should be solved
before estimating the parameters of the discriminant function, are: the selection of

2The Weber median was calculated in R program: l1median of pcaPP package.
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a grouping variable and the selection of the optimal set of diagnostic features. The
task of selecting the grouping variable is the initial division of objects into several
groups. It can be done, for example, with the use of k-means method, which belongs
to cluster analysis (classification). This method consists in the division of objects
into a predetermined number of clusters, differing as little as possible within the
framework of a given cluster and as much as possible between different clusters. The
grouping variable and the original values of diagnostic variables are used to estimate
the parameters of discriminant function. Discriminant functions have the following
form:

Dkj = β0 + β1x1k j + · · · + βpxpk j , (12.25)

where p—the number of discriminatory variables,
n—the sample size,
Dkj—the value of the discriminant function for the kth case in the jth group,
k = 1, …, n and j = 1, …, g,
x1k j—the value of the ith discriminant variable for the kth case in the jth group (i

= 1, … p),
βi—the discriminant function coefficients determined on the basis of the proper-

ties of this function.
The multi-criteria decision-making (MCDA) method is used to make balanced

decisions in financial institutions and enterprises that take into account ESG risk.
MCDA is a set ofmathematicalmethods and tools that enable comparison of decision
variants with the consideration of different, often conflicting criteria [38]. It is striven
to achieve such an effect, which will maximize the multi-criteria function of the
objective with the following form:

F(x) = max
(
f1(x), f2(x), . . . , f j (x)

)
, with the restriction x ∈ Adop, (12.26)

where Adop—a set of acceptable solutions,
f j (x)—individual partial criterion functions for j = 1, 2, . . . J .
The MCDA application process usually consists of several stages [39]; Choice

of decision variants that will be analyzed during the decision-making procedure,
selection of criteria (measures) serving as a basis for the assessment and ranking of
criteria according to their importance by assigning them weights, and selection and
application of the appropriate method.

There is a whole range of multi-criteria methods and categories of their division
and rich literature describing their use.3 First of all, they can be classified into two
groups: the methods aimed at solving continuous problems (multi-criteria linear
programming) and the discrete ones. The discrete MCDA methods, where a finite

3See, for example, Mendoza andMartins [40], Huang et al. [41], Buchholz et al. [42], Figueira et al.
[43], and Nermend [44].
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set of decision variants and a finite set of criteria on the basis of which a decision
should be made exist, include4:

• the methods of multi-attribute usability theory (e.g., MAUT, AHP, DEMATEL,
and UTA),

• the methods based on outranking relations (e.g., the ELECTRE method group,
PROMETHEEmethods, the TOPSISmethod,ORESTE, andTACTIC). Table 12.1
presents examples of application of quantitative methods for ESG risk in the lit-
erature.

12.4 Conclusions

The present paper tries to decipher the impact of inclusion of ESG factors by finan-
cial institutions in the decision-making process and identify quantitative methods
used in the ESG factors assessment. Several academicians have resorted to empirical
studies both at the company and portfolio levels to assess the impacts. The impact
of incorporating ESG factors on financial institutions risk assessment is analyzed
using qualitative and quantitative methods. The paper provides insights on quan-
titative methods used in the ESG risk assessment process. Among others, MCDA
methods are implemented to assess the role of ESG factors in the decision-making
process of financial institutions (risk assessment) and companies (sustainable value
creation). Finding relationships among: types of financial institutions; and the impact
of ESG factors on financial institutions’ risk assessment process on sustainable value,
based on related studies are analyzedwith panel data analysis,multivariate regression
model. In sum, quantitative analysis, in the context of sustainable financial decisions,
is used to search relationships between ESG factors incorporated by financial institu-
tions and businessmodels’ performance (economic, social, and environmental level);
selecting the factors with significant impact; finding the impact of type of financial
institutions (bank/market oriented) on the companies; and finding the impact of the
type of ESG risk on companies’ performance (environmental, social, governance,
and financial).

Acknowledgements Research results presented in this paper are an element of research project
implemented by the National Science Center Poland under the grant OPUS13 no UMO-
2017/25/B/HS4/02172.

4A detailed description of these methods can be found, for example, in the works: Figueira et al.
[45], Triantaphyllou [46].
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Table 12.1 Examples of application of quantitative methods for ESG risk in the literature

Author Publication Aim of study Method

Frondel et al. [47] End-of-pipe or
cleaner production?
An empirical
comparison of
environmental
innovation decisions
across OECD
countries

Identification of
factors that can
increase the
company’s tendency
to implement
environmentally
friendly production
technologies

Polynomial logit
model

Moussiopoulos et al.
[48]

Environmental,
social, and economic
information
management for the
evaluation of
sustainability in
urban areas: a system
of indicators for
Thessaloniki, Greece

Developing a system
of indicators to
assess sustainable
development of
urban areas

Multi-dimensional
comparative analysis

Inglehart [49] Public support for
environmental
protection: objective
problems and
subjective values in
43 societies

Identification of
variables affecting
environmental
protection support

A multiple regression
model

Bassen et al. [50] The influence of
corporate
responsibility on the
cost of capital

Analysis of the
relationship between
corporate
responsibility (CR)
and finances in the
aspect of ESG risk

Surveys, multivariate
comparative analysis,
and multiple
regression models

Husted and Allen
[51]

Strategic corporate
social responsibility
and value creation: a
study of
multinational
enterprises in Mexico

The study of the
relationship between
financial results
(value creation of
enterprises) and
variables related to
corporate social
responsibility

Surveys, correlation
analysis, and
multiple regression
models
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Chapter 13
Purchase Decision Support with Internet
of Things-Based Systems

Monika Kulisz, Jerzy Lipski and Agnieszka Bojanowska

Abstract While current studies in the field of Internet of Things (IoT) tend to focus
on the technical aspects, such as programming, hardware and software, publications
on the behavioural aspects of IoT remain few. Therefore, the primary objective of this
chapter is to contribute to the discussion by providing a conceptual framework for
an IoT-based system supporting customer purchase decisions. The system operates
on several levels. The major level of operation is customer behaviour and purchase
decision support. The second level concerns generating information regarding the
shelf content status and reporting on the dynamics of stock-level changes, in order
to shape an appropriate marketing strategy and develop effective stocking manage-
ment processes. The third foundation of the system encompasses the technology and
the essential elements ensuring efficient operation of the system. The capabilities
of IoT are constantly progressing and expanding, thus leading to the development
of software and hardware tools compatible with particular phases of service and
customer support process. The presented study employs two research methods: self-
observation and the literature study. The proposed solution requires that the system
is equipped with necessary software and sensors connected in a wireless data trans-
mission network of Internet of Things.

Keywords Internet of Things · Consumer · Purchase decision support

13.1 Introduction

The rise of the Internet of Things (IoT) paradigm and enabling technologies (such
as augmented reality (AR), cyber-physical systems, artificial intelligence (AI),
blockchain or edge computing) promise a new era for retail. Rather than on the
technical aspects of IoT, this study analyses its behavioural implications. There-
fore, bearing in mind the subject matter of this analysis, two research methods were
employed: own observation and the literature study. Self-observation is a deliberate
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search for facts, the act of learning with the help of the senses; the scientific obser-
vation is a process of attentive and intentional perceiving. The results of scientific
observation are scientific insights included in the further part of the chapter, whereas
the section below presents a brief overview of the literature in the field of IoT.

IoT allows people and things to be connected anytime, anywhere, with anything
and anyone, ideally using any path/network and any service. Internet of Things does
not really focus on things, but on data that is collected through broadly understood
things, i.e. physical objects in Internet-connected networks that collect process or
transfer data to each other independently or in groups [2]. The scope of IoT applica-
tions is constantly expanding and in future is expected to encompass: smart homes,
buildings, cities, home appliances and multimedia, healthcare systems, retail sales,
smart industry, security systems, logistics and others [17].

The following section reviews someexisting customer-related IoT solutions. Fash-
ion retail is one of the areas where IoT systems are readily implemented, e.g. in the
form of smart mirrors—as a means of sales support. Smart mirrors offer an array of
features; e.g. Neiman Marcus’s Memory Mirror shows a 360-degree view of a buyer
in the outfit on and allows them to compare outfits side by side. Furthermore, the
photographs taken in front of the mirror are shared with social media friends to ask
for their opinion before concluding the purchase. Ralph Lauren’s mirror is located in
the fitting room, where shoppers can interact with it by, e.g., adjusting the lighting in
their fitting room and selecting different sizes or colours of their outfit, immediately
provided by a shop assistant [5]. Another example of the use of IoT in this indus-
try is recording customer behaviour, as a reflection of their hidden preferences. The
obtained behavioural intentions can be used by a salesperson to recommend products
to customers and for supply chain planning [3]. IoT is also found in retail sales. The
authors of the study [12] proposed a smart unstaffed retail shop scheme based on arti-
ficial intelligence (AI) and IoT, aimed at exploring the feasibility of implementing the
unstaffed retail shopping. Based on 11,000 images in different scenarios containing
10 different types of stock keeping units (SKUs), an end-to-end classification model
trained by the Mask-RCNN method was developed for SKU counting and recogni-
tion. The solution in question eliminates the process of character segmentation and
therefore avoids the error brought by character segmentation. The scientific litera-
ture in the field reports on other solutions relying on artificial intelligence (AI) and
Internet of Things (IoT) technologies to serve customers; e.g. 7-Eleven has already
opened two unstaffed X-Stores [11], and Amazon Go—four stores in Seattle and
Chicago; here, customers enter, shop and leave without checking out at a register.
China’s connected store models are based on an “enter, scan, pay” model and are
equipped with personalised concierge services that give customers product informa-
tion and discount deals via their smartphone apps or BingoBox. Similar solutions are
being effectively implemented by other chains, such as French Auchan—exploring
themini- andmicro-store format in China—andWheelys, which is deployingmobile
walk-in unmanned mini-stores [9].

Apart from in-store applications, the Internet of Things technology is capable of
fulfilling the needs of home shoppers. An example of such an application is presented
by Kaur and Kaur [8]. The work advances the concept of sensor-based measurement
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containers (SBMCs) coupled with anAndroid application. SBMCs provide the cloud
IoT-enabled grocery management system (CE-GMS) with pressure readings for the
management of necessary household commodities—sensing their quantities on hand
by means of an ultrasonic sensor. It allows an alert to be generated when the item
quantities reach the reorder point. The automated information flow from a customer’s
SBMCs is handled by the nearest store [8]. Another solution, the Amazon’s Dash-
button trigger operates at the press of a button, ordering products immediately and
without reminder, so that the customer would not waste time searching for products
[1, 14].

Another reason for focusing the scope of this chapter on IoT in consumer and
retail sales is the current demographics.According to “ambient commerce”—a recent
report byGlobalData, it is predicted thatGenerationZ,which consists of 2.3 billion of
“digital natives” born after 1995, will be increasingly choosing ambient commerce
as the preferred purchasing method. Ambient commerce is expected to fuel the
expenditure on IoT technologies, software and services in the retail sector. Over the
next two years, the report said the retail sector is projected to emerge as the fifth-
largest customer of IoT software and services, giving way only to the government,
transportation, utilities and manufacturing sectors [10].

The ongoing trends for the application of IoT software and services in various
industries imply that retail exhibits real potential, thus making it a potent area of sci-
entific research, which is another justification for selecting this field for the following
study.

13.2 Purchase Decision Support

The consumer decision process is a complex combination of various factors, which
may be categorised according to the situation, consumer psychology and the envi-
ronment; however, companies have a limited impact on customer purchase decisions,
as certain factors are non-modifiable. The decision is frequently the resultant of sev-
eral variables, such as customer’s personality, knowledge, subconscious decisions,
competitive pressure, selection of choices on the market, season and fashion. While
customers’ personality is beyond the influence of retailers, the latter may, however,
stimulate the acquisition of knowledge about the product or attempt to evoke positive
connotations by appealing to their sub-consciousness (targeted branding). Through
their actions, companies may escape the pressure of competition and propose inno-
vative products to customers. They may also adapt to current fashions or seasons
and react dynamically to changes in the environment, simultaneously having a small
impact on how these factors shape.

In the presence of numerous decision factors beyond their control, businesses
must strive to skilfully manage, e.g. by means of IoT, the ones they have a real
impact on. Internet of Things in sales is sure to boost the competitive potential of
businesses, as innovativeness is regarded as one of the rudimentary prerequisites of
increasing the competitiveness [4]. The customer of the modern age is eager to use
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new technologies, as evidenced by the growing number of smartphone users, but is
also extremely demanding and constantly searching for novelty.

It is critical that companies show high sensitivity to how customers respond to
attempts to influence their decision. While their reaction may be highly individual,
it is critical to establish the current stage of the buying process. Some may respond
positively to assisted purchase, whereas others may take it as unnecessary or hostile
solicitation, which could delay their purchase decision turning to competition. In
both B2C and B2B scenarios, the effectiveness of these efforts largely depends on the
overall customer–company relationship. Loyal customers in long-term partnerships
are likely to trust the spur, which could in turn discourage new clients or those with
former subpar customer experience.

The in-store customer decision-making may be successfully managed provided
that the relevant factors affecting the customer are taken into consideration, e.g.
through merchandising. The main purpose of merchandising is to activate sales.
Attractive appearance applies to the entire area of the retail store, whereas a bal-
anced layout of high-performing areas creates the impression of a wide assortment
of products. Building an atmosphere conducive to customers’ sense of comfort pos-
itively not only affects the amount of shopping but also develops in the customers’
subconscious preferences regarding the place [13].

One of the key elements of the buying decision process, consumer emotions can be
consciously and subconsciously regulated [6]. Emotions are crucial and are present
at various stages of purchase decision-making. In the phase of information search,
customers tend to be more rational, whereas immediately after or even during the
purchase is the time when a feeling of euphoria emerges. It is important to influence
the customer when they make most rational decisions.

To generate positive emotions in the customer, stores may stimulate different
senses, by, e.g., spraying a familiar smell of positive connotation in crucial areas (the
smell of baked bread at the entrance to the market or freshly brewed coffee at gas
stations). However, the vision offers the highest perception potential and is the key
to gaining customer support and loyalty. A visual image of the dish, the purchased
products can be transformed into, shifts the focus from the sight to the taste and
memory regions of the brain and is bound to spur the purchase decisions of the
customer and conclude the sales.

13.3 Implementation of IoT in Purchase Decision Support

In retail sales scenarios, the role of Internet of Things is currently narrowed down
to ensuring that sales are directly aimed at a targeted customer, based on the user
preferences and the purchase history. Thus, obtained information package enables
profiling the customer with regard to products that they may potentially find interest-
ing. However, due to the constant development of IoT technologies, they may soon
play a leading role in supporting purchase decisions when shopping. The data on
the products shelved in the vicinity of the current position of the customer’s cart can
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be wirelessly sent to a cloud-based software application via IoT. The programme
combines the potentially best use of the products for a given customer, and using the
IoT sends recipe suggestions to the cart—in order to aid their purchasing [7].

The IoT-based system presented in the sections to follow is designed as a solution
for supporting purchase decisions. In addition to its core function, thismulti-level sys-
tem’s capabilities include updating shelf content status and reporting on the dynamics
of stock-level changes. Thus, obtained information can be used to increase the com-
pany’s competitiveness as well as to optimise the logistic process control. On the
technological level, the system description includes the necessary elements ensuring
its efficient operation. The proposed innovative implementation of IoT technology
requires equipping the store sales system with appropriate software and sensors, as
well as establishing wireless transmission of data between the networked elements
of Internet of Things.

13.3.1 Purchase Decision Support System

The developed system focuses on the customer and aims to influence their shopping
decisions. On entering the store, the customer collects a smart cart with an embedded
display, where all kinds of information and messages will appear. Simultaneously,
the customer becomes automatically assigned to the selected smart cart and once
the necessary permissions are granted, they are recognised by the store identification
system. The user stories presenting basic features of the system are listed below,
whereas Figs. 13.1 and 13.2 illustrate the scheme of its operation.

Start

Customer enters store and collects cart

Does customer agree to 
identification

Selecting shopping areas 
of interest

Is customer a 
registered user?

NO
YES

Face 
recognition

Does customer 
use shopping 

app

NO YES

Routing

NO
Identifying customer by 

previous purchase 
history
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Running the 
shopping app

Downloading 
customer shopping 

list and 
synchronising with 

smart cart

Suggesting products by previous 
purchase history, selecting 

shopping area of interest from 
available products list

Buying process

Check-out and payment

Customer leaves store

END

Fig. 13.1 Schematic algorithm of the system
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Providing additional information:
- suggestions for use including recipes

- promotion of products in the vicinity of smart cart 
including adding to shopping list

Adding subsequent items to shopping list

Recalculating shopping 
route and navigating 
along modified route

Calculating total shopping cost

Carting the items

Buying process

Approaching the first item on shopping list

Navigating customer according to route

Was shopping list modified?YES NO

Continuing shoppingApproaching next item on shopping list

YES

Have all items from shopping list 
been put in smart cart? NO END

Start

Fig. 13.2 Schematics of the proposed purchasing system process algorithm

1. The customer is not registered in the system. After picking up the smart cart,
the shopping area of interest is established, upon which the system determines
the shopping path. The smart shopping cart display views purchase suggestions
to the user as they move through alleys. The suggestions shown to the user are
based on data communication picked up by the cart from the shelves on its path
in the sales hall. The IoT system controls the flow of information to the customer
depending on the stock on shelves and the availability of other products from the
established set of potentially desired products available in the store. A customer
not registered in the system who, however, agrees to face recognition and their
shopping activities being registered has their model image created and saved for
future shopping. This consequently allows the store to register future purchases
and to create a customer profile.

2. The customer is registered in the system and has a shopping list prepared in
a dedicated application. After assigning a smart cart, the system recognises the
customer via Bluetooth, downloads the shopping list, generates the shopping path
and guides the customer through the alleys to reach the listed goods. In addition,
after downloading each product, the screen displays recipe proposals, which can
be downloaded, and the necessary ingredients are added to the shopping list. The
customer is subsequently navigated through the alleys and receives notifications
concerning the location of the products from the list.

3. The customer is registered in the system but does not use the application, so there
is no pre-made shopping list. After positive identification (face recognition), they
select elements (represented by icons) from different categories, which are then
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added to the system. The smart cart displays products that the customer might
be interested in. The information is generated on the basis of previous customer
purchases. Thepurchase decision support systemdisplays on the smart cart screen
the route to the alley with the selected products. Once the item is removed from
the shelf and placed in the smart cart, the information about how to prepare a
given product, including a shopping list suggestion, appears on the screen. The
customer may use one of the recipes, and as in the previous case, the list of
ingredients necessary to prepare a given dish is uploaded to the shopping list in
the smart cart. Then, a shopping route is drawn to navigate the customer through
the alleys to pick up the necessary products. The route is recalculated whenever
the customer leaves the shopping path, e.g. in search of another product. When
a new product lands in the cart, the recipe suggestions, the shopping list and the
route are automatically updated.

4. The offer is subjected to further personalisation, based on previous shopping
history, for customers who have agreed to face recognition and identification.

5. The total value of the shopping cart is updated upon each new addition to the cart
and displayed live on the smart cart screen. Similarly, in the case when a previ-
ously carted product is removed, e.g. because the customer has found a cheaper
alternative, the value of the cart is recalculated. Once the shopping is complete—
all products from the list are in the smart cart—the customer approaches the cash
register. Due to the fact that the content of the cart has already been automatically
identified, the checking out and payment processes are simplified and the latter
executed via contactless payment.

In terms of customer decision support, this systemmay offer an additional feature.
Given that the customer agrees to identification and has browsed for various offers
in online stores and added them to favourites prior to entering the smart store, it is
possible that when such a product is available, the customer will receive a notifica-
tion reading, e.g., “Products on Your Favourites list are available in alley X”. By
providing the real-time access to customer activity data, as well as indicating various
possibilities to involve customers in the purchasing process, the system supports their
decision-making.

13.3.2 Employing Data from the IoT-Based System
to Stimulate Desired Shopping Decisions

The second of the system’s levels of operation, referred to as in the introduction,
concerns generating information about the state of and the dynamics of changes
in the shelves’ stock levels. After the product is placed in the customer cart, the
status of the shelves is updated. The analysis of this information enables exerting
appropriate control over the restocking process. After reaching the minimum level,
the order information is sent to the supplier (or the warehouse), which is possible due
to automated ordering process. Ongoing stock-level control will ensure continuity
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of sales and simultaneously minimise the risk of generating high storage costs. In
addition, the constantly provided information on goods flow and the dynamics of
stock-level changes provides data for analysis of, e.g., the reasons for poor sales
of certain goods. The analyses may result in implementing changes in the layout
of goods in the shopping hall or the form of promotional campaigns—with a view
to increasing the turnover. IoT can track the efficiency of the store layout or the
reaction to product promotions. These data are analysed in real time and can be used
to determine customer preferences and their purchase paths in great detail.

It is important that the IoT-based system is compatible with the knowledge gained
on customer behaviour in a commercial outlet and, furthermore, how the store itself
stimulates the customer movement. Proper display of goods and prompting the cus-
tomer to approach the product may counteract excessive stock levels of a particular
product on sale. A customer wandering about the store needs about one-third of the
store’s area to make a shopping choice. However, it is in the best interest of the
store that most of the store’s surface is penetrated by the customer. The area at the
entrance, where the customers tend to buy fewer products, is typically referred to as
the decompression zone. It is approximately 6–7 m in length. To increase its attrac-
tiveness and visibility, promotional stands are usually located there [18]. One of the
key factors that should be managed is the speed of customer flow. It is assumed that
the average speed of customers in large stores is about one metre per second [18].
Retail stores can stimulate faster or slower customer flow. Messages addressed to
customers (e.g. concerning current promotions) should be adjusted to this speed, as
well as to the fact that customers usually move counterclockwise and that moving on
the right side of the alley they show a tendency to look to the right. It is also assumed
that women pay the most attention to goods situated at the height of their belt, while
men at eye level. With IoT, one can check whether their store conforms to statistics
and whether their customer behaviour is typical or atypical. If no adjustments are
possible, the data can be used to display the goods to be sold to customers in the first
place.

The IoT-based systems offer a breadth of data that may be harnessed to stimu-
late the consumer behaviour, and this includes the data regarding purchase history,
previously selected products and their amount, the purchase decision-making speed,
changes and trends.

13.3.3 The Functions of Customer Assistance Systems
and Automatic Identification Technologies
in Customer Support Solutions

IoT technologies enable the transmission of information between elements of the
physical system, without human intervention. The system event that triggers the
transmission, the source of information and the addresses and transmission contents
are programmed by the system programmer. The obtained data can be used by the
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receiver to control various objects or to generate events suitable for the purpose
of particular system elements. These events can trigger calculation procedures that
result in controlling physical objects. Alternatively, they can simply constitute system
events for information transmission (wired/wireless) to another IoT node.

Wecandistinguish three groups of activities performedby a digital built-inmodule
for a smart shopping cart or devices that perform an auxiliary role in the process of
retail distribution (such as storage or control equipment):

• registration, initial processing, selection of addressees and sending information
transmission to other functionally related modules built into the customer service
process, as well as to the cloud computing system;

• acquiring information from other networked modules in order to generate correct
control decisions and information for the customer (e.g. generating an optimal
path for the client during the shopping process);

• processing of collected local and acquired data from other embedded modules and
generation of control decisions and sending them to the customer’s information
system (display screen).

The wide range of capabilities offered by IoT solutions makes this technology
(software/hardware) applicable in various phases of service and customer support.
The basic problem to solve is the method and sources of obtaining information about
both customers and their articulated needs, as well as about the stock resources
and their features. Taking into account the sequence of events from the customer’s
arrival to the store to leaving it, the following functions of the assistance system can
be distinguished:

• identifying or registering the customer (with his consent);
• assigning a smart shopping cart;
• customer–system interaction allowing to set preferences;
• generating a smart cart route ensuring optimal implementation of the customer’s
preferences;

• information communication about product features that may potentially interest
the customer and are on the route or are offered on promotion;

• handling the contents of the smart cart and calculating the sopping cost;
• handling payment.

Each of the listed functions requires selecting a data acquisition method and an
algorithm for its processing. Therefore, the subsequent paragraphs will present alter-
native technical solutions necessary for the performance of the required functions.

Considering the customer’s right to save personal data, the cases described in
point 3.1 should be considered and described by algorithms. To support the cus-
tomer identification phase and to generate the path of travel and customer decision
support, applications for the transmission of Bluetooth data and the face recognition
systemwill be required.A further requirement concerns establishing the communica-
tion between the smart cart with the customer database and the database of products.
The communication can employ Wi-Fi technology and Internet connection for com-
munication with cloud computing, in which these databases could be stored. These
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Fig. 13.3 Data flow in the
customer identification and
registration phase
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databases may be accessed by commercial outlets of the same company located in
different districts or cities, thus ensuring the customer receives the same level of
service quality at different store locations of the same company. The communication
scheme, in the purchasing phase, of the smart customer support system is shown in
Fig. 13.3.

In the case of customers who registered their shopping list, the support system
displays instructions on the screen—allowing them to find products from this list. At
the same time,when analysing the previous purchase history and relevant promotions,
it makes suggestions of consumer goods that are on the route of the smart cart.
Accomplishing this objective requires harnessing communication technology with
a beacon module. Beacon, based on Bluetooth smart technology, constantly sends a
radio signal. The signal is read only by a dedicated mobile application active on the
computer embedded in the user’s smart cart with Bluetooth 4.0.

The application runningon this computer receives a radio signal, checks the unique
beacon ID and—in accordance with the built-in logic—provides the user with appro-
priate content displayed on the cart’s screen. Miniature beacon transmitters can be
placed on store shelves near which the customer moves. This allows individual con-
tact with the user of the mobile application when it is near the beacon transmitters.
When generating such a message, the loyalty system can use all previously accumu-
lated knowledge (in the customer database) about the given user and his previous
purchase decisions, enabling him to present not only the benefits of participating
in the loyalty programme, but also offers for products and services that are likely
to interest him. Unlike GPS, this technology works well inside buildings, enabling
not only direct communication with the user in real time, but also navigation and
geolocation.

The process of filling the smart cart with purchased consumer goods should be
monitored in order to accelerate the final stage of purchase, i.e. the payment. The
customer support system calculates the amount due and displays the information
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live—when subsequent goods are placed in the cart. At this stage, it is also possible
to cancel the purchase of items previously selected and carted.

Technologies that fulfil such formulated tasks are already and successfully imple-
mented inwarehousemanagement systems. Product identification during the transfer
from shelf to cart and from cart to shelf can be made by the implementation of:

• Bar code reader placed on the packaging of products—the direction of the shift is
determined from the changes in the weight of the cart.

• Radio-frequency identification (RFID), a method employing radio waves to trans-
mit data and power the electronic system (RFID tag)—goods are labelled with
RFID tags. The smart cart CPU reads the item code written on the label of the
product placed in the cart and after finding the increase in the weight of the content
of the smart cart adds the value to the receipt [15].

• An innovativeAmazonGo technology currently tested byAmazon—it is advanced
software devised to perform such tasks as product identification—regardless of
whether they are on the shelf or not, even in the case when the item is partially
covered by another object. The store does not use more conventional technologies,
such as RFID tags to track items, but may obtain additional confirmation from
the regular bar code on the product packaging. The information is obtained by
analysing the image from multiple cameras [1].

Based on the current state of technology, it can be concluded that the most feasi-
ble solution in this phase of customer support is RFID technology [16]. Numerous
companies have already introduced to the market certain elements of this technology
infrastructure, such as labels with antenna and chip imprint and information readers.
An example of using RFID technology for the identification of the process of manip-
ulation of goods is illustrated in Fig. 13.4. Since the total cost of shopping is updated
constantly throughout the entire shopping time, the customer uses convenient card

Fig. 13.4 Application of RFID technology in consumer goods handling
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payment in traditional terminals requiring pin payment acceptance or launches their
bank’s smartphone app and confirm the payment.

13.4 Conclusions

This chapter proposes a conceptual framework for the IoT information technol-
ogy in customer purchase decision support. Therefore, its primary objective, i.e. to
contribute to the discussion by providing a conceptual framework for an IoT-based
system supporting customer purchase decisions, appears to have been achieved. The
system is described in terms of the algorithm for customer service using multiple
data sources, as well as regarding the data acquisition and processing technology. The
system is designed to facilitate the selection of products that best meet customers’
needs and solidify their company loyalty. This multi-level system, by implementa-
tion of necessary hardware and software solutions, operates on customer behaviour
and purchase decision support. In addition, it generates the shelf content status data
and reports on the dynamics of stock-level changes, thus aiding an appropriate mar-
keting strategy shaping and optimising stocking management. The constant progress
of IoT capabilities leads to higher compatibility of designed software and hardware
tools with particular phases of service and customer support process. The proposed
solutions will also optimise customer service costs and facilitate continuous analysis
of the structure and the dynamics of sales.
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Chapter 14
Application of EEG Metrics
in the Decision-Making Process

Mateusz Piwowarski, Uma Shankar Singh and Kesra Nermend

Abstract The decision-making process is a complex task uses the multi-criteria
methods in the formalized decision support.Decisions are direct reflection of decision
maker preferences. Multi-criteria methods use different methodological approaches
(algorithms) to determine the final assessment of decision variants (e.g., ranking).
Decisionmaker must domany actions (partial evaluations) in some of thesemethods.
Issues of the decision maker’s engagement in the assessment process arise which
can be identified using measurements by EEG. It is possible to identify various
internal processes occurring with the decision maker during individual stages of the
calculation procedure. Various types of EEG metrics are used for this, such as the
index of frontal asymmetry, engagement, distraction, etc.

Keywords EEG metrics · Decision making ·Multi-criteria methods

14.1 Introduction

Making important decisions is usually a difficult and complicated task, and during
the decision process a common question arises about possible alternatives (variants).
What could we gain or what could we lose by making such or other decisions? This
question is important because each decision has its specific effect, which is often
possible to identify a rational decision considering the conditions of decisions. Each
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action taken has some effects that can be assessed positively, negatively, or indiffer-
ently (neutrally). In the context of rationality, decisions should be understood as a
choice of a variant of action that ensures the best ratio between the positive and neg-
ative effects of the assessed decision [1, 2]. Rationally, a human decision is guided
by reason, and they consider the arguments and counter-arguments available to them
and make the decision closest to their preferences before making a decision. Irra-
tionally, human behavior is usually guided by emotions often with false imaginations
which frequently results in a wrong view of the situation and unrealistic assessments
of the effects of taken decisions. Emotions give a false impression of attractiveness.
Decision making is closely related to the functioning of the brain. Issue of rules of
the brain’s operation and the mechanisms of human thinking including the role of
intuition and experience in decisions making has been given by numerous studies [3,
4]. It shows that choices and decisions made by people depend on the mechanisms
of thinking, the so-called quick thinking (unconscious, automatic) and slow thinking
(controlled). Quick thinking does not require effort, because it is based on thought
patterns (life experience) or heuristics (so-called shortcut thinking, automatic reac-
tions to stimuli from the environment). Quick thinking allows for almost immediate
decision making, but it is associated with the risk of not analyzing a given situation.
In the case of slow thinking, a significant intellectual effort is required to analyze the
information. It boils down to verifying fast (automatic) thinking and taking control
of emerging choices [4].

The decision-making process can be enriched by various less formal factors,
such as experience, intuition, common sense, or developed practical rules in many
other decision-making situations. All of these approaches can be helpful, but they
cannot replace reliable analysis. It allows formore detailed consideration of decisions
variant and their assessment due to the decision maker’s preferences [5]. This applies
particularly to situations inwhich there is a need for detailed consideration of decision
variants. Mathematics language and the recognition of decision situations in the
form of models reflecting real process come in the picture here. Approaches in
this field derive from econometrics and its derivative scientific disciplines, such as
statistics (analysis and processing of data reflecting reality) or operational research
(optimization of decisions). Participants in the decision-making process (decision
makers) are placed in the spotlight in the case of operational research. They assess
decision-making situations based on their own preferences (subjective point of view)
taking into account the set of adopted assessment criteria. They face a decision
problem in which different conflicting situations often have to be taken into account.
Such a situation is referred to a multi-criteria decision problem and characterized by
the subjectivity of defining the problem, objectives, defining assessment criteria as
well as evaluating their effects. This approach is supported by multi-criteria decision
support methods. Some decision-making situations require consideration of many
decision-making variants assessed on the basis of many criteria [6]. The solution
of this type of decision problems (using multi-criteria methods) usually requires
a significant participation of the decision maker. For some methods, the decision
maker must make many comparisons (assess) before the final ranking of variants
is created [7]. The issue of the decision maker’s involvement in such a formalized
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decision-making process arises here with too little commitment (or even fatigue)
and partial evaluations can be unreliable. Ultimately, this will translate into a final
grade that will not fully reflect the decision maker’s preference. An important issue
seems to be the identification of the decision maker’s involvement in the decision-
making process. The purpose of this chapter is to present the possibility of using
the various EEG metrics (e.g., related to engagement, distraction) in the decision-
making processes. The problem of identifying engagement is important because it
can distort the effectiveness of certain multi-criteria methods (e.g., AHP, ANP) to
solve complex decision problems. The importance of the problem is also raised by
the fact that these methods are commonly used to solve contemporary economic
problems.

14.2 Limitations in the Applicability of Selected
Multi-Criteria Methods

The developed methodology under operational research allows to determine a set
of acceptable solutions, moreover, to search for the optimal solution (in the Pareto
sense) based on methods used in the multi-criteria decision support. It takes place
by evaluating solutions under the consideration of using a defined set of criteria.
These methods are included in the group of multi-criteria optimization methods with
a finite set of value [8]. Literature in the subject area discusses these issues are
described as multiple criteria decision-making (MCDM) or multi-criteria decision
analysis (MCDA) [9]. The main goal of multi-criteria decision support is to provide
decision makers with tools that will facilitate in solving decision-making problems
where there are different criteria for assessing decision-making variants. MCDM
is related with the American mainstream, which assumes the existence of a multi-
attribute utility function providing synthetic assessments of the analyzed decision
variants. MCDA is combined with the European mainstream. This trend is based on
the occurrence of an outranking method, in which the aggregation of partial grades
is carried out on the basis of a set of conditions at a global over-ratio outranking [10].
MCDM/MCDA methods can be grouped according to different criteria. One of the
possibilities of their divisions is shown in Fig. 14.1.

A detailed description of these methods can be found in the literature of this sub-
ject commonly available among others on the Internet [11–19]. The computational
algorithms of the different methods are different, although they partly use similar
solutions (e.g., pairwise comparison: AHP, ANP, MACBETH, REGIME, etc.). Ana-
lytic hierarchy process (AHP) method is one of the best known and widely used
[20] among them. The vector of the scale is obtained here by comparing the pair of
decision variants in the context of individual criteria and comparing the assessment
criteria with each other. The components of the scale vector enable us to obtain the
order of the variants, and thus, chose the best. The pairwise comparison process uses
a nine-point rating scale called the Saaty scale or a corresponding verbal description.
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Fig. 14.1 Classification of MCDM/MCDA methods

On the top of the hierarchical structure describing the decision problem is a main
goal of the decision problem, the next level includes assessment criteria (subcriteria)
and at the bottom of this hierarchy are considered decision variants. The analytic
network process (ANP) method is a development of the AHPmethod by considering
links between the criteria and links between the variants and the criteria [21]. The
hierarchical structure is used to describe the decision problem similar to the AHP
method. The ANP method is being able to have horizontal relationships between
the assessment criteria and the feedback links between the criteria and the decision
variants [22, 23]. The criteria can be combined in components which may be ele-
ments of the type of criteria and decision variants. Both methods (AHP and ANP)
are time-consuming for a large number of main and partial criteria. With a larger
number of evaluation criteria and decision variants, a large number of comparisons
should be made. This number is expressed by the formula for each criterion n2−n

2 ,
where n means the number of variants. For example, for six decision variants and
eight evaluation criteria, the number of comparisons will be 120. With a relatively
small number of variants and criteria (for this case), the decisionmaker would have to
do the tedious work related to the comparative assessment. As our previous research
[24] shows, the effectiveness of a long-term decision-making process decreases with
the increasing number of necessary object comparisons. EEG measurements can
be used in order to check the level of decision maker engagement in the process
with the point of pairwise comparisons. Electroencephalography gives the oppor-
tunity to study the frontal asymmetry. This phenomenon gives the opportunity to
study the brain’s response to stimuli, e.g., resulting from the process of comparing
objects. These neural measurements allow for the determination of various metrics,
for example, related to engagement.



14 Application of EEG Metrics in the Decision-Making Process 191

14.3 EEG as a Measuring Technique

Electroencephalography (EEG) is one of the brain neuroimaging methods. Other
measuring techniques also have been used except EEG is positron emission tomog-
raphy (PET), functional magnetic resonance (FMR), and functional magnetic res-
onance imaging (FMRI) [25]. These methods allow for observation of changes in
brain activity and the brain waves analysis. EEG is highly practical and important
in the context of economics research. The temporal resolution of EEG is very high
(milliseconds), which makes it possible to track brain activity for rapidly chang-
ing stimulation (as advertising shots, consumer reactions to viewed goods on store
shelves, etc.) [26]. The EEG reads (measures) the recording of bioelectrical brain
activity. The source of this activity (signal) is pyramidal cells, which is arranged par-
allel to each other in such a way their arrangement causes adding up their electrical
activity. It creates sufficiently electrical potential that can be registered as the effect.
The produced electrical potential (in a given place) is read with a device called an
electroencephalograph. The electrodes are used to read the bioelectric activity of the
brain. They are placed on the head most often according to the international standard
10–20 (or its extensions) (Fig. 14.2).

The positions of each electrode are described by the letter denoting the lobe
of cerebral cortex and the digit defining the part (side) of the brain (even-right side,
odd-left side). TheF letter means the frontal lobe, T—the temporal lobe,P—parietal
lobe, O—occipital lobe, C—Rolando’s fissure, z—line connecting the nasal cavity
with occipital nodule [27, 28]. Recorded electrical potentials are also influenced
by potentials generated by other parts of the body (e.g., eyes, heart, muscles) and
external factors (measuring apparatus, power network). These signals are called

Fig. 14.2 System of 10–20 locations of electrodes, a left part of head, b top part of head [27]
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artifacts, and signals which are interested should be cleaned. Signals generated by the
human brain can be grouped into rhythms (EEGwaves) with different amplitude and
frequency. The most important types of waves (in the context of economics research,
but not only) include alpha (frequency 8–13 Hz, amplitude approx. 30–100 µV),
beta (12–30 Hz, up to 30 µV), theta (4–8 Hz), delta (up to 4 Hz), and gamma
(26–100 Hz) [25]. The individual wave bands are associated with various activities,
processes occurring in a human being. For example, alpha waves are associated with
a low level of human cognitive activity and a state of relaxation.

14.4 The Metrics Used in Decisions Making

In economics study (e.g., consumer behavior, decision making), various types of
techniques and scientific methods are used to get information. They are usually
based on data that is statements and opinions of respondents. They reflect subjective
reflections and own interpretations of reality. However, consumer declarations are
not always consistent with their behavior. It can therefore lead to incorrect results and
interpretations.Often people cannot explain their decisions andbehaviors in a rational
way. Behavioral economics and techniques based on cognitive neuroscience can help
them. The study carried out with the EEG, GSR and other techniques allow to reach
motives that consumers do not realize. Suchmethods allow to build knowledge about
a human and his behavior at the level of internal psychophysiological and cognitive
processes. They allow us to look into human minds and their basic physiological
states. They allow access to unfiltered reactions and feelings. Many different metrics
can be obtained from the EEG data acquired. Various phenomena can be identified
based on such metrics such as emotions, motivations, engagement, distraction, etc.
These metrics are created from purified EEG measurement data (filtering, deleted
artifacts) and using specific frequency bands (waves). EEG signals are measured
in the right places of the brain responsible for specific mental states and higher-
level of cognitive processes. Examples of metrics those are used to identify human
behavior (includingwhenmakingdecisions) include frontal asymmetry, engagement,
distraction, workload, etc.

14.4.1 Frontal Asymmetry

One of the phenomena has been identified as neuroscience study is called the frontal
asymmetry measured in the alpha band frontal alpha asymmetry (FAA). It is the
difference between left and right alpha activity over the frontal lobes, recorded with
EEG. This phenomenon is used among others to study emotion, motivation, cogni-
tive control, or temperament and personality [29–32]. In practical, two approaches
are used to study frontal asymmetry. First of these involves the study of the FAA
while resting as a variable trait related to psychological constructs and predicting
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future emotional behaviors [33]. Second one is related to the study of the state of
changes in frontal asymmetry as a function of the current emotional state or behavior
[34]. As it shows, most studies use frontal asymmetry as an indicator of psycho-
logical phenomena (motivation, well-being, etc.). The registration of FAA frontal
asymmetry is similar to the measurement of other EEG signals. However, it should
be noted that it may be the result of individual characteristics as well as change due
to unintentional state manipulation. This applies both to the time of the test itself and
also to the period before the signal is recorded. All kinds of emotional reactions that
may occur in the subject (before or during the study) have an effect on the results
of EEG asymmetry [35]. In order to reliably determine the frontal asymmetry, it is
necessary to ensure an adequate amount of data and remembering not to temporarily
overload the participants of the study. During longer tests, the emotional state of the
subjects may change. Good FAA credibility can be obtained from 100 epochs. This
corresponds to the time of data registration without artifacts in the range of 1–3 min
[36]. In order to ensure the best conditions for FAAmeasurements and interpretation
of results, practices in this area should be strictly observed [32]. The frontal asym-
metry index (FAI) can be easily determined on the basis of raw EEG data obtained
from the F3/F4 and F7/F8 electrodes of the 10–20 system:

FAI = ln

(
alpha power right F4

alpha power left F3

)
(1)

It should also be noted that both behavioral tests and hemodynamicmeasures have
confirmed that the power of alpha waves is inversely proportional to the activity of
brain fragments [37, 38].

14.4.2 Engagement

Engagement is defined in various ways. Some approaches focus on the result of
engagement. In such cases, it can be referred to explicit or covert attention of allo-
cation [39]. It is also described as a tendency to attract and maintain attention [40].
Some researchers define engagement as a state of involvement of an individual in
an activity in which the other proceedings are blocked [41]. Other approaches to
engagement focus on the characteristics of the task that would force more or less
involvement. This applies to the degree that determines the difficulty of the task,
interactivity, durability, novelty, or the amount of feedback [42]. Using the EEG
measurement data, the engagement index can be obtained as a ratio of appropriate
quantities (bands). There are several known ways to determine it [43]. We can, for
example, count it according to the formula:

EnI = Beta

(Alpha+ Theta)
, (2)
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averaged across all sensor locations [44–46]. The engagement index can also be
obtained in the following way:

EnI = Theta

Alpha
, (3)

average frontal midline theta and average parietal alpha [47, 48].
There is another approach involves the engagement index with the theta value

from the front area [49].

14.4.3 Distraction

Distraction is associatedwith the fact of involvement in activities other than cognitive
tasks onwhich one should focus. Itmay cause due to boredomor frustration.Different
external factors (coming from the environment), e.g., noise or any other phenomena
occurring nearby may affect the distraction. Distraction can also be caused by factors
directly related to the subject of some errors or mistakes. The index of cognitive
distraction widely used in EEG measurements includes alpha activity (8–14 Hz),
beta (14–35 Hz), and theta (4–8 Hz) [50]. Beta and theta activities (in the front part
of the brain) are associatedwith cognitive functions such as decisionmaking, problem
solving, or working memory [51]. Additionally, gamma activities (31–40 Hz) can be
taken into account. The distraction index using these frequency bands (alpha, beta,
gamma, theta) can be determined according to the formula [52]:

DI = theta

alfa
+ alfa

beta
+ beta

gamma
, (4)

where theta is the average EEG power between 4 and 8 Hz, alpha—between 8 and
12 Hz, beta—between 12 and 30 Hz, and gamma—between 31 and 40 Hz.

The placement of these EEG frequency bands was associated with capturing their
variable participation in the distraction.

14.4.4 Workload

Workload is associated with an increase in the work memory load. It appears during
analytical reasoning, solving various types of problems (arithmetic, decision-making,
etc.). We deal with the workload when we start a group of cognitive functions needed
to focus on tasks those are important to us. The load levels recorded by the EEG show
a correlation with objective efficiency as well as a subjective assessment of the load
on tasks of various difficulties. For example, the load is the basic measure used in the



14 Application of EEG Metrics in the Decision-Making Process 195

usability test [53]. The load is related to oscillations in the alpha band, alpha peaks,
as well as theta band activities.

In the literature, it is clearly mentioned that many other metrics are determined
on the basis of EEG measurements and measurements of other psychophysiological
features (e.g., GSR, HR). These are such records as memorization index [54–56],
approach–withdrawal index [57], emotional index [58, 59]. These types of records
allow identification of various psychophysiological states. They enable building
knowledge about human behavior reactions to various external stimuli. It is of great
practical importance in the context of research into the sources of consumer decision
making. Certainly, it can facilitate reaching consumers, improve the personalization
of services, increase the effectiveness of marketing activities, etc. Using psychophys-
iological measurements to monitor the decision-making process using multi-criteria
methods (MCDA/MCDM) can give a new look to the effectiveness of somemethods.
Although, for example in the AHP method, there is a cohesion factor (checking the
assessment logic) where it is not known how decision makers react to the prolong-
ing assessment process. The metrics obtained on the basis of EEG measurements
in many situations help to identify phenomena occurring in a person (positive and
negative).

14.5 Conclusions

Decisions making is related to the process of choosing the right course of action.
This often requires choosing the best option frommany possible solutions. There are
many types of decision problem (less complicated and very complex) that requires a
significant participation of the human factor. Problem-solving methods such as the
MCDA/MCDM methods are often used to solve such problems. Despite the proven
effectiveness of these methods, there are also risks associated with their selection
for a given issue. In the case of complex decision problems (many variants and eval-
uation criteria), some methods require considerable effort and commitment from
the decision maker, e.g., the decision maker must perform many comparison opera-
tions (at different levels). A long process of evaluation may cause the appearance of
many unfavorable phenomena such as distraction, emotions, reduced engagement,
too much workload, etc. Confirmation of these concerns is the result of research
carried out by the authors on the use of the AHP method [24]. To be able to respond
to such situations, it should get identified first. EEG measurements (and other tech-
niques) allow to identify the phenomena related to such type of factors. Frontal asym-
metry gives the opportunity to show how the brain reacts to specific stimuli (e.g.,
for a product or for multiple comparisons in the decision-making process—multi-
criteria methods). The calculated frontal asymmetry index may be the determinant
of the approach–withdrawal which reflects the motivation. Increased activity of the
left part of the brain can serve as a determinant of motivation (index of approach
motivation) and emotions like joy or anger. On the other hand, increased activity
of the right part of the brain can serve as a determinant of avoiding motivation and
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such emotions as fear or sadness. Greater involvement of the left, frontal side of the
brain relative to the right is associated with greater engagement. The computational
algorithms developed allow for the conversion of psychophysiological signals into
derived cognitive metrics, such as engagement, motivation, distraction, workload,
etc. Therefore, we are able to assess the effectiveness of external stimuli affecting
decisions.
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Chapter 15
Examining the Degree of Engagement
of a Participant in Economic Games
Using Cognitive Neuroscience Techniques

Konrad Biercewicz and Mariusz Borawski

Abstract The popularity of economic games is used mainly for learning. It causes a
need for methods allowing to evaluate their content in terms of player’s satisfaction
already at the pre-production stage. There are alreadymethods to determine a player’s
interest in a game, but they do not always allow for objective and unambiguous
determination of a player’s involvement. Cognitive neuroscience methods can give
such an assessment. The aim of the research presented in this chapter is to develop
a concept of a procedure for investigating a player’s involvement in a game using
cognitive neuroscience methods. The chapter presents the concept of the research
procedure, the survey, the prototype of the game and the review of the engagement
indexes. On the basis of the analysis of the results of the survey, it was stated, among
others, that the respondents do not like to take a big risk related to money. Therefore,
in the designed economy game, the player should be accustomed to taking risks in
order not to be discouraged from the game. In addition, through the use of cognitive
neuroscience, we are able to have knowledge of the level of engagement of the player
in each part of the game. Then, game developers will be able to improve them in
order to get the greatest satisfaction from the player. In the case of economic games,
this will translate into a longer time spent by the player on the game, and thus his
skills acquired during the game will be greater.

Keywords Economic game · Cognitive neuroscience · EEG · Engagement

15.1 Introduction

Business games support the integration of educational experiences at different levels
of education and between different disciplines: economics, management and social
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sciences. Most games are played on modeling and simulation courses, microeco-
nomics, logistics and management. Different applications of economic games allow
adapting games of this type to different missions in schools, universities, corporate or
training centers. It is, therefore, necessary to develop a methodology for the creation
of economic games that will provide good entertainment for gamers while at the
same time allowing them to understand certain economic processes and phenomena.

A simulation game can be used for this purpose. The task of this kind of computer
games is to imitate the impression of different sensations that a person experiences in
everyday reality. That kind of game is a combination of the following three elements
[1]: game (created as a set of rules), role (assigned to each participant) and simulation.
Simulation games are basically computer programs based on mathematical models,
which are a simplified way to imitate specific economic processes or phenomena,
such as running a business in a competitive environment. On the Internet, we can
find many economic games.

A properly designed economy game should involve the player to a high degree.
The most common methods used are the following commitment test methods: [2]:

a. Survey self-reported—the examined person determines the level of involvement
in particular elements of the game;

b. Attention-based engagement (ABE)—the time during which the test person
looked at the monitor is measured. Relating this to the time when the person
did not look at the monitor, one can deduce how much attention of the tested
person was focused on the game;

c. Electrodermal activity (EDA) otherwise called galvanic skin response (GSR)—
allows to determine the emotions of the person tested on the basis of the mea-
surement of skin conductivity;

d. Mouse clicks, mouse movement—measurements of the number and places of
clicks and mouse movement allow you to determine the level of player activity
during the game.

The above methods are very limited. In the survey self-reported, the researcher
relies on the observations of the respondent. The test person may have difficulty in
remembering his or her feelings during thewhole game. It is difficult to determine the
exact time frame within which the growth of interest in the game begins and ends on
the basis of this study. In addition, the respondent may formulate the answers in such
a way that they fit into specific social expectations. For example, there are elements
of violence, so the respondent may be negative about it, even though they actually
aroused his or her interest. Attention-based engagement (ABE) depends not only on
the player’s engagement but also on the type of game and the situation in the game.
During the fight, the player’s focus on the game will be very high, because he/she
has to react quickly to the opponent’s actions, while during the wandering around
the city or conversations with NPCs can be smaller. If the game itself is interesting,
but the fights are monotonous and boring, the player will still be very focused during
the fight, so as not to die and be able to continue playing. ABE will not say anything
about the attractiveness of fighting during the game.
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Galvanic skin response (GSR) allows you to define emotions in the first place.
However, not always a player’s involvement can be emotional. Certain elements of
the game may not generate emotions until some success or failure is achieved.

Mouse clicks, mouse movement are strongly dependent on the scenario of the
game itself. They can be useful if you are able to refer to other players. You can
tell from them which player is more involved and which one is less involved. For
example, during a fight, the mouse movements will depend on the weapon chosen
by the player and the way the opponent fights. They may, therefore, be incomparable
between opponents.

It is necessary to look for such methods of engagement research that will allow
determining the level of engagement at any time in the game, while not being depen-
dent on other factors. An example of such methods is a method of cognitive neuro-
science. They are becoming more and more useful because they allow us to get to
know the current state of the brain. This task is facilitated by the indexes calculated
on the basis of the recorded signals. In the literature on the subject, numerous indices
of engagement can be found, which will be presented later in this chapter. They allow
us to know the level of human involvement in a given activity in a given moment of
time.

The aim of the research presented in this chapter is to develop a concept of a
procedure for investigating a player’s involvement in a game using cognitive neuro-
science methods. The chapter will present a diagram of the research procedure, the
preliminary results of the research, i.e., the results of a survey aimed at getting to
know the preferences of players and, additionally, a review of commitment indices. A
prototype of the game will also be presented, which will be used for further research.

15.2 Proposal for a Test Procedure

The test procedure proposed in the test is shown in Fig. 15.1. The first stage of the
test procedure is to formulate the problem. It is presented in the introduction to this
chapter. The second stage of the research procedure is to prepare a questionnaire.
The survey aims to find out the preferences of players—their expectations of the
game content. This will make it possible to enrich the economic game with elements
that will arouse their interest. The results of the survey will be the basis for writing
a scenario of the game and its design.

Checking how much the game can involve players will require creating a game.
The game will be played using the Unity game engine in C# language. It will be
executed in such a way that it is possible to record events in the game in order to
synchronize themwith the registeredEEGsignals. TheEEGsignalswill be registered
in a group of 30 people. First, a pilot study will be carried out on several people to
verify the correctness of the registration, synchronization, etc. After the pilot study
and possible correction of all errors, a proper study will be carried out.

The recorded signals will be used to calculate the EEG indices and specific game
elements that cause low player engagement. If such elements are detected, the game
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Problem formulation

Preparation of the survey

Game design based on identified 
preferences

Develop computer game

Carrying out examining using 
the EEG

Analysis of results

Is the effect of the game 
satisfactory?

Formulation of conclusions

Modification of a project 

Improvements to the game

No

Yes

Fig. 15.1 Proposal for a test procedure

design and the game itself will be amended and the examining will be repeated. This
part of the procedure will be repeated until satisfactory results are obtained. Finally,
conclusions will be drawn on how to design the game with the greatest possible
player involvement in it.
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15.3 Questionnaire Survey

Among 52 people (35 men and 17 women), a survey was carried out to determine
what type of games people like to play for recreation (frequency of playing = less
than once aweek) andwhat elements of these games should be implemented to create
an economic game in order to stimulate greater engagement. The questionnaire was
divided into four parts:

• the first part included questions evaluating previous experiences with video games
and other personal characteristics;

• the second part included questions related to the evaluation of the activities per-
formed in the computer game;

• the third part was the so-called Case Study, which consisted of imagining the
situation and making the best decision;

• the fourth part of the questionnaire, the individual activities in the game had to be
sorted from the most interesting to the least interesting.

Using the above division of questions, the answers to the questions asked for the
purpose of the survey were obtained.

The analysis of the questionnaire showed that the average age of the respondents
was 25 years. The obtained target group is an ideal group because they are people
who have already played several games in their lives. So, they can clearly tell you
what their expectations are in relation to virtual gameplay. Therefore, we can assume
that the answers given have to be taken into account in order to achieve the result of
greater engagement.

The participants were asked to answer the question of what factors influence the
game that they get bored after some time. Themost frequent answers weremonotony,
boring plot, too much difficulty, lack of competition or ugly graphics. In addition, it
was found that those surveyed liked to play games related to Esport, such as Counter-
Strike: Global Offensive, League of Legends, but also strategic games.

Analyzing the part related to the evaluation of the activities in the game,
(Figs. 15.2, 15.3 and 15.4) it was noticed that the majority of the respondents in
a game likes the management of the military. Similar interest is connected with
controlling expenses related to the development of the city and with building and
development of the city. On the contrary, you can see that most respondents do not
like investing money on the stock market. Generally, they do not like taking risks
in situations related to money. At this point, the question should be asked whether
they do not like it because they are not properly educated, or it is due to the fact that
they may lose too much cash.

In Part III—Case Study, it was learned that the most opinion responders (almost
70%), who would find themselves in a situation where the investment brings them
losses. They would be cutting the losses and waiting for the situation to develop
further. A similar number of respondents answered the question related to the case
of what would you do when your village will be destroyed by the enemy. They said:
“I will rebuild the village and set out to fight the enemy.” On the other hand, ¾ of
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Fig. 15.2 Diagram presenting the opinion on amilitary/tank/people/etc., management, b investing
money on the stock exchange

the respondents said that if they landed with a second person on the planet which is
likely to be uninhabited, they would find a place where they can settle down. Also, it
is worth looking at the following question: “On your way, you meet an NPC who has
an item you are interested in.What actionwill you choose to get it (note that choosing
one action rules out the possibility of choosing another one)”: fight, exchange, theft,
dice roll?

Most of the respondents responded rationally, i.e., they chose to exchange goods
for goods (Fig. 15.5). This is probably due to the fact that most of the people ques-
tioned did not choose to roll dice, because there is a random factor associated with
this game. Then, we do not have a 100% guarantee that we will win, and in addition,
we may lose everything. Similarly, it is worth looking at the last question: “What
would you invest your money in if you found an oil field and started cooperation with
sheiks?” (Fig. 15.6) Most of the respondents chose the answer—the money they will
receive, they will invest in real estate. This may be due to the fact that it is currently
a form of investment, thanks to which we obtain a passive profit.

The last part of the analysis, i.e., the fourth part, will be devoted to how the survey
participants sorted the activities in the game, where 1—means the most interesting
and 6—the least.

Looking at Fig. 15.7, you can see that waiting for buildings to be built is the most
interesting, but also the least interesting. What could it be caused by? Well, some
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Fig. 15.3 Diagrampresenting an opinion on taking risks inmoney situations,b controlling expenses
related to the development of the city/planet

people who say that it is the most interesting cannot wait to build a building, thanks
to which, for example, we will be able to produce much better armor and swords,
which in the end can translate into defeating the enemy. Therefore, we are looking
forward to the successful completion of the building. On the other hand, it does not
cause emotions, because it is just an ordinary building. It is only an instrument for
further action. An interesting activity is also buying new things.

15.4 The Conception of the Economic Game

On the basis of the survey, an economic game was designed, which will probably
be more engaging than the games that exist on the market so far. In order to check
this, we will invite people to the study to play a game already existing on the market
and design. For examining the engagement, we will use EEG and indices of the
engagement which is the more later part of the chapter will be introduced. We know
that we cannot create a typical stock market game because it will be monotonous,
and there will be no plot or if it is not very interesting.

The aim of the game is to colonize, explore the planet Mars and make alliances or
wage wars with other planets. A mechanism will be put in place to build buildings,
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Fig. 15.4 Diagram presenting an opinion on a building a town/village from scratch, b developing
a town/village/etc.

Fig. 15.5 Circular diagram showing your opinion of what you will do in a situation when you meet
an NPC on your way with an object you are interested in
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Fig. 15.6 Circular diagram showing your opinion of what you will do in a situation when it turned
out that you came across a crude oil plant and started cooperation with sheiks. What will you do
with the cash you receive?

Fig. 15.7 Bar chart showing the sorting activities in the game

weapons, ships. In addition, there will be an opportunity to trade or you will be able
to bet your items and roll dice against the opponent. Winner takes everything. There
will also be implemented a stock exchange system. If a planet is at war or trading,
for example, the exchange rate will be unstable. The news will be published as if it
were a realistic stock exchange, as well as various stock market indicators available
for us to use to make decisions. There will be a tutorial on how to use such indicators.
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Fig. 15.8 Game board

In addition, the player will be accustomed to taking risky transactions, i.e., at the
beginning the risk will be very low, but with each stage in the game it will increase.
Apart from the stock exchange and trade exchange, it will be possible to invest virtual
money, e.g., in real estate on a friendly planet, modern technology.

In the beginning, a part of the game containing the most important elements of
the game will be realized and examined. The main element of the game is a board
with a terrain (Fig. 15.8). It consists of square tiles symbolizing different types of
terrain. Each type of land has a different cost of preparation for construction. The
player must choose the area of the land in a thoughtful way so that he has enough
money to build the buildings necessary for the functioning of the city.

The player can choose between different types of terrain. Four types were selected
for preliminary testing: housing estate, cultivated fields and two types of factories
(Fig. 15.9). At the beginning of the game, the player has a certain number of men
and women. He/she has to create enough housing estates to accommodate all the
residents. A certain amount of space is needed, as the population may increase if
the conditions are favorable. Farmland is required to feed the population. In turn for
agricultural production are required materials and machines which are produced by
factories.

The game is a turn-based.One tour covers one year. Once the player has completed
all the intended actions, he presses the “Next turn” button,which starts the simulation.
Multi-agent simulationwas used in the game. Figure 15.10 shows adiagramof classes
inheriting from the TAgent class. These classes are used to create objects that are
agents in this simulation.

The TAMan and TAWoman classes are represented by men and women, respec-
tively. They can join together to form aTAHousehold property after theTAHousehold
class representing the household. The creation of a household is carried out in three
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Fig. 15.9 Types of areas available to the player

Fig. 15.10 Diagram of classes showing classes inherited from the TAgent class
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steps. In the first step, agents created in TAMan and TAWoman classes send matri-
monial offers. The offer can only be sent after the age of 18 and is randomly selected
depending on the age of the agent.

After reaching the age of 18, they start sending each other matrimonial offers. The
sending or acceptance of an offer depends on the probability, which is determined by
the age of the agent. The offer includes expectations toward the partner. Currently,
they cover the expected age range of the partner. In the next stage, the offers are
delivered to the addressees. Addressees younger than 18 years of age ignore the
offers. Addressees aged 18 or over shall check whether the broadcaster is within
their expected age range, if so, they shall draw lots with a probability depending
on age and whether they respond to the offer. At the last stage, the senders of offers
receive responses. After selecting one of the offers (the first one that came is currently
selected), the household agent is created. Female andmale agents separate themselves
from previous households and join the newly created one, receiving the status of
husband and wife. From now on, if both partners are alive, they will not send or
receive matrimonial offers.

For a woman who has the status of a wife in the household, the number of children
to be born is drawn by lot. Furthermore, in every step of the simulation one draws
whether she got pregnant or not. After nine months, a new agent is created for whom
the sex is drawn. This agent is assigned to the household as a child. The minimum
interval between successive pregnancies is assumed to be one year. For every agent
representing, a man from his birth in every lottery is drawn whether or not he died.
For every agent over 18 years of age, there is a draw for a profession. The level of
earnings is related to the profession.

In addition, every human agent must consume certain products. The source of
the products is the factories represented by the TAFactory class. Each factory can
have any number of production lines on which it manufactures its products. For each
production line, it is determined howmany products can be produced per unit of time,
as well as the demand for raw materials and employees. Any product manufactured
in a different factory can be a raw material. There is also a possibility of production
without the need to obtain raw materials. An example of such an object is arable
land, which is a simulation that requires only human resources. Each production line
requires the assignment of a certain number of employees in the right professions.

The prices of the products are determined in advance; however, the course of
their changes over time can be taken into account. Before starting production, the
factory checks that the production costs do not exceed themarket price. If there is any
possibility to earn money from production, the factory sends out job offers.When the
number of employees is sufficient to create one product unit, the factory purchases
raw materials and begins production. The production lasts as long as it is profitable
or until the warehouse is overfilled. Cessation of production results in the dismissal
of employees. Overfilling of the warehouse may be a result of a lack of orders for
products.

Orders for goods can be placed by people, other factories or objects created after
the TACustomer class. The object represents the recipients of the goods outside the
simulation. This object buys a certain number of goods in a unit of time. This number
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may vary over time. People have to buy certain goods for every certain unit of time.
They will use the money from the household budget for this purpose. Every member
of the household who earns money in factories contributes it to the common pot. At
the end of his professional career at the age of 65, an agent retires. He will receive the
money from a TASocialInsurance class facility that represents the Social Insurance
Institution (ZUS). Money is paid out from the age of 65 until the death of the agent.
If the income of household members is too low, the household will receive a benefit
from a TASocialAssistance class object representing social welfare. The condition
for receiving the benefit is that the household member’s income falls below a certain
threshold.

15.5 Study of EEG

After the creation of the game, a study will be conducted to investigate the involve-
ment of players. Referring to the scientific literature, several studies have used ques-
tionnaires that are not entirely a good form of investigating a player’s experience [3].
The problems arise from the formulation and context of these forms [4]. Therefore,
the EEG should be used to determine the involvement of the user. Frequency bands
are determined from the EEG signal using a spectral method, e.g., Fourier trans-
form. The EEG measured on the scalp corresponds to a recording at frequencies of
0.5–30 Hz. Four basic bands are recognized in this range [5]:

• Delta (0.5–4 Hz).
The brain waves of the delta are generated in the deepest meditation and sleep.
Delta waves suspend external consciousness and are a source of empathy. In this
state, treatment and regeneration are stimulated, which is why deep restorative
sleep is so important for the healing process.

• Theta (4–8 Hz).
Theta waves occur most frequently in sleep but are also dominant in deep medita-
tion. Theta waves are noticed during learning or remembering.

• Alpha (8–12 Hz).
Alpha activity is best seen in the back regions of the brain and is typical for
relaxation. It occurs when closing the eyes.

• Beta (12–30 Hz).
The beta activity can be divided into: low activity waves (12–15 Hz), medium
waves (15–20 Hz) and high waves (18–30 Hz). The average range of beta activity
is associated with increased energy, anxiety, performance and concentration. The
most visible is in the leading regions.

Using the EEG device, we are able to determine which moment of the game is not
very interesting, and we can improve it so that the player is fully active in the game.
New EEG devices are increasingly being used outside of medicine and are finding
more and more new applications.
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The resulting datawill be analyzed usingMATLAB.Events such as blinking of the
eyes, head movements or body movements may cause undesired EEG registration
data. Most EEG analyses require the removal of such events in order to identify
medical problems. However, this is not a problem to analyze the game. Such events
are common in everyday play [6].

The EEG spectral signal will be analyzed using a Fast Fourier transform (FFT) and
an overlapping three-second time frame with a one-second jump for Delta (1–4 Hz),
Theta (4–7 Hz), Alpha (7–13 Hz), Beta (13–25 Hz), Gamma (25–43 Hz), Delta-
1 (0,5–3,9 Hz), Theta-1 (4–7,9 Hz), Alpha-1 (8–10,9 Hz), Alpha-2 (11–13,9 Hz),
Beta-1 (14–19,9 Hz), Beta-2 (20–29,9 Hz), Gamma-1 (30–35 Hz).

Measuring the level of engagement is one part of determining the player’s expe-
rience when playing a computer game. Pope [7] has demonstrated that the exposure
index can be calculated by assuming the ratio of the EEG bands (Beta/(Alpha +
Theta)) [Index 1] (Table 5.1). Gevins and Smith [8] have introduced another task
engagement index that analyzes Theta’s frontal lobe against Alpha (Theta’s frontal
lobe/Alpha’s parietal lobe) [Index 2]. The third index has been identified by Yamada
[9], which analyzes the activity of the frontal lobe Theta [Index 3], which indicates
increased attention. The fourth and fifth indexes use the same formula as Pope, but
Hockey [10, 11] used a different distribution of electrodes.

Table 15.5.1 Description of the indices used in the examine

Index number Formula Method of calculation

Index 1 Beta/(Alpha + Theta) Average registration value of all electrodes on
the head

Index 2 Theta/Alpha Average registration value from electrodes
placed on the frontal lobe of Theta and parietal
lobe of Alpha

Index 3 Theta The average value of registration from
electrodes placed on the frontal lobe of Theta

Index 4 Beta-1/(Alpha-1 + Theta-1) Average registration value from electrodes: F3,
F4, F7, F8, Cz, P3, Pz, P4

Index 5 Beta-2/(Alpha-2 + Theta-1) Average registration value from electrodes: F3,
F4, F7, F8, Cz, P3, Pz, P4

• Index 1 [12]: Beta/(Alpha + Theta) has been calculated for each participant using the following
electrodes: AF3, AF4, F3, F4, F7, F8, FC5, FC6, P7, P8, T7, T8, O1, O2
• Index 2 [12]: Theta/Alpha has been calculated using the average registration value from electrodes
placed on the frontal lobe of Theta: F3, F4, FC5, FC6 and divided by the average registration value
from electrodes placed on the parietal lobe of Alpha: P7, P8
• Index 3 [12]: Theta has been calculated using the average registration value from the electrodes
placed on the frontal lobe of Theta: AF3, AF4, F3, F4, F7, F8, FC5, FC6
• Index 4, 5 [13]: Beta/(Alpha + Theta) has been calculated using the average registration value of
the following electrodes: F3, F4, F7, F8, Cz, P3, Pz, P4
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15.6 Examining Procedure

Before starting the study, the subjects will be informed about the course of the study.
They will then sign a consent form and sit in a comfortable chair with access to the
keyboard and mouse. The next step is to put on a cap and connect the electrodes to
the skin of the participant’s head and connect them to a device that will record data
from the participant’s brain. After completing the above steps, the tested person will
be informed what the game will be about and how to move around in it. Immediately
after the end of the game, each participant will be interviewed about their computer
and gaming experience and which elements of the game made them more (or less)
involved in the game.

Before the game starts, a black screen will appear to silence the player, and after
60 s, a spider will appear on the screen. Its purpose is to cause a reaction in the
tested person, which will be reflected in the measurement and will be used to shift
the graph by the time of his response. Each participant’s game will be intercepted at
a resolution of 1360 × 768 by means of a programmed in-game registration. Each
screenshot will generate a time stamp for EEG data to determine the position of the
beginning and end of each section. In addition, screenshots will be taken, which will
be saved for later reference during the data analysis phase. After the game is over,
an Excel file will be saved, in which the screenshot number and the corresponding
time will be stored. In addition, during the game, events (such as keyboard presses)
will be recorded and saved to an Excel file. In addition to EEG, we will also use Eye
Tracker in the study to track what the tested person pays particular attention to.

15.7 Conclusions

This chapter presents a proposal for a study of player involvement using the EEG and
the preliminary results of the study. Investigating the player’s involvement is a very
important task because it allows you to identify the elements of the game that bore
the player, and thus reduce the attractiveness of the game. Removing or improving
these elements may translate into a commercial success of the game. The use of an
EEG signal in the registration procedure makes it possible to identify unambiguously
which parts of a game the player is involved in, and to decide whether to remove or
correct them.

Further work will include the selection of engagement index(es) and more exten-
sive research on the 30-person group. Each of the examined persons will take part
in a 30-minute game during which the changes in their level of involvement will be
examined. Once the least engaging parts of the game have been identified, they will
be modified. The procedure is iterative, it is repeated until the satisfactory result is
achieved, i.e., the appropriate degree of involvement of the player in the game.

Thanks to the knowledge of the level of involvement of the player in each part
of the game, game developers will be able to improve them in order to achieve the
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greatest possible satisfaction of the player. In the case of economic games, this will
ensure a longer time spent by the player on the game, and thus his or her skills
acquired during the game will be greater.
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Chapter 16
Simulation Modeling to Verify
the Efficiency of Information Transfer

Katarzyna Rostek and Radosław Zając

Abstract Research problem discussed in this chapter refers to simulation model for
verification communication effectiveness. Communication and knowledge manage-
ment processes usually suffer from susceptibilities or malfunctions. These result in
delays, communicate distortion and reduced efficiency of knowledge-to-use transfor-
mation. Thereupon, organizational goals’ achievement, staff engagement and over-
all management efficiency are lowered. Hence, there is a need for comprehensive,
ready-to-use model for application of communication and knowledge management
processes. Model that allows to determine assumptions. Boundaries and simulat-
ing behavior of real communication and knowledge management processes. In this
chapter, only graph modeling part derived from general ATENA model will be dis-
cussed.

Keywords Organizational communication · Communication · Communication
management

16.1 Introduction

Communication, especially meant as distribution of information, retention and con-
version information into knowledge or action, becomes essence of organizational
performance and existence. Drucker’s concept of knowledge workers highlights role
of information and knowledge management in organizations that base on this kind of
labor. Rapid changes reflected in idea of turbulent business environment [1] in orga-
nizational and individual perspective means that organizations, teams and every one
team member should learn how to learn new—acquire knowledge and forget old—
get rid of knowledge no longer up-to-date. Compared to human ability to remember,
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understand, learn and put into practice, this trend clearly leads to concept of organi-
zation as an information and knowledge ecosystem. Both as an organizational core
value for all the stakeholders and as a solid base needed for existence of any given
organization at the same time.

Regarding this point of view, key question for any organization becomes: How to
model and assess communication management effectiveness within organization.

This will allow organization to manage, monitor and control processes lying
beneath various management and organizational domains. In fact communication
and knowledge management are not only immanent parts of those domains—but
determine efficiency and stability of all organizational levels.

It that approaches organizations should define measures (KPIs) for communica-
tion effectiveness and efficiency. At the same time, organizations should learn how
to model communication processes to ensure synchronization of all the connected
areas, as communication and knowledge management can be seen as an inherent part
of management, training, innovation and change management. Thus, main goals of
the study will be:

G1: Identification of set of measures for communication effectiveness and efficiency.
G2: Building enhanced graph model for communication processes and using it in
simulations.

Those goals might be transformed into the following hypothesis:

H1: Definite set of measures enables to assess communication model effectiveness
and efficiency.
H2: Graph model might be used to model and forecast communication process per-
formance and obstacles.

Second goal may be treated as a utility for the first one, but in fact graph model
enables formulating set of additional metaphors that, when analyzed back in orga-
nizational terms, highlights some communication issues that cannot be easily seen
either in business or in scientific approach focused on standard models for commu-
nication (i.e., Shannon).

From mathematical point of view, organizations, networks and graphs might be
treated as one entity—based on nodes and edges—and this aspect is discussed in
the first chapter referring to communication and networks. Next chapter, presenting
ATENAmodel, introduces background for core analysis of this chapter.Measures for
communication process chapter introduce proposal of definite set of exact parameters
derived from ATENA model. Next two chapters discuss, respectively, assumptions
for graph model of communication processes and simulation results. Last chapter is
about conclusions regarding initial goals and hypothesis and further research steps.
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16.2 Communication and Networks

Research on communication explores two main areas: one-on-one communication
with all the personal and subjective attributes and more general network-like com-
munication. First approach concentrates on synchronizing author and recipient, rate
of similarity and psychological aspects. Second approach is based on network or
graph definition and dependencies—nodes and edges. For some time, there started
some research combining elements of those approaches—in fact, different points of
view define organizational reality.

Nordin [2] discusses interrelations between conflict management, communica-
tion climate and communication management. Very important from efficiency point
of view, only specific open-like culture based on trust and certain level of toler-
ance allows to share knowledge and doubts. Only then, network (graph) can work
properly and efficiently—when information, knowledge and question feed are based
on curiosity, engagement rather than facade actions or common social behavior.
Koçoğlu et al [3] investigate organizational symbols as element of collective uncon-
scious and scripts—enabling to embed communicates in the context. This is crucial
to both—embed single communicates in continuity of organizational strategy and
prevent from bastardization organizational language itself. When truth or success
will be several times equated with tricks and corporate corpo-language covering
failures, where corpo-language means jargon used to create corporate community
identity—like challenges instead of problem and all the buzzwords used by white
collars within corporations. Redza [4] investigates interconnections between com-
munications: willingness, behavior, quality and commitment, presenting how those
soft aspects affect communication process and its efficiency.

Modern organizations, products and services require continuous, efficient col-
laboration. King [5] discusses transactive memory systems (TMS) as measure for
teamwork and team performance. Faraj [6, 7] refers to knowledge collaboration in
online communities. Kleinsmann [8] discusses team knowledge integration needed
for new product development. Patterson [9] studies team communication and high-
lights aspect of communication centralization or decentralization. Meltzer [10] con-
nects social methods directly to quality improvement. All those researches reflect
inevitable trend of expert team-centered, partially virtualized communities needed
for sustainable organizational existence and continuous development resulting in all
kinds of innovation (product, process, organizational).

Researchers extensively investigate criteria and measures for efficient communi-
cation from social network analysis, such as clusters/partitions (Meltzer)—thatmight
be addressed by model P described in this chapter. Others [8] highlight interfaces
and channel aspect. That structures communication model and helps to determine
communicate type or purpose.

On the other hand, top-down, Faraj [7] stipulates integrated view of collaboration
and communication in communities. Similar approach, anchoring communication
in other domains, is presented by Borca [11], where successful internal organiza-
tional communication depends on: decision making by management, the way the
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organization is structured for communication, how organization distributes informa-
tion internally and allowing company and allowing employees the ability to adapt to
technology. Madalina [12] discussed types of conflict: conflict messages/semantic
problems, use of time/learning period necessary, individual transmitting/receiving
messages, the managerial style, and employees use their time than it should do, and
the time required to, difference of perception. Those aspects “translated” into com-
munication and knowledge management directly identify issues affecting efficiency
and effectiveness in this area.

Those papers represent incremental evolution of research and organizational
self-awareness. Interdependence between levels—individual, team and organiza-
tion, aspects—culture, processes and applications is more and more investigated and
becomes tangible.Aswell as embedment of communicationmodels in organizational
reality and impact on other organizational andmanagerial domains. That cannot exist
and work in stable manner, as well as be developed without efficient communica-
tion processes. And, at the same time those domains affect heavily communication
efficiency. For example innovation or training should base on communication and
knowledge management because innovation needs to grow out of previous knowl-
edge and training is in fact a channel of communication and knowledge transfer.

As a result, both directions should be developed parallelly:

1. Framework for organizational communication (and conversion communicate into
knowledge and application).

2. Measures for communication models.

This second aspect is the key goal of this chapter, but it must be embedded in
broader framework—linking single measures and enabling interpretation of single
parameters and its specific values.

In addition, framework for creating models for communication and knowledge
management has been developed by Zajac from 2016. Figure 16.1 presents concept
of this model.

16.3 ATENA Communication Model

ATENAmodelwas created as a result of notworking partialmodels or approaches for
communication and knowledge management. CKM differs from other management
domains because in fact it is a tool and essence of them. Without communication
and knowledge, no organization can exist, neither corporation nor group of people.

This diffusion heavily affects both sides of each domain—especially communi-
cation and knowledge management. It results in many failures, and malfunctions
which analyzed separately—as effect detached from actual reasons and sources—do
not allow to solve those problems.

ATENA communication model (Fig. 16.1) consists of four components:

1. Principles—assumptions coming from good practices, being axioms enabling to
distinct various aspects of organizational culture.
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Fig. 16.1 ATENA communication model

2. Themes—aspects to be monitored, controlled and synchronized with communi-
cation and knowledge processes and—more general—management.

3. Processes—describing high-level processes for communication and knowledge
management (CKM).

4. Maintenance—key process and approach making CKM working or not.

That is origin of model ATENA’s structure similar to four components of
PRINCE2 and general construction of any other model. That is also the reason for
introducing finite set of comprehensive measures for communication model estima-
tion in order to control CKM improvement or ineffectiveness. On the other hand,
ATENA-basedmeasures coming fromorganizational reality create superset for graph
model being core of this model. Next chapter presents those measures and their oper-
ationalization.

Some of those parameters are included in graph model (network model) being
analyzed in this chapter. In other words, ATENAmodel and superset of measures are
necessary for embedding graph model in organizational context and assure complex
view of CKM domain.

Proposed measures might be used by either scientists or communication and
knowledgemanagers to estimate initial values justifying starting project for redesign-
ing CKM domain—especially communication processes. During the project, those
parametersmight bemonitored, aswell as at the end of the project—to assess benefits
coming from project product implementation. The same measures should be used
during maintenance stage—in order to support assuring CKM quality level as well
as support CKM (quality) continuous improvement, where CKM quality level satis-
fies process approach requirements (as in general quality management). And CKM
continuous improvement refers rather to staff engagement—at both the individual
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and the team levels. This is part of ATENA’s maintenance component—how to make
the CKM vivid and working for long time.

16.4 Measures for Communication Processes

Business observations and research lead to complementary set of measures that
satisfy stipulations above: complexity and environment-creating approach based on
ATENA communication model and specific parameters enabling to measure CKM
efficiency:

M1: Number/ratio of doubled communicates for given group of recipients.
M2: Number/ratio of various communicates about the same topic (e.g., various
answers for the same question).
M3: Number/ratio of questions generated by communicates.
M4: Overall training expenditures.
M5: Number/ratio analogous mistakes in various teams over time.
M6: Expenditures for disk space for communication (e.g., mailboxes).
M7: Mean time needed for getting to communicates older than 6 months.
M8: Net Promoter Score (NPS) referring to communication system users’ satisfac-
tion.
M9: Number of local knowledge bases.
M10: Time needed for successful transferring communicates and put them into prac-
tice (delay).
M11: Communicate loss of quality (loss of knowledge).

The above list proofs H1 by describing connections and dimensions of proposed
set of measures in the context of real organization and ATENA model.

Some of those measures will be used in graph (network) model introduced in the
following paragraphs. Whole set is useful for assessing communicate model. Before
implementing change in communication and knowledge management model, by
identifying numerically initial state in order to monitor and set baseline to control
communication model throughout the transformation. And after change, to check
benefits and communication model performance. In specific, some of the measures
M1–M6 can be easily transformed info benefits fromproject implementing new com-
munication model. Disk space freed and saving time in medium or big organizations
justify expenditures on intranet portal implementation.

16.5 Graph Model—Theoretical Assumptions

Graph or network describes set of nodes and edges. Graph definition might be pre-
sented in such manner [13] (definition and first two parameters):
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G = (P, S),

where P is a set of employees (p1, p2, . . . , pn), and S set of edges representing
communication paths (s11, s12, . . . , s1n, s21, . . . snn, ), where si j refers to communi-
cation path between person i and person j. Path sii (loop) in this model will be
meant as inherent ability for communicate perception and conversion communicates
into knowledge and practice—specific for every single person. This loop allows to
implement context of the recipient, one’s experience and knowledge, according to
Lungefors and Sundgren.

This model can be parametrized by:

1. Di jkt—delay of communicate t with deterministic and stochastic components—
Di jpi (standard delay for the person) and Di jtpilos (stochastic delay of specific
communicate t) [M10].

2. Qi jkt—synthetic quality of communicate t with, respectively, deterministic and
stochastic components of quality from interval [0,1]—Qi jpi (typical quality con-
nected with sii ) and Qi jtpilos (stochastic quality component for specific commu-
nicate t) [M11].

Following models might reflect reality of any organizational or business unit. We
might treat it as representation of company that uses at the same time:

1. Mail cascade for part of communicates replacing former official letters.
2. Internal portal, Web site or Facebook site, respectively, for more static commu-

nicates (like forms or general documents) and for social communication.

In this context—Use 1. (model K introduced beneath) refers to a mail cas-
cade going downwards through organization cross one or more levels of managers.
Responsible for execution of this task, motivation and support to actual doers. In
this model, manager becomes at the same time coach and secretary—responsible
for delivering communicate, being understood by doer and putting it into practice.
Use 2., portal or site (model M introduced beneath), is either static Web site or any
social media site. What is important, regarding ATENA’s this static Web site should
support comments to enable feedback for authors. In simple model, comments might
be replaced by mail address for comments added for any site.

On one graph node set, there might be spread two models:

• Model K—cascade, typical for hierarchical structures and mail-based communi-
cation (Fig. 16.2).

• Model P—horizontal, describing portal-based communication environment
(Fig. 16.3).

This model might be enhanced by introducing set of additional parameters:

1. RC jkt—number/rate of redundant (doubled) communicates with, respectively,
deterministic and stochastic components RC jpi and RC jpilos M1].

2. DA jkt—number/rate of various communicates with, respectively, deterministic
and stochastic components DA jpi and DA jpilos [M2].
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Fig. 16.2 Model
K—cascade Author 
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Fig. 16.3 Model P—horizontal

3. CQ jkt—number/rate of questions generated by communicateswith, respectively,
deterministic and stochastic components CQ jpi and CQ jpilos [M3].

Those parameters describe communicate recipient reality, when on the same topic
there are many communicates (RC jkt—M1), some of them are varying (DA jkt—
M2), and implementation or conversion into knowledge requires additional questions
(CQ jkt—M3).

Numerical analysis based onmodel spread on organization based on the following
nodes:

• A—author.
• D1, . . . , D4—[5] directors (or deans, at university faculty).
• M11, … M44—(16), managers—where Mi j is subordinate to Di .
• P111, … P444—(64), experts/specialists—where Pi jk is subordinate to Mi j .

This abstractmodel refers to three- or four-level organization and85 staffmembers
(author can be replaced by chairman or executive director). This organization is
sufficient to model real-life organizations like faculty, department or even whole
organization—model tailoring is reduced to changing the number of members of
certain managerial level. In fact, most of the organizations have no more than just
four levels communicating day by day for assuring business continuity.
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For the simulation, the following values were set for above parameters:

1. Di jpi (standard delay for the person): for author, directors, managers, experts,
respectively: 1, 1, 2, 4 h.

2. Di jpilos (stochastic delay of specific communicate t) on average 0.5 multiplied
by stochastic number from interval [0,1] of standard delay.

3. Qi jpi (typical quality connected with sii ) equal to 1 and Qi jpilos equal to 0,1
multiplied by stochastic number from interval [0,1] for all individuals.

16.6 Results

Enhanced communication graph-based model reaffirms results from Zając [13]—
that flat communication model (model P) provides lower variance of delay (Di jkt )
and stability of communicate quality (Qi jkt ). Furthermore, additional communica-
tion process characteristics, respectively: doubled communicates (RC jkt ), alternative
versions (DA jkt ) and number of questions (CQ jkt ), are significantly reduced “by
design.”

Author using portal instead of mail cascade has all the authorized users within
direct reach. There is no need for anybody to be intermediate or explain “what author
meant,” and all the clarifications, questions and suggestions can be found (and should
take place) in comments or communicates linked to initial one. It prevents from
differing interpretation and multiplying questions (Table 16.1).

Those exemplary results present differences between mail cascade-based and
portal-based communication processes. Referring to virtual organization consisting
of 4 directors, 16 managers, 64 experts and one author of the single communicate,
we might discuss above results.

Comparing model K to model P, from level of managers there can be observed
reduction of average delay (Di jkt ), respectively, 2.56 h and 6.06, that makes on aver-
age half of total time for distribution of single communicate. In practice, it means
that managers read e-mails next working day and experts at most next day or even
two days after sending initial e-mail. What is important, it is a kind of “net” delay
being induced by the communication process itself. Analyzing “doubled” communi-
cates in model K, it can be seen that at the level of 64 experts there are 194 doubled
communicates (RC jkt ). In practice, it means more than 388 communicates to be
read and filtered, contrary to 10 (20) doubled communicates in model P that might
be interpreted as intensification of communication about given topic. Those commu-
nicates multiplied by any time period (e.g., 5 min) result in 32 h wasted for reading
redundant communicates. In other words, distribution of one communicate might
result in wasting one week of expert work—that might be converted into money
related to average expert salary. Multiplied by the number of such communication
distribution processes per month—e.g., 5—it leads to one out of 83 individuals only
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Table 16.1 Simulation results

Level Model K

Avg. Di jkt Avg. Qi jkt Sum RC jkt Sum DA jkt Sum CQ jkt

A [11] 1 1.5 0 0 0

Di j [6] 2.31 0.9 0 0 9

Mi j (16) 6.39 0.83 16 10 35

Pi j (64) 12.31 0.80 194 24 120

Model P

Avg. Di jkt Avg. Qi jkt Sum RC jkt Sum DA jkt Sum CQ jkt

A [11] 1 1.5 0 0 0

Di j [6] 2.31 0.9 0 0 9

Mi j (16) 3.83 0.89 3 5 10

Pi j (64) 6.25 0.94 10 4 24

Comparison (model K vs. model P)

Avg. Di jkt Avg. Qi jkt Sum RC jkt Sum DA jkt Sum CQ jkt

A [11] 0 0 0 0 0

Di j [6] 0 0 0 0 0

Mi j (16) 2.56 0.06 13 5 25

Pi j (64) 6.06 0.14 184 20 96

Source Own elaboration

reading redundant e-mails. Redundant communicates result also in various commu-
nicates (DA jkt ) that induce confusion and another work needed for investigating
right version.

Furthermore, comparing both models in the context of communicates induced
by not clear or adequate communicate, model K generates (“by design”) 120 ques-
tions for one communicate that are to be formulated, distributed and (hopefully)
answered. In model P, this number is significantly mitigated by forums or comments
that enable preventing from doubling questions. Using time period (5 min), those
questions can easily be converted into waste of resources—50 h on average—and
money. This shows how defined above set of measures and ATENA we might model
and forecast communication process performance and obstacles. For example by
comparing different communication models and finding sources of ineffectiveness
in communication processes.

16.7 Conclusions

“Democratic”, turquoise-like organization is materialization of idea of flat organi-
zation, but this modern approach will fail—if not supported by tailored processes
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and tools. But this lean, agile, turquoise trend is very important for communication
efficiency. Trendy myths and scripts create space for organizational culture evolu-
tion—readiness for flatting organizational structures as well as communication mod-
els. Democratization utilizes one more ATENA’s principle—every communication
model user is becoming prosumer. Empowerment of every single staff member is
connectedwith one’s right to speak aswell as obligation to do so. This shift of respon-
sibility creates space for self-development and self-awareness, as well as space for
doubts and questions. This discourse in turn leads to improvement, sharing lessons
learned (both positive and negative) and staff engagement as part of responsibility
and becoming co-creators of business reality.

Referring to chapter goals and hypothesis, set of measures (M1–M11) enabling to
assess communication effectiveness and efficiency was presented, briefly in ATENA
model and organizational contexts (G1 and H1).

Two main applications of this set of measures are:

1. Assessing initial, several intermediate and target CKM states, in order to support
creating business case for transformational project. Proposed measures enable
assessing and controlling such project product benefits, like expenses for disk
space or waste of staff time (and money for their salaries).

2. Comparing different CKM models as well as providing tool for CKM mainte-
nance within given organization.

Initially, ATENA-based measures were intended for justifying business and orga-
nizational benefits coming from use of ATENA. But the samemeasures are also tools
for implementation and maintenance of ATENA-based CKM models.

Based on that, graph model with some of parameters derived from above measure
set was created and analyzed (G2 and H2).

Results prove that flat, portal-based model P ensures better quality of commu-
nication processes than mail model K. The same approach might be used for any
organization, after tailoring number of management/communication levels and num-
ber of individuals within actual teams.

ATENA-based model’s efficiency and effectiveness are mitigated by real fulfill-
ment of ATENA’s principles and organizational readiness—evolving from awareness
of past communication malfunctions in given organization. Comparison of models K
and P clearly shows that also size of organization, number ofmanagement or commu-
nication levels and team sizes affect ATENA’s application. Last ofmain limitations of
ATENAmodel application comes from organizational attitude for change—resulting
in introducing ATENA in name only or real and profound change.

As a general consequence for any given organization, communication channel
management and synchronization of various domains described in themes should
be implemented in order to reduce values of proposed measures, what will result in
reducing costs and CKM domain malfunctions. As shown in table presenting mea-
sures, only the whole ATENA model gives comprehensive and consistent view at
communication and knowledge management in organization. Principles are essen-
tial for defining corporate and communication culture in the context of maturity and
readiness for communication and knowledge management. Themes, representing
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good practices and interrelated domains, enable ensuring communication quality.
Processes and maintenance components, respectively, lead to introduction and con-
tinuous existence communication and knowledgemanagement in given organization.
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Chapter 17
Hybrid System Dynamics—Agent-Based
Simulation for Research in Economics
and Business

Małgorzata Łatuszyńska

Abstract In a rapidly evolving business environment, the question of searching of
effectivemethods and tools for researching and analyzing economic entities becomes
more andmore important. One of theways of studying thisworld of growing dynamic
complexity and supporting the process of decision-making is the use of computer
simulation. According to the reference literature, there are three most commonly
used methods of computer simulation for research in management: system dynam-
ics, discrete event, and agent-based simulation. However, the complex, multifaceted
nature of modern-day economic and business systems can pose considerable chal-
lenges for single-methodology simulation approach. In such cases, it may be that
(should be removed) an alternative simulation approach, using either another mod-
eling paradigm or a hybrid approach, could provide a simpler, more natural, or
more efficient solution. Hybrid simulation, defined as a combination of two or more
computer simulation methods, has become an increasingly common approach to
modeling complex systems in the past two decades. The study concentrates on one
particular hybrid—that involving agent-based simulation (ABS) and system dynam-
ics (SD). It aims to discuss the issue of combining system dynamics and agent-based
simulation approaches for research in economics and business. First, the twomethods
will be briefly characterized with the indication of their differences and similarities.
Then, the possible ways of combining them in a single model will be described.
Finally, examples of hybrid SD-ABS model applications in economics and business
will be presented.
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17.1 Introduction

In a rapidly evolving business environment, the question of searching of effective
methods and tools for investigating economic entities becomesmore andmore impor-
tant. One of the ways of studying this world of growing dynamic complexity and
supporting the process of decision-making is the use of computer simulation.

In the narrow sense, the termof computer simulation refers to the use of a computer
to solve an equation that we cannot solve analytically or more generally to explore
mathematical properties of equations where analytical methods fail (e.g., [1–4]).
In the broad sense, computer simulation refers to the entire process of constructing,
using, and justifying a model that involves analytically intractable mathematics (e.g.,
[1, 2, 4]). Such a model is called a computational or a simulation model.

The advantage of simulation models is their capability to embrace complex real-
life systems characterized by dynamic nonlinear relationships. Another substantial
benefit is thatwhat-if scenarios can be tested, but intervention in reality is not required
[5]. Consequently, simulation models enable increasing the understanding of the
systemunder study and testing policieswith the objective to support decision-making
and at times policy implementation [6].

According to the reference literature [7, 8], there are three most commonly used
methods of computer simulation for research in economics and business: system
dynamics, discrete event, and agent-based simulation. However, the complex, multi-
faceted nature of modern-day economic and business systems can pose considerable
challenges for single-methodology simulation approach. In such cases, it may be
that (should be removed) an alternative simulation approach, using either another
modeling paradigm or a hybrid approach, could provide a simpler, more natural, or
more efficient solution [9].

Hybrid simulation, defined as a combination of two or more computer simula-
tion methods [9, 10], has become an increasingly common approach for modeling
complex systems in the past two decades [11–13]. This chapter concentrates on
one particular hybrid—which involves agent-based simulation (ABS) and system
dynamics (SD)—and discusses the issue of linking both approaches for research in
economics and business. First, the twomethods will be briefly characterized with the
indication of their differences and similarities. Then, the possible ways of combin-
ing them will be described. Finally, on the basis of the literature review, examples of
hybrid SD-ABS model applications in economics and business will be presented.

17.2 System Dynamics Versus Agent-Based Simulation

DS and ABS approaches are iconic in the way that they are often presented as
exclusive alternatives to analyze complex systems [13–15]. Many scholars argue that
the choice of an appropriate approach to adopt in a particular case should depend on
the nature of the system at hand and the purpose of themodel [13, 14, 16, 17]. Swinerd
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and McNaught [13] suggest that many systems can be modeled in equivalent ways
by both paradigms. However, they conclude that sometimes one paradigm presents
a more natural choice than the other [18].

System dynamics approach was found more than 50 years ago by Forrester [19]
around two notions from systems theory [20]:

– Aggregated-level variables affect each other through feedback loops.
– System’s structure drives system’s behavior [5].

According to Coyle’s [21] definition, SD deals with the behavior of systems over
time in order to describe (1) the system through qualitative and quantitative models
and (2) the reaction to feedback, and (3) to design appropriate feedbacks and steering
methods. SD gives the chance and basis to understand and examine all the mutual
interrelations within the systems as well as to determine the character of changes in
these systems over time.

The building blocks in specifying an SD model are stocks, flows, and auxil-
iary variables [19, 22]. Stocks represent the accumulation of material and informa-
tion, caused by the action of inflows and outflows. While stocks are mathematically
described by integral equations, flows are described by differential equations [23,
24]. These sets of equations are solved through numerical integration at discrete
time steps. The solution describes the system’s aggregated state changing continu-
ously over time and depending on the previous state of the system [19, 22, 25].

Summarizing, SDmodels are feedback-based, and they model systemic problems
at an aggregate level over time. The model of causal relationships is the result of a
cognitive abstraction process on behalf of the modeler [26].

In contrast to SD, ABSmodels the structure of a system as the result of decentral-
ized decisions of individual entities or agents over time [23, 27]. Therefore, instead of
assuming a given system structure, agents’ decisions shape and change the state and
structure of the system. In turn, agents react to the dynamic changes in the system,
which can potentially alter their decision rules [5].

Various disciplines worked out their ownways of understanding the term “agent.”
It is commonly accepted that agents are placed in a certain environment and they
are able to take autonomous actions [28–30]. From a practical point of view, it can
be assumed that an agent has got the following features [27]: (1) It is an identifiable
unit which possesses a certain set of features and rules governing its behavior and
decision-making capabilities; (2) it is placed in environment in which it cooperates
with other agents; (3) its actions can be directed at achieving a particular goal; (4) it
is autonomous, and it can function independently in its environment and in contacts
with other agents, at least in certain defined situations; (5) it is flexible, and it has
got the ability to learn and adapt [31].

The main building blocks of ABS models are: autonomous agents, their decision
rules and actions, and the environment in which they interact [32–35]. ABS approach
generally focuses onmicro-level interactions thatmay explain emergent patterns such
as transient dynamics on a system level [14].
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Summarizing, the aim of agent-based simulation is to look at global consequences
of individual or local interactions in a given space (environment) and agents are seen
as the generators of emergent behavior in that space ([36, 26]).

Both SD and ABS can explore complex problems, but even from the above-
presented description, it appears that they differ significantly. One of the first
researches on confronting both approaches was made by Scholl [26], and more
recent works have enriched those comparisons [5, 23, 37–42].

SD is usually used to analyze problems from a macro-perspective and holistic-
thinking perspective. It is a “top-down” modeling approach that can avoid the limi-
tations of one-sided thinking (e.g., the micro-perspective) and help to understand the
structure behind a complex phenomenon [43]. However, SD cannot give a profound
explanation of the micro-behaviors in the system, because it ignores the relationship
between the macro- and micro-behaviors [38]. In turn, ABS follows a “bottom-up”
procedure that emphasizes the spatial or social interactions between individuals and
their environment [44]. ABS is an effective cross-scale modeling method that com-
bines time dimension with space dimension, and bears the characteristics of hetero-
geneity, space discretization, time discretization, and discrete states [44]. Through
computer simulation, themicroscopicmechanismof complexmacro-phenomena can
be revealed [38]. While ABS models are used to describe disaggregated parts of a
system, SD models represent the aggregated system [14]. SD focuses on the “flow”
relationships and feedbacks that can longitudinally simulate a system’s dynamic
behavior. It is appropriate to analyze the interactions between different elements and
cumulative longitudinal effects. However, spatial factors are not covered in the SD
modeling process. In contrast, ABS considers the spatial interactions. However, the
feedback effect of various social and economic factors on agents is ignored [38, 45].
A more detailed comparison of both approaches is presented in Table 17.1.

17.3 Linking SD and ABS

SD and ABS have their own strengths and weaknesses depending on the type of
component under consideration. Hence, many studies have underlined the respective
suitability of the two approaches to handle diverse types of problems [46–50] or
rectify eachother’s results [51].However, there are also studies arguing thatwhat have
traditionally been seen as antagonistic properties turns out to be powerful synergistic
features when SD and ABS are merged (e.g., [26, 15, 40]). The approaches then
becomehighly complementary and essential to the dynamicmodelingof someclasses
of systems. The fusion of SD and ABSmakes the models’ structure more natural and
realistic. Moreover, results in an important gain in modeling capabilities, analytical
power and simplicity [15] and in consequence enable achieving a more powerful
research tool.

Ding et al. [38] indicate three reasons justifying the combination of both
approaches:
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Table 17.1 Comparison of SD and ABS approaches (based on Behdani [7]; Ding et al. [38])

System dynamics Agent-based simulation

Key concept The simulation system
changes continuously, in
countless points in time:
smooth and steady changes

The simulation system
changes the action or
interactions of agents mainly
at discrete points in time. It
can also occur continuously

Orientation System-oriented: The focus is
on modeling aggregates

Individual-oriented: The
focus is on modeling the
entities and interactions
between them

Model 1. Open-loop model:
feedback loop

2. Stock and flow model
a. Stocks: basic stores of
objects (= quantities)
b. Flows: the movement of
objects between stocks in the
system (= time period)
c. Delays: delays between the
measuring and then acting on
that measurement

1. Low-level model: discrete
time-based agent
interaction and
decision-making

2. High-level model:
multi-agents’ network

a. Autonomous agents:
self-directed objects
b. Rules: that agents follow to
achieve their objectives

Modeling methodology Strategic-level modeling
Stocks: products, items, jobs
Flows: decision trends or
patterns
Time delays: The delay
parameter usually uses an
exponential distribution, and
deterministic delays are
special constructs

Statechart inside agent
modeling
Agents are usually active and
exhibit behavior
Time delays: stochastic delay
or deterministic delay

Building blocks Equations, feedback loops,
stock and flow diagrams

Individual agents and their
decisions, and statechart
diagrams

System structure Fixed and stable Flexible and not stable

Structure type Homogenized entities, all
entities are assumed to have
similar features, averaging of
values

Heterogeneous entities

Application type Problem-solving Exploring

Handling of time Continuous or
quasi-continuous functions

Mainly discrete functions, but
can also be continuous

Mathematical formalization
of the system

Stock and flow Agent and environment

(continued)
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Table 17.1 (continued)

System dynamics Agent-based simulation

Experimentation By changing the system
structure

By changing the agents’
behavior rules
(internal/interaction rules)
and in system structure

Conceptual modeling
technique

Stock and flow diagram,
causal loop diagram,
flowchart, hexagons,
archetypal structure,
influence diagram

Unified Modeling Language
(UML), including class
diagrams and instance
diagrams, but especially
statechart diagrams,
agent–object relationship
(AOR) diagrams, cognitive
mapping, and business
process modeling (BPM)

– SD models do not take into account different levels of aggregation, while ABS
gives the possibility of mapping a fine level of detail. Thus, SD can be used to
reflect the highest level of abstraction, while ABS can be used to reflect the lower
levels of abstraction, depending on the nature and scale of the elements.

– SD does not allow the inclusion of heterogeneous elements. Each stock is com-
posed of homogeneous elements. The diversity of elements must therefore be
modeled by adding new stocks. However, the heterogeneous elements (agents)
can be easily established using ABS.

– SD is equation-based and needs quantified relationships between variables; thus,
it is not suitable for complex systems with unknown structures. However, ABS
can reasonably represent complex systems based on a limited number of relatively
simple rules to reveal emergent behavior.

Some pioneering work on the linking system dynamics and agent-based simu-
lation was conducted by Akkermans [52], Scholl [26, 53], Pourdehnad et al. [54],
Schieritz [55], and Größler et al [56]. Till date, many studies have been made on
combining SD and ABS and the use of this hybrid to study problems in various
disciplines, including studies on how to integrate the two approaches. For instance,
Swinerd [57] presents a framework for design concepts of hybrid SD-AB simula-
tion that develops further a categorization introduced by Shanthikumar and Sargent
[58]. In this framework, three classes of hybrid simulation are suggested: interfaced,
sequential, and integrated (Fig. 17.1).

In the interfaced simulation, different system parts are modeled with independent
models of different paradigms, without an exchange of information during the simu-
lation. These models may be run in parallel with their outputs combined as required
to represent the desired output as a function of time. In the sequential class, the
information flow is restricted to one point in time, when the other model takes over.
In this design, one model has to be run first and its output then fed to the next [13,
57].
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ABS SD

Output

ABS SD

Output

ABS SD

Output

Interfaced Sequential Integrated

Fig. 17.1 Three classes of hybrid SD-ABS [57]

Integrated models, finally, are linked over the entire simulation. In this, class
incorporates feedback between models representing a continuous fluid process. The
feedback arrows between models in the integrated simulation and the arrows from
models to output in the interfaced simulation do not constrain flows to a single point
in time. Indeed, the expectation is that such flows will usually take place several
times during simulation [13, 57].

There are at least three options available to implement the SD-ABS-integrated
hybrid class (Table 17.2): First, the SD model is within an agent (“agents with rich
internal structure”); second, a stock in a SD model bounds the behavior of agents
(“stocked agents”); third, an emergent property of an ABS influences a parameter
in the SD model (“parameters with emergent behavior”) [18]. It is important to note
that the process of feedback between the SD and AB modules within these three
interpretations of the integrated design class is not constrained. Feedback is the key
feature that provides for an integrated hybrid approach to simulation [13].

A complementary categorization to this functional view of hybrid-integrated sim-
ulation classes was offered by Vincenot et al. [15], who related to the spatial struc-
ture of SD-ABS models. They distinguish four cases (Table 17.3): (1) individuals
interacting within a single SD model, (2) individuals interacting with spatially dis-
aggregated instances of a SD model, (3) SD sub-models embedded in individuals,
and (4) components swapping between the SD and the ABS approaches [18].

Although both proposals were independently developed, they correspond well
with each other. Subtle differences arise from different points of view of the authors.
Whereas Vincenot et al. [15] seem to take a stronger ABS perspective, Swinerd and
McNaught [13] tend to conceptualize the system to be governed by the SD model.
In the “individuals interacting with a single SD model” class for instance, Vincenot
et al. [15] state that the SD usually represents a dynamic system environment in
which the ABS operates or in special cases computes SD parameters dynamically.
The latter view matches with Swinerd and McNaught [13] concept of “parameters
with emergent behavior” [18].

A separate important issue is the implementation of the hybrid simulation model.
The eventual ways to create DS-ABS hybrid models are summarized in Table 17.4.

It is possible to use a low-level programming language to create hybrid simulation
model, but it is time-consuming and requires right skills as there would not be any
specialized program in automating the work. Many hybrid models were constructed
by only using a SD program (e.g., [52, 60]). This usually requires the use of arrays
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Table 17.2 Classification of the integrated hybrid SD-ABS (based on Swinerd andMcNaught [13];
Wallentin and Neuwirth [18]; Kim et al. [59])

Option Schema Description

Agents with rich internal
structure

An SD model is built into the
individual of the ABS model
A flow of information
between SD and ABS
models can be bidirectional

Stocked agents An ABS model is built as
part of the SD model
A level within an SD module
is used to bind an aggregate
measure of an ABS model
An ABS model plays a role
as a stock in the SD model
that represents an entity
within the system
An information flow tends to
be from the SD model to the
ABS model only

Parameters with emergent
behavior

Similar to “stocked agents,”
an ABS model is built as
part of the SD model
The output of the ABS
model affects the
parameters, not stock, in the
SD model
An aggregate measure or
observation of an ABS
model is used to influence a
parameter within an SD
model
A flow of information
between SD and ABS
models can be bidirectional

to be able to cope with added complexity [40]. Some models (such as [61, 62])
used another tool in combination with a SD program. This can be done by either
using some middleware or creating a separate code using a low-level programming
language [40]. Currently, there is also existing commercial software, which is able
to do both SD and ABS modeling, for instance AnyLogic™. And final way to create
the hybrid simulation models is to build an own platform for the work. However,
this is similar to the use of a low-level programming language as the whole software
needs to be programmed first [40].



17 Hybrid System Dynamics—Agent-Based Simulation for Research … 237

Table 17.3 Classification of the integrated hybrid SD-ABS proposed by Vincenot et al. (based on
Kim et al. [59]; Wallentin and Neuwirth [18])

Class Description

Individuals interacting with a single SD model Among the components constituting the
system, individual and environment (e.g.,
resource and environmental condition) are
modeled by ABS and SD, respectively
An ABS model and SD model interact with
each other

Individuals interacting with a space made of
SD models

Individuals and the space in which they can be
distributed are modeled by ABS and SD,
respectively
By allowing the ABS model to interact with
multiple SD models (e.g., various types of
space), a more realistic
individual–environment interaction can be
described

SD sub-models embedded in individuals Individual properties are computed
dynamically by the SD model
It can be applied not only to the state of the
individual but also to the modeling of
movement and behavior of the individual
The same what “agents with rich internal
structure”

SD-ABS model swapping SD and ABS approaches are selectively
applied during the simulation, considering
changes in the importance of the model
components and the computational cost

Table 17.4 Different ways to implement hybrid simulation models [40]

Method Advantages Disadvantages

Low-level programming
language

Totally flexible Time-consuming
Requires good expertise in
programming

System dynamics program Relatively easy to use
Includes all the necessary
pieces for a SD model

Structure of the model
usually fixed
Might not be able to
incorporate complex events

System dynamics program
with middleware

Includes all the necessary
pieces for a SD model
Flexibility regarding agent
model

Might require some own
programming
Synchronization might be an
issue

Hybrid simulation model
toolset

Includes the basic elements
of both SD and ABS
Easy to integrate

Few exist

Construct simulation
software

Flexible Time-consuming
Requires good expertise in
programming
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17.4 Hybrid Simulation for Research in Economics
and Business—A Literature Review

This review reports publications targetingDS-ABShybrid in economics and business
research. For the purpose of this chapter, two scientific databases were used: Scopus
and ScienceDirect located among the largest and main multidisciplinary databases.
The searchwas performedonMarch 2019. The literature review followed a structured
approach, based on the studies by Jahangirian et al. [63], Barbosa and Azevedo [64],
and Scheidegger et al. [65], and adopted the steps in Fig. 17.2.

An initial searchwasperformed todefine themost appropriate keywords to address
the research objective. Next, searches based on the defined searching criteria (1–4)
were performed. Some general filters were applied in an attempt to improve the
search results for the aim of this paper. These filters can be seen in Fig. 17.2 and
include: (1) search fields: title, abstract, and keywords; (2) years: all; (3) research
areas related to business, management, accounting, economics, econometrics, and
finance; (4) articles published in peer-reviewed journals, conferences, and books;
and (5) papers written in English. The results are shown in Table 17.5. Searching
the databases allowed for the selection of 58 in Scopus and 31 in ScienceDirect
publications matching the assumed criteria.

Then, a screening process of the abstracts was performed. A total of 89 abstracts
were read. Forty-five out of themwere identified as themost relevant according to the

Fig. 17.2 Steps of the structured literature review (based on: Jahangirian et al. [63], Barbosa and
Azevedo [64], and Scheidegger et al. [65])
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Table 17.5 Number of papers published and the first year of publication for the chosen searching
criteria and filters

Searching
criteria

Scopus ScienceDirect

Total number
of papers

Years of
publication

Total number
of papers

Years of
publication

1 (“System
dynamic*
modeling” or
“system
dynamic*
simulation”)

1929 1976–2019 1015 1995–2019

2 (“Agent-based
modeling” or
“agent-based
simulation” or
“individual-
based
modeling” or
“individual-
based
simulation”)

1128 1998–2019 1085 1995–2019

3 (“Hybrid
simulation” or
“combined
simulation” or
“multi-method
simulation” or
“multi-
paradigm
simulation” or
“hybrid
modeling” or
“combined
modeling” or
“multi-method
modeling” or
“multi-
paradigm
modeling”)

1813 1969–2019 1570 1995–2019

4 Within results
of the search
no. 3:
(“agent-based
model*” or
“individual-
based model*”)
and (“system
dynamics
model*”)

58 2008–2018 31 2011–2019
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objective of this study. This means that papers who discussed only the integrated DS-
ABS hybrid but not any case study were not selected. Then, the full-text screening
processwas started in order to capture the papers presented only the application of the
mentioned hybrid in the field of business and economics. As a result, a total list of 25
papers was created as shown in Table 17.6. Six papers were found in ScienceDirect
and 20 in Scopus—one paper was duplicated in both databases [66].

A deeper analysis of the found publications shows that they concern various issues
in the field of economics and business (Table 17.7). Most of them refer to innovation
management and then to project management and product management.

17.5 Conclusion

Hybrid simulation comes in many shapes and forms. It has been argued by many
researchers that hybrid simulation provides more and better insights into the real-life
system as it allows modelers to assess its inherent problems from different dimen-
sions. As a result, hybrid simulation is becoming an important field within the mod-
eling and simulation arena.

It is significant that while the hybrid simulation was started relatively early (the
first studies appeared already in the last century), the first publications on the pos-
sible combination of agent-based simulation and system dynamics appeared only in
2001, and reports on the use of this hybrid in economics and business in 2008—
according to the results of the presented review. Of course, it should be emphasized
that despite the considerable number of papers included in this study, it is possible
that some papers may have been missed—because for the purpose of this study only
two databases were selected—based on its size and relevance to the field. Due to the
large number of available databases and publications in the field of economics and
business, performing the search in all databases would be impractical in a timely
manner. Nevertheless, the results of the review clearly indicate that the number of
studies on the use of DS-ABS hybrid in various areas of economics and business is
increasing year by year (Fig. 17.3). But there are still very few of them.

Undoubtedly, integrating SD and AB makes it possible to avoid their individual
constraints and allows for amore complete useof thepotential of their complementary
features; hence, more accurate representations of complex dynamic systems can be
provided. The further widespread adoption of hybrid SD-AB models depends on the
availability of easy-to-use tools that are able to effectively integrate these modeling
paradigms. Therefore, an important area of research is the creation and improvement
of free and open-source tools for hybrid simulation to support decision-making.
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Table 17.6 List of papers discussing application of hybrid SD-ABS in economics and business
(own elaboration)

Authors Year Purpose of hybrid model

1 Alvi et al. 2018 Assisting authorities in formulating
policies toward achieving effective
management of available water resources
and efficient water supply delivery
coupled with responsible demand-side
management

2 Barbosa and Azevedo 2018a Supporting performance assessment in
manufacturing environments combining
different production strategies

3 Barbosa and Azevedo 2018b Understanding the impact that different
development projects and production
variables have on the manufacturing
system performance

4 Elia et al. 2018 Assessing quantitative impacts of
adopting dynamic scheduling in waste
from electric and electronic equipment
collection and comparing different
collection schemes

5 Nasirzadeh et al. 2018 Modeling construction projects in the
context of construction workers’ safety

6 Nassehi and Colledani 2018 Investigation of the influence of the
interaction between customer behavior
and strategic decisions of the
manufacturer on the economic viability of
remanufacturing

7 Liang et al. 2018 Insight into the cognitive, social, and
organizational aspects that can determine
the social contagion effect of safety
violations within a construction crew

8 Khanzadi et al. 2018 Predicting the value of labor productivity
taking account of various continuous
influencing factors and the interactions
between different agents involved in the
project

9 Fahhama et al. 2017 Reflecting in detail the network structure
of automotive supply chain for supporting
decision-making

10 Manisri and Pichitlamken 2017 Supporting decisions concerning natural
rubber supply chain

11 Block 2016 Enabling practitioners to analyze the
evolution of the staff as well as
organizational performance under various
and changing conditions

(continued)
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Table 17.6 (continued)

Authors Year Purpose of hybrid model

12 Ebrahimi 2017 Analyzing the market share of redesigned
and independent designed technologies
compared to the acquired ones

13 Asif et al. 2016 Evaluating economic and environmental
performance of changing business model

14 Sitepu et al. 2016 Predicting the sustainability impacts of
alternative replanting scenarios

15 Kolominsky-Rabas et al. 2015 Assessment of innovative health
technologies prior to their launch

16 Swinerd and McNaught 2015 Insight into technological diffusion at
national level

17 Nikolic and Simonovic 2015 Examining the codependence between
water resource system and socioeconomic
environment to support decision-making
in water resource management

18 Rondini et al. 2014 Analysis of product-service system in the
context of three main performance
indicator categories: process efficiency,
customers’ satisfaction and
environmental sustainability

19 Wang et al. 2014 Complementing standard lifecycle
assessment in the context of social and
economic aspects

20 Swinerd and McNaught 2014 Simulating the diffusion of technological
innovation

21 Kortelainen and Lättilä 2013 Testing the profitability of the fast
strategy concept in different business
environment conditions

22 Shafiei et al. 2013 Comprehensive evaluation of the
diffusion process of alternative fuel
vehicles taking into account the most
influencing stakeholders, including car
manufacturers, car dealers, consumers,
energy supply system, fuel stations, and
government

23 Wang and Van Den Heuvel 2011 Analyzing, optimizing, and tuning the
performance of service networks and
their resources, including software
services and human-operated services

24 Kieckhäfer et al. 2009 Analysis of product strategies in the
automotive industry with special regard to
alternative fuel and powertrain
technologies

25 Meza and Dijkema 2008 Analysis of transitions of socio-technical
systems to provide support to
decision-makers involved in shaping the
transition and to explore the feasibility of
transition management
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Table 17.7 List of papers discussing application of hybrid SD-ABS in economics and business
(own elaboration)

The subject of interest Number of papers Authors

Innovation management 5 [67] (Scopus); [66] (ScienceDirect); [68]
(Scopus); [69] (Scopus); [70] (Scopus)

Project management 3 [71] (Scopus); [72] (Scopus); [73] (Scopus)

Product management 3 [74] (ScienceDirect); [75] (Scopus); [76]
(ScienceDirect)

Production management 2 [77] (Scopus); [78] (ScienceDirect)

Supply chain management 2 [79] (Scopus); [80] (Scopus)

Strategic management 2 [81] (Scopus); [82] (Scopus)

Water resource management 2 [83] (Scopus); [84] (Scopus)

Transition management 2 [85] (Scopus); [86] (Scopus)

Waste management 1 [87] (ScienceDirect)

Workforce management 1 [88] (Scopus)

Sustainable development 1 [89] (ScienceDirect)

Service management 1 [90] (Scopus)

0
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2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

Number of publications Trend

Fig. 17.3 Number of publications presenting the applications of DS-ABS hybrid in economics and
business
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Chapter 18
Measuring Neurophysiological Signals,
Fixations and Self-report Data
for Product Placement Effectiveness
Assessment in Music Videos

Ana C. Martinez-Levy, Giulia Cartocci, Enrica Modica, Dario Rossi,
Marco Mancini, Arianna Trettel, Fabio Babiloni and Patrizia Cherubino

Abstract Product placement is a marketing technique that, by inserting products
into a narrative structure, constitutes a likely effective tool to increase the visibil-
ity and notoriety of a brand. For years, the opportunities for product placement
in music videos were limited. Recently, there has been a growth of interest for this
tool/advertisingmodality since the digital community allowed the possibility tomove
videos from television to the Internet. The scope of the present study is to investigate
the effectiveness of the product placement in music videos. An electroencephalo-
graphic (EEG) index called mental effort (ME) has been analyzed, in addition to
the emotional index (EI), calculated by the combination of galvanic skin response
(GSR) and heart rate (HR) signals. Self-report responses have also been collected
through an online questionnaire and interviews, since one experimental question
was to investigate whether viewing a video containing a commercial product could
influence the declared recall of the product inserted in it and the spontaneous recall
of the video itself. Furthermore, fixations related to the product inserted in videos
have been obtained by the eye-tracking technique (ET). Higher values of the ME (p
= 0.016) and EI (p = 0.033) have been found for videos with product placement in
comparison to videos without it. In addition, results show that the number of fixations
affects the recall of the showed products (p < 0.001). These findings highlight that
using product placement in famous singers’ music videos is an effective technique
for prompting product recall and how it helps to focus the visual attention on them.
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18.1 Introduction

Product placement is a form of ever-expanding advertising, as it has different charac-
teristics and advantages compared to traditional advertising. It is indirect advertising
and, therefore, often perceived as less intrusive by the viewers [22]. The Ameri-
can Federal Trade Commission defines product placement as “a form of advertising
whereby advertisers place branded products in TV programs for a certain fee or
other consideration.” This technique has its beginning in a natural way with the
appearance of the cinematographer in 1895 [16]. The Lumière brothers were the
first to put into practice the technique of product placement and quickly commercial
brands began a relationship with different media communication. In 1926, in the
western movie “The Texas Streak,” the Coca-Cola brand appeared for the first time
in the film industry. Many other brands followed this example with appearances in
cinematic productions. The interest in product placement increased dramatically in
the 1980s when, with the release of the film “ET,” the Reese’s Pieces sweets from
Hershey foods increased their sales by 65% and became M &M’s competitors [23].
Gradually, the spot began to break away and to differentiate itself from the film, even
if it continued to be influenced in some ways. Currently, product placement is in
fact widely used as a marketing technique within films and television programs, thus
allowing the product to reach, and therefore be seen by, an extremely wide audience
that is difficult to achieve through traditional advertising. Most research to date on
product placement has been focused onmovies and television, but not much research
has looked more in-depth at product placement in music videos. While it has been
studied how product placement during TV exposure increases the memorization of
products [17], the few studies focusing on music videos have been conducted with
traditional marketing techniques such as questionnaires or interviews. The music
industry’s revenue from brand or product placement in music videos more than dou-
bled between 2000 and 2010 [25]. Furthermore, in 2017, product placement in online
andmobile media jumped 25.3% to over $205million, according to PQMedia. It has
been the fastest growing product placement channel until the date. Product place-
ment appears in music videos on YouTube’s networks [27]. The interest of marketers
in brand/product placement lies in knowing that today’s multi-screen world reduces
the effectiveness of television breaks since people do not focus on ads anymore.
Fans of music videos, on the other hand, are very engaged in watching the videos,
and typically viewing them many times suggesting that brand or product placement
within popular music videos are likely to be more effective than the promotional
messages of commercial advertisements. The traditional measurements used in mar-
keting research include recall, which is a direct measure that suggests evidence of
conscious processing. It relies on an audience ability to identify the memory trace
consciously [30]. During product placement exposure, unconscious processing takes
place on the audiencemind, and so implicit measures should determine the conscious
effects [2, 17, 32]. With neuromarketing research, it is possible to obtain consumer
insights without a verbal declaration of participants through different neurophysio-
logical tools. Different indexes or psychologic constructs can be analyzed with those
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techniques and different stimuli can be tested, not only product placement (please
see [9, 12, 13, 19, 21]). The aim of this chapter is thus to contribute to the as of
yet sparse literature for product placement studies relative to music videos using
neuromarketing techniques. Specially, the levels of two different neurophysiological
indexes such as ME index and EI of participants during the visualization of music
videos were measured. Also eye fixations on products and self-report answers of
participants were analyzed, in order to see how products inserted in music videos are
watched and if they are recalled.

18.2 Methodology and Sample

The research involved 22 healthy volunteers (12 Males, 10 Females; average age
= 25.18 ± 2.28). During the study, brain activity, physiological reactions, and eye
movements of each participant were measured. Particularly, the procedure of the
experimental task consisted in watching a film in which a series of music videos
were inserted. The participants were told to pay attention to the film. It contained
eight music videos: four of them with a commercial product inserted and the other
four without. All music videos were randomized, and the total duration of the film
was ten minutes. After watching the film, each participant saw twenty images of dif-
ferent products, with eight of them being present in the previously observed videos
and 12 of them, the distractors, not. After each image, an online questionnaire was
administered in order to collect the product’s recall, with the following questions:
How much do you like this product from 0 to 10?/Do you remember if these products
were on the music videos that you saw before? At the end of the experience, a short
interview took place, with the aim to collect the spontaneous recall of the videos,
the products, and the individual music preferences. The music videos with product
placement (PPV)were: Coldplay “Adventure OfALifetime”; Avicii “WakeMeUp”;
Jennifer Lopez ft. Pitbull “Live It Up”; and Lady Gaga and Beyoncé “Telephone.”
On the other hand, the music videos without product placement (NPPV) were: Phar-
rel Williams “Happy”; U2 “Ordinary Love”; Adele “Hello”; and Mark Ronson ft.
BrunoMars “Uptown Funk.” The products that appeared in the PPVwere “Polaroid”
photographic camera, “Nokia” and “Sony” smartphones; “ICE” watch; “Ralph Lau-
ren” brand clothing; “Chanel” and “Swarovski” sunglasses; “Beats” speakers. The
products inserted as distractors were “Fujifilm” and “Kodak” photographic cameras;
“Htc” and “Lg” smartphones; “Liu Jo” and “Swatch” watches; “Calvin Klein” and
“MCS” brand clothing; “Gucci” and “Rayban” sunglasses; and “Bose” and “Jbl”
speakers. Figure 18.1 shows the experimental protocol.

During the experimental procedure with videos and images, the neurophysiolog-
ical data was recorded. Particularly, the biosignals recorded during the entire experi-
mental protocol were electroencephalography (EEG), heart rate (HR), galvanic skin
response (GSR) and eye-tracking data (ET).
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Fig. 18.1 Picture shows the experimental protocol for the study

18.2.1 EEG Recording and Signal Processing

The EEG activity was recorded using ten electrodes (Fpz, Fp1, Fp2, AFz, AF3, AF4,
AF5, AF6, AF7, andAF8) placed on the frontal portion of the scalp of participants by
means of a portable 21-channels system (BEmicro, EBneuro, and Italy). Although
the system allowed to record up to 21 channels, a ready-made headband with ten
electrodes placed over the prefrontal and frontal cortex was used, since only this
cortical area (prefrontal and frontal) was of interest in the present study and reduced
the system’s invasiveness and increased the comfort of the participantwhen compared
with traditional EEG caps. The reference and the ground electrodes have been placed,
respectively, on the left and right earlobes. The signals have been acquired at a
sampling rate of 256 Hz and the impedances were kept below 10 k�. After the
acquisition phase, the raw EEG signal has been digitally pre-processed by using
the EEGLAB [14] MATLAB toolbox. Firstly, a notch filter (50 Hz) was applied in
order to reject the main current interference. Secondly, the gathered signal has been
band-pass filtered by a 5th order Butterworth filter (2–30 Hz), in order to reject the
continuous component as well as high-frequencies interferences, such as muscular
artefacts. Then, the independent component analysis (ICA), in particular, the SOBI
algorithm [4] has been applied to EEG data in order to identify and remove the
component related to eye blinks and eyemovements, since their contribution overlaps
the EEG bands of interest [15]. The component has been manually selected in order
to be removed, and after that the EEG signal has been reconstructed. Furthermore,
in order to clean the EEG signal as much as possible, after these conservative steps
(until now no EEG data has been lost), the EEG signal segments still affected by
artefacts have been automatically detected and rejected. To compute the activity of
the cortical areas of interest in a specific frequency band, the global field power (GFP)
was then computed. This is a measurement to summarize the synchronization level
of the brain activity over the scalp surface [18]. GFP is computed from a specific
set of electrodes by performing the sum of squared values of EEG potential at each
electrode, averaged for the number of involved electrodes, resulting in a time-varying
waveform related to the increase or decrease of the global power in the analyzedEEG.
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The GFP formula is presented in the following:

GFP = 1

N

N∑

i=1

Xθi (t)
2

where θ is the considered EEG band on the frontal cortical area, N is the number of
electrodes included in the area of interest, and i is the electrodes’ index. To evaluate
theME,EEGactivity in the theta bandof all the frontal electrodes has been considered
for the GFP computation. An increase in the frontal theta would imply an increase
in the task difficulty or a higher decodification of information [34]. ME index was
estimated for each second, and then normalized with respect to the index of the
baseline (1 min of open eyes).

18.2.2 The Autonomic Data Recordings and Signal
Processing

The blood volume pulse (BVP) and galvanic skin response (GSR)were recordedwith
the Shimmer System (Shimmer Sensing, Ireland) with a sampling rate of 64 Hz. For
the recording of these signals, two electrodes are placed on the palmar side of the
middle phalanges of the second and third fingers on the non-dominant hand of the
participant in order to acquire the GSR signal according to published procedures [8]
and a photoplethysmographic sensor is placed on the thumb of the same hand for
the BVP recording. In order to obtain the heart rate (HR) signal from the BVP, it has
been used the Pan–Tompkins algorithm [24]. The constant voltage method (0.5 V)
is employed for the acquisition of the GSR, then, by using the LEDAlab software
[5], the tonic component of the skin conductance (skin conductance level, SCL) is
estimated. Then the combination ofHRandGSR signal produces amonodimensional
variable which returns the emotional state of subjects [33]. So, for the EI, we refer to
effects plane [26, 28] where the coordinates of a point in this space are defined by the
horizontal axis (HR) and the vertical axis (GSR). Several studies have highlighted
that these two autonomic parameters correlate with valence and arousal, respectively
[20]. The interpretation of the EI implies that the higher the value the more emotional
engagement experienced by the subject is, and vice versa.

18.2.3 Eye Tracker Recordings and Signal Processing

Eye-tracking data have been acquired by Tobii Pro X2-30 screen-based eye tracker
with a sampling frequency of 30Hz, in order to identify eye fixations on the proposed
stimuli. Firstly, all the artifactual or not physiological point of gaze was automati-
cally removed. Secondly, eye-tracking data was analyzed with Tobii studio 3.4.8 for



256 A. C. Martinez-Levy et al.

the extraction of information about fixations in each area of interest (AOI), such as
a number of fixations on each AOI; in this case, the AOI was the products inserted
in music videos. Basing upon the total number of fixations recorded on the screen
throughout the movie, the percentage of fixations of eye-tracking metric has been
performed for each subject in order to evaluate the visual attention elicited by each
specific AOI. It has been obtained by dividing the number of fixations of each partic-
ipant for each AOI by the total number of fixations recorded on the screen throughout
the movie for each participant.

18.2.4 Data Analysis

For the product’s recall analysis, a t-test was performed for evaluating the fixation
percentage on recalled and non-recalled products during the online questionnaire.

A t-test was performed for evaluating the differences between both kinds of videos
(PPV and NPPV) with the data from the spontaneous declared recall of products
during the final interview, in order to compare the videos’ differences.

A paired t-test was performed for evaluating the differences between PPV and
NPPV with the data from the mental effort index. Another paired t-test was per-
formed for evaluating the differences between PPV and NPPV with the data from
the emotional engagement index.

18.3 Results

18.3.1 Eye Fixations and Recall of Products

Thefirst evidence of the present research is the relation between self-reported data and
eye-tracking data. This relation is between the recall of products obtained during the
online questionnaire, where participants answered to the question “Do you remember
if this product was present in the music videos you just saw?,” and the percentage
of fixations that was dedicated to each product contained in each AOI during the
videos’ visualization. Figure 18.2 shows that the participants that remembered the
products included in the music videos are also those who have dedicated, on average,
a higher percentage of fixations on the products (t = −3.735; p < 0.001). An image
representation of the heatmap for the fixation during a PPV is shown in Fig. 18.3.
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Fig. 18.2 Graph represents the statistical results from the t-test considering the fixation percentage
on recalled (YES) and non-recalled (NO) products during the online questionnaire. Error bars
represent standard error

Fig. 18.3 Picture shows a heatmap image detected during a PPV visualization
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Fig. 18.4 Graph shows the different answers of participants for the spontaneous recall of videos
during the interviews

18.3.2 Spontaneous Recall of Videos: Product Placement
Videos Versus Non-product Placement Videos

There is a higher spontaneous recall of PPV than NPPV within the interview results.
The difference is not statistically significant (p > 0.05). Notwithstanding, Fig. 18.4
demonstrates the difference in the participants’ answers, which confirms that the
placement of products, at least in this case, has led to greater remembrance not only
of the products, but of the video itself.

18.3.3 Mental Effort: Product Placement Videos Versus
Non-product Placement Videos

Regarding the cognitive index of mental effort, from the comparison between PPV
and NPPV, a higher cognitive effort emerged for the first ones (see Fig. 18.5). This
difference was statistically significant (t = 2.786; p = 0.016).
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Fig. 18.5 Graph represents the statistical results from the t-test conducted for the ME index values
concerning the comparison among PPV and NPPV. Error bars represent standard error
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Fig. 18.6 Graph represents the statistical results from the t-test conducted for the emotional index
values concerning the comparison between PPV and NPPV. Error bars represent standard error
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18.3.4 Emotion Engagement: Product Placement Videos
Versus Non-product Placement Videos

Both kinds of videos evoked a negative emotional reaction. Nevertheless, in com-
parison to the NPPV, the PPV achieved a less negative emotional engagement. This
statistically significant difference is demonstrated in Fig. 18.6 (t= 2.405; p= 0.033).

18.4 Discussion

In accordance with the analyzed indexes of ME index and EI, it has been con-
firmed that music videos with a product or brand inserted have higher levels of both
than music videos without product placement. Regarding the ME index, different
researches have previously identified that changes in the EEG spectra reflect levels
of mental effort on different tasks [1, 6, 7, 9–12]. During the visualization of a music
video, this index could be connected to the presence of commercial products, which
require a higher information processing. In addition, the emotional engagement dur-
ing the visualization of the videos differed between PPV and NPPV. In particular, the
former had higher EI values compared to the latter. Since the PPV had higher con-
tent decoding, this could be explained with the context of the video, which is being
more comprehensible and thus generating a higher level of emotional engagement.
The results of self-report data collected through the online questionnaire reveal that
for those who remembered the products included in the music videos, there was,
on average, a higher percentage of fixations on the products. Therefore, the rela-
tion between the number of fixations dedicated to a product and the recall gives us
information to confirm a significative, positive relation between both measures. Con-
nectedness research shows that the intensity of the relationship that viewers develop
with television programs and the characters in those programs affects theirmemory of
placements [29]. Recall is a direct measure that relies on an audience member’s abil-
ity to identify the memory trace consciously, which suggests evidence of conscious
processing. Although recognition also provides a direct measure, its relationship
with unconscious processing is not clear, in that recognition often serves to identify
sensory memory content [3]. The relationship between memorization and attention
has been widely studied in marketing research, with the consensus being that greater
allocation of attention to a stimulus facilitates its memorization [31]. In marketing
and particularly in product placement, it is crucial to understand how visual attention
influences product and brand recall. During this study, we utilized different videos
with and without product placement to analyze and compare the perception of real
top ten music videos. An important limitation of the study is that the potential famil-
iarity of participants with the inserted products as well as the type of video might
influence results by reflecting individual differences in terms of music preferences
and liking of the video content.
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18.5 Conclusion

This study sought to determine whether the insertion of commercial products in
music videos affects on implicit responses of consumers to the videos as well as
to the products themselves and consequently also on the conscious recall. Connect-
ing the number of fixations with visual attention and products’ recall answers with
their memorization, results denote that products with higher visual attention have
higher memorization. Likewise, PPV shows higher values for mental effort, emo-
tional engagement, and spontaneous recall than NPPV. These results highlight the
importance of a selected product positioning during a video exposure, as well as, of
the time of the products’ appearance during their insertion in different communica-
tion media. This can help marketers ensuring that visual attention to the products
will lead to a higher level of recall.

For the future studies in this field, the context of the video in which the product
or brand is placed should be considered. An in-depth analysis could denote the
eventual perfect match between the type of video and the product promotion suiting
the company’s strategy. Likewise, in the future studies, videos could be “laboratory
processed” in order to test the same videos with and without product placement.
Results could shed light on the influence of product appearance and less on the
perception of the video itself, reducing the bias of the context in videos.
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Chapter 19
Objective and Subjective Perception
of Real Estate Features in the Light
of an Experimental Study

Iwona Foryś and Radosław Gaca

Abstract Issues related to the objectification of the assessment of real estate as a
subject of market turnover or valuation constitutes one of the basic problems of real
estate management. The problems described are not limited only to the real estate
market. It is universal in relation to various types of consumer and capital goods,
especially in the case of the assessment of qualitative characteristics of these goods.
The research problem concerns the issue of objectification of the assessment of the
quality characteristics of real estate using standardized methods for measurement.
For this purpose, an experimental study was carried out on the perception of the char-
acteristics of real estate and the assessments made by real estate appraisers, using
the modified method of semantic differential. The obtained results confirmed that
the use of this standardized measurement tool leads to an increase in the objectivity
of measurement. In the following stages, the results obtained should be general-
ized for the entire population of real estate appraisers, ensuring that the research is
representative.

Keywords Intuitive methods · Real estate valuation · Semantic differential
method ·Market value

19.1 Introduction

The objectification of the assessment of the characteristics of marketable items,
including in particular those of a qualitative nature, occupies a very important place in
both research and practical decisions taken by manufacturers, consumers, investors,
and appraisers. This assessment is carried out by marketing specialists as well as
other management bodies, basing their decisions on models that take into account
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quality assessments [17]. The problems described are not limited only to the real
estate market. It is universal in relation to various types of consumer and capital
goods. However, these issues are one of the basic problems of real estatemanagement
economics, as the assessment (measurement) of the characteristics of real estate along
with the premises deciding about the purchase is the basis for estimating its value
[2].

In classical terms, the analysis of real estate features, understood as their measure-
ment, is nowadays most often carried out using various types of methods and rank
strategies, operating on individually defined scales. Such measurement strategies
lead to significant discrepancies not only in terms of semantic scope (level naming)
but also in terms of the assessment criteria themselves [9].

Therefore, can the use of standardized methods to measure the quality character-
istics of real estate lead to an increase in the objectivity of assessments? In order to
answer this question, an experimental study was carried out on the perception of the
characteristics of real estate and real estate appraisers’ assessments using an adapted
method of semantic differential.

According to research [9, 11], currently,most often, for themeasurement of quality
characteristics of real estate, appraisers use scales for which they introduce their
own individual characteristics of facilities, corresponding to individual assessments
of the adopted scale. Taking into account the above, assessments made by different
appraisers for the same property differ significantly. This quite natural phenomenon
is related to the above-described variety of scales and the lack of unambiguous levels,
reference criteria.

In this context, a fundamental question arises as to the level of the subjectivity
of assessment, i.e., whether the discrepancy in assessments is more related to the
individual perception or to the distinctness of the criteria adopted for measurement
scales. Providing answers to such questions will also allow us to answer the question
whether the divergence of assessments results mainly from individual ways of pro-
cessing information by individual experts or whether it is much more related to the
diversity of assessments concerning the formulation of different criteria for different
levels of measurement scales.

The research was preceded by a review of literature in the field of economics and
psychology. As part of a critical analysis of the results obtained, a discussionwas also
held on the further development of methods for measuring quality characteristics.

19.2 Literature Review

Research on cognitive strategies has been carried out for many years in the field
of psychology and economics [15]. In economics, for many years, research on the
subjective assessment of characteristics and attributes of consumer goods has been
conducted mainly in the area of marketing [4, 5, 16]. They referred to various issues,
including subjective assessment or attitudes [10]. For example, from the perspective
of consumption behavior analysis, Lai’s [13] paper constructs a framework of product
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valuation for consumers and its typology of product benefits and the implications of
holistic consumption behavior analysis for marketing strategy are discussed.

This research has led to the possibility of formulating certain laws (Weber’s law
and Stevens’ power law) or a theory which identifies five consumption values influ-
encing consumer choice behavior [18]. These rights relate to the context of physical
measurement and the ability to estimate the correct result on the basis of an individual
assessment. However, they are related to the imaging process itself and not directly
to the individual experience of the assessor.

The main problem in the real estate market is its low information efficiency,
especially in relation to the description of the quality characteristics of real estate
[24]. Hence, decisions of market participants result from intuitive actions and not
from decisions taken on the basis of reliable and unambiguous information [21].

In the previous research, some authors provided the response on the apprais-
ers’ preference for property valuation approaches. The authors, on the basis of the
collected results, presented recommendations regarding possible changes to legal
regulations and professional norms, and a critical assessment of the causes influenc-
ing the range of applied analytical tools in valuation process was also carried out
[8].

Observation and measurement are the basic tools of scientific cognition [12].
While in the case of exact sciences, measurement has never been questioned, in
the case of the social sciences, the mere possibility of measuring was the subject
of numerous doubts. These doubts have not been partially eliminated to this day.
In particular, they have concerned the possibility of measuring various types of
phenomena and information of a qualitative nature [6]. From the mathematical point
of view, the theory of measurement considers the system of objects (features, events)
which are subject to measurement and the system of numbers through which the
mapping is performed. The essential element connecting the systems described above
is the possibility of performing two empirical operations:

• a comparison operation according to this value, corresponding to mathematical
relation “>” between numbers;

• an object merging operation that would correspond to an add operation performed
on numbers.

In the context of measurement in social sciences, the following counterarguments
can be cited (Stevens). The empirical operation corresponding to an addition does not
have to be a variation of physical joining of objects, such as the addition of segments
for length measurement; it can be a hypothetical operation, e.g., carried out in the
mind of the person tested. Assigning numbers to measured objects does not require
an operation corresponding to addition. In this sense, the measurement is carried out
at weaker levels, for which the subsequent addition of assigned numbers will not be
allowed.

In order to increase the objectivity of the measurement of the quality character-
istics of real estate, the use of a semantic differential method adapted to this end [9]
was proposed. The scale of the semantic differential was proposed for the first time
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by Osgood [14]. The concept of scale focuses on the assessment of the level of inten-
sity of a phenomenon or the state of an object which they cause in the respondent,
by determining its connotative meaning. The semantic differential is a multidimen-
sional scaling method used to study the meaning of specific concepts or perceptions
of objects (people, events, items, terms, and phenomena) in semantic space [19, 20,
22].

As part of the adaptation of the method for the purpose of measuring the quality
characteristics of real estate, the appropriate transformation, and determination of
individual scales was made with the use of pairs of adjectives corresponding to
the characteristics of a phenomenon under examination [7, 9]. According to the
assumption, the results of a measurement carried out with the use of the method
of semantic differential can be treated as a measurement carried out at least at the
interval level [23].

19.3 Scope of Data and Organization of the Study

The study was conducted in the form of a survey in which respondents assessed the
technical and usable condition of real estate on the basis of photographs presented to
them for sets appropriately similar to each other, in the generic sense of real estate.
The assessment of condition on individual scales was carried out using the method
of a semantic differential in a version adapted to the analyzed characteristic of real
estate.

The study used two sets of real estate related to real estate developed with single-
family residential buildings. In the case of the first set (Z1), the subject of analysis
was photographic documentation including photographs of properties showing their
depicted exterior (a single photograph of a facility). In the case of the second set
(Z2), the documentation presented for analysis included both the external and inter-
nal picture (two exterior photographs and three interior photographs). For set (Z1)
respondents assessed seven properties (Ni, i = 1, …, 7), and for the set (Z2) six
properties (Nj, j = 1, …, 6). Before the study itself, the participants were informed
about the formula according to which the measuring scales provided for in the study
should be used. Examples of photographic documentation used as a basis for the
assessment of the study are shown in Figs. 19.1 and 19.2.

The study was conducted in the period from September 2016 to March 2017 on
various groups of real estate appraisers, as part of training on the use of econometric
methods in the valuation of real estate (group A–E). As a result, 55 responses were
obtained for the set (Z1) and 35 for the set (Z2). Detailed dates of the study and the
number of study groups are listed (Table 19.1).

In the study for both sets, scales were used, covering five levels and the following
pairs of adjectives: neglected–well maintained, dry–damp, undamaged–damaged,
without cracks–cracked, damaged–renovated, old–new, mold-infested–non-mold-
infested, worn–unworn,modern–obsolete, esthetic–unesthetic, defective–no defects,
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Fig. 19.1 Examples of photographic documentation for set Z1

Fig. 19.2 Examples of photographic documentation for set Z2

Table 19.1 Number of groups of respondents and dates of the experiment

Indication of the group of
respondents

Size of set Z1 Size of set Z2 Study period

A 5 5 From 09/26/2016 to
09/27/2016

B 12 11 From 10/1/2016 to
10/10/2016

C 6 8 From 10/14/2016 to
11/17/2016

D 20 5 From 11/25/2016 to
01/17/2017

E 12 6 From 3/11/2017 to
03/15/2017



270 I. Foryś and R. Gaca

Table 19.2 Statistics of assessments for sets (Z1) and (Z2)

Property Min Max Average Number of all responses Number of the medium
range

Set (Z1)

N1 1 5 3.81 55 38

N2 1 5 2.11 55 39

N3 1 5 2.16 55 35

N4 1 5 2.86 55 41

N5 1 5 2.58 55 31

N6 1 5 1.98 55 27

N7 1 5 4.33 55 28

Set (Z2)

N1 1 5 3.68 35 22

N2 2 3 4.11 35 16

N3 1 4 2.67 35 18

N4 2 5 3.41 35 22

N5 1 5 3.04 35 22

N6 1 5 3.79 35 18

modernized–no modernization, energy-intensive–energy-saving, whole–leaky, and
dark–light.

During the survey, there was generally no time limit for respondents to respond,
but in no case did the response per respondent exceed 10min for each of the surveyed
groups. The obtained results of average assessments for particular properties (Ni)
and (Nj) and for studied sets (Z1) and (Z2) are presented in Table 19.2.

In addition, distributions of the obtained responses for individual scales for both
sets of properties (Figs. 19.3 and 19.4) are presented.

19.4 Test Results

Validity and reliability are the key measures for assessing the objectivity of a mea-
surement tool in social sciences [1]. Validity refers in this case to the level at which
the measuring tool adequately reflects the measured parameter (condition, feature,
phenomenon, and significance). Reliability refers to the level of repeatability of the
result.

Within the framework of validity, the following are distinguished: face validity,
criterion validity, construct validity, and content validity. Analysis of the validity
and reliability of a research tool is essential for its further use. It allows determining
whether the tool used actually allows for the measurement of a specific factor and
whether such results can be applied in practice. To sum up, the assessment of the
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Fig. 19.3 Distribution of respondents’ assessments by scales (set Z1)

above-mentioned characteristics allows us to conclude on the level of objectivity of
a measurement.

In the study, the method of testing the internal structure of the test was used to
assess its validity. The reliability was assessed using a retest [3]. As part of studying
the internal structure of the test, Pearson’s correlation coefficients were calculated
for individual scales and mean values. In the case of reliability assessment, the same
correlation coefficient was calculated between the results of the averages for different
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Fig. 19.4 Distribution of respondents’ assessments by scales (set Z2)

scales for different groups. The results for each set of responses are presented in
Table 19.3.

In the next step, the Pearson’s correlation of assessments for the retest (Table 19.4)
was determined.

The obtained results indicate a high level of correlation both in the case of validity
testing (above 0.5 except for one case) and reliability of the tested measuring tool
(above 0.7). In the tool reliability study, the majority of correlation dependencies
were even close to 0.9. Weaker but satisfactory results were obtained in the case of
testing the validity of the tested tool.
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Table 19.3 Results of Pearson’s correlation of the study on the internal structure of the test for sets
(Z1) and (Z2)

Scale number r Scale number r Scale number r

Set (Z1)

1 0.6178 6 0.5452 11 0.7197

2 0.6449 7 0.4927 12 0.5691

3 0.6813 8 0.7127 13 0.5942

4 0.7040 9 0.6310 14 0.7461

5 0.7636 10 0.6108 15 0.5295

Set (Z2)

1 0.7522 6 0.6129 11 0.7061

2 0.6066 7 0.6450 12 0.7864

3 0.8291 8 0.7538 13 0.7184

4 0.6297 9 0.6165 14 0.6957

5 0.7292 10 0.7371 15 0.5171

Table 19.4 Results of Pearson’s correlation of assessments for the retest for sets (Z1) and (Z2)

Group A B C D E

Set (Z1)

A 1

B 0.8397 1

C 0.8729 0.8328 1

D 0.9202 0.8493 0.8630 1

E 0.9168 0.8132 0.8720 0.9156 1

Set (Z2)

A 1

B 0.9111 1

C 0.7156 0.7657 1

D 0.7143 0.7415 0.73468 1

E 0.8088 0.9088 0.7581 0.7054 1

19.5 Conclusions

The use of a standardized measurement tool in the form of a modified method of
semantic differential to measure the quality characteristics of real estate leads to an
increase in the objectivity of measurement. The conducted study indicates a high
level of both validity and reliability of the tool used. It should be remembered,
however, that the set of qualitative variables completed took place in relation to sets
of similar properties, characterized by a very wide range of similarities. Thus, it
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can be assumed that for real estate sets differing in quality features, it is possible
to significantly increase the objectivity of assessments if a modified method of the
semantic differential is used to measure them.

This objective was achieved by measuring with the use of fifteen scales allowing
for themeasurement (mapping) of the impact of the technical and usable condition of
real estate on the assessment of its usability. The proposed method of measurement
in the described approach significantly improves the objectivity of the assessment of
the quality characteristics of real estate. It should be emphasized that the survey is
still of a pilot nature, therefore in subsequent stages both the substantive scope of the
survey and the respondent base will be extended, in the direction of representative
surveys, allowing for far-reaching generalizations.

References
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Chapter 20
Optimization of Location Attractiveness
Zones for the Purpose of Property Mass
Appraisal

Sebastian Kokot and Sebastian Gnat

Abstract Mass land appraisal is a specific type of appraisal. A suitable algorithm
used for mass appraisal constitutes one of the main determinants of the quality
of achieved results. Many of the algorithms cluster real estate in accordance with
specific criteria, such as a real estate type, its characteristics or location. Assuming
a “real estate location” as a clustering basis, we use terms such as a taxation zone
(which originates from a basic application of mass appraisal, which involves ad
valorem real estate taxation), along with an elementary terrain (which originates
from the nomenclature used in spatial planning). The main goal of this chapter is
to find the solution to the designation of such zones, or real estate clusters for the
purpose of mass land appraisal conducted with the use of Szczecin Algorithm of
Real estate Mass Appraisal (SAREMA). Each mass appraisal algorithm has its own
specificity, and consequently, it may pose various requirements to designated zones
or real estate clusters (here referred to as location attractiveness zones—LAZ’s). The
chapter presents themethods of LAZ’s designation formed on the basis of the existing
cadastral districts, real estatemarket analysis, andhierarchical clustering. The chapter
is additionally focused on the manner of determining LAZ optimal number and
consequently the number of properties that will be included in an automated mass
appraisal process in a given zone. The uniformity of isolated LAZ’s was subject to
verification with the use of an entropy ratio, especially constructed for that purpose.
The study was conducted on the land plots located in the city of Szczecin.
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clustering
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20.1 Introduction

Contemporarymethodsofmass appraisal use various algorithmsofmachine learning,
including artificial neural networks, and many more (e.g., [12, 20, 30]). Real estate
mass appraisal is a completely different procedure from individual appraisal in terms
of the organization of the entire process of valuation. The subject matter of individual
appraisal involves one property or a relatively small group of properties. Valued
properties typically differ in terms of their location, type of market (segment or
sub-segment), purpose, and the scope of appraisal, dates for which the real estate
conditions and price levels are taken into consideration, etc. Mass appraisal is carried
out in an entirely different fashion and it takes place, when:

1. the subject of an appraisal involves a large number of properties of one type,
2. an appraisal is to be conducted with a uniform approach and consequently yield

cohesive results,
3. all the properties subject to appraisal are evaluated “at the same time” with

the same dates for which the property condition and price level is taken into
consideration (e.g., [11]).

As a result, the organization of valuation process relative to mass appraisal is
also different in comparison to individual appraisal. Two main stages of this process
can be distinguished. During the first stage, all the necessary information and data
concerning the valuated properties and a relevantmarket are gathered,whereas during
the second stage the values of all the real estate subject to appraisal are calculated
through the application of the proper algorithm.

The use of mass appraisal is justified, since in certain areas it occurs to be quicker
and less costly than individual valuation. Typical areas in which mass appraisal
appears to be useful include:

• updating the charges calculated on a property value (e.g., in Poland, annual per-
petual usufruct charges), including universal real estate taxation [3],

• estimating the economic results of adoption or changes of local zoning plans,
• monitoring the values of property sets, constituting a security of credit exposures
held by a bank in order to calculate a LtV ratio for a bank’s credit portfolio [16,
26].

The purpose and the conditions of a mass appraisal indicate whether the appli-
cation of logarithm-based procedures is justified. When attempting to classify the
methods used in practice or subjected to scientific study as a possible way of con-
ducting the process, one can distinguish groups of methods which use econometric
models of multiple regression, methods based on neural networks or machine learn-
ing, and the so-called introspective methods (e.g., [6, 9, 14]).

The methods based on econometric models of regression are the most frequently
applied as a method of a statistical analysis of the market, particularly in linear
approach. However, they usually produce unsatisfactory results [21]. The reason for
this is the difficulties in fulfilling a number of formal requirements that are posed
already at the stage of constructing a model [9].
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Artificial neural networks operate on the principle based on the functioning of the
human brain. They are trained and taught on example data sets. Literature reports
indicate that despite certain problems regarding the optimization of networks con-
struction, the results obtained through their application in real estate appraisal are
satisfactory [18, 28]. Themain barrier for their application in practice seems to be the
issue of justifying valuation results, since a part of the real estate appraisal process
occurs beyond the control of a property appraiser.

Introspective methods should not feature the above-described drawbacks. Those
methods are based on models devised specifically for real estate valuation, which
on the one hand enable the specificity a local market operation to be taken into
account (spatial layout, local fashions, etc.), and on the other hand they manage
(within a specified scope) to cope with the imperfections of the market in the form
of a relatively low number of transactions far better than the methods listed above.

As was previously mentioned, some real estate appraisal methods require the
appraised area to be divided into smaller zones. The objective of the study is an
analysis of the effects of applying various methods for determining LAZ’s. It will be
examined how individual methods affect the degree of uniformity of the properties
qualified into particular zones as well as how such a number of zones influences the
number of representative properties designated for individual valuation. On the basis
of these two criteria, conclusions will be drawn as to which of the methods in the
presented problem is the best. A modification of a classic entropy method will be
proposed, which will enable a better presentation of the specificity of a real estate
market. The geographical area that the study encompasses includes the northern part
of Szczecin (the largest city in the northwest of Poland). The subject of the appraisal,
within the scope of which LAZ’s are created, entails 1500 land plots.

20.2 Location Attractiveness Zones

The issue of a proper designation of location attractiveness zones ought to be con-
sidered as one of the key problems, from the standpoint of the accuracy of appraisal
results obtained with the use of many algorithms. An area in which a certain num-
ber of appraised properties, which are most importantly characterized by the same
impact of their location on their value and, as far as possible, characterized by a
similar impact of other market properties, constitutes such a zone. It means that
all properties located in a given zone formally should not differ in terms of their
location. The assumption takes on a particular significance in the case of certain
algorithms used for mass appraisal, including the Szczecin Algorithm of Real Estate
Mass Appraisal. LAZ’s ought to be created on the grounds of the so-called pricing
factors of a property, the basic one of which includes a property function in a zoning
plan [23]. The existing approaches to real estate zone designation use also, apart
from the provisions of local zoning plans, aerial photographs [25], or additionally
district and housing estates boundaries, land plot lines, streets, roads, rivers, rail-
roads, as well as other artificial and natural features as auxiliary information [5].
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Expert intervention in zone boundaries is not precluded, on the basis of those criteria
or other methods. Furthermore, there are postulates put forward to take into account
the so-called physiognomic features of terrains, or even legal properties (real estate
ownership structure) apart from terrain functions [17]. A separate group of meth-
ods that can be employed for the designation of LAZ’s involves various methods
of grouping. One of the available approaches is hierarchical clustering (e.g., [13]).
This method enables clustering of objects (in this case properties) that are similar to
one another on the basis of many characteristics that describe them. Clustering is an
issue frequently found in scientific research. The question of determining an optimal
number of clusters is one of particular interest to researchers [7, 15]. What is more,
researcher’s present possible ways of improving the existing methods (e.g., [1]) or
they propose to use ensemble of clustering methods [2, 29]. From the perspective of
a real estate market, the possibility of introducing spatial constraints to the algorithm
is a particularly significant element of this clustering method [4, 8]. Such constraints
will enable taking into consideration the contiguity of certain objects, not only on
account of their descriptive characteristics, but also their neighboring location in
space. Spatial weight matrices constitute a dominant form of accounting for spatial
relations between objects (see Suchecka (ed.) [24]).

From the point of viewofmass appraisal, it is important that location attractiveness
zones should contain properties similar to one another. A modified entropy measure
was employed in order to evaluate the uniformity of location attractiveness zones.
The distribution entropy of the analyzed variable enables calculating the degree
of determinateness (definitiveness) of that distribution on account of the analyzed
variable (e.g., [22, p. 90]). Shannon entropy ratio is normalized and it reaches the
values from the range of (0, 1〉. A high value of the ratio indicates a significant
degree of definiteness of the analyzed system (the system does not demonstrate an
inclination). In order to assess the uniformity of achieved LAZ’s a classic entropy
method was employed, which was subject to a modification, owing to a different
number of possible land plot types (plot classes) that may occur. The entropy of
LAZ’s was calculated with the following measure:

Hz =
(
−∑k

i=1 pi · logk pi
)

· k
L

, (1)

where

pi—percentage share of the properties belonging to ith class,
k—number of classes (combination of variants of the market properties found in a
given LAZ),
L—number of land plot classes found in the analyzed set.

The modification of a classic entropy measure involves changing the assessment
dependingon thenumber of classes found inparticular zones. For instance, in a classic
approach, LAZ’s with two and ten classes and uniform percentage share of the classes
will feature complete entropy. In turn, in the case of a real estate market analysis,
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these two situations need to be assessed differently. Two classes of combinations of
market features, in a situation, when a designated terrain contains several dozen or
more properties it translates into high uniformity, even if the percentage shares of
both classes are equal to 50%. Hz measure will differentiate between entropy levels
depending on the percentage shares of classes as well as their number.

Incorrect designation of taxation zones, i.e., their excessive or insufficient number
or incorrectly devisedborders,mayhave far-reaching consequences.On the onehand,
in order to ensure a lower degree of labor-intensiveness, time demands, and costs we
try to create the lowest possible number of taxation zones. In the case of SAREMA, it
means that fewer properties will need to be appraised individually as representative
properties. The negative effect of an insufficient number of zones and consequently
too expansive zones will result in qualifying distinctly different properties in terms of
market location attractiveness. In other words, properties in different locations will
be treated as properties having identical location attractiveness, which will naturally
affect appraisal results with excessive errors. In turn, if too many zones are formed,
thereby zones of relatively smaller surface, we might not be undermining the results
accuracy, but we unnecessarily lengthen the process and raise the cost of such an
appraisal, because in that situation more representative properties need to be valued
individually. Moreover, a greater number of zones may be created, in which few
or only several or even one property will be subject to evaluation. In such cases,
the number of representative properties will constitute a very high percentage of all
appraised properties, at times rendering the point of mass appraisal questionable.

The problem with designating LAZ’s in this chapter was presented with an exam-
ple of one of algorithm-based methods of appraisals classified into a group of intro-
spective methods, namely Szczecin Algorithm of Real Estate Mass Appraisal. The
procedure of that algorithm entails the designation of LAZ’s (in other publications
concerning the algorithm also termed as elementary terrains). Szczecin Algorithm of
Real Estate Mass Appraisal was described in the paper by Hozer et al. [10] “Econo-
metric algorithm of land real estate mass appraisal.”

20.3 Source Data and Research Assumptions

In the presented example, the appraisal includes 1512 land plots located in region
No. 3—Nad Odrą in the city of Szczecin. In order to designate taxation zones in an
optimum manner, it is necessary to adopt research assumptions regarding:

1. the number of representatives, i.e., properties intended for individual appraisal
out of each taxation zone that is to be designated,

2. the objective scope of LAZ’s.

The number of properties intended for individual appraisal in each taxation zone
ought to ensure representativeness of such properties for all the remaining ones
located in a given zone of appraised properties. The greater the number of repre-
sentatives will be selected, the higher the representativeness will be ensured. On the
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other hand, too high a number of representatives will naturally result in an increased
workload required for individual appraisals, thereby—an increase in costs. Practical
experience of the algorithm creators indicates that the following sampling selection
ensures a suitable representativeness of a location:

• from zones where up to 10 properties are appraised—one representative property,
• from zones where from 10 to 50 properties are appraised—two properties,
• from zones where from 51 to 100 properties are appraised—three properties,
• from zones where from 101 to 500 properties are appraised—four properties,
• from zones where from 501 to 1000 properties are appraised—five properties,
• from zones where over 1000 properties are appraised—six properties.

On the other hand, when discussing the objective scope, we take into account
whether individual elementary terrains should include only properties of similar,
comparable purpose, or whether we should allow the possibility of properties of
different purposes located in one zone. If the first option is assumed, numerous small
elementary terrains will need to be designated, comprising a small number, or even
individual properties. It will be the case when, e.g., a property with a commercial
facility erected on it is located in a housing real estate, which is in fact a commonplace
occurrence. In such circumstances, that property will constitute a separate zone. The
consequence of adopting the second solution may also be varied. There are, however,
ways in which the situation may be resolved, which has been discussed in a separate
paper. In the presented study, in order to avoid complicating the nature of the analyzed
problem, the analysis was limited to residential real estate.

20.4 Research and Results

When attempting to designate LAZ’s it is helpful if one has got a certain preliminary
division of the area in which appraised properties are located. The designation of
LAZ’s boundaries can then be conducted through an analysis of the accuracy of such
a division in relation to the desired LAZ’s boundaries. The division into cadastral
districts or boundaries of local zoning plansmay serve as such a preliminary division.
LAZ’s may also be designated without any preliminary division. Irrespectively of the
fact whether and what preliminary division we have at our disposal, we need to know
the specificity of the appraised area. Mass appraisal, no matter what method is used,
should be conducted with the participation of individuals who have such knowledge
of the terrain.

In this study, an attempt was made at comparing several approaches to the cre-
ation of location attractiveness zones. The first approach assumes that boundaries of
cadastral districts constitute LAZ borders; therefore, the process of their designation
does not need to be carried out. Existing cadastral districts will be evaluated as zones.
A fragment of the area under study, taking into account the boundaries of a geodetic
area, was presented in Fig. 20.1.
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Fig. 20.1 Location of
appraised properties with
marked geodetic area
borders (own elaboration)

The second approach is based on experts’ involvement. A team of property
appraisers conducted an analysis of the local market of undeveloped land real estate
and using the preliminary division of cadastral districts the team designated the
boundaries of location attractiveness zones. As a result, the appraised area was
divided into 17 location attractiveness zones, which according to the experts’ inten-
tion, aremeant to cluster properties of the same location impact on value. The selected
LAZ’s created with this expert approach are presented in Fig. 20.2.

Fig. 20.2 Location of
selected LAZ created with
the expert approach (own
elaboration)
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Cadastral district with a 
fragment of another district Two cadastral districts Fragment of a cadastral district

Fig. 20.3 Examples of various types of location attractiveness zone borders designated by experts
(own elaboration)

During the conducted works it sometimes happened that one geodetic area was
qualified as one LAZ, different LAZ encompassed one geodetic area and a fragment
of another one, another LAZ was composed of several geodetic areas and in some
cases LAZ’s encompassed only a part of one geodetic area. The examples of those
situations are presented in Fig. 20.3.

The third method of LAZ’s designation was based on a statistical approach. With
the use of hierarchical clustering with spatial constraints, land plots constituting the
subject of the study were qualified to individual sub-areas. A spatial weight matrix
using a distance band was used as a spatial constraint. As the band length constituted
distance ensuring that each analyzed land plot will have at least one neighbor. In
order to evaluate the uniformity of obtained LAZ’s, a classic entropy method was
used, having been modified on account of a various number of possible land plots
(plot classes) that may occur. In order to evaluate entropy, converted information was
used concerning the variants of four market characteristics: utilities, surroundings,
transport availability, and location.

The variants of those properties were coded into the form of natural numbers (the
worst condition 0, medium 1, the best 2 and in the case of transport unavailability,
which was a property of four states—3) and they were combined into a four-digit
code. Each code value constitutes a combination of the value of market properties,
whichwas understood as a class. Calculations were performedwith Python computer
language statistics packages [19, 27].

Hierarchical clustering was conducted assuming a different number of clusters
as an initial algorithm parameter. There were between 2 and 40 clusters. Two clus-
ters constituted the smallest possible number. While the upper limit resulted from
the fact that an original division comprised 39 cadastral districts. An example of
hierarchical clustering with two LAZ’s is presented in Fig. 20.4. The fact that the
method does not permit designating zone boundaries, but it only groups the objects
into a predetermined number of clusters, needs to be considered a disadvantage of
this method.

For each of instances of hierarchical clustering, on the basis of the size of indi-
vidual LAZ’s, a required number of representative properties and an average entropy
(H̄z) were determined. Thus, obtained parameters of each clustering will be com-
pared between one another and with both previously employed methods of LAZ’s
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Fig. 20.4 Fragment of assigning land plots into two clusters through hierarchical clustering (own
elaboration)

designation. On the grounds of a required number of representative properties and an
average entropy, it will be determined, which method or methods of land plot clus-
tering ought to be considered as being the most favorable. Average LAZ’s entropies
created with all the specified methods are compiled in Fig. 20.5.

As can be observed, the average entropy of the zones formed through hierar-
chical clustering initially, with a small number of clusters, is significantly higher
than the average entropy of cadastral districts and the expert approach. Hierarchical
clustering reaches the level of entropy of the latter with 7 LAZ’s, while the level
of cadastral districts entropy with 10 LAZ’s. With a cluster number higher than 10,
hierarchical clustering enables achieving zones of lower average entropy than the
two previous approaches. However, an inevitable consequence of the increase in the
number of zones entails an increase in the number of representative properties. Each
representative property needs to be appraised individually, which involves the use of
time and monetary resources. Therefore, it becomes necessary to arrive at a compro-
mise between entropy and the number of representative properties. In the case of an
approach based on cadastral districts, the number of representative properties was,
in line with previously set guidelines, defined at the level of 83. In turn, in the case

Fig. 20.5 Average entropies
of LAZ’s designation (own
elaboration)
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of the expert approach—it was 47. Figures 20.6 and 20.7 present average entropies
of individual hierarchical clusterings along with a number of representatives in a
cluster resulting from the number of land plots in it. These figures were confronted
with average entropies and the number of representative plots for the two remaining
approaches. On the basis of the data presented in Fig. 20.6, it was demonstrated that
for 10 clusters average LAZ entropy is lower that for a division based on geodetic
boundaries. What is more, such a number of zones require a far lower number of
representative plots than is the case for cadastral districts.When analyzing the results
presented in Fig. 20.6, it becomes evident that all the specified numbers of clusters
exceeding 10 require an individual appraisal of a lower number of plots. It means
that a division based on cadastral districts is not the best approach, because those
districts were not created on the grounds of a location or other pricing factors impact
on real estate value.

The situation is slightly different when we compare hierarchical clustering with
a division conducted through expert approach (see Fig. 20.7). Only the number of

Fig. 20.6 Average entropies
of hierarchical clustering and
the numbers of representative
land plots required for them
in comparison to cadastral
districts (own elaboration)

Fig. 20.7 Average entropies
of hierarchical clustering and
the numbers of representative
plots required for them in
comparison to the expert
method (own elaboration)
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clusters from 7 to 16 yields lower average entropy and requires a smaller number of
representative plots than the LAZ’s created by experts on the basis of a real estate
market analysis. Starting from 17 clusters, average entropy is still lower than for the
zones designated by experts, but it requires a greater number of representative plots.

20.5 Conclusions

The chapter analyses the issue of the division of areas subject to mass appraisal into
smaller and uniform subzones. It was demonstrated that there are many possibilities
of devising such zones. Each of the approaches has its advantages and disadvantages.
Out of the existing possibilities, three were presented in the study. The first of them
is based on using an existing cadastral districts. The benefit of this method is that the
division has already been performed. However, if such a division is not confronted
with the conditions of a real estate market it results in low uniformity of zones and
the number of representative properties required (for individual appraisal) is high.
In turn, an approach based on hierarchical clustering is relatively easy to implement,
but it creates problems related to the specification of spatial weight matrices. It
is worth emphasizing that as a result of the clustering process no boundaries of
location attractiveness zones can be determined, but only the appraised properties
are classified into the zones. If a property has not been assigned into a set of properties
to be valued, there is no information as to which of the LAZ’s it ought to be assigned
to. As far as the expert approach is concerned, extensive knowledge regarding the
specificity of an appraised area is required in order to successfully designate zone
boundaries.

The question of choosing an optimal number of LAZ’s is linked to both their uni-
formity and the costs of appraising representative properties. Therefore, a decision
needs to be taken, which is problematic, since a greater number of zones translates
into their lower average entropy, but a greater number of representative properties.
The conducted comparisons demonstrated that a division based on cadastral districts
yields poorer results in relation to hierarchical clustering, owing to the cost of indi-
vidual appraisals. In turn, when the expert method was compared with hierarchical
clustering method it was observed that the latter approach is more favorable only
for a portion of clustering (number of clusters between 7 and 16). Considering the
advantages and disadvantages of the applied approaches, it seems that the expert
method is the best one of all those presented.
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11. Hozer, J., Kokot, S., Kuźmiński, W.: Metody analizy statystycznej rynku w wycenie nieru-
chomości. PFSRM, Warszawa (2002)

12. Jahanshiri, E., Buyong, T., Shariff, A.R.M.: A review of property mass valuation models.
Pertanika J. Sci. Technol. 19, 23–30 (2011)

13. Kantardzic, M.: Data Mining. Concepts, Models, Methods, and Algorithms. Wiley-IEEE Press
(2003)

14. Kokot, S.: Model wielu regresji pojedynczych w wycenie nieruchomości. Studia i Materiały
Towarzystwa Naukowego Nieruchomości 12(1), 106–122 (2004)

15. Kolesnikov, A., Trichina, E., Kauranne, T.: Estimating the number of clusters in a numerical
data set via quantization error modeling. Pattern Recogn. 48(3), 941–952 (2015). https://doi.
org/10.1016/j.patcog.2014.09.017

16. Korteweg, A., Sorensen, M.: Estimating loan-to-value distributions. Real Estate Econ. 44(1),
41–86 (2016). https://doi.org/10.1111/1540-6229.12086

17. Kotkowski, P.: Propozycja nowej klasyfikacji terenówmiejskich.ActaUniversitatis Lodziensis,
Folia Geographica Socio-Oeconomica 2, 115–124 (1999)

18. Lis, C.: Sieci neuronowe a masowa wycena nieruchomości, vol. 318, pp. 331–338.
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Chapter 21
Market Timing Models for Equity Funds
Operating on the Polish Market
in the Years 2003–2017

Dorota Żebrowska-Suchodolska and Andrzej Karpio

Abstract The use of a proper investment policy by fundmanagers has a huge impact
on the results achieved. Asset selection for the portfolio is of key importance, in line
with the investment policy declared by the fund, and the appropriate timingof changes
in the assets in the portfolio. This research aims to assess whether managers in the
Polish market have the ability to select assets with a sense of market timing and
selectivity. The research concerns domestic equity funds operating in between 2003
and 2017, from which 15 were selected. The entire research period was divided into
three five-year sub-periods, to some extent coinciding with changing market condi-
tions, and seven two-year periods, covering the years 2003–2016. It was assumed
that the results for the entire period describe long-term strategies of funds, five-year
and two-year periods, being respectively the medium and short term. The basis for
calculations was the monthly rates of return on participation units. The research
was carried out using the Treynor–Mazuy, Henriksson–Merton, and Busse models.
WIBOR 1M was accepted as a risk-free rate, and the WIG index was the market
factor. The summary of the research is a comparison of the results regarding the
selectivity of asset selection, market timing, and the ability of managers of open
investment fund portfolios to respond to the market situation. The final conclusions
are not very favorable for the managers, and the clients require active involvement
in the selection of funds.
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21.1 Introduction

Clients of open-end mutual funds entrust their savings to professionals hoping for
better investment results than they would be able to achieve themselves. Their moti-
vations also include access to a market that requires appropriate knowledge and
skills, namely the stock market. Lacking adequate knowledge, an individual investor
is exposed to many forms of risk that accompany investments on the stock exchange.
An additional barrier is access to information and the amount of work that is required
to analyze financial statements, market trends, macroeconomic indicators, etc., on an
ongoing basis. Therefore, clients of open-ended investment funds in shares decide
to bear the costs of which are to be the payment for the professionalism and skills
of those managing the investment portfolios. In the financial press and on special-
ized sites dedicated to capital markets, one can find rankings based on the results of
funds achieved over different periods of time: a month, a year, from the beginning
of activity, etc. Unfortunately, these are usually based on appropriate rates of return
without taking into account the risk. Sometimes, an information indicator appears
(e.g., on the Analizy Online portal), which takes into account the ratio of the excess
rate of return to the risk measured by standard deviation. It is included in the group
of standard measures such as Sharpe, Treynor, or Jensen ratios and many others.
Their importance for the assessment of investment effectiveness is quite significant,
but they do not refer directly to management skills, only to the final result of the
investment. This is why these rankings differ significantly depending on the market
situation; see Karpio and Żebrowska-Suchodolska [12]. Thus, they show that man-
agers are not able to adapt their investment policy to the changing market situation.
Therefore, investing savings in units of a particular fund does not guarantee profits
in the long term, or even in the medium term. It exposes customers to losses, forcing
them to actively manage deposits through, for example, changes in funds depending
on the anticipated market situation. This, in turn, requires the client to undertake
actions that are within the competence of fund managers and what clients pay them
to do.

The aim of this work, therefore, is an econometric analysis of the ability to use
market trends, market timing, and the ability to carefully select assets for open-end
mutual fund portfolios. For this purpose, three models were used: Treynor–Mazuy,
Henriksson–Merton, and Busse. The first two take into account the market trend
measured by the excess of the percentage changes in the market index above the
risk-free rate. They differ in the definition of the variable related to market timing
skill. In contrast, the Busse model in addition includes market risk. The aim of the
work is to compare management skills as described by these three different models
and thus the measures of investment efficiency. Next, the stability of the ranking
positions is examined, which provides information on whether there are leaders
among investment funds or not.

The studies took into account entities operating continuously on the Polish capi-
tal market between the years 2003–2017. The models are constructed for the entire
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period and for two- and five-year sub-periods. This is to examine the skills of man-
aging fund portfolios at different investment time horizons. It was assumed that the
entire 15-year period corresponds to long-term investments, and the five-year and
two-year periods to the medium- and short-term, respectively. In addition, the unit
of participation was taken into account without consideration of management fees
and commissions.

21.2 Literature Review

The first research on market sensitivity dates back to the 1960s. At that time, Jensen
formulated a single-index model and an alpha coefficient, now called Jensen’s alpha
coefficient. His model was subsequently applied in research by Carlson [3], Ippolito
[10] or Grinblatt and Titman [7], among others. Both Ippolito, and Grinblatt and
Titman pointed to managers obtaining above-average rates of return. In addition,
they suggested that higher growth rates or the smallest net asset value is more likely
to have above-average rates of return. In turn, Carlson [3] indicated that the results
obtained depend on the selection of the period and the market index.

The twomost used models of market timing and selectivity are the models created
by Treynor–Mazuy [18] and Henriksson–Merton [9]. Studies of market sensitivity
using these models have been performed for a number of markets. Noteworthy here
is the work of Chang and Lewellen [4], or Gallo and Swanson [6], who studied
the US market. Gallo and Swanson, using the Treynor–Mazuya model, indicate in
their research the absence of market timing, and Chang and Lewellen [4] point to
its existence to a small extent using the Henriksson–Merton model (for 67 mutual
funds in 1971–1979). More recent studies include the work of Sheikh and Noreen
[16], in which the authors analyze market timing using the Treynor–Mazuya model.
Investigating 50 randomly selected funds on the American market between 1990 and
2008, they conclude that managers do not demonstrate the ability to sense the market
and those funds are not able to achieve better results than the market. Research has
been carried out on the Indian market by, among others, Rao and Venkanteswarlu
[15]. Their research has shown that managers do not have the skill of market timing.
Gudimetla [8] has also conducted research on the Indian market. When examining
sectoral funds in 2012–2015, he came to the conclusion that they do not showmarket
timing. On the other hand, out of 41 Indian market funds surveyed in 2008–2013
only a few of them showed selectivity. A study of 15 Greek equity funds in the years
2000–2008 using the Treynor–Mazuy model indicates a lack of selectivity and to
a small extent market timing Koulis et al. [13]. Research on the Greek market was
also performed by Philippas and Tsionas [14] or Thanou [17]. In turn, of the 28
Pakistani market funds examined in 2005–2011 using the Treynor–Mazuya model,
two showed characteristics of timing and only one any of selectivity Ahmat and
Sattar [1]. Busse [2] pointed out in his research that, taking into account the market
situation, managers can change the exposure to risk. He thus proposed a model that
takes into account risk variability.
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In the case of the Polish market, research on investment funds has been conducted
using the Treynor–Mazuy or Henriksson–Merton models by Jamróz [11], Węgrzyn
[20], Żelazowska [22], Ważna [19], Witkowska et al. [21], among others. These
authors’ research on for various types of funds and various periods indicates the
existence of funds that demonstrate the ability to select stocks appropriately.

21.3 Models of Portfolio Investment Management Skills

Among the econometric models that are applied in research in investment portfolio
management skills, three were used in this work. Two of them, namely the Treynor—
Mazuy and the Henriksson–Merton models, concentrate on excess rate of return over
a risk-free rate. The third model, the Busse model, takes into account the risk mea-
sured by variability, i.e., the standard deviation. It therefore takes into account a factor
that is very important from the point of view of active management of the invest-
ment portfolio. Considering risk when making investment decisions, rather than just
using return rates, indicates the ability, or lack thereof, to adjust investment policy
to market risk. Managers should take into account both the rates of return and risk
if they are to actively approach the work funds charge their client’s fees for. As a
consequence, these three models are aimed at singling out potential leaders among
investment funds, both from the point of view of the ability to choose the right assets,
to adapt to changing market conditions, and to take advantage of the opportunities
offered by market volatility.

In all models, the symbols rA,t , r f,t and rM,t mean, respectively, the return on the
fund A portfolio, the risk-free rate and the percentage change in the market index in
the period t. All interest rates are calculated in a “traditional” way not logarithmic.
The upper letters in the alpha and beta coefficients will identify them in all models.
In the following, they will be HM and BU, respectively, for the Henriksson–Merton
and Busse models. The following equation describing the Treynor–Mazuy model
[18] is adopted:

rA,t − r f,t = αTM
A + βTM

A

(
rM,t − r f,t

) + δA
(
rM,t − r f,t

)2 + εA,t (21.1)

The constant term αTM
A is a measure of the ability to select assets for the portfolio

regardless of the market situation, and βTM
A describes the manager’s ability to use

market trends. The δA coefficient is a measure of market timing skills. It should be
noted that the variable at the δA is raised to a square; therefore, a positive value of the
coefficient indicates the skill of market timing regardless of whether the variable is
positive or negative. The expression of the professionalism of managers is the man-
agement of both a risingmarket

(
rM,t − r f,t > 0

)
and a falling one

(
rM,t − r f,t < 0

)
.

It is slightly different with the coefficient βTM
A . In order to earn profits from using

market trends, the portfolio should have a positive βTM
A value when the market is up

and down when it is in decline. Another way to describe management skills is the
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Henriksson–Merton model [9], which can be described by the equation:

rA,t − r f,t = αHM
A + βHM

A

(
rM,t − r f,t

) + γAyM,t + εA,t (21.2)

The variable γA is equal to yM,t = max
{
0, rM,t − r f,t

}
. As a consequence, the coef-

ficient γA, similar to the Treynor–Mazuy model, is a measure of market timing, but
this time only a raising market is taken into account

(
rM,t − r f,t > 0

)
. The interpre-

tation of the remaining coefficients is the same as before. Indeed, another model of
describing management skills was proposed by Busse [2]. In addition to the return
rates, it takes into account the risk and as a consequence has the form of the equation:

rA,t − r f,t = αBU
A + βBU

A

(
rM,t − r f,t

) + λA
(
σM,t − σ̄M

)(
rM,t − r f,t

) + εA,t

(21.3)

where σM,t is the volatility of the market in the period t measured by the standard
deviation, and σ̄M is the average volatility Foran and O’Sullivan [5]. The above equa-
tion results from the standard formulation of the CAPMmodel and the assumption by
Busse that the market beta coefficient is a linear function of volatility. The coefficient
λA, depending on the sign, describes the ability to adapt investment policy to changes
in market risk in conjunction with the market situation. A negative value means that
with high market volatility, the return on the portfolio should change against the
market. Thus, in this case, the portfolio has less risk exposure when the anticipated
scenario assumes the shape of a rising market. Consequently, it is desirable that the
fund’s portfolio have a negative value of the λA coefficient.

In all models, the significance of the estimators of structural parameters was
tested at 5%, testing the following two-tailed hypotheses: H0: parameter = 0 and
H1: parameter �= 0. In order not to complicate the determinations in the further part
of the work, the parameter estimators will be marked with the same symbols as the
structural parameters.

21.4 Methodical Assumptions

As mentioned above, the research covered open-end equity mutual funds operat-
ing on the Polish capital market between 2003 and 2017. They are as follows (in
brackets their short names are given, under which they will appear in the further
part of the work): Arka BZ WBK Akcji Polskich (Arka), Aviva Investors Polskich
Akcji (Aviva), Investor Top 25 Małych Spółek (AXA), Esaliens Akcji (Esaliens),
Investor Akcji (Investor), Investor Akcji Spółek Dywidendowych (Investor D), Mil-
lennium Akcji (Millennium), NN Akcji (NN), Novo Akcji (Novo), Pioneer Akcji
Polskich (Pioneer), PZU Akcji Krakowiak (PZU), Rockbridge Akcji (Rock), Rock-
bridge Akcji Dynamicznych Spółek (Rock D), Skarbiec Akcja (Skarbiec), UniKo-
rona Akcje (UniKorona).
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In addition to the entire period from2003 to 2017, the studieswere repeated for the
following two-year sub-periods: 2003–2004, 2005–2006, 2007–2008, 2009–2010,
2011–2012, 2013–2014, and 2015–2016, and the five-year periods 2003–2007,
2008–2012, 2013–2017. The choice of various sub-periods was aimed at accounting
for the investment time horizon from the point of view of potential customers. The
authors found it interesting to explore the problem of careful asset selection, the use
of market conditions, and the adjustment of investment policy to market volatility in
different periods of time. This will make it possible to additionally link the given ele-
ments of management strategies to changing market conditions. As a risk-free rate,
the WIBOR 1M from the interbank market was adopted, i.e., in the period for which
the changes in share units were calculated. The benchmark describing the situation
on the Polish stock market was the WIG index. This indicator was chosen for two
reasons. It is strongly correlated with the WIG20 index and thus similarly describes
the market situation. In addition, many funds have shares in portfolios that are not
part of the WIG20 index but are included in the WIG. All percentage changes, both
fund participation units and the market factor and risk-free rate, were calculated on
a monthly basis. It was assumed that this is the period corresponding to possible
changes in the funds’ investment portfolios.

21.4.1 Research Results in 2003–2017

The results obtained over the entire research period will be presented first. It turns
out that some aspects are shared by the sub-periods. Table 21.1 presents the results
of parameter estimation of all the models considered.

It is easy to see that only the beta factors, which in all models describe the use

of market trends, are different from zero. Their average values are equal to β
TM =

0.8513, β
HM = 0.9236, β

BU = 0.8204. It should be noted that they are less than
one, which means that managers fail to build “better” portfolios than the market
measured by the surplus of the WIG index above the risk-free rate. The table shows
that only the portfolios of the Pioneer fund had a beta coefficient slightly higher than
one and only in the Treynor–Mazuy and Henriksson–Merton models. In the Busse
model, it is less than one, as for all other funds. The coefficients of variation of the
beta coefficients of the models indicate a relatively small dispersion around the mean
values and have the values VTM = 7.9%, VHM = 6.7%, VBU = 9%, which proves
that the values of the beta coefficients for various investment funds show a relatively
small dispersion.

The alpha coefficients that indicate the ability to carefully select assets for portfo-
lios in most cases are statistically insignificant. In particular, in the Treynor–Mazuy
model, only one factor is different from zero and negative. In the Henriksson–Mer-
ton model, there are four (three positive and one negative), and in the Busse model
seven (six positive and one negative). Moreover, the coefficients that are significantly
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different from zero have very low values. Therefore, it can be concluded that theman-
agers show a negligible degree of ability to carefully select assets for the portfolio
in a way that increases the investment performance of the funds (rate of return on
participation units).

The analysis of market timing skills is also not encouraging. The first twomodels,
which in this case do not take risk into account, show some similarity. Of the 15
coefficients in the Treynor–Mazuy model, eight are significantly different from zero
and five in the Henriksson–Merton model. However, all of them are negative, which
means that managers react to changes in the market in a manner opposite to what
they should do. The third Busse model confirms this conclusion, as nine lambda
coefficients are statistically significant and positive. One lambda coefficient in the
case of the UniKorona fund is significant and negative, which means that only one
manager reacts to changes in the market situation and risk in a way that leads to an
increase in the rate of return on participation units.

The results presented here justify the creation of fund rankings only on the basis
of beta coefficients. From the point of view of the analysis of the equity mutual
funds market, the answer to the question is whether the ranking items created on the
basis of differentmodels are compatible with each other. Spearman’s rank correlation
coefficient can be a measure. Its values are as follows: ρTM,HM = 0.6357, ρTM,BU =
0.8929, ρHM,BU = 0.3464,. The first two are statistically significant, and the third
one is not. As a consequence, it can be concluded that following the trend measured
by beta factors indicates a relatively high consistency of rankings created on the
basis of the Treynor–Mazuy model and the other two models. However, the rankings
based on the Henriksson–Merton and Busse model are characterized by a lack of
correlation. In this case, the rankings differ from each other considerably. It is difficult
to explain this result, but the answer may lie in the definitions of risk in Busse and
Henriksson–Merton models. However, the Treynor–Mazuy model does not take risk
into account.

21.4.2 Research Results in Five-Year Periods

Divided into five-year periods, it can be seen that in the first period, there was a
bull market, with the exception of the end of year 2007. The years 2008–2012 are a
period of changing economic conditions, including a decisive decline, as well as a
rise and another fall. The third period is also characterized by economic volatility,
but is definitely less dynamic than in the previous period.

As mentioned in Sect. 21.4.1, some aspects of the test results for the entire period
remain valid in this case as well as the next two-year periods. One can speak here
about the significance of the structural parameter estimators of the models. Beta
coefficients are statistically significant in most cases. Unfortunately, this can not be
said about the other coefficients. The number of significant estimators, apart from
the beta coefficient, is given in Table 21.2.
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Table 21.2 Number of statistically significant estimators of structural coefficients of models in
five-year periods

Coefficients 2003–2007 2008–2012 2013–2017

TM HM BU TM HM BU TM HM BU

Alpha 1 1 1 8 3 8 2 3 2

Delta, gamma, lambda 0 0 2 3 4 3 1 2 10

Source Own study

In the case of the alpha coefficients, the second period is the best. In that period,
eight of them are statistically significant in the case of the Treynor–Mazuy and Busse
models. However, it should be added that all of them are negative. This results in
a decrease in the rate of return from fund participation units. In the Busse model,
between the years 2013–2017, ten lambda coefficients were statistically significant,
but all were positive. This indicates a mismatch of portfolios to risk, leading to
adverse changes in the rate of return. As a consequence, just as before, only the
beta coefficients provide the basis for evaluating managers. These were gathered in
Table 21.3.

Beta coefficients are only sporadically larger than one which means that man-
agers rarely manage to build a portfolio that yields a return rate greater than theWIG
surplus above the risk-free rate. This conclusion is confirmed by the average value,
which is lower than one for all models and for all sub-periods. Moreover, the coeffi-
cients of variation are relatively small. One can therefore risk saying that managers
have similar strategies regarding the use of market trends. It is also worth noting that
these conclusions do not depend on the market situation. In the years 2003–2007,
aside from 2007, there was a bull market. In the remaining sub-periods, the economic
situation was volatile, but the upward trend prevailed. This should be used by man-
agers to increase profits, but from the point of view of beta coefficients, this did not
happen. Only the volatility of this measure of effectiveness is significantly lower in
the years 2008–2012 compared to the remaining periods.

The analysis of ranking positions based on beta coefficients and occupied in
subsequent periods in the analyzed models additionally confirms the above con-
clusions. It turns out that for all models, Spearman’s rank correlation coefficients
between rankings created for subsequent sub-periods within each model are statisti-
cally insignificant. It should be noted that the rankings were created without taking
the Rock D fund into account, because in the first period the beta factor was insignif-
icant. Spearman’s coefficients calculated for rankings based on different models are
given in Table 21.4.

The table shows that there is a very large correlation between the ranking items
created on the basis of the Henriksson–Marton and Busse models in 2003–2007
and 2013–2017. It can be assumed that the ranking of funds is then practically the
same.A similar situation takes place for the Treynor–Mazuy andHenriksson–Merton
models in 2008–2012 and 2013–2017, but at a slightly lower level. However, the
insignificance of coefficients means that the ranking positions differ significantly.
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Table 21.4 Spearman’s rank
correlation coefficients for
rankings based on different
models

Periods TM/HM TM/BU HM/BU

2003–2007 0.5253 0.3143 0.9253

2008–2012 0.7514 0.1821 0.5536

2013–2017 0.7464 0.6750 0.9714

The numbers in boldface indicate the statistically insignificant fac-
tors
Source Own study

This is the case for fully two periods in the Treynor–Mazuy model and in the Busse
models for the first two sub-periods. This is evidence of instability in the ranking
positions. This is a very unfavorable situation for fund clients.

21.4.3 Research Results in Two-Year Periods

In this case, the entire research period does not include 2017 and covers the years
2013–2016. This is related to the need tomaintain identical two-year periods. In two-
year periods, corresponding to investing in the short term, the situation is analogous to
the previous ones. In the vast majority of cases, beta factor estimates are statistically
significant. However, estimators of other structural parameters are not. In the years
2003–2004, 2005–2006, 2009–2010, there was an almost uniform increase in the
index. The years 2013–2014 are also characterized by an increase in the index, but
its fluctuations are clearly greater than in other periods of the boom. However, the
years 2007–2008, coinciding with the period of the global financial crisis, show a
sharp drop in WIG values (Table 21.5).

Ten lambda coefficients in the Busse model were statistically significant in the
years 2015–2017. However, all the values were positive, which indicates that risk
management is incompatible with the market. In all other periods and models, only
a small number of factors related to market timing were statistically significant. Beta
coefficients were collected in Tables 21.6, 21.7, and 21.8.

In the first two periods and in all models, we have to do with relatively high
volatility exceeding 20%. Bear in mind that these are periods of boom. Thus, the
high volatility shows that the efficiency of managers following the market trend
was characterized by a widespread. At the same time, the average beta factor has a
relatively low value, much less than one. Therefore, the managers were not able to
beat the market, despite the fact that the market situation offered opportunities to do
so. Taking all themodels into account, only theArka fund portfolio in 2005–2006 had
a beta factor greater than one. In the next boom period, 2009–2010, the coefficient of
variation of the beta parameter has a much lower value than in other periods and its
average value of 0.8 is higher than in previous periods ofmarket growth. In the case of
the Henriksson–Mertonmodel in periods of changingmarket conditions (2011–2012
and 2015–2016), the average value of the beta coefficient exceeded one. This value
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Table 21.9 Spearman’s rank
correlation coefficients
between rankings created on
the basis of different models
in two-year periods

Periods TM/HM TM/BU HM/BU

2003–2004 0.5253 0.3143 0.9165

2005–2006 0.6220 0.1736 0.8022

2007–2008 −0.2250 −0.0250 0.9500

2009–2010 0.6750 0.1036 0.3857

2011–2012 0.4964 0.4643 0.9715

2013–2014 0.7407 0.6132 0.9648

2015–2016 0.0214 −0.0357 0.9714

The numbers in boldface indicate the statistically insignificant fac-
tors
Source Own study

cannot be interpreted unequivocally positively, because following the market trend
when the economic downturn is a negative activity. Note that in the years 2007–2008,
there was a bear market, and in 2009–2010 a bull market. In the first case, the average
beta coefficients, in all models, exceeds 0.9. In the second, it is greater than 0.6. The
coefficients of variation are relatively low. Thus, the conclusion to be drawn states
that managers follow the market trend independently of the market situation and
are not able to use the bull market to improve their investment performance. This
conclusion is confirmed by the analysis of Spearman’s rank correlation coefficients.
In the case of rankings created for each model separately in subsequent sub-periods,
almost all ratios are statistically insignificant. The situation is different in the case of
correlations between rankings based on different models.

Table 21.9 shows that comparisonof rankings created on the basis of theTreynor—
Mazuy and Henriksson–Merton and Treynor–Mazuy and Busse models produces
completely different results. Of the 14 coefficients, only four are statistically signifi-
cant. In the years 2013–2014, when there was an upward trend, but with the relatively
high volatility on the stock exchange index, both ratios are significant and positive.
Thus, during this period, regardless of the model, the majority of market leaders
remained leaders. An interesting result is obtained for the rankings based on Hen-
riksson–Merton and Busse models. Only one correlation coefficient (2009–2010)
is zero from a statistical point of view. The remaining ones are positive with high
values. It can be concluded that the rankings created on the basis of these twomodels
carry the same information about the effectiveness of managers from the point of
view of beta coefficients.

21.5 Conclusion

The research carried out on15open investment funds of shares operating on thePolish
capital market does not lead to optimistic conclusions. The 15-year period considered
is long enough to cover changing market conditions and gives the managers the
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opportunity to demonstrate their skills. The fee is paid by clients regardless ofwhether
the fund made a profit or suffered a loss. In return, the client has the right to expect
professional management of the fund’s assets and thus also her or his savings. This
professionalism is the careful selection of portfolio components that should yield a
profit regardless of the market situation. Skillful use of changing market conditions
is measured by an appropriate correlation of changes in participation units with the
factor of the market. Finally, there are managers having market timing skills, i.e.,
predicting changes in the economic situation and making appropriate changes in the
composition of portfolios. Returning to the elements mentioned above used in the
assessment of the effectiveness of fund portfolio management, it can be concluded
that the ability to carefully select assets is at best unsatisfactory. The measure of this
is the constant terms in the considered models. In nearly all periods and in nearly
all models, the vast majority of alpha coefficients were statistically insignificant.
The exceptions were the years 2008–2012, when eight of fifteen coefficients were
statistically significant in the Treynor–Mazuy and Busse models. These, however,
were negative, which can be said to have been particularly disadvantageous for fund
clients.

The analysis of managers’ use of market timing, unfortunately, does not offer
flattering portrait. The delta, gamma, and lambda coefficients in the models under
consideration show statistical properties similar to those of the alpha coefficients.
The vast majority of them are either irrelevant or statistically significant but with the
undesired sign. The Busse model is worth highlighting here. In the entire research
period, eight lambda coefficients were statistically significant, but only one was
negative.However, in theyears 2013–2017and2015–2016, tenof themweredifferent
from zero, but had positive values. This means that the linking of the anticipated
market situation with the risk was almost always insignificant.

The situation is different from the one described above, when we consider beta
factors as a measure of the managers’ ability to use market trends. In all periods
and models, only in a few cases are they statistically insignificant and these almost
always apply to the same fund. In addition, they always have positive values. It is
worth mentioning that this is not an unambiguously positive situation from the point
of view of customers. The studies also included bear market periods, which is when
managers should build portfolios leading to negative beta factors. This conclusion is
confirmed by the statistical characteristics of these coefficients in almost all models
and all sub-periods under consideration. Their average values are greater than 0.6
and not higher than 0.94, except for the Henriksson–Merton model in 2011–2012
and the Busse model in 2015–2016. In those periods, the average is slightly larger
than one. The calculation of variation coefficients for beta parameters shows that in
all models and all sub-periods, the distribution of their values around the averages is
small. It can be concluded that the managers of all funds follow the market in a very
similar way. Moreover, their approach is more reminiscent of index funds rather than
aggressive stock strategies.

Another element of the research conducted was the persistence of ranking posi-
tions. Due to the fact that the beta coefficients were statistically significant, the rank-
ings could only be created based on this parameter. In the entire 2003–2017 period,
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there is relatively high compatibility of ranking items based on the Treynor–Mazuy
model and the other two models. Therefore, relatively low- or high-ranking posi-
tions in this model remain the same for both. However, the situation is quite different
when we consider the Henriksson–Merton and Busse models, where the Spearman’s
coefficient is equal to zero from the statistical point of view. Thus, leaders become
“marauders” and vice versa. The situation changes radically when we repeat the
calculations for sub-periods. In the case of five-year periods, all three correlation
coefficients between the rankings created on the basis of the Henriksson–Merton
and Busse models are important. In 2003–2007 and 2013–2017, they have values
greater than 0.9, and in 2008–2012, the coefficient is slightly greater than 0.5. In
other cases, three coefficients are insignificant and three significant, but they have
values close to 0.7. A similar situation occurs for two-year sub-periods. In the case
of the Henriksson–Merton and Busse models for seven sub-periods, only one factor
is statistically insignificant (2009–2010), while in the others they have high values,
often significantly above 0.9. The correlation coefficients between rankings based on
the Treynor–Mazuy and Henriksson–Merton models are insignificant in four cases
and in three cases statistically significant, but they show values much lower than in
the previous pair of models. Consequently, it can be stated that depending on the pair
of models and the period of selected for study, rankings based on beta factors lead to
very different results from the point of view of market persistence. Relatively high
agreement exists between the Henriksson–Merton and Busse models.

One might be tempted to say that over the past 15 years, the market for open-end
mutual funds has been characterized by low management efficiency. Managers paid
the most attention to following the market trend, without even trying to predict it.
The ability to carefully select assets was practically non-existent, and probably not
considered. On the other hand, the effects of the active use of market timing were
counterproductive. As a consequence, the portfolios of funds that should be actively
managed, not to say aggressively, rather resemble the portfolios of index funds. As
a consequence, clients of funds are exposed to not very encouraging profits from the
entrusted money. One solution is systematic payment of small amounts with active
selection and possible change of funds depending on the market situation.
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Chapter 22
Identification of EU Countries Due
to the Quality of Data
on Intra-Community Supplies of Goods
Shipped from Poland in the Years
2005–2017

Iwona Markowicz and Paweł Baran

Abstract Public statistics data regarding trade in goods between European Union
Member States are collected and disseminated by Eurostat. They are aggregated data
collected from national statistical offices from all Member States. In Poland, as in all
other countrieswithin EU, Intrastat systemwas introduced. Itsmain goal is collecting
data from declarations submitted by businesses shipping and acquiring goods from
partners in other EU Member States. Data from Intrastat (intra-Community trade)
as well as Extrastat (foreign trade with third parties, i.e. partners residing outside
of EU) serve as a base in research of foreign trade or economic development as
well as establishing many macroeconomic measures. In the survey presented, data
from Eurostat’s COMEXT database was used. We utilised individual as well as
aggregated indices of mirror data divergence. The aim of the paper was to analyse
intra-Community supplies from Poland to the whole of EU as well as to individual
countries over the period 2005–2017. Then, a ranking of Poland’s trade-partner
countries was created for every year under consideration. Those rankings had been
compiled together and further conclusions about dynamics were drawn, particularly
we show changes in data quality of Poland’s intra-Community supplies.
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22.1 Introduction

One can argue that research into economic phenomena is based on statistical data.
They are the starting point for detecting regularities in the economy. The quality of
data characterising the economy of a country or group of countries (e.g. the European
Union) is an important issue. It should, therefore, be measured, and efforts should
be made to improve it.

The authors of this paper focus in their research on the data characterising Poland’s
intra-Community trade with EU countries. The necessary data are provided by public
statistics. The Central Statistical Office of Poland on its website provides data in the
form of a SWAID database, where exports and imports are presented by sections of
CN/SITC/CPA/BEC and groups of countries. At EU level, intra-Community trade
data are presented by Eurostat in the COMEXT database. They are aggregated data
collected fromnational statistical offices fromallMember States.Data in theMember
States are collected in the form of statistical declarations of entities engaged in
intra-Community trade. Declarations are collected in the Intrastat system, which
was launched on 1 January 1993 [6]. Countries that joined the EU after that date
introduced this system at the time of their accession to the EU. The Intrastat statistical
declaration replaced an earlier customs document due to the removal of customs
borders between Member States.

In foreign trade statistics, the comparability of data derived from public statistics
of different countries is a priority, as emphasised in EU legal acts [19, 20].

Baran and Markowicz [2, 3] point out some of possible irregularities in eco-
nomic activities’ evidence of Polish tax payers whose businesses depend on intra-
Community trade (both supplies and acquisitions). These anomalies may be the
result of hiding transactions by avoiding statistical declarations or late declaring,
although there exist other possible causes of differences between intra-Community
trade figures.

The specific details of data collection procedures differ between Member States;
hence, mirror data are not fully compatible with each other. Mirror data are infor-
mation on the same transactions recorded in public statistics of both countries of
dispatch and acquisition (Fig. 22.1). Differences in declared values of transactions
between partner states measure the quality of data collected.

The aim of the study was to analyse intra-Community supplies from Poland to
the whole of EU as well as to individual countries over the period 2005–2017. In
the first part, we utilised individual as well as aggregated indices of mirror data
asymmetries. In subsequent part of the study, rankings of Poland’s trade-partner
countries were created for years 2005, 2008, 2011, 2014 and 2017. Those rankings
had been compiled together, and further conclusions about dynamics were drawn.
We show changes in data quality of Poland’s intra-Community supplies and try to
explain some of them.
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Eurostat (Comext database)

Country A Country B

ICS declarations A → B

ICA declarations A ← B

ICA declarations B ← A

ICS declarations B → A

Mirror data

Mirror data

Fig. 22.1 Mirror data in intra-Community trade

22.2 The Need and Ways of Identifying Irregularities
in Mirror Data—Literature Review

According to Parniczky [17], discrepancies in mirror data on trade have been present
in economic literature at least since the 1920s. Tsigas et al. [21] argue that discussion
on that issue is older, dating it back to the 1880s. Modern approaches to this issue
have emerged in the 1960s.

The reasons for errors or irregularities in intra-Community trade mirror data are
numerous, including: established values of statistical thresholds for exports and
imports, late submission of declarations by obligated entities, misclassification of
goods (CN nomenclature), concealment of transactions, declaration of fictitious
transactions and misrepresentation of the country of destination or origin of goods.
Also relevant are transportation costs, which are generally only recorded on the
import side and exchange rate differences. An extensive review and discussion were
carried out by Hamanaka [11], who, after Federico and Tena [7], divides the reasons
for the differences between the mirror data into unavoidable differences between
CIF-based and FOB-based reporting, structural differences between customs offices’
approach to classifying transactions and human errors and deliberate misclassifica-
tion. Hamanaka suggests that export data are generally less accurate than import
data because governments are interested in proper registering imported goods in the
first place. But it is disputable whether the same condition holds true in case of a
customs union and a loosened regime of declaring foreign trade. Nevertheless, most
of the above causes are responsible for differences between intra-Community trade
data as well. Guidelines for data collection units at national level, including typol-
ogy, sources andmeans of tackling irregularities in the foreign trade datasets, are also
provided by Eurostat [6]. However, even their full implementation does not eliminate
all sources of errors and data asymmetries. As a result, there are huge differences
between datasets containing the same data reported by both sides of transactions, i.e.
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as intra-Community supplies (ICS) by Polish firms and as intra-Community acqui-
sitions (ICA) from Polish firms [3].

Many authors emphasise the fact that discrepancies in foreign trade data result
from errors in the data entered or from deliberate concealment of economic fraud.
As exports of goods and services to another Member State continue to be VAT-
exempt, this has created a risk that these goods and services remain untaxed in both
the supplying state and in the state of consumption [5]. In addition to the revenue
loss for Member States, uncollected VAT has an effect on the European Union’s
own resources which in effect affects all Member States. For intra-Community VAT
purposes, suppliers must be identified with a specific VAT identification and must
regularly report their intra-Community supplies or transfers in a recapitulative state-
ment submitted to the tax authorities of the supplying Member State. The EU has set
up an electronic system (VIES), throughwhichMember States exchange information
on traders registered for VAT purposes and on intra-Community supplies.

Keen and Smith [14] state that like any tax, the VAT is vulnerable to evasion
and fraud, and abuse of the weaknesses of VAT system is a serious problem in
the European Union. They describe the main forms of non-compliance distinctive to
VAT, consider how they can be addressed, and assess evidence on their extent in high-
income countries. According to the same authors, while the practical significance
of current difficulties in the EU should not be over-stated, administrative measures
alone may prove insufficient to deal with them, and a fundamental redesign of the
VAT treatment of intra-Community trade is required.

Pope and Stone [18] already in 2009 concluded that missing trader intra-
Community (MTIC) fraud had been a problem across the European Union for many
years, and much had been written about its effects and how best to tackle it. Accord-
ing to them, MTIC fraud exploits the zero-rated supply across national boundaries
as a means for stealing revenues from national states (carousel fraud) or creating a
VAT debt to be used as a subsidy for undercutting legitimate supplies (acquisition
fraud).

MTIC fraud has been slowly morphing from cell phones and computer chips to
other commodities [4]. Borselli states that MTIC can involve any type of goods but
had favoured mobile phones and computer chips and later was quite common in sales
of meat, cars, mineral oils, soft drinks, cosmetics and precious metals. According
to Ainsworth [1], however, in the last few months of 2009, MTIC frauds made a
dramatic appearance in tradable CO2 permits. In recent years, evidence of MTIC
and MTEC (extra-Community) fraud involving fictitious trading in electricity and
gas has also emerged [15].

22.3 Analysis Framework

Poland’s place in intra-Community trade is shown in Fig. 22.2. Figures 22.2 and
22.3 were compiled using the circular library by Gu et al. [9]. The outer ring
shows the share of each country in intra-Community trade in goods (exports and
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Fig. 22.2 Poland’s ICS and ICA as a part of overall EU intra-Community trade in goods (2017
data)

imports combined) in value terms in 2017. The ten countries with the highest share
in intra-Community trade in goods are marked in colours. The high position of the
Netherlands and Belgium is, of course, due to the fact that they are often indicated
as an importing country when imports from third countries have taken place, and the
status of EU goods has been acquired in Dutch or Belgian ports (mainly Rotterdam
and Antwerp). Poland ranks eighth in terms of intra-Community trade turnover. Pol-
ish trade (both exports under ICS and imports under ICA) is markedwith arrows. The
thickness of the arrows corresponds to the value of turnover. Particularly noteworthy
is the trade in goods with Germany, Poland’s largest trading partner.

The position of individual countries in intra-Community trade of Polish entities
is presented in Fig. 22.3. Now, only Polish exports within the ICS are presented,
while the proportions of the figure correspond to the share of the value of exports
to individual countries. The ten countries to which the combined value of intra-
Community supplies from Poland is the highest were marked with colours. This list
does not include Belgium and Austria, but there are Sweden, Slovakia and Hungary
instead, i.e. neighbouring countries, with which Polish companies trade relatively
more often.

In the study, aggregate data on intra-Community supplies and acquisitions for
years 2005, 2008, 2011, 2014 and 2017 have been utilised. The survey period was
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Fig. 22.3 Distribution of ICS from Poland among EU Member States (2017 data)

selected in such a way as to include data for full years and the entire period of
Poland’s membership in the EU, thus the first audited year was 2005 (the first full
year of membership). The period closes in 2017, the last year for which full, verified
data were available. We deliberately resigned from the survey covering each year in
the period under consideration. Such a data range, according to the authors, provides
a proper representation of the studied phenomena and at the same time reduces
information noise to acceptable sizes. The data quality survey covered several stages,
as listed below:

1. Comparison of the values of ICS reported in Poland to individual EU Member
States with the values of ICA reported in each of the countries as originated in
Poland.

2. Calculation of aggregated data quality indices for each trading partner country
and for the EU as a whole.

3. On the basis of the calculated indices, countries (export directions) were ranked
from the highest to the lowest quality of data.

4. The above points have been repeated for each of the years under consideration,
the results obtained have been compiled and changes in the quality of the data
over time have been examined.
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22.4 Data and Methodology

Official statistics on intra-Community trade in goods depend on data gathered within
the national Intrastat systems. The database consists of declarations made by busi-
nesses dispatching goods to other EUMember States or receiving goods from them.
Due to the specifics of data, it is possible to assess its quality. Mirror data, i.e. data
gathered by both sides of a transaction, should be reported twice—by the country of
the dispatcher and at the same time by the country of the receiver of traded goods.
Thus, for every pair of countries, the Intrastat system should contain the same values
(and quantities) of trade in goods reported twice for the same period. Slight differ-
ences are permitted for various reasons, mostly due to different statistical thresholds
used in individual countries. Generally, however, discrepancies in mirror data are
due to errors in reporting or concealment of transactions. And this affects the quality
of collected data.

The discrepancy between mirror data on imports and exports can be measured in
different ways. In the literature, there are approaches based on the determination of
the difference between the two figures [6, 12, 17] or the relative difference. In the
latter case, the denominator is either the total volume of exports or imports [10, 13],
their sum or average [6, 8, 12] or difference between them [12]. Some researchers
use the quotient of imports and exports [7, 17]. The discrepancies are aggregated by
goods or by countries using their sum or sum of absolute values [7]. Ferrantino and
Wang [8] propose that the aggregated absolute asymmetry values should be weighted
by the shares of individual product groups in the total trade volume, but we consider
this approach disputable.

We used Comext data on intra-Community supplies for 2005, 2008, 2011, 2014
and 2017 aggregated on country and chapter level. The goods listed in the database
are grouped into 98 chapters within the Harmonized System (HS). To ensure data
consistency, we omitted last two chapters (‘complete industrial plant’ and ‘special
codes’), thorough explanation of such an approach is given by Ferrantino and Wang
[8]. The analysis started with calculating data quality indices for each EU-27 country
being an export direction from Poland and each HS chapter.

The quality of data on ICS from Poland to country A combined by HS chapters
was calculated with the use of aggregated index of data quality:

ZW
PL,A
E =

n∑

i=1

∣
∣
∣EPL,A

di
− I A,PLdi

∣
∣
∣

K
(22.1)

where

EPL,A
di

declared value of dispatches (supply) from Poland to
country A by HS section di,

I A,PLdi
declared value of acquisitions by country A delivered
from Poland by HS section di (mirror data),

K = ∑n
i=1

EPL,A
di

+I A,PLdi
2 hypothetical average turnover,
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di = 1, …, 76, 78, …, 97 HS section number.

The aggregate index takes values from the range from 0 to 2. The higher its value,
the lower the quality of the analysed data.

On the basis of data quality indices, a ranking of the EU countries was established
and compared. This made it possible to identify the directions of Poland’s exports
with the highest and lowest data quality.

Comparison of the quality of data on Polish ICS dispatched to the whole of the
EU in the years under consideration was done using similar index with aggregation
by countries and chapters of HS of the form

ZW
PL,EU
E =

n∑

i=1, j=1

∣
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∣E
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− I

A j ,PL
di

∣
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K
(22.2)

where

Aj = 1, …, 27 EU Member State, other symbols as in the Formula (22.1).

22.5 Quality of Data on Poland’s Intra-Community
Supplies by EU Member States—Research Results

The ranking of EU countries according to the quality of data on intra-Community
trade and its changes over time are presented in Fig. 22.4 (made in R using the
slopegraph library [16]).

Figure 22.4 shows groups of countries characterised by specific changes of posi-
tion in such a ranking over time. The countrieswith the highest increase in the ranking
(data quality improved significantly compared to other countries) are shown in green.
The red colour indicates countries where the quality of data has deteriorated signifi-
cantly compared to other countries (the most significant drops in the ranking). The
blue colour indicates the countries for which the greatest fluctuations were observed
during the period considered, but the total change of position between 2005 and 2017
was not as huge. Italy, the Czech Republic, Romania and Croatia are the countries
with the best quality data on trade with Poland, but they are the countries with the
lowest quality of mirror data that should be paid special attention in order to ensure
a lasting increase in the quality of data in the whole set. This group of countries
includes Cyprus and Malta as well as Ireland and Luxembourg.

The Netherlands, Spain and Germany were the countries that made the biggest
leaps in the quality of data on Polish ICS. Note that Germany is also Poland’s largest
trading partner, so improving the quality of data on trade with this country is par-
ticularly important. In absolute figures, this improvement means a reduction in the
mirror data asymmetry (aggregated at HS chapter level) from 4.64 EUR billion in
2005 to 1.33 EUR billion in 2017, i.e. by 71.4%, which should be considered as a
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Fig. 22.4 Ranking of EU Member States according to quality of data on ICS and its changes over
the period of 2005–2017

satisfactory result, all the more so because at the same time the total value (accord-
ing to Polish declarations) increased from 20.3 EUR billion to 57.0 EUR billion, i.e.
by 181.2%. Latvia and Sweden are of particular concern among the countries for
which we record data of ever poorer quality. The countries with the highest fluctu-
ations in the ranking in the period under consideration are Luxembourg, Denmark
and Slovenia.

The changes in the ranking position are partly due to the fact that the values of
indices onwhich the ranking is based are similar formany countries and are subject to
significant fluctuations in the analysed period.Mirror data from Intrastat declarations
for most countries differ relatively little, with median value of the index close to 0.2
while third quartile of the measure decreased from around 0.4–0.29. This means that
in 2017, the aggregate differences between collected data on ICS and mirror ICA
did not exceed 30% of the hypothetical average turnover for 21 countries, and for 12
countries, the upper limit is 20% of the hypothetical average turnover.
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Figure 22.5 shows the values of the individual data quality indices for the selected
countries and for theEUas awhole. The chart shows the four countries that ranked the
highest in the whole period—Italy, Romania, the Czech Republic and additionally
Germany, as well as the three countries with the lowest data quality, which were
ranked lowest in the created rankings: Cyprus, Malta and Ireland. In addition, the
level of discrepancy established for the EU as a whole is also shown, calculated with
(22.2). The nature of the procedure for aggregation of discrepancies means that the
value of index for EU is not close to the average level in the whole group but rather
to the level of the indices for countries with the highest quality of data.

Table 22.1 shows the ICS indices for 2017. It is primarily possible to indicate a
group of countries with data quality different from the others—Malta and Cyprus—
and two other countries with data quality significantly lower than the others—Ireland
and Luxembourg. However, it is not the case that trade in goods with small countries
results in lower data quality. A counterevidence to such a statement is good quality
data on Poland’s trade with Croatia or Lithuania.

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2005 2008 2011 2014 2017

IT

RO

CZ

DE

IE

MT

CY

EU

Fig. 22.5 Values of data quality indices for selected countries (four with the best data quality, three
with the worst data quality) and for the whole of EU aggregate
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Table 22.1 Values of individual countries’ quality indices of Comext data on ICS

Country Index Country Index Country Index

RO 0.0951 SI 0.1564 EE 0.2472

CZ 0.1004 HU 0.1583 DK 0.2836

HR 0.1191 FR 0.1663 PT 0.2916

IT 0.1209 GB 0.2073 FI 0.3227

DE 0.1229 LV 0.2180 GR 0.3592

NL 0.1407 BE 0.2220 LU 0.5311

ES 0.1468 AT 0.2279 IE 0.5989

LT 0.1477 BG 0.2282 MT 0.9916

SK 0.1526 SE 0.2339 CY 1.0295

22.6 Conclusions

Poland ranks eighth in 28 countries in terms of intra-Community trade in goods
turnover. The quality of data on Polish trade—important from the point of view of
Polish users—therefore, makes a significant contribution to the quality of aggregate
data for the entire EU.

The quality of data on Polish trade in goods with other Member States is high. In
particular, it is worth noting that the quality of data on the trade with the largest part-
ner, Germany rose.While the total turnover almost tripled, the size of the discrepancy
(absolute difference) decreased by more than 70%, which resulted in a significant
decrease (improvement) in the value of the data quality index. Unfortunately, as for
the data on trade with several countries—Cyprus, Malta and to a lesser extent Lux-
embourg and Ireland—the observed quality is low and is not improving. A relatively
small turnover as well as varying reporting regimes are among the main reasons.

Poor data quality in trade with some partner countries may also be related to
deliberate, unwanted actions of Intrastat reporting entities. Such a hypothesis could
be confirmed by carrying out extended analyses at the level of individual transactions.
Such a study is currently not possible because it would require a comparison of
individual data on transactions from two parties (such data are subject to statistical
and/or fiscal confidentiality rules, and their anonymisation would not allow to link
mirror data pairs). It is only possible to indicate which goods accounted for the largest
part of the generation of asymmetries and to determine this at the level of individual
classification codes. Such research is being carried out by the authors of this study
and will be continued.
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Chapter 23
Measuring the Provision of Access
to Sustainable Energy in the EU as a New
Task of Modern Economics in Line
with Agenda 2030

KRYK Barbara

Abstract The purpose of the chapter is to measure and assess the level of sustain-
able energy provision in EU countries in the context of Goal 7 of the Agenda 2030.
Ensuring access to sustainable energy for people and increasing energy efficiency in
all sectors of the economy is one of the most important goals both in the European
Union (EU) and globally. It was recognized that access to modern energy services
at affordable prices is necessary to achieve the goals of the concept of sustainable
development, Agenda 2030, Europe 2020 strategy, and the European energy policy.
Precise evaluation of achievements in this area (using modern quantitative meth-
ods) is a relatively new issue, both in economic practice and in modern economics;
therefore, there is a need to develop ways to measure access to sustainable energy,
other than simply analyzing the time series of data in individual years on which
the previous research was based. Hence, an attempt was made to use the taxonomic
measure of development, to assess the achievements of individual EU countries, and
to organize them according to the degree of sustainable energy provision, which is a
novelty in this respect and includes the article to the research trend oriented toward
the operationalization of the concept of sustainable development. The research used
eight core indicators for Sustainable Development Goals (SDGs), seven reported by
Eurostat and set by the UN. The research period is 2010 and 2016. The conducted
research allowed to formulate conclusions on the current achievements of the mem-
ber states and the EU as a whole with respect to the achievement of Goal 7 of the
Agenda 2030, as well as formulating recommendations for necessary actions.
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23.1 Introduction

In 2010, United Nations in the report “The Global Partnership for Development:
Time to Deliver” [28] for the first time drew attention to the difficulties in supply-
ing energy to a significant part of the Earth’s population, stressing that providing
access to modern energy services at affordable prices in developing countries is nec-
essary to achieve the Millennium Development Goals and the goals of the concept
of sustainable development. From that moment, various initiatives were started to
implement the goals set by the UN in this regard. The formalization of the goals set
at that time took place by making them obligatory tasks,1 included in Goal 7 of the
Agenda 2030 and adopted at the UN General Assembly in September 2015 [29].
The Agenda has 17 goals (quantitative and qualitative) and 169 tasks for the next
15 years, which—together with the Paris climate agreement, known as COP212 [4]
and the Addis Abeba Action Program [27]—create a global framework for inter-
national cooperation in the field of sustainable development, in all its dimensions
(environmental, economic, social, and administrative/institutional), and also help
guide the convergence process of EU member states, societies, and the rest of the
world [18].

The Goal 7 is one of the most important goals of sustainable development,3

because it determines the achievement of several other goals. To better monitor its
implementation, the UN has established indicators that are to be used to determine
the level of sustainability in access to energy as well as the development itself. This
is a kind of novelty in enforcing the goals set in Agenda 2030. At the same time,
the designated indicators form the basis for the search/application of more advanced
methods of monitoring the performance of tasks by individual countries/groups of
countries, than the usual statistical analysis, which until now was the norm in this
respect. Therefore, an attempt was made to use the taxonomic measure of develop-
ment to achieve the purpose of the article, which is to measure and assess the level
of sustainable energy supply in the European Union (EU) countries in the context of
Goal 7 of the Agenda 2030. The use of modern econometric methods to measure the
provision of sustainable energy also meets the expectations of modern economics,
as it contributes not only to broadening the spectrum of analyzed issues and ways of
operationalizing sustainable development, but also increasing the accuracy of calcu-
lations and formulating conclusions. So we can say that the article is complementary
to the research gap that has been spotted. The need of using advanced econometric
methods for the operationalization of sustainable development was also mentioned
by such researchers as, among others, Radovanovic et al. [22], Mardani and others
[20], Kumar and others [19].

The research covers EUMember States, while its subject is the degree of sustain-
able energy supply, analyzed on the basis of Eurostat data on 8 core indicators for

1This was due to their non-fulfillment by 2015.
2Paris Agreement—United Nations Framework Convention on Climate Change.
3Goal 7—“Provide everyone with access to affordable and clean/sustainable and modern energy at
an affordable price.”
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SDG 7 of Agenda 2030, which is the reference point in the article. The beginning of
the research period is 2010, when the discussion and actions aimed at increasing the
access of societies to sustainable energywere initiated. The end of the research period
(2016) is determined by available data. The description of the research was preceded
by a synthetic presentation of the EU’s commitment to the achievement of Goal 7 of
the Agenda 2030. The conducted research enabled assessment of the achievements
of individual EU countries and their ordering by to the level of sustainable energy
provision as well as the formulation of conclusions.

23.2 Outline of the Issues

The European Union is known for its high commitment and experience in the imple-
mentation of sustainable development, which is anchored in the highest ranking
documents, including Treaty on European Union [3], strategy for sustainable devel-
opment ([5], 400 final), “Europe 2020” strategy [11], and others. EU has also played
an important role in shaping Agenda 2030, which is fully in line with the European
vision and is a global action program for global sustainable development based on
the objectives of this concept. The EU was one of the leading forces that led to the
adoption of Agenda 2030. It is fully committed to its implementation and deter-
mined to act as a precursor in the implementation of this program and the objectives
of sustainable development in cooperation with the member states in accordance
with the principle of subsidiarity. That is why the EU adopted in 2016 the action
program for sustainable development entitled Next steps for a sustainable European
future European action for sustainability [6]. It is implemented in twoways. The first
direction of works is to completely integrate the goals of sustainable development
within European policy with the priorities of the European Commission. The second
direction is to develop a long-term vision and the main points of the sectoral policy
after 2020 as part of the preparation for the long-term implementation of the sustain-
able development goals. With regard to this work, a long-term vision was created
to establish a prosperous, modern, competitive, and climate neutral EU economy by
2050 [8]. This vision paves the way for a structural change in the European economy,
stimulating sustainable growth and job creation. On the other hand, with regard to
the first direction, the identification has shown that under the current EU policies, all
17 sustainable development objectives are being implemented. Moreover, they are
included in all 10 of the Commission’s priorities for 2015–2019.4 An important role
in the process of implementing a number of sustainable development goals is played
by the “Europe 2020” strategy and its assumptions regarding sustainable energy and
climate to be implemented by 2020: increase of energy efficiency by 20%, increase

4These are: (1) employment, economic growth, and investments; (2) the single digital market; (3)
energy union and climate; (4) internal market; (5) a deepened and fairer economic and monetary
union; (6) a balanced and progressive trade policy to exploit the opportunities of globalization; (7)
justice and fundamental rights; (8) migration; (9) stronger position in the international arena; (10)
democratic changes.
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of up to 20% share of energy from renewable sources in total energy consumption,
reduction of greenhouse gas emissions to 20% compared to 1990. In the document
Towards a Sustainable Europe by 2030 [7], this strategy was pointed out as a way
for achieving, among others, Goal 7 of the Agenda 2030. Namely,

• The process of separating economic growth from energy inputs and related
greenhouse gas emissions. In 1990–2017, greenhouse gas emissions fell by 22%,
whileGDP increased by 58%. Since 2000, the energy productivity and the intensity
of greenhouse gas emissions have been improving almost uninterruptedly in the
EU.

• The EU seeks to achieve its target value for energy efficiency, set at 20% by 2020.
In 2005–2016, primary energy consumption in the EU decreased by 9.9% and final
energy consumption by 7.1%.

• The EU is on track to achieve the 2020 target of a 20% share of renewable energy
in final energy consumption. In the last decade, the use of renewable energy has
grown steadily in the EU—from 9 to 17% of gross final energy consumption (in
2005–2016). The main driver of this growth was the predictable EU regulatory
framework, more efficient technologies, falling costs of renewable energy tech-
nologies and more market-oriented support.

• The EU continues to meet its demand for energy mainly by importing fuels
from non-EU countries. The EU dependence on import is 53.6% and has practi-
cally remained unchanged between 2006 and 2016, while energy production has
decreased by 14% during this period. In the same period, there was a constant
decrease in primary energy consumption—by about 10%.

• The EU has made progress in increasing access to affordable energy. In recent
years, the percentage of households that cannot afford to heat the house to the
right temperature has decreased. In 2017, 8.1% of the EU population complained
about the lack of access to affordable energy—which is less by 2.8% points than
in 2007.

The presented trends, based on the analysis of data in the form of time series,
suggest that changes in the provision of sustainable energy are satisfactory. Mean-
while, research carried out using a taxonomic measure of development shows less
satisfactory results, as presented later in the chapter.

23.3 Research Methods

Observation of the course of implementation of tasks aimed at achieving the sustain-
able development goals included in the Agenda 2030, including ensuring access to
sustainable energy, is based on the most common tool, namely indicators. According
to Borys [2], the indicator refers to a certain state of the phenomenon. The most
important feature of each indicator is the comparability of its value, which makes
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it possible to position a given object (e.g., a country) against others.5 Sustainable
development indicators are tools whose task is to monitor the implemented changes
and provide information on the level of implementation of tasks in the field of sus-
tainability and the current state of the environment. Using indicator as an information
medium has become quite popular due to its multidimensionality, accessibility, read-
ability, unambiguity, and comparability. Indicators assigned to particular governance
(economic, environmental, social) or to sustainable development objectives create
the possibility of constructing economic models, forecasting, monitoring/evaluation
of change implementation. The establishment of indicators by the United Nations to
achieve Goal 7 of the Agenda 2030 has created the possibility of using economet-
ric methods to measure its implementation—related to the use of methods from the
multidimensional comparative analysis of MCA (e.g., Hellwig [15], Shen and Tzeng
[23], GDM [16, 30], TMAI [26]). Hence, this article uses a taxonomic measure of
development that allows the assessment and arrangement of EU countries according
to the degree of sustainable energy provision (distance to the target) and a comparison
in 2010 and 2016.

The task of taxonomic analysis (themethod of organizing a linear set of objects) is
the ordering, that is, determining the order of objects according to a given criterion.6

A synthetic measure of development is the tool of ordering methods. The use of a
taxonomic measure of development makes it possible to classify objects described
by many features using one synthetic variable.7 There are many ways to construct
this measure. Generally, they are divided into the model ones and the model-free
ones. The study used the Hellwig model formula [1]. The Hellwig method is based
on standardized values of diagnostic features. The distance of each test object from
the established development pattern is determined by the formula:

di =
[

K∑
k=1

(zik − z0k)
2

] 1
2

,

where

di the distance of the object and from the pattern,
i number of objects (countries), i = 1, 2, …, N,
k number of features (variables), k = 1, 2, …, K,
Sk standard deviation
Zik standardized values of features,

5The indicator expressed as an absolute or relative number (presented as a percentage ratio of
the considered values to the adopted basis), expressing the level of a given phenomenon, is the
most readable form of statistical description, because it is a simplified information referring to the
description of a complex phenomenon.
6The multidimensional comparative (taxonomic) analysis was created by Hellwig [15].
7Taxonomic development measures replace the description of the studied objects with the help of
a number of features, with a single aggregate size [14, 24].
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zik = xik − x̄k
Sk

z0k development model, taking the maximum value of a feature for the examined
objects if the feature is a stimulant or a minimal if it is a destimulant.

The distance di can be used to compare the level of development of the exam-
ined objects; the smaller the value the higher the level of development has reached
the given object. In order to normalize the value of the measure, a relative taxo-
nomic measure of development was established, also called a taxonomic measure of
investment attractiveness (TMAI) [21, 25], using the formula:

zi = 1 − di
d0

,

where

zi taxonomic measure of development for the object, and
d0 a norm that ensures that variable zi will take values from the range [0, 1],

d0 = d̄ + aSd

where

d̄ = 1
N

∑N
i=1 di , Sd =

[
1
N

∑N
i=1 (di − d̄)2

] 1
2
the a value is assumed as 2 or

maximum di,

Sd standard deviation of di.

The zi measure is normalized and takes values from the range [0, 1]. The higher
its value, the better the position of the object in the set (higher level of the examined
objects). Therefore, the closer its value is to 1, the greater the degree of access to
sustainable energy by EU countries, as well as the achievement of Goal 7 of the
Agenda 2030. On the basis of zi values, a ranking of EU countries in 2010 and
2016 was established, which made it possible to assess the degree of sustainable
energy provision by these countries and to indicate whether the desired changes take
place—progress in the implementation of the studied goal.

23.4 Results

A total of 8 indicators were established to measure the achievement of Goal 7 in
the UN Agenda 2030. They were adopted in this article as variables in respect of
which 28 EU countries were examined (Table 23.1). Variables 4 and 5 were con-
sidered stimulants (the higher their value the better), while the other variables are
destimulants (the lower their value the better).
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Table 23.1 Set of variables

Designation of variable Name of variable

x1 Primary energy consumption (million tonnes of oil equivalent—TOE)

x2 Final energy consumption (million tonnes of oil equivalent—TOE)

x3 Final energy consumption in households per capita (kg of oil
equivalent)

x4 Energy productivity (Euro per kilogram of oil equivalent—KGOE)

x5 Share of renewable energy in gross final energy consumption by
sector (%)

x6 Energy dependence by-product (% of imports in total energy
consumption)

x7 Population unable to keep home adequately warm by poverty status
(% of the population)

x8 Greenhouse gas emissions intensity of energy consumption year
2000 = 100

Source The author’s own development based on Eurostat

After standardizing the values of the features (variables) and determining the
distance of each study object from the established standard, a relative taxonomic
measure of development zi (in accordance with the previously given formula) for
2010 and 2016 was calculated, reflecting the level of sustainable energy provision.
Then, the examined countries were sorted according to the value of this measure,
indicating the change in the place in the ranking (Table 23.2). The arrow ↑ indicates
the improvement of the place in the ranking, and the arrow↓—deterioration, constant
means maintaining the position.

In 2010, the average value of the measure zi for the EU was 0.2829 and decreased
to 0.2735 in 2016, which means—albeit slight but still—the deterioration of the level
of sustainable energy provision at the community level. This may have been caused
by the adoption of the poorest countries in the group during the analyzed period and
the continuation of the global economic crisis until 2014. It should be emphasized that
the average relative taxonomic development measure for the EU reflects a slightly
more pessimistic trend of changes in this area than the traditional analysis of changes
in the time series of individual indicators used to measure the achievement of Goal 7
of the Agenda 2030. The traditional analysis indicated an improvement in the level of
all indicators, thus increasing the level of achieving the goal [13, 17], andmeanwhile,
the measure zi shows that it is different. This confirms the necessity of using modern
methods of measuring the implementation of sustainable development goals in order
to be able to precisely determine the actual effects.

In 2010, in all EU countries, the height of the zi measure was far from the border-
line, ideal value of 1, which wouldmean total energy balancing. The highest measure
was reported for Denmark and the lowest for Bulgaria. In fifteen surveyed countries,
the indicator was higher than the EU average (Denmark, Sweden, Austria, Roma-
nia, Portugal, Croatia, Slovenia, Latvia, Greece, Spain, Estonia, Czechia, Hungary,
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Table 23.2 Ranking of countries according to the value of the zi measure

2010 2016

Country zi Position in ranking Country zi Position in ranking

Denmark 0.5002 1 Denmark 0.5192 1 const.

Sweden 0.4656 2 Sweden 0.4900 2 const.

Austria 0.4476 3 Austria 0.3866 3 const.

Romania 0.4288 4 Romania 0.3740 4 const.

Portugal 0.3967 5 Latvia 0.3675 5 ↑
Croatia 0.3962 6 Portugal 0.3647 6 ↓
Slovenia 0.3823 7 Ireland 0.3397 7 ↑
Latvia 0.3662 8 Malta 0.3358 8 ↑
Greece 0.3511 9 Slovenia 0.3265 9 ↓
Spain 0.3446 10 Croatia 0.3264 10 ↓
Estonia 0.3125 11 Slovakia 0.3082 11 ↑
Czechia 0.3108 12 Finland 0.3069 12 ↑
Hungary 0.3053 13 Czechia 0.2950 13 ↓
Netherlands 0.3016 14 Spain 0.2947 14 ↓
Slovakia 0.2956 15 Hungary 0.2773 15 ↓
Poland 0.2811 16 Greece 0.2771 16 ↓
Finland 0.2777 17 Estonia 0.2618 17 ↓
Ireland 0.2725 18 UK 0.2525 18 ↑
Italy 0.2421 19 Italy 0.2451 19 const.

Malta 0.2261 20 Poland 0.2382 20 ↓
UK 0.2036 21 Netherlands 0.2248 21 ↓
France 0.2013 22 France 0.2234 22 const.

Belgium 0.1962 23 Belgium 0.2133 23 const.

Cyprus 0.1722 24 Luxembourg 0.1259 24 ↑
Lithuania 0.1026 25 Cyprus 0.1115 25 ↓
Luxembourg 0.0985 26 Lithuania 0.1082 26 ↓
Germany 0.0413 27 Bulgaria 0.0624 27 ↑
Bulgaria 0.0000 28 Germany 0.0000 28 ↓

Source The author’s own study
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Netherlands, Slovakia), in the remaining thirteen—lower (Poland, Finland, Ireland,
Italy, Malta, UK, France, Belgium, Cyprus, Lithuania, Luxembourg, Germany, Bul-
garia). Among the latter, there are even the countries that were set as a model for
the development of sustainable energy (e.g., Germany, France), and the results show
something different. The difference in the level of measures between Denmark and
countries below the EU average ranged from around 2–12 times, suggesting a fairly
large variation in the provision of sustainable energy within the community itself.

In 2016, in all EUcountries—as in 2010—the height of the zi measurewas far from
the borderline, the ideal value of 1. At the same time, Denmark had the highest mea-
sure and Germany the lowest. The number of countries in which the zi measure was
higher than the EU average increased to sixteen (Denmark, Sweden, Austria, Roma-
nia, Latvia, Portugal, Ireland, Malta, Slovenia, Croatia, Slovakia, Finland, Czechia,
Spain, Hungary, Greece), up to twelve has decreased the number of countries with
a measure below the average (Estonia, UK, Italy, Poland, Netherlands, France, Bel-
gium, Luxembourg, Cyprus, Lithuania, Bulgaria, Germany). Moreover, there was a
change of places in the rankings. Seven countries have kept their place (Denmark,
Sweden, Austria, Romania, Italy, France, Belgium), eight have improved their posi-
tion (Latvia, Ireland, Malta, Slovakia, Finland, UK, Luxembourg, Bulgaria), and 13
have worsened (Portugal, Slovenia, Croatia, Czechia, Spain, Hungary, Greece, Esto-
nia, Poland, Netherlands, Cyprus, Lithuania, Germany). The reason for the decline
to lower places in the ranking was a decrease in the value of the zi measure, caused
by the change in conditions (including economic, social, legal) in individual coun-
tries. The value of this measure also decreased in two countries that maintained their
position (Austria, Romania). Thus, the total number of countries in which the value
of the measure decreased was greater than the number of countries with the reverse
situation, which determined the reduction of the EU average measure, i.e., the reduc-
tion of the level of sustainable energy provision by the EU. This suggests a lack of
progress in achieving Goal 7 of the Agenda 2030 on the EU scale. The only satisfac-
tory thing is the reduction of difference in the amount of measures between Denmark
(with the highest value of zi) and countries below the EU average. The difference
was at the level of just over 8 times, which is 4 less than in 2010, which indicates
a reduction in the disproportion in providing sustainable energy in the community
itself.

23.5 Conclusions

The research carried out shows that

• In 6 years, the EU, as an organization, has not made so much progress in ensuring
sustainable energy, as suggested by the analysis of time series [17]. The relative
taxonomic measure of development zi for the Union was not only far from the
borderline, ideal value of 1, but also almost twice lower than the zi measure for the
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country with its highest value (Denmark). This indicates the need to modify/take
actions that will intensify the effects in this area.

• The EU countries are strongly different in terms of providing sustainable energy,
as evidenced by differences in the amount of the zi measure in the analyzed years.
The decrease in these disparities is positive.

• The first two places in the ranking are occupied by countries that have for years
been a model not only in terms of providing sustainable energy, but also other
goals of sustainable development. That is why it is worth spreading their good
practices/solutions in a given area.

• In five countries, which maintained their position in the ranking in 2016, the value
of the zi measure increased, which means increasing the degree of achievement of
Goal 7 of the Agenda 2030, as well as the existence and creation of new, additional
opportunities to increase energy sustainability compared to the currently known.
This should encourage other countries to use solutions conducive to the imple-
mentation of the target and applied in countries with a higher level of sustainable
energy provision.

• In 2016, in 15 countries, the zi measurewas lower than in 2010. The biggest change
occurred in the case of Greece, Netherland (by 7 places down), and Estonia (by 6
places), and the smallest in the case of Germany, Lithuania, Portugal (by 1 place).
The reasons for these adverse changes should be investigated in order to take action
to support Goal 7 of the Agenda 2030.

• In 2016, 8 countries took higher places in the ranking, which means they increase
their level of sustainable energy provision. The largest change occurred in the case
of Malta (by 12 places) and Ireland (11 places), and the smallest in the case of
Luxembourg (by 2 places) and Bulgaria (by 1 place).

In general, EU Member States are characterized by a low and medium degree of
sustainable energy provision, which means still unsatisfactory results in the imple-
mentation of Goal 7 of the Agenda 2030. Despite some progress in the studied area,
previous initiatives have not been able to ensure the full implementation of the UN-
designated action program by 2030. Therefore, there was a need for more efficient
implementation and further targeted actions in all areas. In the context of the above,
the EU has taken new initiatives to facilitate the implementation of Goal 7 (COM
(2019) 22 final). The first one is the Energy Union Strategy [10], which sets new
EU targets for 20308: an increase in energy efficiency of at least 32.5% with the
possibility of upward revision in 2023, increasing to least 32% share of energy from
renewable sources in total energy consumption. For the electricity market, the goal of
interconnectors for 2030 was confirmed, assuming that at least 15% of the installed
electricity production capacity can be sent across borders. These ambitious goals are
intended to boost Europe’s industrial competitiveness, stimulate economic growth

8The objectives set out in 2014 have been modified: A reduction of at least 40% of greenhouse
gas emissions (compared to 1990 levels), at least 27% of final energy consumed, will come from
renewable sources (a binding target at EU level), an indicative achievement the objective of increas-
ing energy efficiency by at least 27% compared to the forecasted future energy consumption. This
objective is to be revised in 2020 with a view to increasing the EU indicator to 30% [9].
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and employment, reduce energy bills, help fight energy poverty, and improve air
quality. The following initiatives complementing the above-mentioned one are also
to support the achievement of the plans: The “Europe on the move” packages, the
“Clean energy for all Europeans” package, Clean planet for all—a long term vision
of creating a thriving, modern, competitive and climate neutral economy to 2050,
the policy framework energyclimate and energy by the year 2030, a broad-based ini-
tiative “Horizon 2020” for the digital transformation in the energy sector, thanks to
the Internet of things, a strategic energy technology plan, the European Alliance for
for batteries, “Mission Innovation”, support for the mining regions in the transitional
period, the Observatory of Energy Poverty, the Initiative Clean Energy for islands in
the EU Cohesion policy, a Plan of action for the sustainable finance, Low emission
strategy, the European consensus on development, Strategy by providing energy ser-
vices in Africa, European and global Covenant of mayors for climate and energy,
an updated European neighbourhood policy and the EU’s enlargement strategy, the
Strategy for the Western Balkans, Global strategy for foreign and security policy of
the European Union.

The full implementation of all these initiatives is to lead not only to stricter emis-
sion reductions across the EU than it was expected—around 45% by 2030 compared
to 1990 (compared to the current reduction target of 40%)—but to achieve Goal 7 of
the Agenda 2030.
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26. Tarczyński, W.: A taxonomic measure of the attraction of investments in securities (in Polish).
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Chapter 24
Pilot Study as a Case of Applying
an Experimental Approach
to the Implementation of Tasks
in the Public Sector

Beata Zofia Filipiak and Marek Dylewski

Abstract Experiments in the public sector are notwidely used.However, as the prac-
tice shows, they are used to determine the expected utility of the proposed solutions
or implemented changes, and the dominantmethod is pilotage. The study presents the
theoretical approach to the experiment using pilotage, so as to show that the exper-
iment gives the opportunity to indicate a “better” solution and provide justification
for such a selection. In the chapter, the authors analysed the adopted assumptions
of selected pilot implementations in the PSUs, the aim of which was to test and
evaluate the solution to be used in practice as an expression of public participation.
The analysis indicated that the visible use of piloting in the behaviour modelling
of individuals included in the society is a good tool to maximise the usefulness of
public tasks designed by LGUs.

Keywords Task of public sector · Public policies · Pilot program · Theory of
expected utility

24.1 Introduction

The importance of economic experimentation in the practice of the public sector
is still underestimated, which is caused by political conditions, but also by those
resulting from the development of economic thought. The implementation of public
tasks in public sector units (PSUs) ismore andmore often associatedwith the existing
risk, and in particular with the risk of an optimal (effective) decision of public bodies
on allocating public funds. The human behaviour in risk conditions is closely related
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to the theory of expected utility formulated by von Neumann and Morgenstern [48].
They have hypothesised that individuals avoid risk and are guided by the rationality
of choice, so they decide on options that maximise their expected value.

This is consistent with a rational decision-making model, i.e. determining the
choices that are consistent and that maximise value within given limits [9]. In such
situations, we are dealing with problems with a clear structure, known and easy
to define, as well as with problems with an unclear structure and about which the
information is ambiguous or incomplete [39].

In addition, it should be pointed out that the concept of economic rationality
usually refers to decisions concerning choices, where apart from the decision-making
process, there is also an element of creating alternatives that become an element of
choice (the more we create them, the greater the chances of achieving decision-
making success) [41]. Furthermore, given the Prospect Theory (TP) [24] and its
normalisation, the Cumulated Prospect Theory (CPT) [25] should be emphasised that
policy-makers are characterised by risk aversion, give a subjective weight values and
probability and these weights determine differently depending on whether decisions
are made in the face of losses or profits (public effects).

These problems require nonprogrammed decisions that craft novel solutions to
meet the demands of the unique situation at hand. Managers, including those in the
public sector, also differ in tendencies towards “systematic” and “intuitive” thinking
during decision process. In systematic thinking, a person approaches problems in
rational, step-by-step and analytical fashion. Managers who are intuitive can be
expected to deal with many aspects of a problem or new task at once, jump quickly
fromone issue to another and consider “hunches” based on experience or spontaneous
ideas [40].

When planning new tasks whose effects are not known (unstructured problems)
and are associated with both high expenditure and the need for public acceptance,
public bodies can use a pilot to:

• Determine whether the planned changes will lead to choices in which the public
avoids risk and will be guided by the rationality of the choice of the planned
public service in order to maximise the potential expected value. Which means
that public decision-makers avoid the risk of unlikely losses and highly probable
effects (according to the studies of: [4, 8, 16, 28, 32, 36]);

• Increase the likelihood of obtaining confirmation of the answer to the question
about the assumed effects of changes in their economic policy. Which means
eliminating the situation where decision-makers tend to risk highly likely losses
and unlikely effects (according to research indicating the consequences of the
choice made: [21, 31]);

• Initiate activities related to experimentation with new solutions or institutions [5,
14, 15, 33].

This approach assumes rationality in task design, but also an intuitive approach to
expected results. For this reason, piloting and experimentation allow for verification
of intuitive assumptions in terms of expected values.
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A pilot study is a type of preliminary study and is intended to test and evaluate a
solution to be used more widely and to a common extent in the practice of the PSUs.
Generally speaking, the solution is tested by way of an experiment, in particular in
regard to its assumed social usefulness (including individual), effectiveness, effects
and information adequacy for the PSUs.

The paper will present a theoretical approach to the experiment with the use of
piloting so as to confirm the thesis that it gives the opportunity to indicate a “better”
solution from the point of view of allocation of public money resources (costs and
effects) and to provide justification for such selection or to give up the initiative due
to lower benefits than expected [17, 37].

24.2 Development of the Concept of Implementation
of Public Tasks in Public Sector Units

The conditions under which PSUs pursue the objectives for which they have been
established force them to enter into cooperative relations, but also into actions based
on increased efficiency and savings of public funds. This approach is consistent with
one of the principles of contemporary management of organisations, i.e. the princi-
ple of reducing the hierarchical distance between the place where the management
problem has arisen and the place of its solution [35], as well as with the principle of
obtaining the best results from given expenditures (Act of 2009, Article 44 [23]).

The literature on the subject indicates that PSUdecision-making consists in choos-
ing the way of achieving a public goal that we consider to be the best from the point
of view of benefits and risk of choices [33]. The idea behind this approach is that
in the decision-making process the measures that best lead to the desired goals are
selected. Acting in accordance with the objectives-measures logic is the essence of
Mr. Simon’s concept of administrative rationality [42]. This approach overlaps with
the concept of New Public Management (NPM).

Popular in recent decades, the NPM, derived from the theory of economics (e.g.
theory of public choice and theory of transaction costs), is based on experience
gained from management practices in the private sector. This approach focused on
improving the performance of the public organisation and reducing costs, rather than
on the effectiveness of the organisation in terms of its ability to meet social needs.
In addition, the concept focuses on optimising the delivery of public services with
the use of techniques from the private sector [1, 12].

On the wave of criticism of the NPM, but with regard to those features of the NPM
that have a positive impact on the implementation of public policies or objectives,
the concept of good governance has evolved. This particular approach is based on the
pursuit of an effective, efficient and accountable process of managing public policies,
which aims to strengthen the democratic system through, for instance, the partici-
pation of citizens. It is worth noting that on 25 July 2001, the European Parliament
adopted a resolution to strengthen the democratic system through the participation
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of citizens. The European Commission has adopted The White Paper on European
Governance [10] public choice on the basis of co-decision, in particular the opinions
of people, social organisations and public benefit organisations. Greater openness
and accountability of all actors involved is proposed. Against this background, it
is understood that good governance can achieve “(...) the institutional capacity to
provide goods and services that are of direct interest to the public or their represen-
tatives in an effective, transparent, impartial and accountable manner, depending on
the constraints of access to resources.” [3].

This concept points to the basic principles of implementation of territorial self-
government units’ public objectives, which are: openness, participation, accountabil-
ity, effectiveness and coherence [27, 29].

Searching for new solutions to increase effectiveness (of organisations, service
provision or public funds expenditure) of the tasks performed, and in the final effect of
the broadly understood public services, aswell as to ensure consistency of undertaken
actions, openness in the face of responsibility and with the use of participation—all
this requires flexibility and often non-standard behaviour. On the one hand, part-
nership between the public and private sectors is applicable [13] and, on the other
hand, the possibility of using information and telecommunication technologies is
being sought both in the implementation and in improving the quality of the tasks
performed [5]. The third direction is to use the results of pilot studies in the process
of deciding how to carry out tasks with the involvement of public money resources
[22].

24.3 Piloting as an Expression of Practical Application
of the Expected Utility Theory in PSU Decisions

What plays an important role in the theory of decision-making are the theorems of
rational decision-making, according to which people are guided by the principle of
maximum benefit. This principle is related to maximising expected utility and was
formulated by Nicholas Bernoulli in 1713. Numerous studies and experiments have
shown that when making decisions, public authorities often violate the axioms of
rational decision-making. The reasons for this state of affairs should be seen partic-
ularly in the impact of politics on the decision-making process, limited resources,
especially the financial ones, objective changes in the socio-economic situation, or
the lack of sufficient knowledge about the planned projects [20, 45, 46]. It should
be stressed that if the preferences of an individual or the society are met by certain
axioms, then their behaviour can be described as maximising its expected utility.
Axioms are treated as conditions of rational behaviour, i.e. the normative principles
of expected usability.

Kahneman and Tversky [26] in his study, considered criticism of the theory of
expected usefulness, based on the results of conducted experiments found that the
choice between risky variants leads to the choice of a variant with some effects, and
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this behaviour is not consistent with the main principles theory of expected usability.
Kahneman and Tversky noticed that people usually overstate the weight for a certain
win compared to weights for probable results. This tendency is called the effect of
certainty or the effect of certainty of Allais and causes risk aversion to appear in
the election, where we have variants with some effects while the risk-taker’s attitude
appears in the elections related to losses [2, 34].

In modelling, the behaviour of individuals in a society which is driven by the goal
of maximising usability (in public finance science it is understood as the personal
sense of well-being of an individual being a member of a given community) the
economists do not deny the fact that people care about their families, friends or com-
munities. But public choice, similarly to the economic model of rational behaviour
on which it is based, assumes that people are guided mainly by their own interests
and, more importantly, that in the political process they behave no differently from
people in the commercial goods market (Dobrowolski 2013) [18, 49]. This also has
consequences in the decision-making process and in the perception of risk by public
authorities (decision-makers).

It should be stressed that societies will always need public services realised as
public tasks, however, the resources available to public entities tomeet these needs are
increasingly changing. Constitutional acts and subsequent normative acts, dedicated
to specific types of these entities [6], impose a permanent obligation to provide
services or provide public goods on the PSUs. The basis for providing such goods
and services is a contractual relationship. This does not change the fact that the
society views such contract from the perspective of the quality of public goods and
services provided, and therefore from the point of view of meeting the needs reported
by people.

The development of a new paradigm of management in public sector units (as
indicated above), with emphasis on increasing the effectiveness of public spend-
ing, has also forced changes in the use of tools and instruments employed by public
decision-makers. As the resources for the implementation of public tasks are limited,
it is the decision-makers’ perception of effects that enforces the often non-standard
approaches. Moreover, the perception of risk becomes an important element because
in a changing social and economic environment, with rapid advancement of tech-
nology, the people’s needs are changing as well, which creates the risk to effective
allocation of public funds.

Taking into account the fact that very often piloting is used for testing and launch-
ing social innovations, understood as the implementation of practices perceived as
new in the public system [11, 44], not always is this risk (associated with the public
authorities’ decisions) taken into account [14]. When making their choices, public
authorities must consider not only the risks (as the legislator requires an analysis of
their impact and effects) but also the effects of their decisions on the society. This is
why the experiment based on piloting is so important.

In its essence, piloting reduces decision-making risk and contributes to the rational
use of public money, as it is carried out in order to test whether the solution proposed
by public authorities will be carried out as intended and will allow to obtain specific
data in order to make final decisions on the general accomplishment of the task at
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hand. During a pilot study, one can examine everything from the degree of acceptance
of a solution by the public to the quality of satisfying the expressed need by means of
this solution, to the effects obtained in respect to the costs incurred to achieve them.

Being in linewith the theory of expected utility, piloting not only takes into account
the subjectivity of evaluation made by the PSUs but also gives the public a sense of
shared decision-making and responsibility for the allocation of public money. Thus,
one can say that it makes it possible to hold public authorities accountable for the
decisions taken and to assess the results achieved efficiently, with due account of
the citizens’ participation. It should be remembered, however, that the concept of
expected utility includes a subjective element, since a particular event may have a
different expected utility for different investors. Thus, through the use of piloting, the
PSU authorities may happen to erroneously assess the planned task (being a service
or provision of a specific good) because after the task has been implemented in the
whole PSU, the majority of the local community will not assess the project positively
(for various reasons).

One of the factors affecting subjectivity in maximising the expected usability is
the public approach to risk. The communitymay have a risk-neutral attitude, inwhich
case it chooses to maximise the expected value. A formalised theory of making deci-
sions in risk conditions, assuming that the public maximises the expected utility, was
presented in 1944 by John von Neumann, a mathematician and Oskar Morgenstern,
an economist (1958). In their theory, referred to as the theory of expected utility,
they formulated axioms that must meet public preferences “in order for them to be
considered comparable and to be described by means of indifference curves” [7].
According to this theory, these axioms, the fulfilment of which makes preferences
rational, are as follows: comparability,1 transitoriness,2 independence,3 stability4 and
continuity. Although, at first glance, they seem obvious and are met in all conditions
by investors’ preferences, for each of them there are practical examples where they
cannot be met. The factors of particular importance are the public attitudes and a
way in which public authorities make decisions.

1The Axiom of comparability means that a society unit can always determine its preferences for
every public task.
2The Axiom of transitoriness means that a unit of society prefers A to task B and B to sentence C,
and it also prefers sentence A to sentence C.
3The Axiom of independence (it was not literally formulated in the work of Neumann and Mor-
genstern) means that if the X and Y tasks are indifferent to the society unit, the choice should be
indifferent between the implementation of the task:

– X with probability p and event V with probability 1 − p;
– Y with probability p and event V with probability 1 − p.

4The Axiom of stability means that the choice between tasks should depend only on the charac-
teristics of these sentences and should not change when both sentences are subject to the same
transformations.
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Therefore, it seems justified to put limits on their impact in relation to the risks,
by the means of pilot studies, which allows for mitigating the negative effects of
the decisions taken. Firstly, the PSU will gain an important argument regarding the
participation of citizens in the decision-making process. Secondly, the results of
the pilot study will contribute to maximising the expected utility, as they will allow
decision-makers to correctly estimate the probability of future events [11, 19, 51]. The
third argument is the limited risk of failure to achieve a political effect. This means
that through participation and positive results of the pilot study, when assessing the
efficiency and effectiveness of allocation of publicmoney, the PSUs gain an argument
that all aspects of the decision-making process have been properly carried out, and
that the limited effectiveness of resources involved in the task results from changes
in social preferences (as demonstrated above when outlining the assumptions of
the limited utility theory). It must always be assumed that a member of society, in
their judgments and decisions about the choice of public goods and services, will
demonstrate the attitude, according to which “with the inflow of new information,
people can automatically update the probability of events occurring (as they draw
conclusions based on the law of probability calculation)”, which will have an effect
on the perception of goods and services provided (i.e. on consumption and change
of individual preferences) [9]. As a result, there is a mismatch between decisions
and actions taken by the authorities the in order to meet the public needs, through
the task at hand. There is also a mismatch to minimise the risk of suffering limited
effects from the measures taken.

Piloting is associated with the problem shown in the literature of Kahneman and
Tversky [26] and Mongin [34], where society will be based on this solution, which
leads to the choice of a variant with some effects, but the risk-taker’s attitude may be
eliminated in advance in elections related to losses. Moreover, as demonstrated by
Filipiak and Dylewski [15], this situation may discourage the public from making
choices.

Despite this failure, it is thanks to piloting that it is possible to test those situations
(however, they cannot all be eliminated) inwhich the changeof informationwill cause
a change in the decisions of the society members (individuals) about the goods and
services provided. It can also be pointed out that piloting is a kind of experimental
approach to the execution of public tasks, the results of which are public goods and
services [15], because:

• the conditions for conducting a pilot study meet the requirements for the experi-
mental approach (the attributes of an experiment) [47, 50];

• the pilot study fulfils the functions of the experimental approach [43, 49];
• it ensures the effect of a good study [30, 47].



342 B. Z. Filipiak and M. Dylewski

24.4 Example of Practical Application

24.4.1 Scientific Approach

It is assumed that the pilot gives the possibility to the PSU to plan tasks in such a
way as to limit the risk of incurring losses (too high expenditures). To this end, we
have analysed:

• the adopted assumptions of selected pilot implementations in the PSUs, the aim of
which was to test and evaluate the solution to be used in practice as an expression
of public participation;

• socially useful (public) objectives, which were subject to public consultation as
part of the pilot project; on the basis of their presentation, the society would
evaluate the proposed solutions and make decisions;

• the evaluation of the objectives of pilot projects to improve the efficiency of the
allocation of public resources and, ultimately, the provision of public services in
the broad sense, as well as to ensure consistency of undertaken activities as well
as their transparency to meet the requirements of accountability.

This analysis makes it possible to draw conclusions about the solution to the
research problem: does the pilot provide an opportunity to identify a “better” solution
and ultimately contribute to a better allocation of resources and to maximising the
utility expected by the community at a predetermined level of risk acceptance?

Given that public authorities are free to formulate public policies and have
decision-making autonomy, their legislation is local or territorial in nature and may
vary from one type of PSU to another. Public authorities, by virtue of the size of
the budget at their disposal, take into account the mandatory and optional measures
that have to be implemented. Therefore, there are different projects (in terms of their
scope, size and type of tasks) that are carried out in pilot system where the leading
unit is a central government body, and other ones led by a local government unit.

For the purposes of this analysis, public information given in the Public Infor-
mation Bulletin was used. For the purpose of implementing the adopted thesis and
in order to solve the research problem, two nationwide pilots were selected for the
study that had been initiated by central and self-governmental PSUs.

The study used the monographic method. The first example of piloting covered
nine out of 12 cities associated in theUnion of PolishMetropolises (it is an association
of the largest Polish cities with poviat rights) and the city of Olsztyn, which is the
largest city in the Warmińsko-Mazurskie Voivodeship. For the second example of a
pilot project, the research sample was determined by a PSU at the central government
level (Ministry of Family, Labour and Social Policy) basing on a task-based approach.
Thepilot covered three voivodeships (Mazowieckie,Dolnośląskie andPodkarpackie)
and 3117 unemployed persons.5 At the same time, the group of individuals taking
part in the pilot was defined on the basis of the labour market analysis which had

5Information about the project Raport [38] and www.1 [52].
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revealed that the groups for whom finding employment was the most difficult were
the long-term unemployed, as well as women who did not take up employment after
giving birth to a child, people who are older than 50 and people with disabilities.

24.4.2 Findings and Discussion

The paper will present the theoretical approach to the experiment with the use of
piloting, so as to demonstrate the thesis that it gives the opportunity to indicate a
“better” solution, and to provide justification for such selection or for not taking
action due to benefits lower than expected.

The first example of a pilot, used in a form of an experiment as a method to verify
the usability expected by communities in risk conditions, is participatory budgeting.
The pilot study was initiated by local governments. Its choice was dictated by the
vast scope of its implementation, as pilot participatory budgeting was launched in
the largest Polish cities. After the trial period, in 2019 the participatory budgeting
was introduced into the national law. Is it possible to speak of a successful exper-
iment? Are the decision-makers in territorial self-government units able to ensure
maximisation of the utility expected by their communities while operating in risk
conditions? The participatory budgeting, as an expression of public participation,
by way of a process of consulting potential projects (local government’s own tasks)
to be financed from public funds, in its principle assumes the rationality of choices
in conditions of risk and of decisions made by particular individuals. However, the
consultation framework, methods and scope of selection are prepared by the relevant
PSU bodies. This is the most far-reaching and direct expression of citizens’ partic-
ipation in decision-making processes. Such a system of decision-making, as a form
of public consultation, entails numerous unknown variables, due to difficulties in
assessing the behaviour of an individual or the whole local community in terms of
actual and direct participation in the decision-making process. Therefore, through
piloting implemented as an experiment, one can obtain objective results, which will
allow to obtain highly probable results that will provide the PSUs with information
about both the costs and social benefits. Thus, the PSUs will or will not be able to
confirm whether or not they are maximising the expected utility of the goods and
services piloted by society.

The analysis covered ten cities with poviat rights (the largest cities in Poland),
which decided to launch participatory budgeting. As an expression of acknowledge-
ment of that form of decision-making in risk conditions, the PSUs determined the
amounts of public funds that they were willing to allocate for the experiment. In
determining the amount of public funds, the PSUs accepted it as a pool for partic-
ipatory budgeting, in the scope of which direct decisions were taken by citizens in
the form of a vote (Table 24.1). Respondents (society) are people over 18 years of
age. In accordance with applicable law, PSUs can not limit the possibility of voting
on participatory budgeting programs. Which means that each authorised person can
take part in the research, and the entire local community is the research sample.
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Table 24.1 Value of participatory budgets in selected cities with poviat rights in Poland in thou.
PLN

2013 2014 2015 2016 2017 2018 2019

Warszawa 26,237.2 51,215.6 58,588.9 61,419.9 64,784.2

Łódź 20,000 40,000 40,000 40,000 40,000 40,000

Wrocław 2000 20,000 20,000 25,000 25,000 25,000 25,000

Poznań 10,000 10,000 10,000 15,000 17,500 18,000 20,000

Gdańsk 9000 11,000 12,500 12,500 14,000 19,819

Lublin 10,000 15,000 15,000 15,000 15,000

Białystok 10,000 12,000 20,000 10,000 10,000 10,000

Kraków 4500 14,000 10,855 10,000 8000.1 9257.2

Szczecin 5000 5000 6000 7000 8000 9000

Olsztyn 2150 3300 3530 3730 3730 3730

Source Own study based on BIP data

The analysis, based on formal documents, of the assumptions of projects included
in the pilot study in ten cities with poviat rights shows that:

• local communities opted for socially useful projects, characterised by maximisa-
tion of expected usability by the society (maximum number of people voting for
a given project or projects);

• the risk of decision error was reduced, as the communities indicated a project that
they accepted, which was an expression of a “better” choice and better allocation
of public funds;

• the risk of failure to achieve a political effect was reduced, i.e. through public
participation and positive results of public choices, the PSUs gained an argument
in assessing the efficiency and effectiveness of public funds allocation.

The data presented in Table 24.1 show that the amounts allocated in the first year of
the experiment were significantly lower than in subsequent years. In most cities, the
amounts allocated in subsequent years increased regularly (in particular in Warsaw,
Poznań and Szczecin) or once only (in Łódź, for example). The exceptions were
two cities, Kraków and Białystok, where the amounts involved in the participation
budgeting decreased. The analysis of formal documents, which were carried out by
the authors, revealed that the first yearwas treated as a pilot, followed by an evaluation
of the effects of implementing a new solution about deciding on the allocation of
public funds. One more important conclusion can also be drawn from the presented
data: the participation budgeting implemented under the conditions in which Polish
local governments operate in Poland is not a method that will effectively replace the
existing methods of PSU decision-making from indirect to direct decisions made
with public participation.

It should be highlighted that a one-off or cyclical substantial increase in partic-
ipatory budgeting amounts after the piloting period shows that this method makes
it possible to identify a “better” solution to meet public needs (i.e. select projects
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that better meet public needs) and, ultimately, the PSU bodies are more efficient in
allocating resources andmaximising expected public utility while accepting a certain
level of risk. In the cities where there has been a regular increase in the amounts of
the participatory budgeting, public participation has been gradually expanded (as a
result of the positively assessed effects of piloting). However, in the cities where the
process of raising participation has been stopped or frozen, it can be assumed that
local community did not approve of this method of decision-making and thus did
not achieve the maximum expected utility of the submitted projects. Moreover, the
community, under the influence of inflowing new information and after an automatic
analysis of the choices made, made decisions that changed the perception of the
provided goods and services (individual consumption and preferences). In such a
situation, some PSUs withdrew from expanding the funds available for participatory
budgeting.

In general, the experimental participatory budgeting can be regarded as posi-
tive, because local communities, when faced with risks and environmental changes,
achieve the expected utility of the projects adopted for implementation within the
participatory budgeting. This can be clearly seen in the dynamics of the amounts
regularly allocated to participatory budgeting. By using piloting as an experimental
approach to assessing the expected utility, better allocation of resources is achieved
and better assessment of expected utility by society at a certain level of risk is reached
through public participation. The general assessment of the experiment carried out
by the government of the Republic of Poland resulted in the introduction of the idea
of participatory budgeting in Poland in 2019 as an obligatory process of involving
citizens in local decision-making. However, only the minimum level of such partic-
ipation was stated.

The second of the analysed examples of experiments in the PSU decision-making
process was a pilot project “Partnership forWork”, which was implemented as a state
government project. The labour market problems and the high rate of unemployment
in Poland prompted the search for solutions aimed at providing more effective assis-
tance to the unemployed and at improving anddeveloping public–private partnerships
in the labour market. According to the assumptions of the programme, private enti-
ties based on partnership should, to a greater extent than before the pilot, engage in
the model of activation of the unemployed, mainly those who are the furthest from
the labour market.

The strategic objective of the pilot project “Partnership for Work” was to develop
an optimal and supportive model of cooperation between voivodeship labour offices
or poviat labour offices and recruitment agencies and other labour market partners in
order to create an effective system of activation of the unemployed at the voivodeship
(regional) level. The main inspiration for launching that pilot project was the need to
test a method other than the existing schemes for coping with long-term unemploy-
ment as well as with the number of people at the risk of chronic unemployment.

The experiment,whichwas carried out in three regions,was basedon the following
assumptions:
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• testing the model of commissioning measures to locate the unemployed on the
labour market which was inspired by solutions based on cooperation of employ-
ment services with non-public entities in other countries and by solutions devel-
oped nationally;

• evaluation of the functionality and effectiveness of the proposed solutions con-
cerning commissioning measures to locate the unemployed on the labour market,
in particular the development of detailed rules and steps necessary for the systemic
implementation of this solution on the labour market in Poland.

The implementation of the pilot project “Partnership for Work” started in 2012
in three voivodeships (regions): Mazowieckie, Podkarpackie and Dolnośląskie—on
the basis of contracts for implementation and was completed in 2014. The activation
activities for the participants of the pilot project were carried out for nine months.

The project assumed that the unemployed would take part in activation activities
offered by employment agencies as a part of the testedmethod of commissioning acti-
vation measures, which were selected by the voivodeship self-government pursuant
to the provisions of the Public Procurement Law. Moreover, the service provider
(employment agency) selected in a given voivodeship activised the unemployed rec-
ommended by poviat employment offices engaged in the pilot project and designated
by the Marshal of the voivodeship.

The participants in the pilot were defined on the basis of the analysis of the labour
market, which showed that the greatest difficulty in finding employment was faced
mainly by the long-term unemployed, women who did not take up employment after
giving birth to a child, people over 50 years of age and people with disabilities.
The long-term unemployed, women who did not take up employment after giving
birth to a child and people over 50 years of age and people with disabilities they
were respondents. Government assumptions of the program have set this respondents
for the program. In the three voivodeships in total, 3117 unemployed persons were
directed to the service provider under the pilot scheme. The amount of PLN30million
was earmarked for the project.

The remuneration of the service provider depended on the employment effect
achieved. The pilot project tested a payment model where remuneration was paid in
four tranches due for specific activities undertaken by the service provider, i.e.:

• I tranche—receivable for the opening balance—20%.
• II tranche—receivable for the activation balance—30%.
• III tranche—Bonus I—25%.
• IV tranche—Bonus II—25%.

Full remuneration was paid if the service provider reached a certain level of
employment effectiveness and retention rates. None of the service providers received
tranche IV (Bonus II).

Reports on the evaluation of experimental activities under the newmodel of coop-
eration concerning employment activation in the region pointed to significant weak-
nesses and lack of implementation of the assumed project objectives. One of the
main drawbacks was differing levels of competence of entities involved in the pilot
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project, i.e. self-government voivodeships and poviats—as local government units
independent of one another. On the basis of the experiment/pilot project, dysfunc-
tionswere identifiedwhich had not been taken into accountwhen adopting the project
objectives:

• due to the assumed main objective of the project, i.e. to obtain the employment
effect, there was a negative effect of “buying employment”;

• many persons recommended to the project actually were not interested in finding
employment;

• the activation measures under the pilot project were too short in duration;
• defective communication and exchange of information within the bodies involved
in the experiment;

• significant difficulties in developing substantive criteria for the selection of partners
(employment agencies) in the public procurement process;

• insufficient role of poviat labour offices in monitoring, control and management
of the project implementation, as entities closest to the problems of local labour
markets;

• poor results in terms of quality and levels of wages offered to the unemployed;
• the contracting method of employment agencies favoured only large entities, that
were not always interested in the social and local aspects of the project.

One of the positive sides of the experimental pilot project was the possibility to
commission activation measures at the regional level and provides the unemployed
with an opportunity to use the institutional support in a broader extent than before.
The programme was not continued. According to the Ministry of Labour and Social
Policy, the pilot project “Partnership for Work” was designed to help formulate legal
regulations at the statutory (national) level, rather than to test this solution as a per-
manent one. The development of solutions in Poland was preceded by an analysis of
solutions implemented by other European countries with regard to commissioning
the activities as well as by piloting the model of commissioning the activities. How-
ever, taking into account the cost of the programme, the conclusion may be drawn
that it was not a cheap experiment.

To recapitulate, the following effects were achieved as a result of the experiment:

• it has been demonstrated that the proposed solution, which was tested by way of
piloting, does not allow the public to achieve the expected utility;

• the risk of error in decision-making was reduced, as the conclusions from the pilot
study indicated the irrelevance and, in the future, the lack of public approval for
the designed solutions which were the subject of the pilot study;

• the need to look for a “better” solution that would contribute to a better allocation
of public funds was demonstrated;

• the risk of failure to achieve political effect was reduced.
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24.5 Conclusions

The analysis has confirmed that the experimental approach is important for the ade-
quate allocation of public funds and allows for the choice of a “better” solution that
will contribute to obtaining the expected utility of the public goods provided.

The question: Does the pilot project provide an opportunity to identify a “better”
solution and in the end contributes to a better allocation of resources and maximisa-
tion of utility expected by the community at a certain level of risk acceptance? has
been positively verified. Taking into account the frequency of changeability of tasks
in the PSUs (they show relative permanence regarding their own and commissioned
tasks that are defined by law, while non-binding own tasks and commissioned tasks
constitute a small percentage of tasks of low durability), the above two examples of
piloting and their impact on the PSU tasks confirm that piloting as an element of the
experiment has a positive effect on increased rationality of decision-making, i.e. it
affects decisions that are consistent and maximise value within given limits. It allows
to reduce problems of unclear structure, about which information is ambiguous or
incomplete. Thus, the analysis additionally reinforces the theses defined by Robbins
[39].

It should also be stressed that piloting is used to model the society members’
behaviour which is driven by the desire to maximise utility [52]. This is an important
aspect, as it allows, through the definition of axiomatic principles, both for modelling
social behaviour and for estimating the maximised expected utility of the goods
provided in the risk situation, as perceived by the public.

Although Kahneman and Tversky [26] in their study, showed that the choice
between risky variants leads to the choice of a variant with some effects, and such
behaviour is not consistent with the main principles of the theory of expected utility,
it should be said that in the local government there are no variants of solutions for the
tasks being implemented. The PSUpolicy-makers act differently (as demonstrated by
the practice) than stockmarket players ormanagers of enterprises.On the PSU’s, only
one variant forwhich a piloting is applied is analysed. The affirmation is confirmed [2,
34], that risk aversion appears in the elections of the PSU authorities. What it means
that by eliminating, the risk PSU authorities are guided by measurable effects. The
piloting is to confirm decision-makers that the risk, which is most often manifested
in the allocation of public funds accepted by the society, will be limited.

Thepilot does not provide anopportunity to identify a “better” solutionbecause the
PSU’s authority not building variant’s of new tasks but the pilot ultimately contribute
to a better allocation of resources by verifying the adopted assumptions of the pilot
program. This maximises the tasks performed by the PSU, which means increasing
the usability from the allocation of public funds.

The authors see the need to further explore the problem of measurement of utility
expected by the community of pilot programs. This is a gap in practice and empirical
research in Poland. In the world at PSU, only the effects of spending are measured.
There is a lack of extensive research on the assessment of utility expected by the
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community by the society with the use of pilot programs, taking into account the
specificity of PSUs in the other countries.
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Chapter 25
What Really Helps Us Make a Choice?
An Experimental Evaluation of AHP

Jacek Cypryjański, Aleksandra Grzesiuk and Kamil Bortko

Abstract In this study, we used a laboratory experiment to test how well AHP is
coping with identifying our preferences and what persuades us to accept the AHP
outcomes: the result itself or perhaps a “scientific” way of obtaining it. Participants
were asked to give rankings at three stages of the experiment: one at the beginning,
one after filling in theAHPmatrices, and the final one after learning theAHP ranking.
Half of the participants were presented with the actual and half with the manipulated
AHP ranking. Using nonparametric statistical tests, we found evidence that among
the participants of the experiment, the process of filling in the AHP matrices itself
had an impact on the final decision. However, the reformulation of the final decisions
under the influence of the AHP ranking took place only among the participants who
were presented with manipulated results. In addition, the experiment showed that the
AHP ranking was more distant from the final ranking than the two previous rankings
given by the participants.
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25.1 Introduction

The application of multi-criteria decision-making (MCDM) methods is generally
focused on supporting managerial decisions. The aim is to support the decision-
making process in such a way as to bring managers closer to a rational choice.
A slightly different way of applying MCDM methods is to use them to identify
our preferences. Logic dictates us to believe that these methods allow us to better
understand our preferences and eliminate heuristic strategies that we unconsciously
use such as “I choose what I know.” Unfortunately, we cannot be sure of that and,
moreover,we cannot verify it directly because it is difficult to determine the “objective
truth” about our preferences (if indeed there is one) to which we could compare the
results. That is why different types of experiments are designed, in which the issue
is analyzed in a variety of indirect ways [1–7].

In our research,weused a laboratory experiment to test howpractical in identifying
our preferences can be the analytic hierarchy process (AHP) and what persuades
us to accept the AHP outcomes: the result itself or perhaps a “scientific” way of
obtaining it. The decision problem that we tested was the choice of wallpaper for the
computer screen among the five presented alternatives. Most of us set up our own
wallpaper on a computer or smartphone screen, and the selection process itself can
really absorb some of us. Counting on it, we gave up the monetary stimuli usually
used in experimental economics.

The procedure of our experiment was based on an experiment conducted by
Ishizaka et al. [2] in which participants were asked to give rankings at three stages
of the experiment. The participants made their first ranking after seeing all five alter-
natives. They were then asked to carry out all the activities required to prepare the
ranking according to the AHP method, but the AHP ranking itself was not presented
to them. After this task, the participants were again asked to perform the ranking.
Finally, the AHP ranking was presented to the participants and they were asked to
make the third definitive ranking.

Such an experiment provides an opportunity to examine two aspects of the impact
of AHP on the expression of our preferences: (1) If the B ranking is nearer to the
final D ranking than the initial A ranking, it means that the process of filling in the
AHP matrices itself brings the participants closer to the final D ranking; (2) if the
final rankingD is nearer to the ranking C than B is toC, it means that the participants
have reformulated their final decisions on the basis of the ranking made by the AHP
method. To see if the reason for a possible reformulation of the final decisions under
the influence of the AHP ranking is the ranking itself, or rather the belief in the
“scientific nature” of the method, half of the participants were presented with the
AHP ranking, which we changed in comparison to the actual results.

Using nonparametric statistical tests, we found evidence that among the partic-
ipants of the experiment, the process of filling in the AHP matrices itself had an
impact on the final decision. As for the second of the examined aspects, the reformu-
lation of the final decisions under the influence of the AHP ranking took place only
among the participants who were presented with manipulated results. In addition,
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the experiment showed that the AHP ranking was more distant from the final ranking
than the A and B rankings.

25.2 Literature Review

AHP has gained wide acceptance among researchers and practitioners and is prob-
ably the most widely used MCDM method [8–13]. The AHP method, introduced
by Saaty [14], originally was applied to the marketing sector. It is a tool for deal-
ing with complex decision making and is based on the pairwise comparison. It may
help the decision-maker to set priorities and make a rational decision. By reducing
complex decisions to a series of pairwise comparisons, and then synthesizing the
results, the AHP helps to capture both subjective and objective aspects of a decision.
The main advantages of AHP are that it allows hierarchical modeling of the prob-
lem, and the possibility to make verbal judgments and to confirm consistency [11].
The AHP method has also proven effective for dealing problems in various disci-
plinary domains. As can be seen from the review prepared by Ishizaka and Labib
[11] and Emrouznejad andMarra [9], the usefulness of AHP for decision making has
been shown in the healthcare sector, banks, supply chain management, education,
operators evaluation, site selection, software evaluation, project selection, customer
requirement rating, and many others. In recent studies, Krejči [15] and Krejči et al.
[16] advocate the validity of the fuzzy extension of AHP. The mentioned authors
showed that by neglecting the information about the uncertainty of intensity of pref-
erences, an important part of knowledge about the decision-making problem can be
lost and can cause the change in the ordering of alternatives.

AHP has been the subject of a number of laboratory experiments investigating
various aspects of its use. Milet [17] in an experiment in which the participants
compared the relative areas of five geometric shapes, measured the actual accuracy
of four different methods of elicitation (verbal, numerical, and two graphical), and
compared themwith a simple direct estimation. The results showed that AHP, regard-
less of the elicitation method used, outperformed the direct estimation, while verbal
and numerical pairwise comparisons were the most accurate, although at the same
time the slowest and difficult to use. This laboriousness and time-consuming pairwise
comparison used inAHP, unfortunately,means thatwith slightlymore complex tasks,
participants may experience fatigue that disrupts the results of experiments. This was
observed by Nermend [5] in an experiment conducted with the use of neuroscience
techniques (electroencephalography, galvanic skin response, and eye-tracking). In
this experiment, fatigue among participants occurred on average after 45 pairwise
comparisons, while, for example, the assessment of five variants according to five
criteria requires as many as 60. Another interesting conclusion comes from an exper-
iment carried out by Linares [4], which involved a car comparison by means of AHP.
In the opinion of the participants of this experiment, the removal of inconsistencies
from the AHP matrices did not improve the representation of their preferences.
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Experiments conducted by Pöyhönen and Hämäläinen [6], Cypryjański and Grze-
siuk [1], and Ishizaka and Siraj [3] focused on the comparison of MCDM methods.
While the first two analyzed the causes of differences in results generated by par-
ticular methods, in the third incentive-based experiment, the three methods (AHP,
SMART, andMACBETH)were evaluated for their usefulness. The results of the third
experiment showed that both AHP, SMART and to a slightly lesser extent (although
statistically insignificant) MACBETH helped participants in their decision-making.
In addition, the questions asked at the end of the experiment showed thatAHP (imple-
mented in Expert Choice) and SMART (Right Choice), in contrast to MACBETH
(M-MACBETH), were perceived by participants to be useful. AHP and SMART
were also evaluated by participants as easy to use, but this was less the case for
MACBETH.

As it was pointed out in the introduction, the inspiration for our study was a
research paper written by Ishizaka et al. [2]. In this paper, experimental economics
methods were used to test how well AHP works as a choice support system in a
real decision problem. The decision problem, tested in their incentive-based exper-
iment, was the problem of selecting a box of chocolates from five alternatives. The
authors themselves selected the criteria according to which the participants evalu-
ated alternatives using the AHPmethod (at the end of the experiment, a questionnaire
was carried out in which the participants agreed with the selection of criteria made
by the authors). The results of their experiment indicated that while AHP detected
clear top and least priorities well, the three rankings given by the participants were
closer to each other than they were to the AHP ranking. The authors found evidence
that participants tended to follow the ranking provided by AHP. However, it was not
observed that the process of filling in the AHPmatrices itself brought the participants
closer to the final decision.

25.3 Experimental Procedure

The experiment involved 64 participants—34 students and 30 academic and admin-
istrative staff members of the Faculty of Economics and Management at the Univer-
sity of Szczecin. The decision problem was the choice of wallpaper for the computer
screen. We asked the participants to rank from the most to the least preferred five
known images: “Wind from the Sea” by Andrew Wyeth (1947), “Impression, Sun-
rise” by Claude Monet (1872), “The Lovers of Venice” by Marc Chagall (1957),
“Slaves stopping a horse” by Théodore Géricault (1817), and “The Bedroom” by
Vincent van Gogh (1888). This decision problem was chosen on the basis of a dis-
cussion and a test experiment conducted with another group of students as capable of
engaging the participants and getting them to give thoughtful answers. For the pur-
poses of the experiment, a web application was developed. The application guided
the participant through the experiment, asked him/her questions, collected answers,
and performed all necessary calculations.
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At the beginning, the participants were instructed on how the experiment will be
conducted and on the principles of performing the evaluation by means of the AHP
method. The experiment consisted of the following steps:

1. The participants were presented with paintings together with information about
their titles, authors, and years of creation and then asked to give the first ranking
(ranking A).

2. The participants were asked to choose between 3 and 5 criteria that they consider
to be of importance when choosing the screen wallpaper among the presented
paintings. Next, they were asked to make pairwise comparisons of the criteria
they had chosen as well as, according to each criterion, pairwise comparisons of
the paintings.

3. Again, the participants were asked to rank the paintings (ranking B).
4. The AHP ranking was calculated and presented to the participants. However, the

participants were divided into two groups (random distribution). One group (32
participants) was presented with a real ranking (rankingC) and the second group
(also 32 participants) was presented with manipulated results of AHP ranking
(ranking C′) in which we swapped the first position with the second and fourth
with the fifth.

5. The participants were asked to give a final ranking of the paintings (ranking D).

At the end of the experiment, the participants were asked to answer one question:
To what extent did the AHP ranking reflect your preferences? After completing the
experiment, we calculated the distances between the individual rankings. To calculate
them, we used the squared Euclidean distance:

XY =
5∑

i=1

(xi − yi )
2

where XY—distance between X and Y rankings, i = 1, …, 5—numbers of assessed
alternatives A, xi—place of alternative i in X ranking, and yi—place of alternative
i in Y ranking. Table 25.1 shows an exemplary calculation of the distance between
rankings X and Y.

In total, we have obtained six distances for each of the participants. Three of them
represented the differences between the participants rankings (AB, AD, BD) and the

Table 25.1 Example of
calculating the distance
between ranking X: A2, A4,
A1, A5, A3 and ranking Y:
A2, A1, A3, A5, A4

Alternative xi yi (xi − yi)2

A1 3 2 1

A2 1 1 0

A3 5 3 4

A4 2 5 9

A5 4 4 0

XY distance 14
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remaining three between the individual rankings and the ranking obtained by means
of AHP (AC, BC, CD).

25.4 Results

The first issue we analyzed was to determine the size of the differences between
the participants’ rankings. To do this, for each participant, we calculated the sum
of the distances between these rankings (AB + BD + AD, Fig. 25.1, axis 0Y ). The
results showed that 31% of the participants in three consecutive rankings presented
the same order of alternatives (total distance was equal to zero). Another 39% of
the participants slightly changed their preferences during the experiment (the total
distance was from 4 to 8). For the remaining 30% of the participants, the total
distance between the rankings varied from 10 to 56, which may indicate that some
of them were not particularly involved in the experiment or significantly changed
their preferences during it. As for the changes in preferences during the experiment,
as shown in Fig. 25.2, the initial A ranking differs most from the two subsequent
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ones, which means that the participants made the biggest changes after performing
the AHP evaluation (selection of the criteria, pairwise comparison).

Then, we studied how the participants of the experiment were able to deal with
the AHP method, particularly with the pairwise comparison. For this purpose, we
calculated for each participant the value of the consistency ratio Cr [14]. It is com-
monly accepted in the literature that an individual is consistent in his or her pairwise
comparison, if the consistency ratio for his or her assessments does not exceed 0.1.
In our experiment, only 19% of participants had a consistency ratio Cr < 0.1. If we
add to this group another 28% of those with Cr not exceeding 0.2, there is still more
than half of the participants who did not cope well with the AHP method (Fig. 25.1,
axis 0X).

Although the participants in the Ishizaka et al. [2] experiment had slightly lower
Cr values, both experiments show that it is quite difficult for individuals to make
consistent pairwise comparisons. The results of our experiment also confirm another
observation from the Ishizaka et al. [2] experiment—no correlation between the con-
sistency ratio and the variation across the rankings A, B, andD (Pearson’s correlation
coefficient is −0.0138, Fig. 25.1).

Next, we have verified five research hypotheses based on Euclidean distance,
which we adopted from the experiment by Ishizaka et al. [2]. These five hypotheses
are presented below, along with the interpretation proposed by their authors.

Hypothesis 1 Euclidian distance AD > Euclidian distance BD—the ranking B is
nearer to the ranking D than A is to D.

Hypothesis 1 implies that the process of filling in the AHP matrices brings the
participants closer to the finalD ranking. This would mean that the process itself can
help individuals improve their final ranking.

Hypothesis 2a Euclidian distance AC > Euclidian distance CD—the ranking D is
nearer to the ranking C than A is to C.

Hypothesis 2b Euclidian distance BC > Euclidian distance CD—the ranking D is
nearer to the ranking C than B is to C.

Hypotheses 2a and 2b imply that in order to build ranking D, participants take
into account AHP advice (C ranking) and modify their previous direct rankings A
and B.

Hypothesis 3a Euclidian distance AD < Euclidian distance CD—the ranking A is
nearer to the ranking D than C is to D.

Hypothesis 3b Euclidian distance BD < Euclidian distance CD—the ranking B is
nearer to the ranking D than C is to D.

Hypotheses 3a and 3bmean that the first two direct rankings (A andB respectively)
better reflect the preferences of the participants than the C (AHP) ranking.

Adopting the same hypotheses allowed us to compare the results of both experi-
ments. However, it should be stressed that the experiments were not identical: they
are concerned with different decision problems; in our experiment, the participants



360 J. Cypryjański et al.

defined the criteria themselves; we did not use monetary stimuli, and in addition,
half of the participants in our experiment were presented with a manipulated AHP
ranking.

Before presenting the results of the verification of the hypotheses, two issues still
need to be addressed. The first is to confirm that the manipulation of AHP rankings,
which we performed on half of the participants, actually distanced their C (AHP)
rankings from A and B rankings (from 5.8 to 8.2 and from 3.9 to 6.7, respectively).
The second concerns the verification of hypotheses. Since half of the participants had
manipulated AHP rankings, the individual hypotheses had to be verified differently.
When verifying hypothesis 1, we took into account all the participants because this
hypothesis did not directly refer to the C (AHP) ranking. In turn, hypotheses 2a
and 2b were verified separately for participants who were presented with actual
AHP results—rankings C and those whose results were manipulated—rankings C′.
The last two hypotheses 3a and 3b were verified only in relation to participants
who were presented with actual AHP results. The verification of these hypotheses
for participants with manipulated results is not justified because the manipulated
rankings C′ presented to them were more distant than their actual rankings C and
these, in turn, were not presented to them.

The hypotheses were verified using the sign test. The results of verification are
presented in Table 25.2. The results show that among the participants of the exper-
iment, the process of filling in the AHP matrices itself had an impact on the final
decision (hypothesis 1) and that both direct rankings (A and B) better reflected the
preferences of the participants than the AHP ranking (hypotheses 3a and 3b, respec-
tively). As for hypotheses 2a and 2b, the results show that the reformulation of the

Table 25.2 Verification of the research hypotheses (for comparison, the results obtained in the
experiments by Ishizaka et al. [2] are presented at the bottom of the table)

Hypothesis N True Indeterminate False p-value (%)

H1 AD > BD 64 25 32 7 0.1

H2 a AC > CD 32 8 17 7 –

AC′ > C′D 32 13 16 3 1.1

H2 b BC > CD 32 8 19 5 –

BC′ > C′D 32 12 18 2 0.6

H3 a AD < CD 32 16 9 7 4.7

H3 b BD < CD 32 17 9 6 1.7

Ishizaka et al. [2]

H1 AD > BD 19 3 16 0 –

H2 a AC > CD 19 7 11 1 3.5

H2 b BC > CD 19 6 13 0 1.6

H3 a AD < CD 19 9 7 3 –

H3 b BD < CD 19 10 6 3 4.6

Statistically, significant hypotheses (p-value < 5.0%) are marked bold
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Table 25.3 Answers to the
question “To what extent did
the AHP ranking reflect your
preferences?” according to
the group of participants

Group of
participants

Reflected To some
extent

Did not reflect

With actual
AHP ranking

20 7 5

With
manipulated
AHP ranking

18 12 2

final decisions under the influence of the AHP ranking took place only among those
participants of the experiment who were presented with manipulated results.

Finally, we analyzed the answers to the question “To what extent did the AHP
ranking reflect your preferences?” given by the participants at the end of the exper-
iment. Table 25.3 shows separately the responses given by the participants who
were presented with the actual AHP ranking and those who were presented with
the manipulated one. After performing Yate’s correction, the chi-squared showed
that the answers for the two groups of participants were not significantly different
(χ2 = 1.440; p = 0.258).

25.5 Discussion and Conclusions

In discussing the results of our experiment, we will refer to the experiment from the
paper by Ishizaka et al. [2, which further will be called in short the experiment-2011].
Such a comparison, having regard to the aforementioned differences between these
two experiments, allows us to formulate a few additional remarks and conclusions.

First of all, the decision problem we chose did not arouse such concentration in
the participants as was the case with the experiment-2011. It is clearly visible both in
the higher sums of the distances between the direct rankings and the higher values of
the consistency ratio (Fig. 25.1). However, taking into account the positive opinions
of the participants expressed at the end of the experiment, it seems that the reason for
these differences was the use of monetary stimuli in the experiment-2011. If this is
the case, it is an indication of the effectiveness of experimental economics methods.

This lower degree of concentration of the participants in our experiment may be
helpful in explaining why hypothesis 1, which assumes that the process of filling in
the AHP matrices brings the participants closer to the final decision, was confirmed
in our experiment but not in the experiment-2011. If we look at the average distances
between the successive direct rankings A, B, and D (Fig. 25.2), we will notice that
the main reason why the sums of these distances were higher in our experiment is
the initial ranking A. This lends credence to scenario in which our participants (or at
least some of them) were less concentrated at the beginning of the experiment and
formulated their initial ranking quite rashly. It was only when they made a series of
pairwise comparisons of both the criteria and the alternatives against each criterion
that they started to think about their preferences in more detail. This suggests that in
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some cases, the process of filling AHP matrices itself can have a significant impact
on a better understanding of our preferences and, consequently, on our decisions.

Both experiments confirmed hypothesis 3b, according to which the direct ranking
B better reflected the preferences of the participants than the AHP ranking. In addi-
tion, in our experiment, this was also the case for the initial ranking A (hypothesis
3a). It can be presumed that in both experiments the reason for the poor quality of
AHP in reflecting preferences was the low percentage of participants (19% and 31%,
respectively) who filled the AHPmatrices consistently (Cr < 0.1). However, this con-
clusion contradicts the results of the experiment carried out by Linares [4], which
showed that after removing the inconsistency, the participants’ preferences were not
better represented. In order to determine this issue, we undoubtedly need further
experiments and new ideas for conducting them. On the other hand, both experi-
ments showed that it is quite difficult for individuals to make consistent pairwise
comparisons, regardless of their level of involvement.

Finally, let us address the question of what really prompts us to accept AHP
results and reformulate our preferences. In trying to answer this question, we have
obtained quite surprising results, since hypotheses 2a and 2b have only been con-
firmed for those participants who were presented with manipulated AHP rankings.
Unfortunately, we were unable to find clear reasons why the participants who were
presented with their actual AHP rankings did not include them in their final deci-
sions, as was the case in the experiment-2011. However, this does not change the
fact that participants with manipulated AHP rankings included them in their final
decisions, although they were more distant from A and B rankings than their actual
AHP rankings. Moreover, their assessment of the extent to which the AHP ranking
reflected their preferences did not differ from the assessments of those to whom their
actual AHP rankings were presented. Is there a halo effect due to the scientific nature
of the AHP method? Or perhaps we are dealing here with an anchoring heuristics,
as AHP ranking was the last thing the participants saw on the screen before making
the final decision? Our experiment does not provide answers to these questions, but
we hope it prompts a broader study of the issue.
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Chapter 26
Declared Preference Method—Research
Experiment Concerning Air Quality

Małgorzata Burchard-Dziubińska, Elżbieta Antczak and Agnieszka Rzeńca

Abstract Externalities take place when an economic operator does not experience
all costs (in case of negative externalities) or benefits (in case of positive external-
ities) involved in his activities, which are passed on to other economic operators.
Specific challenge to economists is posed by negative technological externalities,
which have also triggered experimental research studies using the declared (stated)
preference method. The aim of the experiment was to find the most preferred solu-
tion geared towards the elimination of the source of air pollution in a village and
to learn about respondents’ willingness to pay (WTP) for the public good supplied
as a result of such elimination. Out of the five proposed options, one of the most
preferred by respondents was a voluntary fundraising initiative to collect money for
the construction of the neighbour’s connection that would go on until they collect
PLN 10 k but not longer than for a year. By using the WTP method, we arrived at an
unambiguous valuation of the good expressed in terms of money. The most preferred
tax rate revealed as a result of the survey suggests that the valuation of the public
goodwas underestimated. As a result, the situation described in the case study cannot
be resolved successfully.

Keywords Public goods · Externalities · Declared preference method · Air
pollution

26.1 Introduction

Today, quite rightly, attention is clearly being paid to the role of human behaviour as
a significant source of environmental pollution. In Poland, we used to blame industry
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for air pollution and for the contamination of groundwater and soil. Currently, as a
result of restrictive environmental policy equipped with legal and economic instru-
ments, industry has lost its top position of the major polluter. Poor quality of the
environment and, above all, air pollution is caused by individual human activities.
Low emission linked with suburbanisation and many years of lagging behind when it
comes to the standards of heat and electricity supply systems available to households
are the main reasons why all users of the environment experience tangible negative
effects. Due to air pollution, all people who breathe it become victims of the polluters
while, looking from the opposite perspective, those who are working to eliminate
air pollution provide benefits to other individuals who become covered by their pro-
tection activities. Air pollution and its protection are externalities with the range of
impact covering all users of the environment. No one may be easily excluded from
the circle of either victims or beneficiaries.

More precisely, externalities take place when an economic operator does not
experience all costs (in case of negative externalities) or benefits (in case of posi-
tive externalities), which are passed on to other economic operators. The division
into positive and negative externalities is normative by nature. Negative externalities
manifest the presence of public anti-goods (public bads), such as, e.g., air pollu-
tion. On the other hand, positive externalities are sources of public goods, such as,
e.g., protection of the atmosphere. Common features of public bads and goods are:
non-rivalry nature of their consumption and inability to exclude anyone from their
consumption. Assuming that overall benefits prevail over the disadvantages, we may
say that the carrying out protection activities is a kind of public good linked with
positive externalities. However, when trying to ensure adequate supply of protection
efforts, we may face two serious economic problems: the free rider problem, i.e.
using the good for free and the prisoner’s dilemma, which in environmental context
means that the lack of communication and ability to agree on a common strategy
leads to a situationwhen all partiesmake a rational choice of not pursuing any protec-
tion activities although working in polluted environment deteriorates their individual
performance and reduces the welfare.

Specific challenge to economists is posed by negative technological externalities.
They have also triggered experimental research studies using the declared (stated)
preference method. Usually, the declared preference method was used in connection
with the polluter pays principle and the willingness to pay environmental costs, when
the market does not generate adequate information about the issue. The proposed
experiment concerns “pollution elimination at source” principle and civic support to
an environmentally friendly investment project launched to produce common good,
i.e., clean air.

The main objective of the undertaken research was to identify the tendency of
environmental users, members of the local community to bear the costs of environ-
mental protection investments and to determine the level of declared expenditures.
This hypothetical case concerns members of a local community exposed to nega-
tive externalities of activities pursued by one of their neighbours. The undertaken
research in the field of experimental economics is an attempt to search for effective
solutions for environmental protection and to determine the dependence between the
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effectiveness of undertaken actions and the declared willingness to pay for a good.
An important aspect and background of these considerations were also the issue of
the co-responsibility of citizens for the quality of the environment.

26.2 Public Goods and Issues of Demand and Supply:
Literature Review

How to identify the size of output of a public good is a theoretical but also practical
question. Problems arise when we want to measure preferences and have to deal with
congestion. For public goods, equilibrium is achievedwhen the overall willingness to
pay for the good equals the price for which the producer is willing to supply this good
and different individuals are willing to pay different prices for a certain output of the
good. These individual prices are referred to as Lindahl pricing (or Lindahl taxes).
Effective valuation of a public good assumes that the sum of individual prices equals
the marginal cost [14]. In literature, we may come across diverse ways of finding the
demand curve for public good. According to Musgrave, the sum of individual prices
equals the marginal cost [8]; Bowen [2] and Samuelson [15] argue that the sum of
marginal rates of substitution equals the marginal cost while Buchanan [6] claims
that the sum of marginal values equals marginal cost. Musgrave assumed that public
and private needs are “individual wants.” The principal difference between the two
needs consists in the fact that “goods and services supplied to satisfy public needs
must be consumed in equal amounts by all” [13]. There are two implications of such
an approach. Firstly, if a voluntary solution was available, the aggregate demand
curve for inseparable good would be the effect of vertical addition of the individual
demands. The result may in a way be obtained from the Lindahl model and was
identified against these categories by Bowen [2], and repeated by Samuelson [15].
Secondly, “because the same amount will be consumed by all, everybody knows
they cannot be excluded from the benefits stemming from that.” Thus, people are not
forced to reveal their preferences by offering their bids in the market. The “exclusion
principle,” which is crucial for the exchange, may not be applied and the market
mechanism does not work. To a consumer, it is always more attractive to hide or
falsify her/his true preferences not to reveal her/his actualwillingness to pay for public
good. In accordance with Lindahl concept, anyone may be asked to specify her/his
demand for public good at a hypothetical price or when faced with the distribution
of tax burden involved in its supply. Prices for the same amount of a given public
good may differ. It allows, at least theoretically, arriving at equilibrium. In practice,
every consumer wishes to pass the costs of the supply of the good on to others by
declaring demand lower than the actual one because (s)he assumes the good will
be supplied to her/him anyway. Lindahl model does not eliminate the problem of a
free rider. By being unable to exclude anyone from consumption, we may not find
out the real value of the public good to individuals expressed in the price they are
willing to pay. Investigating into preferences is a complex exercise but it does not
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mean that economists are totally helpless. Literature provides a number of examples
of mechanisms that force consumers to reveal their true preferences and prices linked
with them.Vickrey–Clarke–Grovesmechanism (VCG) is one of such examples. This
auctionmechanism helps in achieving a socially optimal solution through its strategy
consisting in bidding for a realistic valuation. It is assumed that the cost of a project
is given. The project should be launched if the sum of values declared by all citizens
is higher than the cost or equal to it. In case of the VCG mechanism with the Clarke
pivot rule, it means that a citizen pays a non-zero tax for the project if and only if it is
pivotal, i.e. without her/his declaration the total value is less than the given cost and
with this declaration, the total value ismore than the cost. Thismechanism is designed
to discourage making unreliable declarations. The pivotal subject is charged with tax
burden. Such tax is referred to as motivational [16]. An alternative solution is offered
by Groves–Ledyard mechanism. In this case, the output of public good is decided by
a central agency (authority) while expectations of individual subjects either increase
or reduce it. Everybody sends their choices as to the amounts of the good without
knowing declarations made by other participants. Tax paid by an individual depends
on howmuch his expectations concerning the amount of the good in question deviate
from the mean of other players’ bids [4]. A real problem consists in the fact that as a
result of the willingness to lower the declared prices, demand will be underestimated
meaning the output of the public good will be insufficient or will not take place at
all.

To learn if we are able to supply a given public good, it is worth conducting
an experiment, which explores human behaviour in a near real-life environment.
For that purpose, we may conduct a survey in laboratory conditions (on an isolated
group). For questions about the valuation of a public good, it is justified to apply the
conditional valuation method, in which we either want to learn about the willingness
to pay (WTP) or the willingness to accept (WTA) [10, 11]. The willingness to pay
is measured through the deployment of diverse techniques, among which the most
popular include questionnaire studies or interviews. Account is taken of social and
economic aspects of the examined population, such as, e.g.: types of households,
domicile, education, age, gender and income per person in a household. It enables
matching the answer to the question concerning the valuation with other features
typical of the respondent. In the case of the WTP/WTA method, we want to arrive at
a clear-cut valuation expressed in money, which helps in drawing the demand curve
for the good covered by the survey. By using the declared preference method, we
may also ask about themost desired ways, in which the public good in question could
be provided and/or about the internalisation of negative externalities. It was applied
in the experiment discussed in this chapter.

26.3 Methodology and Data

Consumer preferences can bemeasured based on historical observations of consumer
behaviour in themarket, i.e. on real decisions taken by consumers facedwith a choice
or based on data that describe consumer intentions. Because of these two sources of
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Fig. 26.1 Logical structure of the experiment

information about preferences, we may distinguish two methods, one of the analyses
revealed preferences while the other one focuses on declared (stated) preferences
(Table 26.1). Despite a wide spectrum of applications for both methods, measuring
preferences of natural environment users, in which we analyse the environment and
its quality, is a special case. The use of declared preferences method, its conditions

Table 26.1 Comparison between revealed and declared preference methods

Method Revealed preference method Declared preference method

Goal Finding out about real market
decisions

Finding out about declared consumer
behaviour and attitudes (a
hypothetical situation)

Time Measurement based on historical
observations of consumer behaviour
in the market

Measurement made using methods
that reveal consumer attitudes during
the survey

Assumptions Investigating into revealed
preferences concerns real choices that
have already been made
The major obstacle is the fact that the
method cannot be applied to
hypothetical situations

The survey uses respondent individual
experience as to their preferences
vis-à-vis a set of options
The limitation in this case lies in the
assumption that respondents behave
in a rational manner and maximise the
utility
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Stage 1 
• Declared preferences ranking (including social circumstances)

Stage 2

• Analysis of the willingness to pay for a public good  
and socio-economic aspects 

Stage 3 

• Assessment of decisions efficiency understood as an ability to achieve 
the goal

Fig. 26.2 Stages of experiment. Source Authors’ own compilation

and limitations have been widely discussed in literature [1, 5] also in the context of
their stability [3].

Based on a formalised questionnaire, the participants to the research experiment
are expected to find a solution to the problem described in Fig. 26.1. Their choices
madewithin the framework of hypothetical scenarios help us draw conclusions about
their preferences and value of non-market goods. By making a decision, the partic-
ipants allocate a particular degree of utility to each attribute. Thus, we assume that
they select an option representing the maximum total utility to them. It is presumed
that the questionnaire developed for the experiment covers all factors that respon-
dents might consider when making a decision. As a result of the experiment, we will
learn about preferred solutions and how they link with respondents’ socio-economic
attributes.

For the sake of reliability of the experiment, we validated the research tool by
conducting a pilot survey. A survey on a group of 15 people helped us to fine-tune
the experiment, to precisely set border conditions and to develop the final version of
the questionnaire.

Finally, the experiment covered all first-year students of full-time undergraduate
and graduate courses at Spatial Economics (Polish: Gospodarka Przestrzenna) at the
Faculty of Economics and Sociology of the University of Lodz. We purposefully
selected the students of this particular course as respondents. Over the time of their
studies, these students will improve their knowledge and skills because the teaching
content includes, inter alia, environmental economics, environmental protection, eco-
innovation, local development policy, spatial development and legal framework for
environmental protection. It means they will be able to validate results of the experi-
ment in the future when they will have completed their education. The research study
was anonymous and organised as a paper-based questionnaire study. Questionnaires
were handed out directly to students who were asked to fill them out. We managed to
collect back 90 questionnaires. The ultimate rate of return was 70% (N = 86 individ-
uals). Some questionnaires were invalidated because they were filled out incorrectly
or incompletely.
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Collected research material helped us to process and analyse data in three stages
(Fig. 26.2). All results of analyses were carried out using graphic and statistical tools
available in the IBM SPSS Statistics software.

26.4 Results of the Survey

26.4.1 Declared Preference Ranking (Including Social
Circumstances)

Students in a research sample represent small cities—up to 20 k residents (13%);
average cities—between 20 k and 100 k residents (21%); large cities—a population
over 100 k residents (24%) and rural areas (42%). Among respondents, 60% were
women and 40% men.

According to respondents, an optimal solution to the problem in question would
be a fundraising initiative through which local residents would voluntarily donate
money to build a connection for their neighbour. This solution was preferred by most
respondents, 34%, with 30% believing in its effectiveness (Option 1.5). About 30%
students preferred to give time to the newowner to himself raise resources for building
the connection (Option 1.1). This solution is seen as the second most effective to the
problem.Another top-rankingwayof helping theneighbour in funding the investment
is self-taxation where all residents would pay the same amount (per household) to
collect the remaining PLN 10 k (1.4). About 35% students decided it is an effective
solution and 16% believed it is very effective. In turn, only 13% respondents declared
they would force surveillance authorities to continuously monitor the situation and
intensify pressure on building the connection (1.2). According to respondentsmaking
the new neighbour aware that without changing the source of heating, he will not be
liked by the rest of the community was the least promising idea (1.3), 7% respondents
assessed it as very effective (Fig. 26.3).

Statistically, significant differences have been observed (p= 0.10) in the number
of men and women who decided that a voluntary fundraising initiative was the best
solution to the problem (35% female students and 32%male students gave preference
to this option). Moreover, 2% female and 12% male students considered the above
solution little effective (Fig. 26.4). 27%female students and35%male studentswould
give time to the new owner to raise funds for the construction of the connection (p
= 0.72). No significant differences were reported in the number of women (19%)
and men (24%) who believed the above solution is ineffective. At the same time,
the assessment of effectiveness of self-taxation option is significantly different for
women and men (p = 0.09). Statistically, more women (54%) than men (27%)
preferred this solution as a way of preventing air pollution. Besides, significantly
moremen (15%) thanwomenbelieve self-taxation is ineffectivewith only 2%women
decisively not supporting the initiative (Fig. 26.4).
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Results of the experiment show that residents of middle-sized cities assessed the
solution consisting in giving time to the new owner to raise funds for the construc-
tion of the connection as significantly less effective (p = 0.03). Half of the students
permanently domiciled in cities whose population ranges from 20 to 100 k inhab-
itants consider this option moderately effective and 28% believe it is not effective.
Only 22% respondents claim such assistance could be effective in the struggle for air
quality protection. On the other hand, clear majority of respondents from small and
large cities as well as rural areas argue that the new owner should be given time to
raise funds for the construction of the connection. Residents of medium-sized cities
assessed the effectiveness of self-taxation, equal amount per household, to collect
PLN 10 k significantly higher (p= 0.10). About 40% students from cities with pop-
ulation ranging between 20 and 100 k believe this is an effective solution and only
9% respondents permanently residing in small and large cities as well as in rural
areas would prefer this solution (Fig. 26.5). No statistically significant differences
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Fisher independence tests were carried out for the level of significance α = 0.10, because over 20%
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were reported between respondents’ domicile and the assessment of effectiveness of
the solution providing for a voluntary fundraising initiative to collect money for the
neighbour’s connection (p = 0.60). The smallest group of respondents from small
cities, 18%, considered this form of assistance to the new owner highly effective.
A clear majority, 44% students from large cities, preferred this very option. In turn,
on average, 7% respondents permanently residing in locations indicated in the ques-
tionnaire assumed the solution is ineffective (Fig. 26.5).

26.4.2 Analysis of the Willingness to Pay for a Public Good
and Socio-economic Aspects

Assuming that residents decided to impose a tax on themselves to financially sup-
port the construction of their neighbour’s connection, the majority, as many as 41%
respondents, were willing to contribute PLN 20. Slightly fewer, 37% respondents
(out of 86), declared to pay PLN 30 per household. The rest of students (22%) opted
for a tax amounting to PLN 40 (Fig. 26.6). Moreover, to the question, if self-taxation
payment should depend on per capita income in a household, most respondents
answered “yes” (66% out of 86 in the sample).

We also observed that significantly more male students (35% out of 34 respon-
dents) than female students (13% out of 52 female respondents) are willing to pay
PLN 40 (p = 0.01). In turn, clearly more women than men who were willing to pay
the tax would like to pay PLN 30 (48% female students and 21% male students).
Also, slightly more men than women declared the willingness to pay PLN 20 to
subsidise the construction of their neighbour’s connection (44% male students and
38% female students). Nevertheless, the difference in amounts amongst respondents
is clearly the smallest (6% points) compared to the other two declared tax rates
(Fig. 26.7).

Moreover, independently of the declared tax rate (20 PLN, 30 PLN or 40 PLN),
a clear majority of respondents opted for the rate to be adjusted to per capita income
(p = 0.15) (Fig. 26.8).

Tax rate declared by respondents is independent of their domicile (p= 0.37). Circa
40% students were willing to pay PLN 20 in the form of tax to help the neighbour

Fig. 26.6 Structure of
declared amount of tax
imposed by residents on their
households 41%

37%

22%

20 PLN

30 PLN

40 PLN
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to construct the connection independently of their permanent place of residence. We
also observed that a similar number of students from rural areas, small and large
cities declared to pay the tax of PLN 30 (ca. 40% respondents). The majority, 39%
students residing permanently in medium-sized cities, opted for tax rate PLN 40.
Nevertheless, the latter amount was the least often declared. This is why despite
differences between the place of residence and this category of tax, they were not
statistically significant (at adopted level of significance) (Fig. 26.9).

26.4.3 Assessment of Decisions Efficiency Understood
as an Ability to Achieve the Goal

Results of the experiment suggest significant differentiation in amounts declared
in the self-taxation exercise intended to subsidise the construction of neighbour’s
connection stems from the assessment of the effectiveness of the tool (p = 0.08),
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39

45

44

38

44

45

17

38

17

9 

39

24

0% 20% 40% 60% 80% 100%

Rural area
n=36

Small city
n=22

Average city
n=18

Large city
n=21

20 PLN 30 PLN 40 PLN

Fig. 26.9 Declared self-taxation rate and respondent domicile. We conducted detailed Fisher tests
of independence for the significance level α = 0.10, because over 20% cells have expected counts
lower than five, and the minimum expected count is smaller than one

Fig. 26.10. Amongst respondents who declared the highest tax rate (40 PLN) asmany
as 47% believe, it is an effective tool and 32% consider it very effective (in total as
many as 79% opt for this solution). At the same time, the group of respondents who
declared the lowest tax rate (20 PLN) and believe this is an effective solution is
significantly smaller, i.e. 43% (out of them only 9% claim this is the most effective
solution and 34% believe it is effective). Similarly, 44% respondents who declared
PLN 30 assessed this option as effective and very effective, and 16% out of this group
believe self-taxation is the best solution to the problem (Fig. 26.10).
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26.5 Discussion

Together with the increase in the tax rate, respondents’ willingness to pay decreases
(Fig. 26.6). However, the bigger the willingness to pay, the more likely the goal will
be achieved (Fig. 26.10), which finally translates into increased willingness to pay
more for clean air, i.e. demand for the good in question (Fig. 26.11). Thus, more
effective methods of working out the common public good encourage respondents
to pay higher rates (the value of β parameter is the highest in the function describing
respondents’ willingness to pay the highest declared rate, Fig. 26.11).

Considering assumptions adopted for the experiment and information collected
from respondents, we made an attempt to extrapolate the results to the population
(250 households sharing the cost of thermo-modernisation). By the same token,
we estimated the subsidy offered to the construction of the neighbour’s connection
(Table 26.2). The willingness to pay a specific amount declared by the residents, their
preferences and socio-economic circumstances would bring in PLN 7025. It means
the investment was underestimated to the amount of PLN 2975 (10,000 PLN-7025
PLN).

y40 PLN = 0,084x - 0,0518

y30PLN = 0,0688x - 0,0063

y20PLN = 0,0714x - 0,0143

0%

10%

20%

30%

40%

Least effective 4 3 2 Most effective

40 PLN 30 PLN 20 PLN

Efficiency 

WTP 

Fig. 26.11 Relationship between the effectiveness of proposed activities and declared willingness
to pay for the good.NoteThe chart presents estimated equations of the linear trendmodels expressed
in general terms as: y = α + βx , where positive β represents a continuous increase in the value of
analysed variable [12]
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Table 26.2 Declared willingness to pay and financial resources collected for the connection

Demand (in number of households) WTP in PLN Unit value of the project in PLN
(Demand * WTP)

103 20 2050

93 30 2775

55 40 2200

Total value of the project: 7025 PLN

26.6 Conclusions

The experiment was designed to find the most preferred solution to the problem
consisting in the elimination of the source of air pollution in a village and to learn
about residents’ willingness to pay for the public good supplied as a result of such
elimination. The most preferred option was a voluntary fundraising initiative to
collect money for the construction of the neighbour’s connection that would go on
until they collect PLN 10 k but not longer than for a year (1.5). Next was option
1.1We give time to the new owner (e.g., a year) to raise funds (a borrowing, a loan,
etc.) for building the connection, followed by options: 1.4 Local residents voluntarily
impose a tax on themselves, equal for all households, to collect the remaining PLN
10 k.; 1.2 We force surveillance authorities to continuously monitor the situation
and intensify the pressure on getting him connected to geothermal energy network,
and 1.3We make the new owner aware of the fact that without changing the heating
system in his house he will not be liked by the rest of the community (Fig. 26.3).

As a next step, to arrive at more unambiguous value of the good expressed in terms
of money, we used the WTP method. We need to bear in mind that if all households
joined the self-taxation initiative, tax rate of PLN 40 would bring the lacking PLN
10 k and solve the problem. However, it turned out that the lowest rate, PLN 20, was
the most preferred one (Fig. 26.6; Table 26.2), meaning the valuation of the public
good was underestimated. It may mean that the project will not be accomplished in
the voluntary taxation option.
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